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Generally, there are large amounts of uncertain factors in the multi-attribute decision system. By using the gray relational degree
and fuzzy gray relational degree, the weights of the comprehensive indexes are extracted. .en, a novel decision model is
established based on the concept of relative similarity degree. Finally, comparative research is carried out taking the maritime
safety engineering construction in Hunan Province, China, as an example to verify that the developedmodel is rather effective and
practical for its high resolution and sensitivity in multi-attribute decision.

1. Introduction

Multi-attribute decision problems refer to selection of the
ideal scheme from a limited number of alternative schemes
after comprehensively comparing these attributes (indexes)
and ranking them in the scheme set. Each attribute in a
decision system generally has uncertainty to some extent.
Aiming at the presence of these large amounts of uncertain
factors, numerous researchers have conducted relevant re-
search. .e commonly used method is to extract the weights
of indexes to serve the final decision by using the gray re-
lational degree and fuzzy processing method [1, 2]. Liter-
ature [3–5] proposed a decision-making method based on
possibility and satisfaction, which was improved in literature
[6]. Literature [7, 8] gives an integrated method of multi-
objective decision-making and extends this method. On this
basis, literature [9–15] gives a multi-attribute decision-
making method based on distance similarity measure. Lit-
erature [16–20] introduces the concept of uncertain fuzzy set
and gives an improved method of multiobjective decision-
making. Literature [21–23] proposed a new similarity
weighted aggregation method.

While these methods can solve practical problems, the
obtained decision results show low discreteness and tend to
be normalized sometimes, which influences the resolution of

the results and the utilization of given information in the
system. .e above problem becomes more prominent in the
comparison of schemes with similar levels, high fuzzy de-
gree, and difficulty in selection. To solve the problem, the
concept of relative similarity degree is introduced to con-
struct a novel decision model, followed by comparative
research based on a practical case. .e research provides a
reasonable and effective approach for the comprehensive
evaluation of a project.

2. Problem Description

In decision-making problems, in order to ensure the ac-
curacy and effectiveness of decision-making results, the
similarity between language terms is a factor that cannot be
ignored. In order to better express decision information, the
following symbolic notation is used to represent the sets and
quantities related to multi-attribute decision-making
problems:

X� {x1, x2,. . ., xm} represents the set of m decision
schemes
S� {s1, s2,. . ., sn} refers to the set of n attributes which
are assumed to be independent
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A� [aij]m× n represents the decision matrix, where aij is
a result of an attribute sj using a scheme xi (i.e., the
attribute value)

In general, attributes can be divided into benefit, cost,
fixed, and interval types and different attributes possibly
have different dimensions. .erefore, for the sake of con-
venient analysis and calculation, the decision matrix A needs
to be normalized, using the normalization formula in Ref-
erence [1] for instance. Suppose that the normalized decision
matrix is B� [bij]m× n and bi

−

� (1/n) · 
n
j�1 bi,j (i� 1,. . .,m)

is the expected value of the index.
Let ωk � (ω1, ω2,. . .,ωn)T, where ωj≥ 0 (j� 1, 2, . . ., n),

and 
n
j�1 ωj � 1 is the weight vector of an attribute and k

denotes the different methods used for extracting the weight.
.e concepts of ideal point of multiobjective decision-
making problem, negative ideal point of multiobjective
decision-making problem, and objective vector corre-
sponding to any feasible solution are introduced. It is
extracted by gray correlation degree and fuzzy gray corre-
lation degree operator, k� 1, 2.

3. Establishment of the Multiattribute
Decision Model

3.1. Extracting Weight ωj of the Index. Reasonably and
correctly extracting the weight of an index is of great sig-
nificance for investment decision. .eoretically speaking,
the larger the influence of an index on other indexes is, the
greater the information contained by the index in the sys-
tem; otherwise, the index has less information. Based on this,
the weight of the index is extracted by using the relational
operator.

3.1.1. Operator of Gray Relation. In accordance with the gray
relational theory, the weight of the jth index is defined as
follows:

ωj �


m
i�1 ri,j


n
j�1 

m
i�1 ri,j

, (1)

where

ri,j �
minm

i�1 bi,j − bi



 + ζmaxm
i�1 bi,j − bi





bi,j − bi



 + ζmaxm
i�1 bi,j − bi




(i � 1,&, m; j � 1,&, n), (2)

is the average gray relational degree. .e constant ζ is the
identification coefficient of gray relation. It is used to adjust
the size of the comparative environment and generally let it
be ζ � 0.5 in practical engineering applications.

3.1.2. Operator of Fuzzy Gray Relation. According to the
theory of fuzzy system, the weight of the jth index is defined
as follows:

ωj �


m
i�1 ri,j


n
j�1 

m
i�1 ri,j

, (3)

where

ri,j �


m
i�1 bi,j∧bi


m
i bi,j∨bi

. (4)

3.2. Determining the Relative Similarity Degree. Because the
relative closeness makes effective use of the distance in-
formation from the structural type scheme to the ideal
scheme and the negative ideal scheme, the relative closeness
method for multi-attribute decision-making can overcome
the limitations brought by only using the Euclidean distance.
Using the relative closeness between the objective scheme
and the ideal point and the satisfaction of the objective
function, an interactive multiobjective decision-making
method based on relative closeness is proposed as follows:

(1) Constructing the expanded normalized decision
matrix C

Optimal and worst schemes are the possible ideal
and least ideal schemes in a comprehensive evalu-
ation problem.
Assume that the optimal and worst schemes are
P � {p1, p2,. . ., pn} (pj≥ 0) and Q � { q1, q2,. . ., qn}
(qj≥ 0), respectively.
After normalization of the index, the normalized
decision matrix B� [bij]m× n is obtained, in which
0≤ bij≤ 1 and the larger the value of bij is, the better a
scheme under the current index. Obviously, the
optimal scheme in the decision matrix B is when the
values of all of the normalized indexes are 1, and the
worst scheme is when the values of the normalized
indexes are 0. While as a matter of fact, these two
schemes are difficult to obtain. However, to extract
the relative similarity degree, the optimal and worst
schemes are also considered, that is, adding two rows
(all indexes valuing 1 and 0, separately) in the matrix
B, thus obtaining the following expanded normal-
ized decision matrix C:

C �

c11 c12 · · · c1n

c21 c22 · · · c2n

· · · · · · · · · · · ·

cm1 cm2 · · · cmn

1 1 · · · 1

0 0 · · · 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5)
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(2) Weights are assigned to the expanded normalized
decision matrix C, to attain the following weighted
expanded normalized matrix D:

D �

x1

x2

· · ·

xm

P

Q

d11 d12 · · · d1n

d21 d22 · · · d2n

· · · · · · · · · · · ·

dm1 dm2 · · · dmn

ω1 ω2 · · · ωn

0 0 · · · 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

ω1c11 ω2c12 · · · ωnc1n

ω1c21 ω2c22 · · · ωnc2n

· · · · · · · · · · · ·

ω1cm1 ω2cm2 · · · ωncmn

ω1 ω2 · · · ωn

0 0 · · · 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(6)

(3) Determining the ideal point E+ and the negative ideal
point E−

E
+

� maxi dij|j � 1, 2, . . . , n 

� E
+
1 , E

+
2 , . . . , E

+
n( ,

E
−

� maxj dij|j � 1, 2, . . . , n 

� E
−
1 , E

−
2 , . . . , E

−
n( .

(7)

It can be seen from the matrixD that E+ � (ω1, ω2,. . .,
ωn) and E− � (0, 0, . . ., 0).

(4) Calculating the relative similarity degree of each
scheme with the ideal point:

E
+

− Di(  E
+

− E
−

( 
T

E
+

− E
−

����
����
2 � 1 −


n
j ωjdij


n
j ω

2
j

, i � 1, 2, . . . , m,

(8)

where Di � (di1, di2, . . ., din).
.e value of Ti reflects the similarity degree of a scheme

with the ideal scheme and the disparity with the worst
scheme, that is, the relative similarity degree with the ideal
point. Apparently, T ∈ [0, 1]. .e smaller the value of Ti is,
the more similar a decision scheme with the ideal point and,
correspondingly, the better the scheme; otherwise, the
scheme is worst.

3.3. Establishing the Decision Model. In general conditions,
the decision model for multi-attribute problems based on
gray relation and fuzzy gray relation is as follows:

Yi � 
n

j

ωj ∘ bij, i � 1, 2, . . . , m, (9)

where ○ represents a certain operation and Yi is the array
output from the decision results. .e larger the value of Yi is,
the better the scheme.

According to the above analysis, the relative similarity
degree based decision model is constructed as follows:

Yi � 1 −


n
j ωjdij


n
j ω

2
j

, i � 1, 2, . . . , m, (10)

where Yi represents the output array of the decision results.
.e scheme with a smaller value of Yi is more similar to the
ideal point; that is, the scheme is better.

4. Case Study

To verify the model established in the research, several
decision models for the construction and planning of
maritime safety engineering in Hunan Province, China, were
compared based on the self-designed investment decision
support system of maritime safety engineering construction.
Taking the construction planning of Maritime Safety En-
gineering in Hunan Province as an example, the decision-
making models of gray correlation degree, fuzzy gray cor-
relation degree, and relative closeness degree are used for
comparative research.

From the perspective of the optimal comprehensive
benefit of the construction project of local maritime safety
engineering, the index system (the RAW data were derived
from the Construction and Planning Report for the Maritime
Safety Engineering in Cities of Hunan Province, China
(November, 1999)) for comprehensive evaluation is con-
structed (Table 1). .e 17 technical and economic indexes
(attributes) in the table involve multiple aspects including
the technology, economy, environment, and society. By
conducting a preliminary feasibility study and expert survey,
most of these attributes are benefit-type except for the in-
vestment volume per unit length of river bank and the
buildings demolished for building per unit length of river
bank which are cost-type attributes.

At first, the range transformation method is used to
normalize the indexes. .en, the weights ω1 and ω2 of the
index based on gray relational degree and fuzzy gray rela-
tional degree are obtained by using (1) and (3), respectively
[4].

ω1 � (0.0593 0.0523 0.0583 0.0649 0.0626 0.0611 0.0701
0.0685 0.0615 0.0555 0.0525 0.0474 0.0594 0.0576
0.0556 0.0583 0.055)T

ω2 � (0.0531 0.0342 0.0514 0.0794 0.0618 0.0694 0.0862
0.0805 0.0744 0.0579 0.0614 0.0175 0.0546 0.0569
0.0423 0.063 0.056)T

.e decision results in Table 2 are obtained by using (9).

.e decision results in Table 3 are acquired by using (10).
It can be seen from the above case study that the results

obtained using different decision models are basically
consistent; that is, Changsha applies the optimal scheme
while Zhangjiajie uses the worst one. Using the decision-
making methods of gray correlation degree and fuzzy gray
correlation degree, a decision-making model of correlation
degree is constructed based on the concepts of interval gray
and fuzzy gray, but the correlation degree with the ideal
scheme is not considered, so the scheme ranking may be

Computational Intelligence and Neuroscience 3



RE
TR
AC
TE
D

one-sided..e decision-makingmethod of relative closeness
degree integrates the relevance closeness degree and can
comprehensively consider the relationship between each
scheme and positive and negative ideal schemes, so that the
decision-making will not deviate from the phenomenon and
is more practical. It is not difficult to find from the analysis
results and the decision results (Table 2) obtained using the
method based on the relative similarity degree are more
discrete and have more sensitive ranking, so it is more
beneficial to the decision of the scheme, in comparison with
the results (Table 3) attained using the other method. It
indicates that the decision model based on the relative
similarity degree is particularly suitable for situations with
schemes of little discrepancies and requiring more elaborate
and reliable decision.

5. Conclusions

Based on the developed investment decision support system
of maritime safety engineering construction, the multi-at-
tribute decision model based on the concept of relative
similarity degree is used to carry out numerous case studies.
.e decision results obtained are objective, which verifies the
effectiveness and rationality of the model. Compared with
the existing gray relational decision-making model, this
decision-making method can comprehensively consider the
relationship between each scheme and positive and negative
ideal schemes, so that the decision-making will not deviate.
With clear concept and reasonable logic and making full use
of the decision information of the system, the proposed
model is capable of improving the sensitivity and resolution

Table 1: Technical and economic indexes for the construction and planning of maritime safety engineering in cities of Hunan province.

City

Internal
rate of
return
(%)

Net
present
value
(1× 108

yuan)

Benefit-cost
ratio

Affected
population
(10,000
people)

Area of
flooded
cultivated

land
(10,000
hectares)

Direct
economic

loss (1× 108
yuan)

Urban
Population
(10,000
people)

Urban
construction
area (km2)

Gross
fixed
assets
(1× 108
yuan)

Changsha 16.2 6.5018 1.47 51.2 0.82 83.84 132.43 115 303.6
Changde 18 5.9223 1.63 55.45 1.65 106 55.45 35.3 144
Zhangjiajie 14.43 0.4894 1.26 3.888 0.0000625 0.2079 12.96 12.5 26
Yiyang 13.4 0.46 1.14 22.4 0.032 13.4 45.9 29.5 106
Yueyang 14.0 1.073 1.21 22 0.3887 18.544 65.17 55 162.8
Zhuzhou 15.3 1.1818 1.34 24.522 0.1841 87.84 71.19 58 277.3
Hengyang 14.5 1.2183 1.26 19.5 0.4373 18.6 54.17 46 234
Xiangtan 23.6 7.1305 2.31 32.6 0.526 50.4 65 40 122

City
GDP per
capita
(yuan)

Growth
factor of
maritime
safety

criterion

Growth factor
of

conservation
criterion

Population
in the

planning
area

protected by
unit project
quantity
(10,000
people)

Planning
area

protected
by unit
project
quantity
(km2)

Investment
volume for
unit project
quantity
(10,000
yuan)

Buildings
demolished
for building
unit project
quantity

(10,000m2)

Environmental
benefit

coefficient

Changsha 39354.84 10.43 0.4286 0.6217 0.5238 651.4353 0.2071 9
Changde 13201.08 10.76 0.3333 0.5454 1.7935 889.7941 0.2293 9
Zhangjiajie 36010.80 9 9 0.6906 0.8978 659.9275 0.2869 5
Yiyang 18540.31 10.11 0.6667 1.4061 2.4332 779.9513 0.1572 5
Yueyang 31497.24 2.33 0.3333 3.8601 4.1780 1463.3565 0.1558 8
Zhuzhou 27081.05 4.71 0.5385 1.7704 1.7499 840.8024 0.2734 6
Hengyang 15320.69 4.71 0.8182 1.0196 0.8413 683.3180 0.0985 7
Xiangtan 14300 4.71 1.5 0.9942 0.9942 671.2281 0.1146 7

Table 2: Decision results obtained using the two different methods.

Changsha (%) Changde (%) Zhangjiajie (%) Yiyang (%) Yueyang (%) Zhuzhou (%) Hengyang (%) Xiangtan (%)
ω1 61.56 49.15 21.70 21.47 41.96 39.80 22.30 39.80
ω2 67.03 53.03 19.90 23.63 42.70 43.37 24.46 39.17

Table 3: Decision results based on the relative similarity degree.

Changsha (%) Changde (%) Zhangjiajie (%) Yiyang (%) Yueyang (%) Zhuzhou (%) Hengyang (%) Xiangtan (%)
ω1 37.03 50.24 80.18 78.54 57.78 59.29 77.01 60.04
ω2 27.65 44.79 82.34 75.11 57.60 53.64 73.27 61.36
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,e random and disordered configuration of expression package image, text, and context is in line with the emotional con-
sumption trend of young groups, so it has become a kind of image symbol favored by young groups. How to integrate the text and
images related to emoticons and carry out emotion analysis in a specific consumer environment is the focus of attention. In view of
these needs and defects, this study uses the association rule algorithm in data mining technology to explore brand marketing
targeting different consumers. Taking the nonverbal symbols on social media as the research object, this study collects and mines
the download ranking and appreciation of the expression package of “WeChat expression open platform.” ,e persistence of
users’ use of expression package has the characteristics of power distribution. When choosing, there are sprouting attributes and
dynamic and serialized selection preferences.,e advantages of emoticon package are used, brand communication andmarketing
are strengthened, and effective brand marketing analysis is implemented. ,e simulation results show that by taking advantage of
the strong communication and appeal of the expression package, the brand will help to expand the contact surface of the
marketing brand concept. Secondly, as a gathering community, expression packs are divided into different circle groups between
and within groups, which helps brand marketing realize precision marketing based on “strong connection” with the help of
expression packs and promote the occurrence of consumer behavior.

1. Introduction

With the continuous progress of social economy, how to
secure more market share in the emerging market is an
essential indicator and a goal that many commodities chase
after. Various brands have applied different promotional
methods to enhance their brand awareness, such as devel-
oping different commodities for different age groups of
users, engaging different celebrities for endorsement, and
innovating various forms or methods of advertising. In fact,
these methods have changed the traditional sales model and
can improve the sales and develop certain markets to some
extent [1, 2]. ,e development and enrichment of the new
media technology have offered a new way of presenting the
forms of pictures and texts and a new ideology of com-
munication after reintegration. With regard to the emojis, or
Internet expressions, as new text symbols and communi-
cation methods, a gradual evolution from colors, drawings,

to expression packs has been realized [3]. However, it should
be noted that as the online culture is different from the
traditional one, such online expressions may be a fusion
between symbols or a fusion of texts and expressions, and
this way tends to have the capacity of unlimited expansion in
the form of conference codes. Hence, unique personality
features can be presented based on specific expressions. On
the other hand, emoji packs allow the random splicing and
grafting of specific linguistic texts and images to express the
specific meaning as needed.

From the aspect of cultural promotion, the emoji pack is
a form and culture for the young generation. In a special
consumerist contextual environment, the capital has com-
pleted penetration at a deeper level, while the value em-
bodiment can be implemented among the youth groups at
the consumption and market level according to the specific
consumer groups, which ensures that this approach and
means are direct, effective, and fast. As a specific visual
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content, emoji packs can implement a specific youth-ori-
ented cultural form through the completion of specific
collocation of images and texts.,us, it has become a symbol
of communication and is highly popular in the youth net-
work collective. ,e application of emojis in the brand
marketing of commodities is in line with the features of the
specific social media era, and it is also a fun way of marketing
that can deeply engage the youth [4].

In the process of emoji marketing, a large amount of data
are often generated, and it is extremely crucial to carry out
effective mining of the information from these data. Mining
and extracting the implied knowledge and information from
a large amount of disordered data require effective methods
and approaches of data mining [5]. Typical methods include
data analysis, fusion, and knowledge discovery.,e so-called
data mining is not targeted at specific databases or simple
query and retrieval, but at disordered data. No matter the
data are at the micro-, meso-, or macro-scale, the relevant
data knowledge can be extracted based on these methods
and means [6].

For the purpose of addressing these deficiencies and
demands, the business logic of brand marketing by means of
emoji packs is first sorted out in this study based on the
association rule algorithm in the data mining technology
[7]. Secondly, brand recognition and consensus are ex-
panded to promote and carry out marketing of the cos-
metics and bath products for different consumer groups.
Finally, the marketing word of mouth at different circles
and levels is analyzed to implement effective brand mar-
keting analysis by leveraging the advantages of emoji packs,
aiming to improve the market share of the corresponding
products [8, 9].

2. Methodology and Algorithm

In terms of the association rule, it is one of the technical
directions of data mining, and its essence is to implement the
correlation analysis of the relevance of the data sets by
carrying out an effective analysis of the record set based on
the given data set. ,is approach has important and ex-
tensive applications in finance, justice, business, and other
fields.

In the process of using the specific association rule, the
corresponding rule can be deemed in the form of “how the
condition is considered to be is how the result will turn out.”

,e specific association rule is represented by “A ->B,”
which can be divided into two specific parts: A on the left
side is the conditional part and B on the backside is the result
part. ,e conditional part can contain one or more con-
ditions. Under this premise, if the result is true, then the
previous condition must be true.

A high coverage rate indicates that the rule is used
frequently.

Association analysis can be described mathematically
and formally as follows:

(1) It contains a certain degree of support; that is, at least
a certain number of data sets are included in the
database

(2) It contains a certain degree of confidence; that is,
while X records are included in the database, the data
set Y is also included

2.1. Related Algorithms and Basic Principles. ,e association
rule is one of the main contents of the data mining algo-
rithms. Based on the association rule, meaningful associa-
tion information can be identified in a large amount of data;
that is, information mining can be carried out based on the
frequency of occurrence between the sets of items.

It is assumed that data set A contains n samples and L
stands for the set of labels corresponding to the data set. Each
sample in A is represented by a set of feature values (feature)
and a label (label). Let F be the set of feature values in the
data set. ,e specific formula for the category association
rule is described as follows:

feature⇒label. (1)

In the above equation, feature stands for a set of feature
values, feature⊆F, and label ∈ L.

,e two commonly used evaluation criteria for the as-
sociation rules are support and confidence. ,e specific
formula for their calculation is as follows:

Support(F⇒L) �
|F∪ L|

|A|
. (2)

Support indicates the frequency of occurrence of a
particular rule, which determines the frequency of occur-
rence of the item set |F∪ L|.

Confidence indicates the degree of trust of the corre-
sponding rule. It is defined as Conf(feature⇒label), and its
calculation formula is shown as follows:

conf(F⇒L) �
support(F∪L)

support(F)
× 100%. (3)

,e basic structure of data mining for the association
rules is shown in Figure 1.

,e mining of frequent item sets is an essential but
highly time-consuming process in the association analysis
process. ,e FP-growth algorithm is often selected as the
association rule analysis algorithm in the industry, which
can avoid the generation of a large number of candidate
frequent sets, and it is required to implement only two it-
erations of the database for the copper welding wire to
complete the determination of the frequent item set.,e FP-
growth data mining process can be divided into two steps as
follows: (i) construction of the FP-tree and (ii) frequent
patternmining based on the FP-tree, and subsequent mining
of the constructed FP-tree to obtain all the frequent patterns.
,e construction process of FP-tree is described in Figure 2.

It can be observed from the construction process in
Figure 2 that the basic conditional pattern is implemented
from the most initial frequent items, and the corresponding
conditional FP-tree is established on this basis to implement
the filtering of frequent items that fail to comply with the
corresponding threshold value. In addition, iterative re-
cursive analysis and mining are carried out based on the
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specific conditional FP-tree until the final FP-tree is void.
Subsequently, in the path analysis, the specific frequent
items of the frequent item data set are obtained.

,e smart grid dispatching technology support system
adopts the Global Positioning System (GPS) and has the
synchronous timing capability, which has implemented the
unified spatial and temporal measurement of large power
grids over a wide area. ,e accumulated wide-area spatial
and temporal measurement information in the smart grid
dispatching technology support system can be accumulated
for a long period (days, months, and years), which can better
reflect the spatial and temporal correlation features of the
dispatching operation data and therefore have great practical
value [10–13].

At present, China has formed a multilevel and hierar-
chical dispatching operation model at the national, regional,
provincial, municipal, and county levels. Based on the scope
of dispatch management, responsibilities, geographical lo-
cation, voltage level, and features of power system, the
dispatch functions and priorities at various levels can be
different. ,e national dispatching focuses on UHV AC/DC
transmission capacity and emergency guarantee capacity;
the regional dispatching attaches more importance to the
key contact sections of regional power grids; the provincial
dispatching directly controls the output and load of key
power plants in the region. At the same time, the security
and stability of the power grid have also demonstrated
typical regional features and spatial correlation. In this
study, a multilevel correlation analysis model is established
based on the safety and stability issues at the dispatching
level. ,e details of the model are described in Figure 3. ,e
hierarchical correlation analysis model is established based
on empirical and historical data to derive the key factors that
may affect the stability of the power grid at various levels and
perform selective optimization of the combined input fea-
ture space.

Time correlation is the primary feature in the operation
of the electric power system, and its correlation is mainly
reflected in the following two aspects:

(1) ,e changes in the operation mode of the power
grid are closely related to time, and both the
output curve and load curve present certain time
regularity.

(2) A large amount of operation data collected by the
dispatching center, as well as the calculation data and
result data, have a time scale. ,e data described
above are the responses of various dynamic indi-
cators of the power system at various moments, and
they all have the corresponding time-series features
[14, 15].

It is necessary to integrate the time-series features of the
data closely when correlation analysis is carried out. In
general, it is highly challenging to analyze the whole time
series in data mining. In this study, the operating data are
first divided into multiple subsegments according to the
time-series features; subsequently, different features are
established for each time-series segment, and the association
analysis models are constructed separately to obtain the
specific association rule models for various time-series
segments.

2.2. Data Mining Technology Association Rule Algorithm.
,e essence of the Apriori algorithm is about the application
of the database frequent item identification to implement the
specific connection and pruning operation extraction, so as
to achieve strong regular item set screening that complies
with the threshold. ,e specific calculation formula is as
follows:

S% � Sup(X⟶ Y) � P(XY) �
number(X∪P)

num(all samples)
. (4)

,e specific calculation of the confidence level is shown
as follows:

C% � Conf(X⟶ Y) � P(Y|X) �
P(XY)

P(X)
. (5)

If an item set complies with the minimum support, it is
referred to as a frequent item set; if it complies with both the
minimum support and the minimum confidence, it is re-
ferred to as a strong association rule.

Database
Generate frequent

itemsets

Minimum
confidence

Generate
association rules

Association rule
result

Minimum support

Figure 1: Basic structure of the association rules.

Iterating through the data for the first time:
Fine all frequent items, generate item header table,

sort all frequent itemsets in descending order

Traverse the data for the second time:
1) Filter infrequent items in each transaction set
2) Insert each filtered frequent item into the tree

Figure 2: FP-tree construction flow.

data at t0

sales data Brand data other data

Extract key
features

data at t1 data at tn

Figure 3: Multilevel correlation analysis model.
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In general, the operation of the Apriori algorithm can be
divided into 2 stages: (1) the candidate set 1 is generated, and
the corresponding support degree is calculated. ,e un-
qualified item sets are pruned off according to the set
threshold to obtain the frequent item set 1+. (2) ,e can-
didate set 2 item sets are generated for item set 1+ con-
nection, and the item sets are further pruned according to
the threshold value. Iteration is carried out repeatedly until
the frequent item set is valid, and the algorithm is ended.
,is process is often inefficient due to the necessity to
traverse the data set several times. In addition, there are
usually a large number of duplicate and invalid misleading
rules among the extracted rules. ,e lift can reflect the
relevance of the antecedent and the consequent parts of a
rule, while the interest degree indicates the interestingness of
a rule [16]. ,rough the application of the lift, the interest
formula can be established. In this way, a large number of
invalid rules generated by the Apriori algorithm can be
filtered out effectively. ,e lift is expressed as Lift (X⟶Y),
and the interest is expressed as Interest (X⟶Y). ,eir
specific calculation is shown as follows:

Lift(X⟶ Y) �
P(X∪Y)

P(X)P(Y)
, (6)

Interest(X⟶ Y) �
Lift(X⟶ Y) − 1
Lift(X⟶ Y) + 1

. (7)

As a class of global optimization-seeking evolutionary
algorithms, this feature of genetic algorithms from local to
global can largely resolve the problem of inefficiency of the
Apriori algorithm. However, it also has some problems. For
example, it is easily limited to the local optimal solution, and
its efficiency decreases gradually as the algorithm continues.

,e ultimate goal of the association rule is to identify the
interesting rules that comply with the min-sup andmin-conf
from a large set of transactions [17, 18]. For the purpose of
screening out these interesting rules, the support degree is
used to build the fitness function (X⟶ Y)1; at the same
time, the confidence degree is used to construct the fitness
function (X⟶ Y)2 so as to avoid the algorithm from
repeated calculations leading to low efficiency, as shown in
the following equations:

Fitness(X⟶ Y)1 �
Sup(X⟶ Y)

min − sup
, (8)

Fitness(X − Y)2 �
Conf(X⟶ Y)

min − conf
. (9)

,e selection operation is conducted to ensure the su-
periority of individuals in the population and to select the
individuals with excellent environmental adaptability and
pass them to the next generation. In general, the judgment
condition of selection is determined according to the fitness
function.

,e crossover operator and genetic operator in the
adaptive genetic algorithm (AGA) are changing in a dy-
namic manner, which has effectively solved the prematurity
problem of the GA. However, the improved operator it has

put forward is highly unfavorable for the iteration of the
initial population. On this basis, some scholars have further
optimized an adaptive genetic algorithm; the formulas for
the calculation of the specific crossover operator Pc and
genetic operator Pm of this algorithm are shown as follows:

Pc �

Pc1 −
Pc1 − Pc2(  f′ − favg 

fmax − favg

, f′ ≥favg,

Pc1, f′ <favg,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(10)

Pm �
Pm1 −

Pm1 − Pm2(  f′ − favg 

fmax − favg

, f′ ≥favg,

Pm1, , f′ <favg.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(11)

In this algorithm, the crossover probability and variation
probability are improved. In this way, the algorithm will not
fall into local solutions at the beginning of iteration.
However, in the association rule mining problem, the change
in (f′ − favg)/fmax − favg is actually not evident; the dy-
namic adjustment is not significant. As a result, it is im-
possible to seek the optimal solution properly. At the
beginning of the iteration, it is often expected that the
evolution can be accelerated. Hence, relatively high cross-
over probability and low variation probability are required
[19, 20]. As the number of iterations increases, the simi-
larity between individuals of the population will become
higher, which can cause the genetic algorithm to fall into
the local solution. ,us, it is expected that the genetic
algorithm can jump out of the local solution with relatively
low crossover probability and high variation probability. In
the iterative process, if the crossover probability gradually
becomes smaller and the variation probability gradually
increases, the problem of premature and inefficient tra-
ditional genetic algorithm can be resolved properly. ,is
variation trend is highly similar to the change in the sig-
moid function. Hence, this function is combined with the
number of iterations to improve the crossover operator Pc

and genetic operator Pm. ,e specific calculation formula is
as follows:

Pc �

Pc2 +
Pc1 − Pc2( 

1 + e
G/fmax

, f′ ≥favg,

Pc1, f′ <favg,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

Pm �
Pm2 +

Pm1 − Pm2( 

1 + e
G/fmax

, f′ ≥favg,

Pm1, f′ <favg.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(13)

In the above equation, G � tmax−t/tmax; t stands for the
current number of iterations; and tmax stands for the set of
maximum number of iterations.

,e detailed steps of the association rule mining algo-
rithm combined with the improved adaptive genetic algo-
rithm and the Apriori algorithm are described as follows.
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In Step 1, the database is traversed to generate frequent
item sets, which are sorted accordingly. ,e set of pop-
ulations is initialized, and each individual in the set of
populations with individual bits is encoded, with each real
number corresponding to the field of the database,
respectively.

In Step 2, the value of each initial population set is
calculated according to the corresponding formula.

In Step 3, the selection operation is performed. ,e
specific function calculated value is passed down to the next
generation to conduct the corresponding calculation; oth-
erwise, the crossover operation is performed, and the
number of specific individuals in the next generation is
retained as m1.

In Step 4, crossover operation is conducted. Two dif-
ferent individuals are randomly selected, and the crossover
operation is carried out according to the corresponding
formula. ,e individuals after the crossover are put into the
next population, and the number of individuals (m2) that
have been passed down to the next generation after this step
is recorded.

In Step 5, the mutation operation is conducted. On the
basis of Step 4, the specific individuals are selected, and the
variation operation is conducted using the formula to
change the specific number of mutations to implement the
change in the next-generation population. As a result, the
specific number of individuals in the next generation is
expressed as m3.

In Step 6, statistics are carried out on the number of
individuals entering the next generation m�m1 +m2 +m3.
If the statistical result fails to meet the specified population
scale, (n -m) individuals are randomly generated to sup-
plement the next generation; then, Step 2 is proceeded to
repeat the operation.

In Step 7, whether the condition for the end of the al-
gorithm is met is determined, and the corresponding rule is
output at the same time; otherwise, Step 2 is proceeded to
continue the loop.

In Step 8, the association rule that complies with the
minimum interest degree is output. ,e operation flow of
the algorithm established on the basis of the above steps is
shown in Figure 4.

,e transaction database used in the algorithm is stored in
the event-store, where the population size is life-count, and
the termination condition of the algorithm is iteration-max
(i.e., the maximum number of iterations).,e cur-population
and new-population are used to store the current population
and the next generation of new populations, and the final
output value is a strong association rule T that complies with
the minimum interest (min-inte) [21, 22]. ,us, the pseudo-
code of the algorithm can be described in Algorithm 1.

2.3.BrandMarketingLeveraging theCreativeCommunication
Advantages of Two-Dimensional IP. ,e marketing of
commodity brands by means of emoji packs allows the
multilevel exposure of the commodity brands in an all-round
way, which can enrich the connotation of the brands, facilitate
the effective communication of the brands, and achieve the

tension and dimensional expressiveness of advertising crea-
tivity [15, 23]. Moreover, emoji packs often come with a
certain core audience, which has clarified the specific user
groups for the corresponding brands. In addition to the
corresponding consumer screening and fixing links, the core
value construction and image shaping of commodity brands
can build a bridge between the products and consumers.

,e rise of various new media application forms has
weakened the channel advantages of traditional media; in
the context of media decentralization, it is highly challenging
to achieve the accurate dissemination of information by
mass communication from the perspective of the traditional
media. Hence, it is necessary to integrate various types of
data to implement the integrated marketing communication
of brand information.

Hence, brands can take the advantage of two-dimen-
sional IP in their communication using the cross-media
narrative concept. On the basis of traditional integrated
marketing communication, advertisers can make use of the
IP effect to integrate the discrete marketing mechanisms of
each link into an integrated marketing system with a co-
herence, systemic, and laser-sharp focus.

“,e purpose of the communication creative point is to
communicate and share, which is the bridge that connects

begin

data input

Generate initial populatation and encode

Calculate individual fitness value
according to fitness function

Choose Action

Cross operation

Mutation operation

Next generation population

Extract association rules

Figure 4: Algorithm flow chart.
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the brand touchpoints and core creative points. ,rough the
integration of hot topics and consumer interests, consumers
are ultimately guided to the core brand value. In this process,
audience engagement is of crucial significance to the
communication of the core value of a brand.”

From the aspect of the coverage of communication, the
strong connection based on the community content will
form word-of-mouth communication, which in turn will
lead to multi-community information dissemination with
human communication nodes. ,e reason is that indi-
viduals do not join a single community, but rather par-
ticipate in the role-playing in a diverse community, which
indicates that the individuals prefer to cruise among
multiple communities.

,e purpose of the core creative points is to create an
emotional resonance and value recognition with consumers. As
the two-dimensional space culture itself is spontaneously pro-
duced by youth groups, it is possible for brands to accomplish
the communication of the core creative points smoothly by
leveraging the advantages of two-dimensional IP [24, 25].

,e value of commodities and services that are endowed
with the thoughts of consumers goes beyond the consumption
itself and has become a way to acquire self-identity through
consumption, which is also the reason why consumers are
more willing to pay for such commodities.

3. Simulation Experiment

According to the data, 74.19% of Chinese college students
understand the application of expression pack in video/short
video, and 67.74% of Chinese college students understand

the application of expression pack in comics; 62% of foreign
students understand the application of expression pack in
comics, and 60% of foreign students understand the ap-
plication of expression pack in video/short video. However,
only 48.39% of Chinese college students and 42% of foreign
college students said they had understood the application of
expression pack in advertising. It can be seen that the ex-
pression package has a high exposure in new media matrices
such as short videos and comics, which makes a deep im-
pression on college students. Relatively speaking, the ex-
pression package used for advertising scenes also has a certain
degree of exposure, but it is relatively weak, indicating that the
expression package used for advertising scenes has great
market potential and broad market prospects, as shown in
Figure 5.

,e data mining technology association rule algorithm
provides a guarantee for the complete protection of emoji
pack, digital restoration and reproduction technology pro-
vides support for the effective inheritance of emoji pack,
digital display and dissemination technology provides a
platform for the widespread sharing of emoji packs, and
virtual reality technology provides the space for the devel-
opment and application of the expression packs. It is pro-
tected and implemented tomarket domestic emoji packs and
facilitate the formulation of relevant policies.,is study fully
analyzes the problems in the inheritance and protection
process of emoji pack and applies data mining technology
association rule algorithm to the marketing process of
emoticons, which provides a strong basis for the realization
of emoji pack marketing. ,e accurate marketing of emo-
ticons can be completed using the data mining technology

(1) Input: event-store, min-sup, min-conf, life-count, iteration-max
(2) Output: set T of the strong association rules that comply with the minimum interest threshold (min-inte)
(3) For each x in event-store do

//Seek frequent items and carry out sorting, select the individuals that comply with the life-count and store them in the cur-
population.
Population� FrequentOne (x).
Cur-population ([0: life-count].
End for.

(4) For each individual in cur-population do.
If fitness (individual)≥ 1.
New-population (selection (individual).
Else pass.
End if.
End for.

(5) For each two individual (parent1, parent2) (cur-population do
New-population (new-population ∪ crossover (parent1, parent2).
//,e crossed individuals are removed from the current population.
For each individual (cur-population do.
Mutation (individual).
New-population (new-population ∪ mutation(individual).
End for.
T (T∪new-population.
Cur-population (selection (new-population).

(6) End while.
(7) Return T.

ALGORITHM 1: Association Rules Mining Algorithms.
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association rule algorithm. In addition, a marketing method
of leveraging the advantage of brand emoji pack is also
designed.

,e data mining technology association rule algorithm is
used to realize the marketing of Chinese painting, callig-
raphy emoji pack, and image package, to train various types
of emoji pack suit, and to record the values of w1, w2, and w3
when they reached the maximum value. Figures 6 and 7
show the weight changes, where “o” represents the weight
change in smoothness, “—” represents the weight change in
consistency, and “∗” represents the weight change in en-
tropy. After training all emoji packs, the average of the two
emoji pack values and the average of w1, w2, and w3 are used
to test the emoji pack with the average weight value, and the I
value of the test emoji pack is obtained. ,e data shown in
Table 1 (retaining only the integer part) are 10 data arbi-
trarily extracted from the experimental results. It can be seen
from the table that the I value of the image is relatively small.

For the I value obtained from the test emoji, the dif-
ference measurement of the two emoji packs is carried out as
follows:

Si � Itest − Ii


, (14)

where i � 1, 2, Ii is the average obtained for the two types of
emoji packs, and Itest is the I value generated by the test
emoji pack. In S1> S2, the test emoji pack is set as the first
category; otherwise, it is set as the second category. In
S1� S2, the emoji pack cannot be marketed.

,e experimental results are shown in Table 2. ,e
experimental results show that the three groups of experi-
ments have achieved good results, realizing the marketing of
Chinese painting, calligraphy emoji pack, and images (stick
drawings, tables, function emoji packs). Experiments also
fully proved the reliability of the method.

,e data mining technology association rule algorithm
provides guarantee for the complete protection of expression
package, digital restoration and reproduction technology
provides support for the effective inheritance of expression
package, digital display and communication technology
provides a platform for the wide sharing of expression

package, and virtual reality technology provides space for the
development and utilization of expression package to
market the expression package in China and facilitate the
formulation, protection, and implementation of relevant
policies. ,is study fully analyzes the problems existing in
the inheritance and protection process of expression package
and applies the association rule algorithm of data mining
technology to the marketing process of expression package,
which provides a strong basis for the realization of ex-
pression package marketing. Using data mining technology
and association rule algorithm, we can complete the accurate
marketing of expression package. In addition, we also design
the marketing method of using brand expression package.
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Figure 5: College students’ understanding of the application of
expression pack.
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Table 1: Comparison of I values between emoji pack and images.

Emoji pack I
value

Image I
value

Emoji pack I
value

Image I
value

3568 1367 3566 767
3656 555 3443 2294
3463 846 - -
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Based on the classification of the specifically defined risk
level, the frequency of risks accumulated by the samples over
a period of five months is shown in Figure 8.

,e sales operation samples on a certain day are divided
into five stages according to the time correlation, and the
actual sales network data are mined at different voltage levels
of the hierarchical data by establishing a model to explore its
patterns separately [26]. At the same time, taking into
consideration the requirement to extract as much hazardous
data as possible, the minimum confidence threshold is set to
35%. In the practical operation of the sales network, the
occurrence frequency of severe overload cases is relatively
low. Hence, the minimum support threshold of the model is
set to 0.9%. Among them, rule 1 is applicable to the first
stage; rule 2 is applicable to the second stage; and rule 3 is
applicable to the third stage.

From the analysis above, it can be known that the al-
gorithm constructed in this study is in line with the brand
marketing by leveraging the advantages of emoji pack. In
addition, it can also assist in the identification of some
unknown and potential operation patterns in the sales
network at the same time and provide a tool for decision-
making in the future work of sales operations.

4. Conclusions

By taking advantage of the strong communication and
appeal of the expression package, the brand helps to expand
the contact surface of the marketing brand concept. In this
study, the data mining technology association rule algorithm
excavates the association information with high confidence
and support, reflects the complexity and interest of the data
in the database, and then excavates the beneficial association
between the expression package data, promotes the devel-
opment of the expression package database information
mining technology, and fully analyzes the impact of the
advantages of the expression package on brand marketing.

,e marketing hotspots of the brand for different users are
expanded to enhance the reputation and identification
points of the brand, and the brand marketing is effectively
analyzed using the advantages of emoticon package. ,e
simulation results show that the research on brand ex-
pression package under the association rule algorithm of
data mining technology is in line with the marketing concept
of taking consumers as the core. It can not only help to
expand the brand contact points and strengthen the com-
munication creative points using the word-of-mouth mar-
keting of circle communication but also use the emotional
consumption characteristics of expression package to
stimulate the emotional resonance of the audience and re-
alize the transmission of the core value of the brand. ,e
advantages of emoticon package are fully used to provide
support for the application of brand marketing.
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Medical multiobjective image segmentation aims to group pixels to form multiple regions based on the di�erent properties of the
medical images. Segmenting the 3D cardiovascular magnetic resonance (CMR) images is still a challenging task owing to several
reasons, including individual di�erences in heart shapes, varying signal intensities, and di�erences in data signal-to-noise ratios.
�is paper proposes a novel and e�cient U-Net-based 3D sparse convolutional network named SparseVoxNet. In this network,
there are direct connections between any two layers with the same feature-map size, and the number of connections is reduced.
�erefore, the SparseVoxNet can e�ectively cope with the optimization problem of gradients vanishing when training a 3D deep
neural network model on small sample data by signi�cantly decreasing the network depth, and achieveing better feature
representation using a spatial self-attention mechanism �nally. �e proposed method in this paper has been thoroughly evaluated
on the HVSMR 2016 dataset. Compared with other methods, the method achieves better performance.

1. Introduction

In multiobjective segmentation, medical image segmentation
aims to segment the images into multiple regions and extract
the parts of interest based on the similar characteristics or
single attributes of the image, such as edge contour, structure,
and shape, which is of great signi�cance for medical image
analysis, disease diagnosis, and clinical applications (e.g., 3D
computed tomography (CT) and magnetic resonance image
(MRI)). Accurate segmentation can not only help precise
diagnosis and prediction of prognosis but also bene�t surgical
planning and intraoperative guidance.

For example, in diagnosing congenital heart disease,
segmenting the blood pool and myocardium from 3D
cardiovascular magnetic resonance (CMR) images is a
prerequisite before creating patient-speci�c heart models for
preprocedural planning of children with complex congenital
heart disease (CHD).

One of the main applications of deep learning is medical
�eld, including biomedicine and MRI analysis [1]. However,
the level of doctors is uneven, and some departments are

labor-intensive, which has had a profound impact on the
development of arti�cial intelligence in this �eld [2]. Cur-
rently, segmenting vital organs or structures from 3D
medical images is an imperative preliminary action for a
wide range of clinical treatments. �e recognized standard
segmentation results are obtained from experienced phy-
sicians and radiologists via visual inspection and manual
delineations. On the one hand, there always are hundreds of
images in an individual’s cardiac MRI. It is tedious, time-
consuming, and costly to annotate the 3D medical images in
a slice-by-slice manner. On the other hand, the whole heart’s
manual labeling is subjective and su�ers from low repro-
ducibility. �e results of the labeling could be seriously
a�ected by the experience and knowledge of the observer.
Consequently, automatic medical image segmentation with
high accuracy is highly demanded. However, using deep
learning for automatic medical image segmentation with
high accuracy is also a huge challenge [3]. �e reasons
include (I) the missing borders or inde�nite boundaries,
with inadequate edge information, and (II) the too low
quality of the cardiac images.
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+ere are many deep learning models applied to image
segmentation [4]. Convolutional neural network (CNN)
based deep learning strategies especially achieved remark-
able success in medical image segmentation methods. U-Net
[5] is a semantic segmentation network based on fully
convolutional networks (FCN) [6], which mainly applied
CNN structure for the heart segmentation. U-Net can be
quickly trained on small sample data in medical segmen-
tation by data augmentation and achieve outstanding seg-
mentation results. Different from the FCN structure, there is
not any encoder or decoder in the U-Net. U-Net contains
two paths, the downsampling contraction path, which ex-
tracts the high-level abstract features of pixels, and the
extended upsampling path, which can reconstruct pixel
information lost during downsampling. In the process
adopted above, the parts from the comprehensive upsam-
pling approach and the features extracted by downsampling
are stitched to maximize the retention of low-level feature
information lost by the pooling and convolution operations.
Compared with FCN, U-Net can run more efficiently be-
cause there is no fully connected layer in the structure. +e
paper on DenseNet [7] was voted the best paper of CVPR in
2017, which has the same basic idea as ResNet [8]. However,
it establishes the dense connection between all the previous
layers and the latter layers. +e dense block in the DenseNet
is a densely connected network model between layers. In
each dense block, the input of each layer is the union of the
outputs of all the previous layers. DenseNet enhances feature
representation with skip connections.However, the feature
maps in DenseNet are relatively large, resulting in a large
amount of computation in the convolution process, which
affects the overall performance of the network.

+is paper proposes a novel and efficient 3D sparse
convolutional network named SparseVoxNet to compre-
hensively address these challenges, which can effectively
carry out voxel-to-voxel learning and infer 3D medical
images. Specifically, we develop a sparse convolutional
network that aims to contribute the following ideas:

(1) +e sparse network can eliminate redundant com-
putation, reduce model parameters, and decrease the risk of
overfitting small sample training data. (2) +e full skip
connection mechanism in the module can effectively solve
the problem of gradient disappearance in 3D deep model
training, accelerate the convergence speed, and improve
recognition ability. (3) +e self-attention mechanism is
added to optimize the expression ability of feature maps
and capture the long-range dependency between features
better.

2. Related Work

Multiobjective image segmentation can be divided into
supervised and unsupervised methods. Pham et al. [9]
proposed a multiobjective optimization approach to seg-
ment the brain MRI using fuzzy entropy clustering and
region-based active contour methods. Hongwei et al. [10]
proposed a multiobjective clustering and toroidal model-
guided tracking method to distinguish vascular structures
from complicated structures in background regions. In

recent years, deep learning has been successfully applied to
medical image segmentation. Çiçek et al. [11] proposed a 3D
U-Net network structure to realize the 3D image segmen-
tation. Habijan et al. [12] proposed a framework consisting
of two 3D U-Nets. In this framework, the first network was
used for localizing the bounding box encompassing the
heart, and the second network was employed to segment the
different substructures. Ding et al. [13] incorporated at-
tentionmechanismwithin the gradient expanding process to
enhance the coarse segmentation information with less
computation expense. Furthermore, they extended the
network’s gradient flow and used the low-resolution feature
information. Jeevakala et al. [14] proposed a Mask R-CNN
approach driven with U-Net to detect and segment the
Internal Auditory Canal (IAC) and its nerves. In this
method, the U-Net segmented the structure related infor-
mation of IAC and its nerves by learning its features.

However, the variants’ structure of U-Net suffers from
redundant information. More and more network structures
have been proposed and applied to image analysis [15].

Fisher and Koltun [16] proposed a new convolutional
network module which used dilated convolutions. +is
module could aggregate multiscale contextual information
systematically without losing resolution. Recently, dilated
convolution is increasingly applied to medical images.
Wolterink et al. [17] proposed a method to segment the
myocardium and blood automatically in CMR of patient
who has CHD by CNN. In the same year, Fisher et al. [18]
developed a convolutional network module specifically for
intensive prediction which used extended convolution to
systematically aggregate multiscale context information
without loss of resolution. Residual network (ResNet) was
proposed in 2016, which added skip connections to each
convolution layer for 2D image classification tasks. In ad-
dition, this architecture has been extended to 3D volumetric
segmentation [19–21]. Huang et al. proposed the DenseNet
with L(L + 1)/2 direct connections, which improved ResNet.
It can strengthen feature propagation and reuse all features.
After this improvement, Jégou [22] proposed a 2D fully
convolutional DenseNet for semantic segmentation. In the
same year, Yu et al. [23] proposed the DenseVoxNet; this
network extended the deep residual learning in 2D image
recognition tasks into 3D, which could simplify network
training, reduce the parameters, and add auxiliary paths to
enhance gradient propagation. However, there were no
direct connections between the dense blocks and the final
prediction layer. DenseVoxNet may not be able to appro-
priately capture multiscale contextual information useful for
accurate segmentation.+e correlation of adjacent images or
frames should be effectively exploited for improving the
accuracy of the target tasks which involves 3D volumetric
data. +erefore, more and more methods have been pro-
posed to use 3D features for biomedical volumetric data
[24–29]; for example, Hosseini-Asl et al. [30] proposed a
deep supervised adaptive 3D CNN, which could automat-
ically extract and recognize the characteristics of Alzheimer’s
disease and capture the changes caused by Alzheimer’s
disease, such as the size of ventricle, the shape of the hip-
pocampus, and the thickness of cortex. Dou et al. [31]
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proposed a 3D fully convolutional network, called 3D
Deeply Supervised Network (DSN), equipped with a deep
supervision mechanism. +is method has obtained good
results in two tasks: liver segmentation of 3D CT scan, and
whole heart and large blood vessels segmentation of 3D
MRI. Previous CNN expresses dependencies between dif-
ferent image regions through convolution. Convolution
operators have local receptive fields, so processing long-
range dependencies goes through multiple convolutional
layers, which may prevent learning about long-term de-
pendencies. While it is possible to increase the represen-
tational capacity of the network by increasing the size of the
convolutional kernels, the computational and statistical
efficiency gained by using local convolutional structures are
lost. However, self-attention [32–34] can exhibit a better
balance between the ability to model long-range depen-
dencies and computational efficiency. However, it is still a
challenging task for CNNs to segment the important organs
from 3D medical images due to the complexity of 3D
structures, the difficulty of voxelized grid optimization, and
the insufficiency in training samples.

Dou et al. [35] proposed Pnp-AdaNet using the method of
adversarial learning, which could adapt to medical images of
different modalities through plug-and-play modules. In an-
other experiment, Dou et al. [36] constructed a domain ad-
aptation module (DAM) to map the target region to features
that were spatially aligned with the source domain region. +e
domain critic module(DCM) was responsible for dis-
tinguishing the feature spaces of the two domains. +en these
two modules were optimized via an adversarial loss without
using any target domain label. +ey trained the network using
MRI, used it to segment CT images, and finally achieved
certain results. +e experiments done by Schlemper et al. [37]
showed that using a grid-like attention mechanism in CT
images might achieve better results. Shi et al. [38] proposed
Bayesian VoxDRN for segmenting the entire heart from 3D
MRI. Bayesian VoxDRN could predict voxel class labels by
measuring the uncertainty of the model. During the test, it was
realized by sampling based on Monte Carlo to generate a
posteriori distribution of voxel labels. +e attention mecha-
nism was first applied to the text field. When the improved
attention mechanism was applied to image processing, very
good results were achieved. Liu et al. [39] proposed a novel
medical image super-resolutionmethod based on dense neural
network and blended attention mechanism to address the
problem that medical image would suffer from severe blurring
caused by the lack of high-frequency details in the process of
image super-resolution reconstruction. Kaul et al. [40] joined
the attention tool to CNNs using feature maps generated by a
separate convolutional autoencoder. +is attention architec-
ture was well suited for incorporation into deep convolutional
networks. +e results showed that this attention architecture
was better than U-Net and residual variant.

3. Methods

3.1. #e Architecture of SparseVoxNet. +e architecture of
SparseVoxNet proposed in this paper is shown in Figure 1. It
improves U-Net which includes upsampling and

downsampling processes to implement end-to-end training.
+e padding is used for keeping the feature-map sizes
constant in every sparse block, because the sparse block is
not applicable when the feature maps have different sizes.
+erefore, in each sparse block, the first 4 layers use ordinary
convolutions, and the last 3 layers use dilated convolutions.
+e hole sizes are 2, 3, and 5. +e spatial self-attention
mechanism is added after the original feature map of data to
strengthen the more important features in the original
feature map. In the final deconvolution layer, instead of
using a fully connected layer, three 1× 1× 1 convolution
layers and softmax layer are used to obtain the segmented
final label map. A dropout layer with a coefficient of 0.2 is
added after each convolution layer to enhance the gener-
alization ability of network.

Inspired by DenseNet, the black dotted line in Sparse-
VoxNet in Figure 1 represents a skip connection. +e image
is segmented once by deconvolution on the skip connection.
+e network will converge faster and the accuracy rate will
be higher due to the skip connection. +e first segmented
image will perform better on edge segmentation, because the
shallow neural network loses less information through
convolution and gets more edge information. +e result is a
fine grained segmentation. +e result of the second seg-
mented image is better in overall segmentation, which is
coarse grained segmentation. Deep neural network features
are high-level abstract features, which is really helpful when
extracting the segmented central area of the entire tissue.+e
final segmentation result is determined by the voting of
multiple segmentation results of different cropped input
data on a single voxel point. +e downsampling process of
U-Net is replaced with sparse blocks, and the two decon-
volutions are equivalent to the upsampling process.

Furthermore, we calculate the number of parameters for
each layer in the SparseVoxNet shown in Table 1. Table 1
shows the parameters of 4 convolution layers, 2 deconvolution
layers, 2 sparse blocks, a spatial attentionmechanism layer, and
a skip connection layer. Among them, the 4 convolution layers
are represented by Conv_n, the 2 deconvolution layers are
represented by Deconv_n, and the 2 sparse blocks are rep-
resented by Sparse Block_n. We also show the convolution
kernel and stride of each layer in Table 1. Note that each row in
Table 1 corresponds to each layer in Figure 1.

3.2. Sparse Block. DenseNet has denser connections com-
pared to ResNet, which makes the consumption of hardware
resources very high. +erefore, we propose a sparse network
structure to change the way of feature reuse while keeping
feature reuse and skip connection characteristics unchanged.
+e sparse block which we propose reduces the number of
connections, just having direct connections between any two
layers with the same feature-map size, referred to as full skip
connection, but the effect of sparse block is similar to dense
block. +e input of transition layer is as follows:

T0, T1, T2, T3, T4  � T0, H1 T0( , H2 T1( , H3 T2( , H4 T3(  .

(1)
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where the input of H1 is T0, the input of H2 is T0 + T1, and
so on.

�e feature maps of di�erent receptive �elds are referred
to as di�erent scales. It is found that the nonlinear com-
bination of the features of di�erent scales is not better than
the linear combination. Inspired by the U-Net network
structure, composite expression features are constructed by
directly stacking feature maps of di�erent scales.

DeletedUnlike U-Net, the improved network structure
uses deconvolution to replace the upsampling process,
which reduces the loss of information during the conversion
process. In DenseNet, the network connections of the
previous layer and the latter layer are too dense, which can
easily cause over�tting. �e sparse network can solve this
problem. �e network’s feature expression ability is greatly
enhanced, and there is no vanishing gradient.

3.3. 3D Dilated Convolution. Dilated convolution has one
more hyperparameter than traditional convolution, called
dilation rate. Dilated convolution adds holes to the standard
convolution kernel. In this paper, we extend the dilated
convolution to 3D data, and mix the traditional convolution
and dilated convolution. Referring to the DenseVoxNet, we
use 4 layers of 3× 3× 3 traditional convolution and 3 layers

of dilated convolution with 2, 3, and 5 holes. �e 4 layers of
traditional convolution can extract the local features of the
image, and the 3 layers of dilated convolution expand the
reception �eld of the feature exponentially to capture the
potential relationship between long distance features. We
only use 7-layer convolution to make the reception �eld
reach 26× 26× 26.

3.4. Spatial Self-AttentionMechanism. In both the computer
vision tasks and the natural language processing tasks, the
dependencies between long distance features are di�cult to
capture. In serialization tasks, recurrent and recursive neural
networks are major means to capture long-range depen-
dencies. In convolutional neural networks, large reception
�elds are formed by superposing multiple convolution
operations. Currently, there are no speci�c methods to
capture long-range features. Convolution and cyclic oper-
ators have the following disadvantages: (1) being too inef-
�cient, (2) easily producing gradient disappearance, (3)
di�culty of passing information back and forth between
long ranges.

Inspired by the nonlocal mean �ltering for images,Wang
et al. [41] proposed nonlocal block for capturing long-range
dependencies, which is a self-attention mechanism.
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Figure 1: An overview of the proposed SparseVoxNet, with intermediate feature volumes. �e light blue and dark blue areas of the slice
represent the blood pool and myocardium. �e dark blue and black areas belong to the background. �e blue, yellow, and dark purple of
segmented result represent the myocardium, blood pool, and background, respectively. �ere are two sparse blocks in this network. �e
black dotted line at the bottom right represents a skip connection.

Table 1: Our 3D convolutional model.

Input image Output Layer (type) Stride Kernel Parameters
64 64 64 1 32 32 32 16 Conv_1 (convolution) 2 3 448
32 32 32 16 16 16 16 16 Conv_2 (convolution) 2 3 6928
16 16 16 16 16 16 16 16 Spatial attention 2 1 816
16 16 16 16 16 16 16 100 Sparse Block_1 (sparse block) 1 3 43300
16 16 16 100 16 16 16 100 Conv_3 (convolution) 1 1 10100
16 16 16 100 16 16 16 184 Sparse Block_2 (sparse block) 1 3 496984
16 16 16 184 16 16 16 64 Conv_4 (convolution) 1 1 11840
16 16 16 64 32 32 32 64 Deconv_1 (deconvolution) 2 4 262208
32 32 32 64 64 64 64 64 Deconv_2 (deconvolution) 2 4 262208
16 16 16 100 64 64 64 64 Skip connection 1 1 6464
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Nonlocal block ignores the Euclidean distance and calculates
the relationship between two positions directly. Actually, it
calculates the generalized autocorrelation matrix of features.
However, the calculation efficiency is relatively high. Be-
cause after adding nonlocal operators, it is not necessary to
stack too deep convolution operations for achieving the
network’s fitting ability. Furthermore, it does not change the
size of input data and can be easily embedded in the network,
so the spatial self-attention model is added in front of the
first sparse block. We apply the self-attention mechanism,
proposed by Zhang et al. [42], in this paper. +e nonlocal
block is embedded in the 3D network, which is defined as
follows:

yi �
1

C(x)

∀j

f xi, xj g xj , (2)

where i is a 3D coordinate meaning the position index of
input data, j is the index of all possible positions, x is the
input data, f is an autocorrelation calculation function,
which can calculate the correlation between i-th position and
j-th position, and g is a unary mapping function. +e
1× 1× 1 convolution is used for ascending dimension and
fusing the multichannel feature in the experiments, and
finally C (x) is used for normalization. Using multiple
1× 1× 1 convolution kernels in the attention model can not
only achieve cross-channel interaction and information
integration, but also reduce or increase the number of
channels. People begin to pay attention to the 1× 1× 1
convolution because of the network structure proposed by
Lin [43]; this convolution connects two full connection
layers for fusing the features linearly. After that, in Google’s
Inception-v4 [44] network structure, 1× 1× 1 convolution is
used in the inception module for dimensionality reduction
or ascending dimension. Inspired by this advantage, in this
paper, the 1× 1× 1 convolution kernel is used to reduce the
original input data dimensionality, calculate the spatial
autocorrelation relationship, and then ascend the dimension
of data. +e different weights calculated are added back to
the original data and then regularized to describe the in-
fluence on features of voxel points in different spatial
positions.

4. Experiments and Results

4.1. Dataset. Radiobiological images mainly have six data
formats. +e NIFTI (Neuroimaging Informatics Technology
Initiative) is one of them. +e data format used in this paper
is NIFTI.+is format contains two affine coordinates, so that
it can associate the physical index of voxels with its actual
spatial location.+eHVSMR 2016 dataset is used to evaluate
the algorithm and network structure. HVSMR 2016 has a
total of 10 cardiac magnetic resonance 3D scans for training
and 10 scans for testing. All training sets of cardiac MRIs are
from patients with CHD, including annotations of myo-
cardium and large blood vessels.

Due to the large difference in intensity between different
images, the cardiac MR images are all normalized. After
normalization, the mean and unit variance are 0. To leverage

the limited training data, simple data augmentation was
employed to enlarge the training data. +e augmentation
operations include the rotation and cropping. +e original
training set is divided into three parts, namely, the training
set, the validation set, and the testing set. +e cross-vali-
dationmethod is used for parameter training.We use 70% of
the images for training and 30% for testing. +en, we
compare and briefly discuss the experimental results.

4.2. Evaluation Metrics. Medical image segmentation is an
important step of medical image processing. However, it is
difficult to select accurate evaluation index to evaluate the
quality of segmentation by comparing segmented medical
images.+e following three metrics are used in this paper for
measuring the results of segmentation.

4.2.1. Dice Coefficient. Dice coefficient is widely used for
verifying the effect of 3D medical image segmentation. +e
core idea is to ensure a high recall and precision. Compared
with the evaluation method of directly computing the dif-
ference between the automatic segmentation results and the
original data labels, using Dice coefficient can better char-
acterize the segmentation effect. Dice coefficient is defined as
follows:

Dice �
2|G∩R|

|R| +|G|
�

2TP
2TP + FP + FN

, (3)

where G is the segmentation result of ground truth, which
is the labeled testing data. R is the automatic segmentation
result of testing data. TP, FP, and FN represent true
positives, false positives, and false negatives, respectively,
for each class. Ideally, the template of segmentation result
and the template of label data completely overlap, which
means R= G, and the absolute value of the Dice coefficient
is 1.

4.2.2. Average Symmetric Surface Distance. Average sym-
metric surface distance (ADB) is defined as follows: for a
single voxel point, if one or more voxel points within its 18-
neighborhood are not elements of the object, they are
regarded as surface voxel points. For each surface voxel point
in the R, we calculate the Euclidean distance between it and
the nearest surface voxel point of the real label G. Similarly,
perform the same calculation for each surface voxel point in
the G. S (R) represents the surface voxel point set of R. +e
distance from any voxel point v to S (R) is defined as
d(v, S(R)) � min

sR∈S(R)
||v − sR||. Based on this formula, the

average symmetrical surface distance is defined as follows:

ADB �
1

|S(G)| +|S(R)|

× 
sR∈S(R)

d sR, S(G)(  + 
sG∈S(G)

d sG, S(R)( ⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(4)
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Many segmentation boundary evaluation metrics are con-
structed based on this distance formula, which measures the
boundary difference between the segmentation result and the
ground truth by calculating the voxel surface distance.+e larger
the value of ADB, the more dissimilar the segmentation
boundary is. When the boundary of the segmentation result
matches the ground truth exactly, the value of ADB is 0.

4.2.3. Hausdorff Distance. Based on the ADB, when using
the maximum symmetric distance, the metric is known as
Hausdorff distance, which is defined as follows:

hausdorff(R, G) � max
r∈R

min
g∈G

d(r, g)  , (5)

where d (r, g) represents the distance between points r and
g; that is, the set consists of the shortest distance (usually
expressed in Euclidean distance) from all points in the
predicted segmentation set R to any point in the real label set
G, and the maximum distance is selected from this set as the
Hausdorff distance between the two sets R and G. +is
distance and the symmetrical surface distance both describe
the similarity of the contour. +e larger the absolute value,
the less similar the segmentation.

4.3. Training. In the experiments, all weights are randomly
initialized by the Gaussian distribution with μ � 0, θ � 0.01,
and the stochastic gradient descent optimization algorithm
is used. Batch size is set to 8. In order to reduce the model
overfitting and speed up the convergence rate, the weight
attenuation is 0.0005, and the momentum is set to 0.9, which
is often used to speed up training, while making it easier to
jump out of extreme points and avoid getting stuck in local
optimal solutions. +e drop rate is 0.2, and the initial
learning rate is set to 0.01. If the learning rate is too low, the
training period is too long, and the high learning rate will
cause the model to be unstable and never converge. Our
algorithms were trained and tested on the Dual RTX 2080 Ti
GPU.

+e polynomial decaying learning rate is used for
ensuring the rapid convergence of the model during the
initial training period and the stability of the model pa-
rameters in the later period. +e initial learning rate is set
relatively large, and the learning rate is reinitialized and
decayed every 5000 steps. +e attenuation coefficient of
the learning rate is δ � (1 − iter/max_iter)power. After
testing, the model stabilizes after 8000 iterations. +e
input data of SparseVoxNet consists of 8 groups of
64 × 64 × 64 heart MRIs, which are cropped randomly in
the same axis direction.

Multiple sets of comparative experiments and ablation
experiments are designed to verify the effect of the improved
method on segmentation. In the experiments, we compared
our method with the traditional methods and other deep
learning methods, and also compared the network only with
the mixed dilated convolution and the network only with the
attention mechanism and DenseVoxNet.

4.3.1. Ablation Study. We conduct ablation experiments to
verify the importance of 3D dilated convolution and spatial
self-attention mechanism in exploiting multiscale features.
+e results are presented in Table 2.

When we just add the mixed 3D dilated convolution to
the model, we define this model as SparseVoxNet-D. +e
Dice coefficient of myocardium and blood pool gets the best
results, 82.4% and 91.6%, respectively. It verifies our con-
jecture: dilated convolutions can exponentially expand re-
ceptive fields to obtain multiscale information without
losing resolution or coverage, especially for structures with a
small size or irregular boundary, such as the cardiac myo-
cardium structures. Since the receptive field expansion speed
of the dilated convolution depends on the number of holes in
the dilated convolution, although the more holes will
contribute a larger receptive field, the pixels in the large
receptive field are not necessarily related to the current
convolution. In other words, the larger receptive field is not
the better. Local perception can better capture local features.
Global perception can better capture the relationship
characteristics of pixels at different locations. Hence, we mix
the 4 layers of traditional convolution and 3 layers of dilated
convolution and define the different dilation rates of dilated
convolutions to better capture features.

When we just add the spatial self-attention mechanism
to the model, we define this model as SparseVoxNet-S. It can
be seen that ADB and Hausdorff distance of blood pool and
myocardium achieve better performance than Dense-
VoxNet, the Hausdorff distance of myocardium outper-
forms DenseVoxNet by around 3.0%, and the Hausdorff
distance of blood pool outperforms DenseVoxNet by around
4.8%. +is indicates that with the spatial self-attention
mechanism, the segmented images have been brought closer
to the target domain successfully, because the self-attention
in our model is complementary to the convolution for
capturing long-range, global-level dependencies occurring
in cardiac structure. +e advantages of the attention
mechanism are as follows: (a) few parameters; (b) fast
calculation; (c) capturing long-range features. +e problem
applied in this paper is a small sample training process, so
when the spatial self-attention mechanism is removed, the
segmentation result is not ideal, which means the long-range
features cannot be extracted efficiently. We use both dilated
convolution and spatial self-attention mechanism to capture
long-range features, because the method based on dilated
convolution obtains information from a small number of
surrounding points and cannot form dense context infor-
mation. +e spatial self-attention mechanism makes a single
feature in any location perceive the features of all other
locations, and can produce more powerful pixel-level rep-
resentation capabilities. +ese observations demonstrate
that the 3D dilated convolution and the spatial self-attention
indeed play a meaningful role in exploiting multiscale
features.

4.4.Results. +ere are segmentation results on three training
images shown in Figure 2. +ese three slices come from
different patients. +e data whose indexes are 60 in the

6 Computational Intelligence and Neuroscience



sample dataset have the same coronal plane view in the same
dimension.+e light blue and dark blue areas of the image in
the first line represent the blood pool and myocardium; the
dark blue and black areas belong to the background. +e
images in the second line are labeled, corresponding to the
myocardium and blood pool in the first line of images. +e
third line is the results of automatic segmentation by the
method proposed in this paper, where blue, yellow, and dark
purple represent the myocardium, blood pool, and back-
ground, respectively. It can be seen from Figure 2 that al-
though the cardiac structure of different patients in the
training set is quite different, the method we proposed can
still successfully calibrate the myocardium and blood pool
from low contrast cardiac MRI, which proves that this
method has a good enough fitting ability to the original data.
However, there are still some disadvantages. In the first auto-
segmentation result, the myocardium in the lower left corner
is partially divided. In the second result, the background
appeared in the myocardium. In the third result, there is
extra myocardium in the upper right corner, which shows
that deep learning has the ability to perceive most data
features, but it does not have reasonable logical reasoning

capabilities. Human segmentation will not produce these
subtle logical errors.

Figure 3 shows segmentation results on three testing
images. +e data extraction method is the same as above. By
observing the results, we can see that the method proposed
in this paper also has good generalization effect on unlabeled
data. However, when using the gradient descent algorithm, it
is easy to fall into the local optimum and cause overfitting,
because of the huge number of parameters.

4.5. Discussion. +e comparison of the results between the
method we proposed and other six methods is shown in
Figure 4. +ey are mainly ranked according to the Dice
coefficient. +e figure also shows the auxiliary reference in-
dexes, such as ADB and symmetric Hausdorff distance. +e
first three are traditional methods, such as manually
extracting features and using hidden Markov random fields,
and the other deep learning methods are on the HVSMR 2016
Challenge dataset. According to Figure 4, the Dice coefficient
of blood pool in all methods is higher than that of myo-
cardium, suggesting that the segmentation of blood pool is

Table 2: Results of ablation study. Bold results are the best ones.

Myocardium Blood pool
Method Dice (%) ADB Haus. Dice (%) ADB Haus.
SparseVoxNet-D 82.4 0.922 5.385 91.6 1.073 7.736
SparseVoxNet-S 80.7 0.853 5.075 91.4 0.951 5.004
DenseVoxNet 79.2 0.943 7.175 89.48 0.955 9.608

Figure 2: Segmentation results on three training images.

Computational Intelligence and Neuroscience 7



Figure 3: Segmentation results on three testing images: +e three slices in the first line come from different patients. Images in the second
line are the results of automatic segmentation by the method proposed in this paper.
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relatively easier due to the ambiguous borders of the myo-
cardium in the low-resolution MRIs. Regarding the seg-
mentation of myocardium, the method we proposed achieves
the best performance with the Dice; i.e., the ranking metric in
the challenge, 0.861± 0.024, outperforms the second one by
around 4%. +e best result also has been achieved in blood
pool segmentation with Dice; the ranking metric in the
challenge, 0.94± 0.016, demonstrates that our sparse con-
nected network has the capability to tackle hard cardiovas-
cular segmentation problem. +e ADB and Hausdorff
distance of our method also achieved the best performance.

+e results of other 3D MRI segmentation methods are
mainly shown in Table 3. Firstly, the experimental param-
eters are compared, and the method proposed in this paper
needs the least parameters. +e sparse block and dilated
convolution can achieve a good fitting effect with the par-
ticipation of such a small number of parameters, thanks to
the introduction of the attention model. +e feature ex-
pression ability of sparse block will not be better than dense
block in many cases, but the problem applied in this paper is
medical segmentation and a small sample training process,
so the sparse block can fit and generalize the data well with a
small number of parameters, and the exponentially in-
creasing receptive field provided by the dilated convolution
reduces the convolution operations. +e attention mecha-
nism can well capture the features to strengthen the gen-
eralization ability of the network. Because of the small
number of parameters, the amount of calculation is reduced,
and the model’s convergence rate is also fast.

Comparing the cross-entropy loss of DenseVoxNet and
SparseVoxNet with sparse block and dilated convolution, we
can find that the network only using the mixed dilated
convolution can converge faster and reach lower loss values,
which proves that the improved sparsely connected network
structure can reduce the calculation amount and improve the
efficiency and that the method of extracting long-range fea-
tures by hybrid 3D dilated convolution is suitable for medical
images. It has better ability to represent features and fit data .

+e comparison shows that the time of one iteration of
DenseVoxNet (forward and backward propagation of the
network) is 0.113 s, the time of SparseVoxNet-D is 0.045 s,
and the time of SparseVoxNet is 0.049 s. +e proposed
method has a great improvement in efficiency.

5. Conclusion

In this paper, we propose a novel and efficient 3D sparse
convolutional network to segment blood pool and myo-
cardium from 3D cardiac magnetic resonance images. +is

method can eliminate redundant calculations and reduce
model parameters and the risk of overfitting training data on
small samples. +e spatial self-attention mechanism can
optimize the expression ability of feature maps, and the
sparse blocks can reduce the convolutional network depth.
+e work in this paper is an accurate pixel-level classifica-
tion. Moreover, we achieve competitive results in compar-
ison with existing methods. +e proposed method can
provide comprehensive information for doctors to make
diagnoses of CHD.
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As an extension of intuitionistic fuzzy sets (IFSs), picture fuzzy sets (PFSs) can better model and represent the hesitancy and
uncertainty of decision makers’ preference information. In this study, we propose a multicriteria group decision making
(MCGMD) method based on picture fuzzy sets. We first define some basic picture Einstein operations with closed properties
among PFSs on the basis of the Einstein t-norms and t-conorms. 'en, utilizing the hybrid-weighted operator and the developed
picture Einstein operations laws, we put forward a picture fuzzy Einstein hybrid-weighted aggregation operator for aggregating
PFSs and discuss its several important properties. Furthermore, we present a newMCGMDmethod based on the proposed picture
fuzzy Einstein hybrid-weighted aggregation operator. Finally, an example is conducted to validate the effectiveness of the
proposed MCGMD method.

1. Introduction

Multicriteria group decision making (MCGDM) is one of
the most important human activities [1–6]. Due to the
complexity and vagueness of information in group decision
making, however, it is usually difficult for decision makers to
evaluate the alternatives by crisp numerical values [7, 8]. In
some occasions, it can be more reasonable to give uncertain
or fuzzy evaluation information represented by fuzzy
numbers [9, 10], intuitionistic fuzzy sets (IFS) [11–15],
neutrosophic set (NS) [16–18], Pythagorean fuzzy sets
[19, 20], Fermatean fuzzy sets [21, 22], hesitant fuzzy sets
[23–25], and so on. Based on the concept of fuzzy sets (FSs),
Atanassov [26] first introduced the concept of IFS, which is
an extension of Zadeh’s FSs. Different from FSs, it does not
require that the sum of the degrees of membership and non-
membership of an element to be equal to one. IFSs have been
successfully applied to multicriteria group decision making.
However, there are some scenarios that cannot be repre-
sented by IFSs in some real-life group decision-making
problems, such as the option of hesitation or remaining
neutral. To overcome this drawback, Smarandache [27]
proposed the concept of the NS, which has the degrees of

truth, falsity, and indeterminacy, respectively. Considering
that it is difficult to utilize NSs to solve real-life scientific and
engineering problems, Zhang and Sunderraman [28] pro-
posed the concept of the single-valued neutrosophic set
(SVNS). In this paper, Boran and Akay [11] also developed
some set-theoretic operators and discussed their various
properties. Compared with NS, it is assumed in a SVNS that
each type of membership degree can take its values in the
interval [0, 1], and the sum of its truth-membership degree,
indeterminacy-membership degree, and false-membership
degree is less than or equal to 3. 'is hypothesis implies that
its three types of membership degrees do not satisfy
probabilistic independence. 'is non-restriction leads to
dialetheist and paraconsistent information in real-life de-
cision-making problems represented as SVNSs. In order to
overcome these drawbacks of IFSs and NSs, Cuong and
Kreinovich [29] proposed the concept of the picture fuzzy
set (PFS) to address a fact such that human opinions involve
several types of answers such as yes, abstain, no, or refusal
and so on. 'e PFS is characterized by a positive mem-
bership function, a negative membership function, and
a neutral membership function, and the sum of its three
membership degrees is less than or equal to 1. Different from
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NS, there is a restriction on the sum of the three types of
membership degrees in PFS, which implies that they are
dependent on each other.

'e PFS is an extension of FS and IFS [30].'e core of PFS
is its picture fuzzy value (PFV), which is composed of the
degree of positive, negative, and neutral memberships. Similar
to an intuitionistic fuzzy value (IFV) andNS, PFV is also a very
effective tool to express inherent uncertainty or imprecision of
decision makers’ preference information in human decision-
making processes. Recently, PFS has been successfully applied
to a lot of areas. For example, Zhang et al. [23] introduced the
concept of generalized picture distance measure and applied it
to pattern recognition. Based on the correlation measure of
Atanassov’ s IFSs, Singh [31] also proposed the concept of
correlation for PFSs to solve bidirectional approximate rea-
soning systems problems. By combining picture composite
cardinality with PSO, 'ong and Son [32] proposed a novel
automatic picture fuzzy clustering method for pattern recog-
nition and knowledge discovery.

In the course of MCGMD with IFS, hesitant fuzzy set,
and NS, the aggregation operators play a very important role
[33]. Many scholars have introduced various aggregation
operators for IFS, hesitant fuzzy set, and NS, such as
intuitionistic fuzzy aggregation operators [34], hesitant
fuzzy aggregation operators [35], interval-valued intui-
tionistic fuzzy aggregation operators [36], the neutrosophic
fuzzy aggregation operators [37, 38] picture fuzzy aggre-
gation operators [39–41], and so on. Note that most of the
abovementioned aggregation operators were developed
based on the triangular t-norm and t-conorm for the fol-
lowing reasons. For IFSs, they only involve membership
degree and non-membership degree such that their sum is
less than or equal to 1. 'us, triangular t-norms and t-
conorms are appropriate in developing the intuitionistic
fuzzy aggregation operators. As for SVNS, the sum of its
truth-membership degree, indeterminacy-membership de-
gree, and false-membership degree is less than or equal to 3.
Hence, triangular t-norm or t-conorm could be directly used
to synthesize separate NSs into a collective one. Although
NSs and PFSs both have three kinds of membership func-
tions, their property regarding membership functions is
different from each other. 'is means that the neutrosophic
aggregation operators cannot be directly used to aggregate
PFSs. For example, let A1 � (0, 1, 0) and A2 � (0, 0, 1) be two
PFSs. According to the generalized union of SVNSs defined
in [32], we have A1 ⊗A2� (0, 1, 1). 'is result does not
satisfy the condition required by PFV that the sum of its
membership degrees is less than or equal to 1.

'e algebraic product and algebraic sum are usually used
to develop the aggregation operators for FSs [42], IFSs [43],
and NSs [44, 45]. 'ere are also other operational rules that
can be used in this respect. For example, Einstein t-norms and
Einstein t-conorms are two typical classes of strict Archi-
medean t-norms and t-conorms for aggregating a collection
of intuitionistic fuzzy values (IFVs). In this direction, Wang
and Liu [46] introduced the intuitionistic fuzzy aggregation
operators by using Einstein operations and developed some
intuitionistic fuzzy Einstein aggregation operators. Wang and

Liu [47] furthermore developed some new intuitionistic
fuzzy geometric Einstein aggregation operators. Recently,
Einstein t-norms and t-conorms have also been used to
aggregate neutrosophic sets and neutrosophic hesitant
fuzzy sets, such as the neutrosophic number-generalized
weighted power averaging operator [48], and the interval
neutrosophic hesitant fuzzy generalized weighted average
operator [49]. Among these Einstein aggregation opera-
tors; however, some only weight the fuzzy values and
others only weight the ordered positions of the fuzzy
values similar to the ordered weighted averaging (OWA)
operator. To overcome this drawback, Zhao and Wei [50]
proposed some new intuitionistic fuzzy Einstein hybrid
aggregation operators to aggregate IFVs by combining the
weighted average and the OWA operator, such as the
intuitionistic fuzzy Einstein hybrid averaging operator and
intuitionistic fuzzy Einstein hybrid geometric averaging
operator. 'ey weight not only the given arguments but
also their ordered positions. However, all of them do not
satisfy the desired properties for aggregation operators
such as boundedness and idempotency. Recently, some
new picture fuzzy aggregation operators are proposed to
apply to multicriteria group decision making, such as
picture fuzzy Einstein aggregation operators, picture
fuzzy-weighted average operators, picture fuzzy-weighted
geometric operators, and picture fuzzy Dombi aggregation
operators, etc. Although the approaches of MCGMD based
on fuzzy aggregation operators have been widely in-
vestigated, the existing aggregation operators have the
following shortcomings in the aggregation process:

(1) IFS cannot well describe inconsistent, hesitation, and
indeterminate information, and it does not address
the influence of hesitation or neutral fuzzy in-
formation on aggregating results in the aggregation
process. 'us, the MCGDM method based on
intuitionistic fuzzy aggregation operators has the
drawback that it may lead to unreasonable decision-
making in some situations.

(2) 'e neutrosophic fuzzy hybrid aggregation operators
have no occasion to prove that they must satisfy the
probabilistic property of the tri-membership function.
In some situations, if hybrid aggregation operators are
applied in specific NSs, such as intuitionistic neu-
trosophic sets (INSs) whose sum of tri-membership
degrees is required to be less than to 1, the aggregating
set is no longer an INS. For example, let A= (0, 0.9, 0)
and B= (0, 0, 0.9) be two INSs. According to the inner
product operation defined in [51], we obtainA⊗B= (0,
0.9, 0.9), which implies that the aggregating set is no
longer an INS. 'us, it is important to develop new
neutrosophic fuzzy hybrid aggregation operators
which are suitable to all types of NSs.

(3) Picture fuzzy multicriteria group decision making
problem will be a new direction for group decision
making. However, the existing Einstein aggregation
operators for NSs cannot be directly applied in
picture fuzzy environments. Moreover, most of these

2 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

existing neutrosophic Einstein hybrid aggregation
operators do not satisfy some properties such as
boundedness and idempotency for picture fuzzy sets.
It is, therefore, necessary to extend the existing
neutrosophic Einstein aggregation operators to
picture fuzzy environments and to propose some
new Einstein aggregation operators for aggregating
picture fuzzy information. To the best of our
knowledge, however, there are no researches on the
combination between the PFSs and MCMGD, and
how to aggregate PFSs is still an open problem,
which is the focus of this paper.

According to the above discussions, we can see that it is
better to consider both the operations rules and aggregation
operators for PFSs. 'e main contribution of this work is as
follows:

(1) We present some picture fuzzy Einstein operational
laws based on Einstein t-norms and t-conorms and
discuss their desirable properties.

(2) We introduce a new picture fuzzy Einstein hybrid-
weighted aggregation (PFIEHWA) operator to ag-
gregate PFSs. Based on the proposed aggregation
operator, we develop a MAGDM method and vali-
date its effectiveness.

'e remaining sections of this paper is organized as
follows. In the next section, we introduce some basic
concepts related to PFSs and Einstein operations. In Sec-
tion 3, by extending the Einstein t-conorm and t-norm, we
develop several new Einstein operations laws for PFVs,
such as generalized intersection and union, and then we
discuss their desirable properties. In Section 4, we develop
a picture fuzzy Einstein hybrid aggregation operator for
PFVs and discuss their desirable properties. In Section 5,
we apply the picture fuzzy Einstein hybrid-weighted ag-
gregation operator to aMCGMD problem. Some numerical
examples are given to verify the developed approach and to
demonstrate its practicality and effectiveness. Section 6
concludes the paper.

2. Preliminaries

In this section, we present some basic definitions and results
for IFS and PFS.

Definition 1 [18]. An intuitionistic fuzzy set (IFS) A in
a finite set X can be written as follows:

A � <x, μA(x), ]A(x), > , x ∈ X , (1)

where μA(x) and ]A(x): X⟶ [0, 1] are, respectively, the
degrees of membership and non-membership such that
0≤ μA(x) + ]A(x)≤ 1. For each IFS A in a finite set X, the
hesitancy degree of an IFS A can be expressed as
πA(x) � 1 − μA(x) − ]A(x), x ∈ X. Also, we have
0≤ πA(x)≤ 1, for all x ∈ X.

Definition 2 [5]. A picture fuzzy set (PFS) A in a finite set X
is defined as follows:

A � < x, μA(x), ]A(x), cA(x)> , x ∈ X , (2)

where μA(x), ]A(x), and cA(x) represent the positive-
membership function, negative-membership function, and
neutral-membership function of x to set A, respectively. For
each element x in X, we have μA(x), ]A(x), cA(x)⟶ [0, 1]

and 0≤ μA(x) + ]A(x) + cA(x)≤ 1.
Similar to the IFS, πA(x) � 1 − (μA(x)+ ]A(x) + cA(x))

could be called the refusal-membership degree of x in A. For
convenience, we can use x � (μA, ]A, cA) to represent an
element in PFSs.

Definition 3 [52]. Let α � (μα, ]α, cα) be a PFV, and its score
function Sα and accuracy function Vα are, respectively,
defined as follows:

Sα � μα − ]α,

Vα � μα + ]α + cα.
(3)

Theorem 1 [53]. Let α1 and α2 be two PFVs, and the ranking
rules between them are given as follows:

(1) If S(α1)> S(α2), then α1 > α2
(2) If S(α1)< S(α2), then α1 < α2
(3) If S(α1) � S(α2), then

(1) If V(α1) � V(α2), then α1 � α2
(2) If V(α1)>V(α2), then α1 > α2

Definition 4. Let PFS(X) denote the set of all the PFSs in
a finite set X. Given any two PFSs A and B, their inclusion,
union, intersection, and complement are defined as follows:

(1) A⊆Bif∀x ∈ X, μA(x)≤ μB(x), ]A(x)≥
]B(x), cA(x)≥ cB(x)

(2) A � Bif∀x ∈ X, A⊆B and A⊇B
(3) A∪B � x,(max(μA(x), t

μBn(x)), min(]A(x), ]B(x)), min(cA(x), cB(x)))}

(4) A∩B � x, (min(μA(x), tμBn(x)), t maxn(]A

(x), ]B(x))q, h min(cA(x), cB(x)))}

(5) coA � Ac � <x, ]A(x), μA(x), cA(x)> , x ∈ X}

3. Picture Fuzzy Einstein Operational Laws

Triangular t-norms and t-conorms play a prominent role for
aggregating fuzzy sets in group decision making. Roy-
chowdhury and Wang [53] gave some definitions and
conditions for the triangular t-norm and t-conorm, which
satisfy the requirements of both conjunction and disjunction
operators. 'e set-theoretical properties of these operators
for IFSs generally hold for IFS. In the following section,
triangular t-norms and t-conorms are defined as given
below:

Definition 5 [54]. A function T: [0, 1]2⟶ [0, 1] is called
a t-norm if it satisfies the following four conditions:

(1) T(1, x) � x,∀x ∈ [0, 1]

Computational Intelligence and Neuroscience 3
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(2) T(x, y) � T(y, x),∀(x, y) ∈ [0, 1]2

(3) T(x, T(y, z)) � T(T(x, y), z))∀(x, y, z) ∈ [0, 1]3

(4) If x≤x′ and y≤ y′, then T(x, y)≤T(x′, y′),
∀(x, y, x′, y′) ∈ [0, 1]4

Definition 6 [54]. A function S: [0, 1]2⟶ [0, 1] is called as
a t-conorm if it satisfies the following four conditions:

(1) S(x, 0) � 0,∀x ∈ [0, 1]

(2) S(x, y) � S(y, x), ∀(x, y) ∈ [0, 1]2

(3) S(x, S(y, z))� S(S(x, y), z), ∀(x, y, z) ∈ [0, 1]3

(4) If x≤ x′ and y≤ y′, then S(x, y)≤ S(x′, y′),
∀(x, y, x′, y′) ∈ [0, 1]4

Analogous operators on fuzzy sets have also been defined
on IFSs. For example, the inclusion of two IFSs can be
defined by using the algebraic t-norm for their membership
degrees and the algebraic t-conorm for their non-mem-
bership degrees, and their inclusion is still an intuitionistic
fuzzy set. 'is is because they are related by the De Morgan
duality, i.e., the t-conorm S can be defined as
S(x, y) � 1 − T(1 − x, 1 − y), ∀(x, y) ∈ [0, 1]2. In recent
years, triangular t-norms and t-conorms have also been used
to define the operation laws for NSs [55]. Although PFV is
a generalization of NS, their properties regarding mem-
bership functions are different from each other. 'is means
that the operational laws for NSs cannot be directly used to
aggregate PFVs. For example, with algebraic t-norm and t-
conorm, the union operation for NSs is defined as
A∪B � (T1T2, I1 + I2 − I1I2, F1 + F2 − F1F2). However, if
they are extended to PFVs, there are some limitations. For
instance, let A � (x, 1, 0, 0) and B � (x, 0, 1, 0) be two PFVs.
It is clear that B is the smallest one among all PFVs.
According to the generalized union operation mentioned
above, we obtain A∪ S,TB � (x, 0, 1, 0). 'is means that the
aggregating result is also the smallest PFV. 'erefore, the

operation “union” cannot be accepted because it is against
our intuition. Furthermore, let C � (x, 0, 1, 0) and
D � (x, 0, 0, 1) be two PFVs, we also have
μC∪D + ]C∪D + cC∪D � 2> 1, and this result does not satisfy
the condition required by a PFV that the sum of its
membership degrees is less than or equal to 1. 'us, it is
important to develop the operational rules for PFVs. Mo-
tivated by Definition 5 and Definition 6, we first propose
a generalized intersection and union for PFVs based on
triangular t-norm and t-conorm.

Definition 7. Let αj � (μj, ]j, cj), (j � 1, 2) be two PFVs.
'e generalized intersection and union between α1andα2
are, respectively, defined as follows:

α1⊕S,Tα2 � S μ1, μ2( , T ]1, ]2( , T c1, c2( ( ,

α1 ⊗ S,Tα2 � T μ1, μ2( , S ]1, ]2( , T c1, c2( ( .
(4)

'ere are lots of operators based on the algebraic op-
eration which are one of the general concepts of the t-norms
and t-conorms. Einstein operation, including the Einstein
product and the Einstein sum, also belongs to the t-norms
and t-conorms families. Let additive generatorN(x) � 1 − x,
then Einstein product ⊗ ε and Einstein sum ⊕ε are defined as
follows [36]:

(1) α⊗ εβ � αβ/(1 + (1 − α)(1 − β)), ∀(α, β) ∈ [0, 1]

(2) α⊕ εβ � (α + β)/(1 + αβ), ∀(α, β) ∈ [0, 1]

With the abovementioned analysis, the operations laws
for PFVs based on Einstein t-norms and t-conorms can be
defined as follows:

Definition 8. Letα � (μ, ], c) and αj = (μj, ]j, cj), j = 1, 2, be
PFVs, and λ is a positive real number. Let additive generator
N(x) � 1 − x, then we have the following operations laws:

α1⊕εα2 �
μ1 + μ2
1 + μ1μ2

,
]1]2

1 + 1 − ]1(  1 − ]2( 
,

c1c2

1 + 1 − c1(  1 − c2( 
 , (5)

α1 ⊗ εα2 �
u1u2

1 + 1 − u1(  1 − u2( 
,
]1 + ]2
1 + ]1]2

,
c1c2

1 + 1 − c1(  1 − c2( 
 , (6)

λ·εα �
(1 + μ)

λ
− (1 − μ)

λ

(1 + μ)
λ

+ (1 − μ)
λ ,

2]λ

(2 − ])
λ

+ ]λ
,

2c
λ

(2 − c)
λ

+ c
λ

⎛⎝ ⎞⎠, (7)

αλ �
2μλ

(2 − μ)
λ

+ μλ
,

(1 + ])
λ

− (1 − ])
λ

(1 + ])
λ

+ (1 − ])
λ ,

2c
λ

(2 − c)
λ

+ c
λ

⎛⎝ ⎞⎠. (8)

Theorem 2. Let αj � (μj, ]j, cj), j� 1, 2, and α � (μ, ], c) be
PFVs, λ is a positive real number. Cen, α1⊕εα2, α1 ⊗ εα2, λ·εα,
and αλ are also a PFV.

Proof: See Appendix A. □
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Theorem 3. Let λj ∈ [0, 1], i� 1, 2, 3, and α � (μ, ], c) be
PFVs, and λ1, λ2 and λ are positive real numbers, then we
have the following properties:

α1⊕εα2 � α2⊕εα1, (9)

α1 ⊗ εα2 � α2 ⊗ εα1, (10)

α1⊕εα2( ⊕εα3 � α1⊕ε α2⊕εα3( , (11)

λ α1⊕εα2(  � λα1⊕ελα2, (12)

α1 ⊗ εα2( 
λ

� αλ1 ⊗ εα
λ
2, (13)

λ1·εα⊕ελ2·εα � λ1 + λ2( ·εα, (14)

αλ1 ⊗ εα
λ2 � α λ1+λ2( ). (15)

Note that the proofs of these theorems are straightfor-
ward and thus omitted here for the sake of brevity.

In the next section, we investigate an Einstein hybrid
aggregation operator under the picture fuzzy environment
based on Einstein operations.

4. Picture Fuzzy Einstein Hybrid-Weighted
Aggregation Operator

In this section, we propose the picture fuzzy Einstein hybrid-
weighted average (PFEHWA) operator based on the pro-
posed Einstein operations laws on picture fuzzy values.

Definition 9. Let αj � (μαj
, ]αj

, cαj
), (j = 1, 2, . . ., n) be

a collection of PFVs. 'e picture fuzzy Einstein hybrid-
weighted average (PFIEHWA) operator is a mapping
PFIEHWA: Ωn⟶Ω, with an aggregation-associated
weighting vector ω � (ω1,ω2, · · · ,ωn)T, ωj ∈ [0, 1] and


n
j�1 ωj � 1, such that

PFIEHWAω,λ A1, A2, · · · , An(  �
⊕εn

j�1 ωε(j)λjAj 


n
j�1 ωε(j)λj

, (16)

where ε: (j)⟶ (1, 2, · · · , n) is a permutation such that αj is
the ε(j)th largest element of the collection of PFVs and λ �

(λ1, λ2, · · · , λn)T is the weighting vector of αj, with λj ∈ [0, 1]

and 
n
j�1 λj � 1.

Theorem 4. For a collection of PFVs ωj ∈ [0, 1], j� 1, 2, . . .,
n, their aggregated value by using the PFIEHWA operator is
also a PFV, and

PFEHWAω,λ α1, α2, . . . , αn( 

�


n
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj 

− 
n
j�1 1 − μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj 


n
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj 

+ 
n
j�1 1 − μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj 

,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2
n
j�1 ]αj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj 


n
j�1 2 − ]αj

  
ωε(j)λj/ 

n
j�1 ωε(j)λj 

+ 
n
j�1 ]αj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj 

,

2
n
j�1 cαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj 


n
j�1 2 − cαj

  
ωε(j)λj/ 

n
j�1 ωε(j)λj 

+ 
n
j�1 cαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj 

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(17)

Proof: See Appendix B. □

Theorem 5. Ce PFIEHWA operator satisfies the following
properties:

(1) (Idempotency): If αj � (μαj
, ]αj

, cαj
), j � 1, 2, . . . , n

are all equal, that is, αj � α, for all j � 1, 2, . . . , n.
Cen,

PFIEHWAω,λ α1, α2, . . . , αn(  � α. (18)

(2) (Boundedness): Let αmin � (min
1≤j≤n

μαj
, max
1≤j≤n

]αj
,

max
1≤j≤n

cαj
) and αmax � (max

1≤j≤n
μαj

, min
1≤j≤n

]αj
, min
1≤j≤n

cαj
),

then

αmin ≤ PFIEHWAω,λ α1, α2, . . . , αn( ≤ αmax. (19)

(3) (Monotonicity): Let α1j � (μ1αj
,]1αj

,c1
αj

), j � 1,2, . . . ,n

and α2j � (μ2αj
,]2αj

,c2
αj

), j�1, 2, . . ., n, be two collections
of PFVs, if μ1αj

≤μ2αj
, ]1αj
≥]2αj

, and c1
αj
≥c2

αj
. Cen,

PFIEHWAω,λ α11, α
1
2, . . . , α1n ≤PFEIHWAω,λ α21, α

2
2, . . . , α2n .

(20)

Proof: See Appendix C. □
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5. Application of Picture Einstein Fuzzy Hybrid
Aggregation Operator

In this section, we investigate the application of the picture
Einstein fuzzy hybrid aggregation operator in group decision
making with picture fuzzy information.

5.1. MAGDM Method Based on the PFIEHWA Operator.
For a MCGMD problem under the picture fuzzy environ-
ment, let D � (d1, d2, · · · , dl) be a set of decision makers,
C � (C1, C2, · · · , Cn) be a set of criteria, and
X � (X1, X2, · · · , Xm) be a set of alternatives to be evaluated.
Let D

(k)
� (α(k)

ij )m×n be a picture fuzzy decision matrix,
where α(k)

ij � (μ(k)
αij

, ](k)
αij

, c(k)
αij

) is a PFV for alternative Xi with
respect to criteria Cj provided by decision maker dk, such
that 0≤ μ(k)

αij
≤ 1, 0≤ ](k)

αij
≤ 1, 0≤ c(k)

αij
≤ 1,

0≤ μ(k)
αij

+ ](k)
αij

+ c(k)
αij
≤ 1, k � 1, 2, · · · , l, i � 1, 2, · · · , m and

j � 1, 2, · · · , n. 'e expert committee gives the weighting
vector λ � (λ(1), λ(2), · · · , λ(l))T for the decision makers,
where λ(k) ∈ [0, 1] and 

l
k�1 λ

(k) � 1. Considering that dif-
ferent decision makers are familiar with differentiated fields,
the expert committee also determines the ordering weights
vector ω � (ω(1),ω(2), · · · ,ω(l))T for the decision makers,
where ω(k) ∈ [0, 1]and 

l
k�1 ω(k) � 1. After that, the picture

fuzzy decision matrixes D
(k)

� (α(k)
ij )m×n will be aggregated

into a collective picture fuzzy decision matrix D � (αij)m×n.
'en, the expert committee assigns the weighting vector η �

(η1, η2, · · · , ηn)T for the criteria according to their relative
importance in decision making, where ηj ∈ [0, 1] and


n
j�1 ηj � 1. Meanwhile, considering the fact that diverse

alternatives may have differentiated focuses and advantages,
the expert committee also gives the aggregation-associated
weights vector ξ � (ξ1, ξ2, · · · , ξn)T for different criteria,
where ξj ∈ [0, 1] and 

n
j�1 ξj � 1.

'e complete procedure for multicriteria group decision
making based on the proposed picture fuzzy Einstein hy-
brid-weighted aggregation operator can be summarized as
follows:

Step 1. In order to eliminate the impact of different types of
criteria values (i.e., benefit criteria or cost criteria), we will
transform the criteria values of cost type into those of
the benefit type i.e., transform D

(k)
� (α(k)

ij )m×n into a nor-

malized picture fuzzy decision matrix R
(k)

� (r
(k)
ij )m×n, where

r
(k)
ij �

αk
ij for benefit criteria

αk
ij 

c
for cost criteria

⎧⎪⎨

⎪⎩
, (21)

where (αk
ij)

c is the complement of αk
ij such that

(αk
ij)

c � (](k)
ij , μ(k)

ij , c
(k)
ij ).

Step 2. Utilizing the PFIEHWA operator to aggregate pic-
ture fuzzy decisionmatrixes R

(k)
� (r

(k)
ij )m×n into a collective

picture fuzzy decision matrix R � (r
(k)
i )m×k.

r
(k)
i � PFIEHWAω,λ r

(k)
i1 , r

(k)
i2 , · · · , r

(k)
in  � ⊕ε

n
j�1

ξ(k)
ε(ij)λjr

(k)
ij 


l
k�1 ξ

(k)
ε(ij)λj

.

(22)

Step 3. Utilizing the PFIEHWAri to aggregate all the
evaluation values r

(k)
i into a collective evaluation value ri for

alternativeXi.

ri � PFIEHWAξ,η r
(1)
i , r

(2)
i , r

(3)
i , · · · , r

(l)
i  � ⊕ε

l
k�1

ωε(ik)ηkr
(k)
i 


l
k�1 ωε(ik)ηk

.

(23)

Step 4. Rankingri by using the ranking method described in
Section 2 and select the best one.

5.2. Illustrative Example. In this section, we use an example
presented in [49] to illustrate the proposed method.

Example 1 [49]. Suppose a company wants to develop a new
career, where there are three alternatives:X1,X2, andX3 to be
selected. X1 is the real estate industry,X2 is the food industry,
and X3 is the education industry. After preliminary
screening, three experts d1, d2, and d3 are asked to evaluate
the alternatives. Four criteria are determined: the ability to
compete (C1), the ability to grow (C2), the influence of the
surrounding environment (C3), and the influence of social
politics (C4). Assume that the subjective importance degree
of each decision maker is λ � (0.2, 0.4, 0.4)T. Simulta-
neously, considering that some decision makers could be
more familiar with career management, the aggregation-
associated weighting vector of decision maker dk is
ω � (0.3, 0.3, 0.4)T. Furthermore, suppose the weight vector
and aggregation -associated weight vector for the four cri-
teria are η � (0.2, 0.3, 0.3, 0.2)T and ξ � (0.2, 0.1, 0.3, 0.4)T,
respectively. 'e picture fuzzy decision matrices are given as
follows:
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D
(1)

�

(0.1, 0.3, 0.5) (0.5, 0.2, 0.3) (0.2, 0.2, 0.1) (0.3, 0.1, 0.2)

(0.2, 0.2, 0.3) (0.1, 0.2, 0.4) (0.2, 0.1, 0.3) (0.1, 0.2, 0.3)

(0.1, 0.3, 0.5) (0.3, 0.1, 0.2) (0.3, 0.2, 0.1) (0.2, 0.3, 0.2)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

D
(2)

�

(0.3, 0.1, 0.2) (0.3, 0.1, 0.2) (0.3, 0.1, 0.2) (0.2, 0.2, 0.3)

(0.1, 0.3, 0.2) (0.2, 0.1, 0.3) (0.3, 0.3, 0.2) (0.3, 0.1, 0.1)

(0.2, 0.3, 0.1) (0.2, 0.1, 0.3) (0.4, 0.1, 0.3) (0.2, 0.1, 0.3)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

D
(3)

�

(0.5, 0.1, 0.1) (0.5, 0.2, 0.1) (0.2, 0.4, 0.1) (0.3, 0.1, 0.1)

(0.4, 0.1, 0.2) (0.3, 0.2, 0.4) (0.2, 0.1, 0.4) (0.5, 0.2, 0.1)

(0.4, 0.2, 0.2) (0.4, 0.2, 0.1) (0.5, 0.2, 0.3) (0.3, 0.2, 0.3)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(24)

Step 1. Considering the criteria are all the benefit criteria,
there is no need to transform them into benefits ones. 'us
we have D

(k)
� R

(k)

Step 2. Utilizing the PFIEHWA operator to aggregate all
individual picture fuzzy decision matrixes R

(k)into a col-
lective picture fuzzy decision matrix R

(1 − μ1Aj
)/(1 − μ1Aj

)≤ (1 + μ2Aj
)/(1 + μ2Aj

)

Let us illustrate this step by using r11 as an example.
Since r

(1)
11 � (0.1, 0.3, 0.5), r

(1)
12 � (0.5, 0.2, 0.3), r

(1)
13 �

(0.2, 0.2, 0.1)， r
(4)
14 � (0.3, 0.2, 0.1), η � (0.2, 0.3, 0.3, 0.2)T,

and ξ � (0.2, 0.1, 0.3, 0.4)T, we have S(r
(1)
11 ) � − 0.2,

S(r
(1)
12 ) � 0.3, S(r

(1)
13 ) � 0, and S(r

(1)
14 ) � 0.1 by using the

ranking function given in 'eorem 1. 'us, we can obtain
S(r

(1)
11 )< S(r

(1)
13 )< S(r

(1)
14 )< S(r

(1)
12 ), which implies that

r
(1)
11 < r

(1)
13 )< r

(1)
14 < r

(1)
12 . Hence, we have ε11(1) �

4, ε12(1) � 3, ε13(1) � 2, and ε14(1) � 1. 'en,

ξε11(1)η
(1)
1


4
j�1 ξ(1)

ε1j
η(1)
1

�
0.2 × 0.4

0.2 × 0.4 + 0.3 × 0.3 + 0.3 × 0.1 + 0.2 × 0.2
� 0.3333,

ξε12(1)η
(1)
2


4
j�1 ξε1j(1)η

(1)
2

�
0.3 × 0.3

0.2 × 0.4 + 0.3 × 0.3 + 0.3 × 0.1 + 0.2 × 0.2
� 0.3750,

ξε13(1)η
(1)
3


4
j�1 ξ

(1)
ε1j
η(1)
3

�
0.3 × 0.1

0.2 × 0.4 + 0.3 × 0.3 + 0.3 × 0.1 + 0.2 × 0.2
� 0.1250,

ξε14(1)η
(1)
4


4
j�1 ξ

(1)
ε1j
η(1)
4

�
0.2 × 0.2

0.2 × 0.4 + 0.3 × 0.3 + 0.3 × 0.1 + 0.2 × 0.2
� 0.1667.

(25)

Finally, we have PFIEHWAξ,η(r
(1)
11 , r

(1)
12 , r

(1)
13 ,

r
(1)
14 ) � (0.1720, 0.2054, 0.2958) by using (21). Similarly, we
can derive the collective evaluation matrix given in Table 1.

Step 3. Utilizingthe PFIEHWA operator to aggregate all r(k)
i ,

k = 1, 2, 3, into a collective PFV ri for alternative Xi over all
the experts. According to 'eorem 1, we have

Computational Intelligence and Neuroscience 7



RE
TR
AC
TE
DS(r

(1)
1 ) � − 0.0334, S(r

(2)
1 ) � − 0.1 and S(r

(3)
1 ) � − 0.0376.

'us, S(r
(3)
1 )< S(r

(1)
1 )< S(r

(2)
1 ), which means that

r
(3)
1 < r

(1)
1 < r

(2)
1 . Hence, δ11 � 2, δ12 � 3 and δ13 � 1. 'en,

we have as follows:

ωε(11)

λ1


3
k�1 ωε(1k)

λk

�
(0.2 × 0.3)

(0.2 × 0.3 + 0.4 × 0.3 + 0.4 × 0.4)
� 0.1765,

ωε(12)

λ2


3
k�1 ωε(1k)

λk

�
(0.4 × 0.3)

(0.2 × 0.3 + 0.4 × 0.3 + 0.4 × 0.4)
� 0.3529,

ωε(13)

λ3


3
k�1 ωε(1k)

λk

�
(0.4 × 0.4)

(0.2 × 0.3 + 0.4 × 0.3 + 0.4 × 0.4)
� 0.4706.

(26)

'us, we can derive the following result:

r1 � PFIEHWAω,λ r
(1)
1 , r

(1)
2 , r

(1)
3 , r

(1)
4  � (0.1129, 0.1650, 0.2894). (27)

Similarly, we can obtain the following results:

r2 � PFIEHWAω,λ r
(2)
1 , r

(2)
2 , r

(2)
3 , r

(2)
4  � (0.1156, 0.1424, 0.2271),

r3 � PFIEHWAω,λ r
(3)
1 , r

(3)
2 , r

(3)
3 , r

(3)
4  � (0.1812, 0.1639, 0.1821).

(28)

Step 4. Computingthe ranking values R(ri) for Ai, for all
k = 1, 2, and 3. By using 'eorem 1, we have
S(r1) � − 0.0521, S(r2) � − 0.0268, and S(r3) � 0.0173. Since
S(r1)< S(r2)< S(r3), we obtain X1 <X2 <X3, which implies
that X3 is the most desirable career alternative. 'is order is
the same as the method proposed by Liu and Shi’s work.

5.3. Comparative Analysis. In this section, we compare the
proposed method based on the PFEHWA operator with the
method given by Zhang [44], Peng [56], and Liu [48] using
the following example in [44]. In the method proposed by
Zhang [44], a quasi-intuitionistic fuzzy Einstein hybrid-
weighted averaging (QIFEHWA) operator and intuitionistic
fuzzy Einstein weighted averaging (IFEWA) operator were
utilized, which does not consider hesitation or neutral in-
formation in the aggregation process, whereas the method
given by Peng [56], Liu [48], and the proposed method
considers hesitation or neutral information. In the method
of Peng [56] and Liu [48], NS was used to develop some
single-valued Neutrosophic fuzzy-weighted averaging op-
erators, such as the Einstein single-valued neutrosophic

number-weighted averaging (ESVNNWA) operator in [48]
and the simplified neutrosophic hybrid ordered weighted
averaging (SNNHOWA) operator in [56].

Example 2 [44]. Suppose a computer center in a university
wants to select a new information system from the following
four possible alternatives: X1, X2, X3, and X4. 'ree decision
makers are asked tomake a decision according to the following
four criteria: (1) C1 is the costs of the hardware and software
investment; (2) C2 is the contribution to organization per-
formance; (3) C3 is the effort to transition from the current
systems; and (4) C4 is the reliability of outsourcing software
development; these are all benefit type criteria. Suppose the
weights vector of decision makers d1, d2, and d3 is
λ � (λ1, λ2, λ3)T � (0.2, 0.5, 0.3)T and the associated-weight-
ing vector is ω � (ω1,ω2,ω3)T � (1/3, 1/3, 1/3)T. 'en, the
decisionmaker dk determines the weight vector of four criteria,
which are η(1)

j � (0.4, 0.3, 0.1, 0.2)T, η(2)
j � (0.1, 0.3, 0.5,

0.1)T, and η(3)
j � (0.1, 0.2, 0.3, 0.4)T, where j � 1, 2, 3, 4.

According to their preferences, the decision makers also give
the associated-weighting vectors of the four criteria:
ξ(1)

j � (0.4, 0.3, 0.2, 0.1)T, ξ(2)
j � (0.3, 0.3, 0.2, 0.2)T, and

Table 1: Collective picture fuzzy decision matrix.

D1 D2 D3

X1 (0.1720, 0.2054, 0.2958) (0.1355, 0.1265, 0.2296) (0.1728, 0.1879, 0.100)
X2 (0.0700, 0.1700, 0.3334) (0.1057, 0.1679, 0.2090) (0.1655, 0.1219, 0.2764)
X3 (0.1109, 0.1485, 0.2575) (0.1174, 0.1210, 0.2522) (0.2007, 0.2000, 0.1753)
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ξ(3)
j � (0.5, 0.3, 0.1, 0.1)T, where j � 1, 2, 3, 4. Considering
that the value of each criterion is evaluated using the intui-
tionistic fuzzy information by the decision makers, we first
transform IFVs into PFVs, as shown in Tables 2-4.

A comparison of the ranking results using different
methods is shown in Table 5. We can see from Table 5 that
different methods lead to different rankings. However, X2 is
always the best alternative. We can also see that the method
of Liu and our method generate the same ranking for four
alternatives. 'e reason can be explained as follows. First,
the shortcomings of IFSs and NSs that were discussed earlier
can account for the differences in the final rankings. Second,
these methods apply different types of ranking measures to
rank IFSs or NSs, such as the score function or accuracy
function. In the proposed method, a novel ranking function
based on the parametric distance measure can distinguish
two different PFVs while other ranking measures could not.

6. Conclusion

In this study, we have proposed a hybrid Einstein aggre-
gation operator on the basis of the proposed picture Einstein
operations for aggregating picture fuzzy information and

investigated their application in multicriteria group decision
making. First, based on the picture Einstein operation laws,
we have developed a new operator for aggregating PFVs.
'en, we have utilized the proposed operator to develop
a method for MCGDM problems in which the evaluation
values are represented by PFVs. Finally, an example is
conducted to illustrate the practicality and effectiveness of
the proposed MCGDM approach. In future research, the
proposed method could be extended to interval-valued
picture fuzzy sets and trapezoidal picture fuzzy sets. Another
interesting direction could be to develop other types of
picture fuzzy aggregation operators.

Appendix

A. Proof of Theorem 2

Proof: We first proof that α1⊕εα2 is a PFV. Since
0≤ μ1, μ2, ]1, ]2, c1, c2 ≤ 1, 0≤ μ1 + ]1 + c1 ≤ 1 and
0≤ μ2 + ]2 + c2 ≤ 1, we obtain 1 − ]1 ≥ μ1, 1 − ]2 ≥ μ2,
1 − c1 ≥ μ1, and 1 − c2 ≥ μ2. 'us, we have as follows:

Table 5: Ranking results for example 2.

Methods Ranking values Ranking results

Zhang method [44] (QIFEHWA and IFEWA operator) S(r1)� 0.0913; S(r2)� 0.3768;
S(r3)� 0.0736; S(r4)� 0.1769. X2≻X4≻X1≻X3

Peng method [58] (SNNHOWA operator) S(r1)� 0.7609; S(r2)� 0.8456;
S(r3)� 0.7281; S(r4)� 0.7577. X2≻X1≻X4≻X3

Liu method [48] (ESVNNWA operator) S(r1)� 0.6486; S(r2)� 0.7550;
S(r3)� 0.6519; S(r2)� 0.6912. X2≻X4≻X3≻X1

Our method (PFEHWA operator) S(r1)� 0.4655; S(r2)� 0.6142;
S(r3)� 0.5080; S(r2)� 05543. X2≻X4≻X3≻X1

Table 2: Picture fuzzy decision matrix D
(1).

C1 C2 C3 C4

X1 (0.5, 0.4, 0.1) (0.4, 0.3, 0.3) (0.5, 0.3, 0.2) (0.2, 0.6, 0.2)
X2 (0.5, 0.4, 0.1) (0.3, 0.7, 0.0) (0.2, 0.8, 0.0) (0.4, 0.5, 0.1)
X3 (0.2, 0.6, 0.2) (0.8, 0.1, 0.1) (0.6, 0.4, 0.0) (0.1, 0.7, 0.2)
X4 (0.1, 0.9, 0.0) (0.2, 0.8, 0.0) (0.7, 0.2, 0.1) (0.4, 0.6, 0.0)

Table 3: Picture fuzzy decision matrix D
(2).

C1 C2 C3 C4

X1 (0.3, 0.6, 0.1) (0.2, 0.7, 0.1) (0.5, 0.5, 0.0) (0.5, 0.3, 0.2)
X2 (0.3, 0.7, 0.0) (0.6, 0.4, 0.0) (0.7, 0.2, 0.1) (0.4, 0.5, 0.1)
X3 (0.6, 0.3, 0.1) (0.4, 0.4, 0.2) (0.2, 0.7, 0.1) (0.3, 0.6, 0.1)
X4 (0.2, 0.5, 0.3) (0.5, 0.3, 0.2) (0.5, 0.4, 0.1) (0.4, 0.3, 0.3)

Table 4: Picture fuzzy decision matrix D
(3).

C1 C2 C3 C4

X1 (0.7, 0.3, 0.0) (0.4, 0.5, 0.1) (0.5, 0.4, 0.1) (0.6, 0.2, 0.2)
X2 (0.5, 0.5, 0.0) (0.3, 0.5, 0.2) (0.8, 0.1, 0.1) (0.7, 0.1, 0.2)
X3 (0.8, 0.2, 0.0) (0.2, 0.3, 0.5) (0.6, 0.3, 0.1) (0.2, 0.7, 0.1)
X4 (0.9, 0.1, 0.0) (0.8, 0.1, 0.1) (0.2, 0.1, 0.7) (0.2, 0.6, 0.2)

Computational Intelligence and Neuroscience 9



RE
TR
AC
TE
D

μ1 + μ2
1 + μ1μ2

+
]1]2

1 + 1 − ]1(  1 − ]2( 
+

c1c2

1 + 1 − c1(  1 − c2( 
≤
μ1 + μ2
1 + μ1μ2

+
]1]2

1 + μ1μ2
+

c1c2

1 + μ1μ2

�
μ1 + μ2 + ]1]2 + c1c2

1 + μ1μ2

≤
μ1 + μ2 + 1 − μ1 + c1( (  1 − μ2 + c2( (  + c1c2

1 + μ1μ2

≤
1 − μ1 + μ2 + μ1μ2 + μ1c2 + μ2c1( 

1 + μ1μ2
≤ 1,

(A.1)

that is, to say, α1⊕εα2 is a PFV. Similarly, we can prove
that α1 ⊗ εα2 is also a PFV.

We now prove that λ·εα is a PFV. To achieve this
purpose, we first prove that m·εα is a PFV for any arbitrary
positive integer. Letm be any positive integer and α is a PFV,
then

m·εα � α⊕εα⊕ε · · ·⊕εα
√√√√√√√√√√m

. (A.2)

Now, we prove that equation (7) holds for all positive
integers with induction method.

First of all, we prove that equation (7) holds for m� 1.
Since

1·εα �
(1 + μ)

1
− (1 − μ)

1

(1 + μ)
1

+(1 − μ)
1 ,

2]1

(2 − ])
1

+ ]1
,

2c
1

(2 − c)
1

+ c
1 

� (μ, ], c) � α.

(A.3)

'erefore, equation (7) holds for m � 1.
Second, if equation (7) holds for m � k, that is to say

k·εα � α⊕εα⊕ε · · ·⊕εα
√√√√√√√√√√k

. (A.4)

When m � k + 1, we have the following:

α⊕εα⊕ε · · ·⊕εα
√√√√√√√√√√

� α⊕εα⊕ε · · ·⊕εα
√√√√√√√√√√

⊕εα,

�
(1 + μ)

k
− (1 − μ)

k

(1 + μ)
k

+ (1 − μ)
k


,

2]k

(2 − ])
k

+ ]k
,

2c
k

(2 − c)
k

+ c
k

⎛⎝ ⎞⎠⊕ε(μ, ], c),

�
(1 + μ)

k
− (1 − μ)

k

(1 + μ)
k

+(1 − μ)
k

,
2]k

(2 − ])
k

+ ]k
,

2c
k

(2 − c)
k

+ c
k

⎛⎝ ⎞⎠⊕ε
(1 + μ) − (1 − μ)

(1 + μ) +(1 − μ)
,

2]
(2 − ]) + ]

,
2c

(2 − c) + c
 ,

2c
k/(2 − c)

k
+ c

k
× 2c/(2 − c) + c

1 + 1 − 2c
k/(2 − c)

k
+ c

k
 (1 − 2c/(2 − c) + c)

⎞⎠,

2]k/(2 − ])
k

+ ]k
× 2]/(2 − ]) + ]

1 + 1 − 2]k/(2 − ])
k

+ ]k
 (1 − 2]/(2 − ]) + ])

,

2c
k/(2 − c)

k
+ c

k
× 2c/(2 − c) + c

1 + 1 − 2c
k/(2 − c)

k
+ c

k
 (1 − 2c/(2 − c) + c)

⎞⎠

�
(1 + μ)

k+1
− (1 − μ)

k+1

(1 + μ)
k+1

+(1 − μ)
k+1 ,

2]k+1

(2 − ])
k+1

+ ]k+1,
2c

k+1

(2 − c)
k+1

+ c
k+1

⎛⎝ ⎞⎠

� (k + 1)·εα

(A.5)
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'at is, to say that equation (7) holds for m � k + 1.
'erefore, equation (7) holds for all positive integers.

Now, we prove equation (7) holds for all positive real
numbers. Let λ be any positive real number. Since

0≤ μ, ], c, ≤ 1 and 0≤ μ + ] + c≤ 1, we obtain 1 − μ≥ ],
1 − μ≥ c. 'us, we have 1 − μ≥min(], c). We also have
]≥min(], c) and c≥min(], c). Knowing that

(1 + μ)
λ

− (1 − μ)
λ

(1 + μ)
λ

+(1 − μ)
λ ≤ 1 −

2(1 − μ)
λ

(1 + μ)
λ

+(1 − μ)
λ ≤ 1 −

2(1 − μ)
λ

(1 + μ)
λ

+[min(], c)]
λ

2]λ

(2 − ])
λ

+ ]λ
≤

2]λ

(1 + μ)
λ

+[min(], c)]
λ,

(A.6)

and

2c
λ

(2 − c)
λ

+ c
λ≤

2c
λ

(1 + μ)
λ

+[min(], c)]
λ, (A.7)

we have

(1 + μ)
λ

− (1 − μ)
λ

(1 + μ)
λ

+(1 − μ)
λ +

2]λ

(2 − ])
λ

+ ]λ
+

2c
λ

(2 − c)
λ

+ c
λ

�
(1 + μ)

λ
+(1 − μ)

λ
− 2(1 − μ)

λ

(1 + μ)
λ

+(1 − μ)
λ +

2]λ

(2 − ])
λ

+ ]λ
+

2c
λ

(2 − c)
λ

+ c
λ
⎞⎠

� 1 −
2(1 − μ)

λ

(1 + μ)
λ

+(1 − μ)
λ +

2]λ

(2 − ])
λ

+ ]λ
+

2c
λ

(2 − c)
λ

+ c
λ
⎞⎠

≤ 1 −
2(1 − μ)

λ

(1 + μ)
λ

+[min(], c)]
λ +

2]λ

(1 + μ)
λ

+[min(], c)]
λ +

2c
λ

(1 + μ)
λ

+[min(], c)]
λ

≤ 1 −
2(] + c)

λ
− 2]λ − 2c

λ

(1 + μ)
λ

+[min(], c)]
λ.

(A.8)

Since

2(] + c)
λ

− 2]λ − 2c
λ

� 2 ]λ + ]λ− 1
c + ]λ− 2

c
2

+ · · · + ]c
λ− 1

+ c
λ

  − ]λ − c
λ

 

� 2 ]λ− 1
c + ]λ− 2

c
2

+ · · · + ]c
λ− 1

 ≥ 0,

(A.9)

we have

1 −
2(] + c)

λ
− 2]λ − 2c

λ

(1 + μ)
λ

+[min(], c)]
λ,

≤ 1 −
2 ]λ− 1

c + ]λ− 2
c
2

+ · · · + ]c
λ− 1

 

(1 + μ)
λ

+[min(], c)]
λ ≤ 1.

(A.10)
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Furthermore,

(1 + μ)
λ

− (1 − μ)
λ

(1 + μ)
λ

+(1 − μ)
λ ≥ 0,

2]λ

(2 − ])
λ

+ ]λ
≥ 0,

2c
λ

(2 − c)
λ

+ c
λ ≥ 0.

(A.11)

With the above analysis, we have

0≤
(1 + μ)

λ
− (1 − μ)

λ

(1 + μ)
λ

+(1 − μ)
λ +

2]λ

(2 − v)
λ

+ ]λ
+

2c
λ

(2 − c)
λ

+ c
λ ≤ 1.

(A.12)

'at is, to say, α1 ⊗ εα2 is also a PFV for any positive real
number.

Similar to λ·εα, we can prove that αλ is a PFV. □

B. Proof of Theorem 4

Proof: First, according to 'eorem 3, it is clear that the
aggregated value with picture fuzzy Einstein hybrid-
weighted average (PFEHWA) operator is also a PFV.

We now prove that equation (17) holds. According to the
operations of PFVs defined in Definition 8, we have

ωε(j)λj


n
j�1 ωε(j)λj

αj �
1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

− 1 − μαj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

1 + μαj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

+ 1 − μαj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj

2 − ]αj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

+ ]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj

,
2cαj

ωε(j)λj/ 
n
j�1 ωε(j)λj

2 − ]αj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

+ cαj

ωε(j)λj/ 
n
j�1 ωε(j)λj

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

(B.1)

where j� 1, 2, · · · n. We prove the correctness of equation
(17) with inductive method.

(1) for n � 1, it is trivial.

(2) Suppose equation (17) holds for n � k, that is:

PFEHWAω,λ α1, α2, · · · , αk(  � (


k
j�1 1 + μαj

 
ωε(j)λ/ 

n
j�1 ωε(j)λj

− 
k
j�1 1 − μαj

 
ωε(j)λ/ 

n
j�1 ωε(j)λj


k
j�1 1 + μαj

 
ωε(j)λ/ 

n
j�1 ωε(j)λj

+ 
k
j�1 1 − μαj

 
ωε(j)λ/ 

n
j�1 ωε(j)λj

2
k
j�1 ]αj

ωε(j)λ/ 
n
j�1 ωε(j)λj


k
j�1 2 − ]αj

 
ωε(j)λ/ 

n
j�1 ωε(j)λj

+ 
k
j�1 ]αj

ωε(j)λ/ 
n
j�1 ωε(j)λj

2
k
j�1 cαj

ωε(j)λ/ 
n
j�1 ωε(j)λj


k
j�1 2 − cαj

 
ωε(j)λ/ 

n
j�1 ωε(j)λj

+ 
k
j�1 cαj

ωε(j)λ/ 
n
j�1 ωε(j)λj

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(B.2)

(3) When n � k + 1, according to Definition 9 and
'eorem 3, we have as follows:

12 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

PFEHWAω,λ α1, α2, · · · ,αk,αk+1( 

�


k
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

− 
k
j�1 1 − μαj

 
ωε(j)λ/ 

n
j�1 ωε(j)λj


k
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k
j�1 1 − μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2
k
j�1 ]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj


k
j�1 2 − ]αj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k
j�1 ]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj

,

2
k
j�1 cαj

ωε(j)λj/ 
n
j�1 ωε(j)λj


k
j�1 2 − cαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k
j�1 cαj

ωε(j)λj/ 
n
j�1 ωε(j)λj

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�
1 + μαk+1

 
ωε(k+1)λk+1/

k+1
j�1ωε(k+1)λk+1

− 1 − μαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

1 + μαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

+ 1 − μαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

,
2]αk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

2 − ]αk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

+ ]αk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

,
2cαk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

2 − cαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

+ cαk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

�


k
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

− 
k
j�1 1 − μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

/
k
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k
j�1 1 − μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 1 + μαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

− 1 − μαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1 / 1 + μαk+1

 
ωε(k+1)λk+1/

k+1
j�1ωε(k+1)λk+1

+(1 − μ)αk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

1 + 
k
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k
j�1 1 − μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

/
k
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k
j�1 1 − μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

× 1 + μαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

− 1 − μαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1 / 1 + μαk+1

 
ωε(k+1)λk+1/

k+1
j�1ωε(k+1)λk+1

+ 1 − μαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
,

2 × 2
k
j�1 ]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj /

k
j�1 2 − ]αj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k
j�1 ]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj × 2]αk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1 / 2 − ]αk+1

 
ωε(k+1)λk+1/

k+1
j�1ωε(k+1)λk+1

+ ]αk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

1 + 1 − 2
k
j�1 ]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj /

k
j�1 2 − ]αj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k
j�1 ]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj⎛⎝ ⎞⎠ × 1 − 2]αk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1 / 2 − ]αk+1

 
ωε(k+1)λk+1/

k+1
j�1ωε(k+1)λk+1

+ ]αk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1 

,

(B.3)

2 × 2
k
j�1 cαj

ωε(j)λj/ 
n
j�1 ωε(j)λj /

k
j�1 2 − cαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k
j�1 cαj

ωε(j)λj/ 
n
j�1 ωε(j)λj × 2cAk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1 / 2 − cAk+1

 
ωε(k+1)λk+1/

k+1
j�1ωε(k+1)λk+1

+ cAk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

1 + 1 − 2
k
j�1 cαj

ωε(j)λj/ 
n
j�1 ωε(j)λj /

k
j�1 2 − cαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k
j�1 cαj

ωε(j)λj/ 
n
j�1 ωε(j)λj⎛⎝ ⎞⎠ × 1 − 2cαk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1 / 2 − cαk+1

 
ωε(k+1)λk+1/

k+1
j�1ωε(k+1)λk+1

+ cαk+1

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1 

,

�


k
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

× 1 + μAk+1
 

ωε(j)λj/ 
n
j�1 ωε(j)λj − 

k
j�1 1 − μαj

 
ωε(j)λ/ 

n
j�1 ωε(j)λj

× 1 − μαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1


k
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

× 1 + μAk+1
 

ωε(j)λj/ 
n
j�1 ωε(j)λj + 

k
j�1 1 − μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

× 1 − μαk+1
 

ωε(k+1)λk+1/
k+1
j�1ωε(k+1)λk+1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

2
k+1
j�1]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj


k+1
j�1 2 − ]αj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k+1
j�1]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj

,
2

k+1
j�1cαj

ωε(j)λj/ 
n
j�1 ωε(j)λj


k+1
j�1 2 − cαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k+1
j�1cαj

ωε(j)λj/ 
n
j�1 ωε(j)λj

,

�


k+1
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

− 
k+1
j�1 1 − μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj


k+1
j�1 1 + μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k+1
j�1 1 − μαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

,
2

k+1
j�1]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj


k+1
j�1 2 − ]αj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k+1
j�1]αj

ωε(j)λj/ 
n
j�1 ωε(j)λj

,
2

k+1
j�1cAj

ωε(j)λj/ 
n
j�1 ωε(j)λj


k+1
j�1 2 − cαj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
k+1
j�1cAj

ωε(j)λj/ 
n
j�1 ωε(j)λj

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(B.4)

i.e., equation (17) holds for n� k+ 1.
'at is, equation (17) holds for all n. So, we complete the

proof of 'eorem 5. □

C. Proof of Theorem 5

Proof. (1) Idempotency.
According to Definition 4 and 'eorem 3, we have

PFEHWAω,λ A1, A2, · · · , Am( 

� PFEHWAω,λ(A, A, · · · , A)

�


m
j�1 1 + μA( 

ωε(j)λj/ 
n
j�1 ωε(j)λj − 

m
j�1 1 − μA( 

ωε(j)λj/ 
n
j�1 ωε(j)λj


m
j�1 1 + μAj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 
m
j�1 1 − μAj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2
m
j�1 ]A

ωε(j)λj/ 
n
j�1 ωε(j)λj


m
j�1 2 − ]A( 

ωε(j)λj/ 
n
j�1 ωε(j)λj + 

m
j�1 ]A

ωε(j)λj/ 
n
j�1 ωε(j)λj

,
2

m
j�1 cA

ωε(j)λj/ 
n
j�1 ωε(j)λj


m
j�1 2 − cA( 

ωε(j)λj/ 
n
j�1 ωε(j)λj + 

m
j�1 cA

ωε(j)λj/ 
n
j�1 ωε(j)λj

⎞⎟⎟⎟⎟⎟⎠
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�
1 + μA( 


m
j�1 ωε(j)λj/ 

n
j�1 ωε(j)λj − 1 − μA( 


m
j�1 ωε(j)λj/ 

n
j�1 ωε(j)λj

1 + μAj
 


m
j�1 ωε(j)λj/ 

n
j�1 ωε(j)λj

+ 1 − μAj
 


m
j�1 ωε(j)λj/ 

n
j�1 ωε(j)λj

,
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2]A


m
j�1 ωε(j)λj/ 

n
j�1 ωε(j)λj

2 − ]A( 


m
j�1 ωε(j)λj/ 

n
j�1 ωε(j)λj + ]A


m
j�1 ωε(j)λj/ 

n
j�1 ωε(j)λj

,
2cA


m
j�1 ωε(j)λj/ 

n
j�1 ωε(j)λj

2 − cA( 


m
j�1 ωε(j)λj/ 

n
j�1 ωε(j)λj + cA


m
j�1 ωε(j)λj/ 

n
j�1 ωε(j)λj

⎞⎟⎟⎠

(C.1)

(2) Boundedness
Let f(x) � (1 − x)/(1 + x), x ∈ [0, 1]. 'en,

f′(x) � − 2/(1 + x)2 > 0 and thus, f(x) is a decreasing
function. Since min

j
μAj
≤ μAj
≤ max

j
μAj

, for all j, then
f(max

j
μAj

)≤f(μAj
)≤f(min

j
μAj

). Let
α � ωε(j)λj/

n
j�1 ωε(j)λj. 'erefore, we have as follows:

1 − max
j

μAj
 

1 + max
j

μAj
 

≤
1 − μAj

 

1 + μAj
 

≤
1 − min

j
μAj

 

1 + min
j

μAj
 

. (C.2)

So, we can derive the following:

1 − max
j

μAj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

1 + max
j

μAj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

≤
1 − μAj

 
ωε(j)λj/ 

n
j�1 ωε(j)λj

1 + μAj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

≤
1 − min

j
μAj

 

ωε(j)λj/ 
n
j�1 ωε(j)λj

1 + min
j

μAj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

. (C.3)

'us,



m

j�1

1 − max
j

μAj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

1 + max
j

μAj
 

ωε(j)λj/ 
n
j�1 ωε(j)λj

≤
m

j�1

1 − μAj
 

ωε(j)λj/ 
m
j�1 ωε(j)λj

1 + μAj
 

ωε(j)λj/ 
m
j�1 ωε(j)λj

≤

m

j�1

1 − min
j

μAj
 

ωε(j)λj/ 
m
j�1 ωε(j)λj

1 + min
j

μAj
 

ωε(j)λj/ 
m
j�1 ωε(j)λj

⇔
1 − max

j
μAj

 


m
j�1 ωε(j)λj/ 

m
j�1 ωε(j)λj 

1 + max
j

μAj
 


m
j�1 ωε(j)λj/ 

m
j�1 ωε(j)λj 

≤
m

j�1

1 − μAj
 

ωε(j)λj/ 
m
j�1 ωε(j)λj

1 + μAj
 

ωε(j)λj/ 
m
j�1 ωε(j)λj

≤
1 − min

j
μAj

 


m
j�1 ωε(j)λj/ 

m
j�1 ωε(j)λj 

1 + min
j

μAj
 


m
j�1 ωε(j)λj/ 

m
j�1 ωε(j)λj 
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⇔
1 − max

j
μAj

1 + max
j

μAj

≤
m

j�1

1 − μAj
 

ωε(j)λj/ 
m
j�1 ωε(j)λj

1 + μAj
 

ωε(j)λj/ 
m
j�1 ωε(j)λj

≤
1 − min

j
μAj

1 + min
j

μAj

⇔
2

1 + max
j

μAj

≤ 1 + 
m

j�1

1 − μAj
 

ωε(j)λj/ 
m
j�1 ωε(j)λj
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(C.4)

Letg(y) � (2 − y)/y, y ∈[0, 1]. 'en, f′(y) � − 2/y2 < 0,
and thus, g(y) is a decreasing function. Since
minj]Aj

≤ ]Aj
≤maxj]Aj

for all j, then g(minj]Aj
)≤

g(]Aj
)≤g(maxj]Aj

). Let α � ωε(j)λj/
n
j�1 ωε(j)λj. Accord-

ing to equation (19), we have as follows:
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n
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n
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n
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(C.5)

So, we can derive the following:
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(C.6)

Similarly, we have as follows:

min
j

cAj
≤

2
m
j�1 cAj

ωε(j)λj/
n

j�1ωε(j)λj


m
j�1 2 − cAj
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(C.7)

According to Definition 4, we can have Amin⊆A⊆Amax.
(3) Monotonicity
Let A1

j � (μ1Aj
, ]1Aj

, c1
Aj

) and A2
j � (μ2Aj

, ]2Aj
, c2

Aj
) be two

collections of PFVs, and μ1Aj
≤ μ2Aj

, ]1Aj
≥ ]2Aj

and c1
Aj
≥ c2

Aj
.

Let PFEHWAω,λ(A1
1, A1

2, · · · , A1
m) � A1 � (μA1 , ]A1 , cA1) and

PFEHWAω,λ(A2
1, A2

2, · · · , A2
m) � A2 � (μA2 , ]A2 , cA2).

Letf(x) � (1 + x)/(1 − x), x ∈ [0, 1], α ∈ [0, 1].'us, f(x) is
an increasing function. If μ1Aj

≤ μ2Aj
for all j, then f(μ1Aj

)≤
f(μ2Aj

), i.e., (1 + μ1Aj
)/(1 − μ1Aj

)≤ (1 + μ2Aj
)/(1 − μ2Aj

). Let
α � ωε(j)λj/

m
j�1 ωε(j)λj. 'erefore, we have as follows:
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(C.8)

So, we can derive the following:


m
i�1 1 + μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj


m
i�1 1 − μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

≤


m
i�1 1 + μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj


m
i�1 1 − μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

⇔1 +


m
i�1 1 + μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj


m
i�1 1 − μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

≤ 1 +


m
i�1 1 + μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj


m
i�1 1 − μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

16 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

⇔
2

1 + 
m
i�1 1 + μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

/
m
i�1 1 − μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

≤
2

1 + 
m
i�1 1 + μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

/
m
i�1 1 − μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

⇔1 −
2

1 + 
m
i�1 1 + μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

/
m
i�1 1 − μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

≤ 1 −
2

1 + 
m
i�1 1 + μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

/
m
i�1 1 − μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

⇔


m
i�1 1 + μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

− 
m
i�1 1 − μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj


m
i�1 1 + μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

+ 
m
i�1 1 − μ1Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

≤


m
i�1 1 + μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

− 
m
i�1 1 − μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj


m
i�1 1 + μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

+ 
m
i�1 1 − μ2Aj

 
ωε(j)λj/ 

m
j�1 ωε(j)λj

⇔μA1 ≤ μA2 .

(C.9)

Letg(y) � (2 − y)/y, y ∈ [0, 1], α ∈ [0, 1]. Moreover, thus
g(y) is an increasing function. Since ]A1

j
≥ ]A2

j
for all j, then

g(]A1
j
)≤g(]A2

j
), i.e., (2 − ]A1

j
)/]A1

j
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j
)/]A2

j
. Let
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j�1 ωε(j)λjω. According to equation (20), we

have as follows:
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(C.10)

Similarly, we have the following:
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(C.11)

According to Definition 4, we have A1 ⊆A2, which
completes the proof of 'eorem 5. □
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To investigate the effectiveness of identifying patients with Parkinson’s disease (PD) from speech signals, various acoustic
parameters including prosodic and segmental features are extracted from speech and then the random forest classification (RF)
algorithm based on these acoustic parameters is applied to diagnose early-stage PD patients. To validate the proposed method of
RF algorithm in early-stage PD identification, this study compares the accuracy rate of RF with that of neurologists’ judgments
based on auditory test outcomes, and the results clearly show the superiority of the proposed method over its rival. Random forest
algorithm based on speech can improve the accuracy of patients’ identification, which provides an efficient auxiliary method in the
early diagnosis of PD patients.

1. Introduction

Parkinson’s disease (PD) is a progressive neurodegenera-
tive disease with ambiguous etiology. Although the exact
reason is still unknown, the riskiest factor of PD is age,
which causes the prevalence rate of PD to increase with the
increase of age. *e main pathological changes in patients
with PD are the death and loss of dopaminergic neurons in
the substantia nigra pars compacta which is irreversible. It
means that patients with PD will never be cured, but anti-
Parkinson’s medication or deep brain stimulation surgery
can slow down the progression of the disease [1]. So, early
detection, early intervention, and early treatment of PD
patients are essential to alleviate their pain and the burden
of their families.

Patients with PD are usually diagnosed based on clinical
symptoms (e.g., rest tremor, rigidity, and bradykinesia). In
addition to traditional clinical symptoms, neuroimaging,
genetic, and biochemical studies are applied for early de-
tection of PD, whereas no reliable biomarkers can be used as
the only valid criterion. Consequently, patients that are
underdiagnosed andmisdiagnosed are common [2]. A single
biomarker is insufficient for the PD diagnosis, and a variety
of methods need to be combined.

Speech characteristics that can serve as a novel clinical
biomarker for PD diagnosis have been noticed by re-
searchers. A longitudinal study has shown that the distur-
bance of speech acoustic parameters in Parkinson’s disease
(atypical range and variance of the fundamental frequency)
occurs approximately 5 years before the onset of clinical
symptoms [3]. Other related studies mainly focus on the
speech differences between PD and healthy speakers which
manifest in multiple speech subsystems, including phona-
tion, articulation, and prosody, which can be used to dis-
tinguish PD patients from healthy adults [4].

Although speech disorder may be an early sign of PD, it
is usually ignored by patients themselves and their caregivers
[5, 6]. So, investigating the speech characteristics in PD
patients, especially for patients in their early stages, is vital to
early diagnosis of PD patients. Nevertheless, few studies have
reported the contributions of speech features in the iden-
tification of PD patients.

2. Literature Review

As stated by previous studies, changes in prosodic and
segmental speech features of speech (e.g., speech rate and
articulatory deficits) are among the early symptoms in PD
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patients, whereas the difference in phonation features of
Parkinsonian and healthy speech is not significant [5,7]. So,
prosodic and segmental features of PD speech are reviewed
in the current study.

Less variability of fundamental frequency (F0) and
narrower F0 range which are in close relation with
monopitch or monotone is the most prominent feature of
PD speech [8]. Previous studies have confirmed that F0
disorders in PD speakers exist not only in the prodromal
stage but also in the later stage of the disease [7]. Rusz et al.
[9] reported that F0 variability is one of the most reliable
acoustic indicators of Parkinson’s disease. Studies targeting
the relationship between acoustic features of PD speech and
their motor symptoms show a significant negative corre-
lation between F0 variability of parkinsonian speech and
disease progression, with an explanation that the movement
of vocal folds in PD patients is sensitive to reflect disease
progression [10].

Deficits in speech timing are also observed in early PD
speakers [11, 12]. Speech rate is affected by Parkinson’s
disease [13]. Compared to healthy speakers, PD patients
speak at a faster or slower rate, showing a great individual
variability [14]. Although speech rate has been used to study
the pathological change in PD speech, its reliability to dif-
ferentiate speakers with PD from healthy speakers remains
uncertain. Rhythmic metrics play an important role in
distinguishing pathological speech from normal speech. Liss
et al. [15] stated for the first time that a set of rhythmic
metrics (e.g., standard deviation of consonantal durations
and proportion of vocalic durations) can be used to dis-
tinguish speakers with dysarthria from healthy individuals.
In particular, Lowit et al. [12] found the proportion of
vocalic durations in speech is a robust indicator of PD.

Studies of motor speech disorders have been focused on
vowel production to investigate articulation impairments,
and thus articulation deficits have been extensively studied
in PD speakers. Vowel articulation impairment is considered
an important marker for early-stage PD speakers [16, 17].
Various indices such as the ratio between the second for-
mant of the vowels /i/ and /u/ (F2i/F2u), vowel space area
(VSA), and vowel articulation index (VAI) are used to
characterize vowel articulation in previous studies; however,
these studies show inconsistent results. Several studies show
that VSA is less reliable than VAI in identifying PD speakers
suffering from mild dysarthria [17–19], while other studies
conclude that both VAI and VSA can identify articulation
disorders of PD speakers [16].

Inconsistent results are also observed for stops in the PD
speech. Longer voice onset times (VOTs) of consonants have
been observed in PD speech [20, 21]. On the other hand,
Ackermann and Ziegler [22] and Kim [23] found that stops
have shorter VOTs in PD speech. Moreover, a recent study
has found that there is no significant difference in VOT
between speakers with PD and healthy individuals [24].

Although acoustic differences in speech between indi-
viduals with PD and healthy speakers are well documented,
little is known about which acoustic features are the most
important in distinguishing PD patients, in particular early-
stage ones, from healthy adults. In contrast, neurologists

usually use clinical scales such as the United Parkinson’s
Disease Rating Scale [25], which however is subjective and
may mislead their judgments of PD patients.

*erefore, this study focuses on two questions. First,
which metrics are the most important in differentiating PD
from healthy speakers? Second, is automatic classification
more advantageous in identifying PD patients than auditory
perception? To investigate these two questions, the machine
learning algorithm based on both prosodic and segmental
features of speech is used to explore the relative contribu-
tions of acoustic features and the accuracy rate of early-stage
PD identification. *en, neurologists are recruited to judge
whether the speaker is a PD patient or not after they hear the
reading speech. *e accuracy rate is compared with that of
automatic classification.

3. Methods

To solve the two problems raised above, this study recruited
PD patients in early stages and recorded their reading speech
in quiet rooms (noise< 50 dB). Based on the reading speech,
several acoustic metrics of speech are extracted. All speech
data are divided into two sets, i.e., training set and testing set.
Using random forest classification, we explored the accuracy
rate of classification of early-stage PD patients and the
relative contributions of these acoustic metrics to the clas-
sification. *e framework of this study is shown in Figure 1.

3.1. Participants and Materials. To minimize the effects of
dialects and special speaking styles on acoustic results,
speakers who spoke with an accent or spoke in an unusual
way were screened out [26]. So, thirty-six individuals with
idiopathic PD (19 men and 17 women) aged 52 to 78 years
(mean� 63.55, SD� 9.46) were recruited as the PD group.
*eHoehn and Yahr score of PD was between 1 and 2.5, and
the disease duration was less than 5 years, which meant that
all patients were in the early stage of PD [27]. None of the
patients had suffered from other diseases or had undergone
deep brain stimulation surgery. All participants were native
Mandarin speakers and scored at least 24 on the Mini-
Mental State Exam.

Speech task is an important factor in voice disorder
investigation [11, 28]. According to previous studies, passage
reading is the optimum task to explore PD speech compared
with sustained vowels and fast syllable repetition [21, 29], so
passage reading is used in the current study. Before speech
recording, the participants were instructed to read silently
the passage#e North Wind and the Sun, which consisted of
169 syllables in Mandarin. *en, all participants read the
passage in a quiet room and speech was recorded using a
Zoom H4n portable recorder at a sampling rate of 44100Hz.
*e English translation of this passage is shown below.

*e North Wind and the Sun were disputing which was
the strongest, when a traveller came along wrapped in a
warm cloak. *ey agreed that the one who first succeeded in
making the traveller take his cloak off should be considered
stronger than the other. *en, the North Wind blew as hard
as he could, but the more he blew, the more closely did the

2 Computational Intelligence and Neuroscience
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traveller fold his cloak around him, and at last the North
Wind gave up the attempt.*en, the Sun shined out warmly,
and immediately the traveller took off his cloak, and so the
North Wind was obliged to confess that the Sun was the
strongest of the two.

To avoid the influence of anti-Parkinson medication on
speech production, speakers of PD stopped taking medi-
cation and were in a fasting state for at least 12 hours before
the speech recording.

3.2. Acoustic Measures. Acoustic analysis was conducted on
two aspects of acoustic measures. One aspect was the
prosodic feature (fundamental frequency parameters, speech
rate, and rhythm), and the other was the segmental feature
(formants of vowels and voice onset time of stops). Details of
the 13 acoustic measures are described below.

*e measures of the fundamental frequency (F0) were
extracted from the Praat software. *e autocorrelation al-
gorithm in Praat generated F0 tracks for every speech
sample, and then gross F0 errors were manually corrected
according to the waveform and spectrogram. Five F0 pa-
rameters were calculated from the F0 tracks, namely, the
minimum (F0min), maximum (F0max), mean (F0mean),

range (difference between F0min and F0max, F0range), and
standard deviation of F0 (F0std). All F0 values were con-
verted from Hz to semitones (St) with 50Hz as the reference
frequency.*e formula is as follows (fr is the F0 value in Hz).

St � 12 × log2
fr
50

  . (1)

Both speech rate and articulation rate were calculated.
Speech rate was defined as the total number of syllables
divided by the total speech duration, and articulation rate
was defined as the total syllables divided by the articulation
duration. Pauses longer than 200ms were marked and ex-
cluded from the measurement of articulation rate [30].

Speech rate �
the numbers of syllables
total speech duration

,

articulation rate �
the number of syllables

total speech duration − pause duration
.

(2)

Among the rhythmic parameters commonly used to
distinguish different types of language [31], proportion of
vowel vocalic durations in speech (%V) was reported to be
effective in identifying speakers with brain injury and
Parkinson’s disease as reported [12, 32], so %V was inves-
tigated as a rhythmic measure in this research.

%V �
vocalic duration

total speech duration
× 100% . (3)

Vowel articulation was measured by the ratio of the
second formants of the vowels /i/ and /u/ (F2i/F2u), and the
triangular vowel space area (tVSA) and the vowel articu-
lation index (VAI) were based on the corner vowels /a, i, u/
in the speech sample. *e middle 60% interval of the whole
vowel was extracted from the monosyllables containing
these three vowels to obtain the stable values of the first and
second formants (F1 and F2) of these three vowels. tVSA
with unit Hz2 has been widely used to measure the distri-
bution of vowels, and VAI has been associated with the
concentration or dispersion of vowels. *e more concen-
trated the vowels, the smaller the VAI (the minimum of VAI
is 0.5). *e formulas for tVSA and VAI are as follows [17]:

tVSA � ABS
[F1[i] ×(F2[a] − F2[u]) + F1[a] ×(F2[u] − F2[i]) + F1[u] ×(F2[i] − F2[a])]

2
 ,

VAI �
F2[i] + F1[a]

F1[i] + F1[u] + F2[u] + F2[a]
.

(4)

Voice onset time (VOT) of stops reflects the precise
time coordination between the movements of the supra
laryngeal articulators (such as lips and tongue) and the
vocal folds. In this study, the VOTs of the post-pausal stops

/p, ph, t, th, k/ were compared between the two groups.
Considering that speech rate has a direct impact on VOT, a
normalized parameter, VOT ratio, was used in this study
[24].

Recruit PD patients in
early stages

Collect their reading
speech

Extract acoustic
metrics from speech

Random forest
classification

Relative contribution of
speech metrics

auditory perception

accuracy rate

Figure 1: Framework of this study.
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VOT ratio �
VOT

syllable duration
× 100%. (5)

Because VOT is longer for aspirated stops than for
unaspirated stops in Mandarin, the VOT ratios of post-
pausal stops were calculated for aspirated /ph, th/ and un-
aspirated /p, t, k/ (hence VOT ratio_un and VOT ratio_as),
respectively. All the 13 acoustic measures are summarized in
Table 1.

3.3.RandomForestClassification. Based on all these acoustic
parameters, a random forest classification in R [33] was used
to investigate the contribution of these acoustic parameters
to the classification of PD individuals and healthy controls.

First, the minimum value of the mean error rate of the
model was calculated based on out-of-bag (OOB) data, and
the optimal number of variables of the binary tree in the
node “mtry” was set to 3 in the package randomForest. Since
the model error tends to converge when the number of
decision trees approaches 500, the optimal number of de-
cision trees nTree was set to 500. Among the experimental
data, 70% were randomly selected as the training set and the
remaining 30% were selected as the test set. Finally, the
accuracy, sensitivity, and specificity were calculated.

3.4. Auditory Perception Test. To compare the effectiveness
of acoustic classification and the auditory judgment by
neurologists, an auditory perception test was performed.

An utterance of the following sentence for about 10
seconds: “*ey agreed that the one who first succeeded in
making the traveller take his cloak off should be considered
stronger than the other,” was selected from speech recording
from each participant, so that 36 stimuli were collected as
auditory stimuli. Five neurologists who had been working in
the department of neurology for at least 2 years were
recruited in the auditory perception test. All five listeners
had rich clinical experience in the assessment of patients
with PD, but they were unaware of the purpose of the study.

After the intensity was normalized to 70 dB using the
Praat software, all 36 speech stimuli were played back in a
random order to the listeners through earphones in a quiet
room.*e following prompt was displayed on the computer
screen: “Please judge from the speech you heard whether the
speaker is a patient with PD.” *en, after each speech
stimulus was played back, two options appeared on the
computer screen: “PD patients” and “healthy persons.”
Listeners clicked the mouse to complete the forced choice.

4. Results

4.1.Results ofRandomForestClassification. *e results based
on 13 acoustic measures showed that the classification ac-
curacy of the random forest algorithm was 75.6%, and the
sensitivity and specificity were 66.7% and 84.6%,
respectively.

Figure 2 shows the importance of all 13 acoustic mea-
sures in distinguishing PD patients from healthy controls.

*e most important measures in identifying speakers with
early PD were F0std, F2i/F2u, F0 range, and VAI.

4.2. Results of Auditory Perception Test. *e perceptual ac-
curacy of five neurologists ranged from 61.1% to 68.1%, with
a mean accuracy of 64.2%, which was lower than the ac-
curacy of random forest classification (75.6%).

5. Discussion

Speech disorders have been well documented in previous
studies, whereas the current study focuses on the contri-
butions of prosodic and segmental features of early PD
speakers and the superiority of acoustic classification using
the random forest algorithm to clinical auditory judgments.

*e random forest classification based on 13 acoustic
measures including both prosodic and segmental features
showed that the most important measures in identifying
early PD speakers were F0std, F2i/F2u, F0 range, and VAI.
Among these 4 acoustic measures, F0std and F0 range
were prosodic features while F2i/F2u and VAI were
segmental features. *e smaller F0 range and F0 variability
(F0std) in the early-stage PD speakers suggested their less
expressive pitch variation, consequently resulting in
monotone as previous studies reported [3, 9]. Although
previous studies reported that either F0 parameters or
vowel articulation played roles in distinguishing PD from
healthy speakers [9, 17], the current study further showed
that both F0 and vowel articulation were important in
identifying individuals with early PD.

*e identification accuracy of speakers with early-stage
PD was 75.6%, which was higher than that of auditory as-
sessment by neurologists.*erefore, this objective algorithm
could be an effective auxiliary method for neurologists to
identify speech disorders in early-stage patients with PD that
were not easily perceptible.

It should be noted that the accuracy of identifying
speakers with early PD based only on acoustic measures was
75.6%, still far away from being perfect. *ere were two
possible reasons. First, not all speakers with early PD had
speech disorders. Second, in addition to these acoustic
measures we investigated here, some other parameters may

Table 1: Acoustic measures extracted from speech.

Acoustic measure Type of feature
F0min (St)

Prosody

F0max (St)
F0mean (St)
F0range (St)
F0std (St)
Articulation rate (syl/s)
Speech rate (syl/s)
%V
F2i/F2u

Segments
tVSA (kHz2)
VAI
VOT ratio_un
VOT ratio_as
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also play roles in distinguishing early PD patients from
healthy individuals. *erefore, our future study will explore
more acoustic metrics and conduct multiple tasks, e.g.,
monologue and dialogue, to make a better identification of
early-stage PD.

6. Conclusion

Random forest classification algorithm based on acoustic
measures, especially fundamental frequency and vowel
articulation, can be an auxiliary method to identify early-
stage PD. *ere are diverse early biomarkers of PD such as
clinical symptoms and neuroimages. However, the value of
a single biomarker for early diagnosis is limited, and a
variety of methods can be combined to improve the ac-
curacy of diagnosis. *e result of our research shows that a
classification model based on speech acoustic parameters
can provide a more economical, convenient, and effective
way for early diagnosis, accurate assessment, and remote
monitoring of PD patients. Nevertheless, acoustic pa-
rameters extracted from reading speech in this study are
not yet comprehensive, and more acoustic features and
multiple speech tasks should be considered in future
studies.
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With the increasing interest devoted to dynamic environments, a crucial aspect is revealed in context-aware systems to deal with
the rapid changes occurring in users’ surrounding environments at runtime. However, most context-aware systems with
prede�ned context-aware rules may not support e�ective decision-making in dynamic environments. �ese context-aware rules,
which take into account di�erent context information to reach an appropriate decision, could lose their e�ciency at runtime.
�erefore, a growing need is emerging to address the decision-making issue leveraged by dynamic environments. To tackle this
issue, we present an approach that relies on improving decision-making in the wake of dynamic environments through au-
tomatically enriching a rule knowledge base with new context-aware rules discovered at runtime. �e major features of the
presented approach are as follows: (i) a hybridization of two machine learning algorithms for rule generation, (ii) an extended
genetic algorithm (GA) for rule optimization, and (iii) a rule transformation for the knowledge base enrichment in an automated
manner. Furthermore, extensive experiments on di�erent datasets are performed to assess the e�ectiveness of the presented
approach. �e obtained experimental results depict that this approach exhibits better e�ectiveness compared to some algorithms
and state-of-the-art works.

1. Introduction

In context-aware computing, there exists a shift from static
environments to dynamic environments [1]. �is shift re-
�ects a growing interest devoted to dynamic environments.
With the growing interest, a crucial need is revealed for
context-aware systems to be aware of and to adapt to their
changing contexts in highly dynamic environments at
runtime [2]. To support this need, a grand challenge is that
context-aware systems should adjust their behaviors to the
dynamics entailed in their surrounding environments at
runtime. In order to meet this challenge, a decision-making
process improvement by providing appropriate services to
users situated in highly changing environments has emerged
to make context-aware systems more resilient to dynamic
environments at runtime. Nevertheless, at present, most

context-aware systems usually work well in static environ-
ments with prede�ned context-aware rules that can only
behave to changes in environment attributes and context
information [3]. �ey can handle neither dynamic envi-
ronments nor context changes at runtime since prede�ned
rules might not be suitable for the dynamic nature of en-
vironments. On that account, rules need to be constantly
evolved to remain relevant over time [4]. �is raises more
attention to be paid to how to enrich a rule knowledge base
through the generation of e�cient rules to timely react to
arising environment changes at runtime. As data mining and
speci�cally machine learning could be more accurate for
pro�ting better rules [5], exploring recent advances in the
application of machine learning might be bene�cial in of-
fering a way to learn and generate a set of nonredundant
rules that are easily comprehensible and are capable of
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representing contextual knowledge in a very clear and ef-
ficient way.

To achieve this sustained attention, we propose, in this
work, an approach that aims to automatically improve the
decision-making process to support dynamic environments
at runtime. (e main feature of the proposed approach is to
offer a rule knowledge base, where context-aware rules are
fluid and evolutive at runtime for alleviating the burden of
manually creating rules to react toward users’ environment
changes. (e novelty and contribution of this approach
could be drawn from threefold: first, we present a novel
hybrid learning approach toward effectively generating a
concise set of nonredundant association rules in an auto-
mated fashion by applying two learning algorithms. We
hybridize machine learning algorithms to generate a more
accurate and complete set of rules, to avoid redundancy, and
to build a strong rule knowledge base in a context-aware
system, in which we are interested. Second, we extend a
genetic algorithm (GA) [6] with a multianalysis technique in
the direction of rule optimization. (e rule optimization is
applied to find the well-performed rules from the generated
rules since machine learning algorithms are not much
proficient at optimizing rules. (ird, we introduce an au-
tomatic transformation of obtained association rules to rules
expressed in Jena [7]. Rule transformation is performed to
express the well-performed rules in such a way that they can
run over an ontology-based context model and a context-
aware system can reason. Moreover, we conduct a range of
experiments to assess the effectiveness of the proposed
approach on different datasets from the UCI Machine
Learning Repository [8]. First, we compare the proposed
approach with the traditional association rule mining al-
gorithms to analyze the number of generated rules. (en, we
evaluate the performance of the proposed approach with the
most common machine learning algorithms and certain
state-of-the-art works. Finally, we analyze the computational
time of the proposed approach and the machine learning
algorithms. (e provided results prove the effectiveness of
the proposed approach by achieving the best result in terms
of the number of rules, precision, recall, and accuracy among
certain state-of-the-art works and algorithms such as apriori,
FP growth, K-nearest neighbor, Näıve Bayes, JRip, and
decision table.

(e rest of this study is arranged as follows. We review
the related work in Section 2. In Section 3, we introduce the
proposed approach and outline the overall architecture and
modules in detail. We present the experimental setup and
the results obtained with an example of generated context-
aware rules in Section 4. In Section 5, we illustrate the
discussion of the results. Finally, we draw conclusions and
highlight the direction for future work in Section 6.

2. Related Work

Data mining, especially machine learning and association
rule mining, algorithms play a vital role in rule discovery
from data. By searching through the literature, there is an
extensive research basis to support association rule discovery
from data to tackle the challenge of the decision-making

improvement. In the following, we review first some works
for discovering rules within the area of context awareness.
(en, we provide a discussion to highlight the research gaps
that motivate us to propose our approach.

A large number of works for association rule learning
have been introduced using association rule mining algo-
rithms. In this sense, Gabroveanu and Diaconescu [9]
proposed a recommender system for students. (ey used
data obtained from the learning database and apriori as an
association rule mining algorithm in order to identify strong
association rules for students. (en, these rules, obtained in
an offline mining process, are translated into Jena rules to
allow reasoning over RDF models. In addition, Kaliappan
and Sai [10] presented a new modified apriori algorithm for
finding the association rules among large datasets to pro-
mote sales and user interaction. (ey showed that the
proposed algorithm improved the efficiency of generating
association rules. Moreover, Davagdorj and Ryu [11] offered
an association rule mining method to discover useful pat-
terns, which include medical knowledge, from a medical
dataset.(ey applied the FP growth algorithm to extract a set
of association rules. (en, the obtained rules are used to
support medical decision-making for interpreting diag-
nosing patient information. Furthermore, Asadianfam et al.
[12] introduced a new approach to improve recommenda-
tions that can be used to predict the next navigable page of
users. One of the objectives considered in their approach is
to provide appropriate recommendations to users who have
different profiles from the existing users’ profiles. To deal
with the objective, the authors used the apriori algorithm to
generate association rules from users’ behaviors and then
made appropriate recommendations. (ey showed that the
generated association rules could increase the overall effi-
ciency of the recommender system. More recently, Miswan
et al. [13] proposed a framework of association rule mining
in readmission tasks. (e proposed framework consisted of
two processes, namely, data preprocessing and rule mining
extraction. Apriori algorithm is used to extract the hidden
input variable patterns and relationships among admitted
patients by generating supervised learning rules. (e mined
rules are discussed and validated by the domain expert,
which is a valuable guide in making decisions on targeted
patients’ clinical resources based on various readmission
durations.

Apart from these works, there are also few works ex-
ploring the association rule learning using machine learning
algorithms. In this context, Hong et al. [14] proposed an
agent-based framework for offering personalized services
utilizing the extracting users’ preferences and association
rules. (e decision tree algorithm is considered to infer
association rules for recommending personalized services
for users. Similarly, Zulkernain et al. [15] introduced an
intelligent mobile interruption management system. (e
main idea of their proposed system is to intelligently assist
users in their daily activities. To this end, a decision tree
algorithm is used to make intelligent decisions. Moreover,
Sarker [16] presented an association rule learning approach
that can be used to discover a set of nonredundant and useful
rules. In their approach, they considered, first, the Naı̈ve
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Bayes (NB) algorithm to eliminate noise from data and,
second, the decision tree algorithm to generate a set of
association rules.(ese algorithms are used to build a robust
prediction model that could improve the prediction accu-
racy. Finally, Basha [17] provided a cardiovascular predic-
tion system that combines the traditional K-nearest
neighbor (KNN) algorithm with a GA to extract strong
association rules for facilitating the decision-making pro-
cess. First, the proposed system extracts association rules
using the KNN algorithm.(en, the output rules become the
population of the GA to remove redundant and irrelevant
rules.

Nevertheless, a common weakness that can be found in
the majority of discussed works [9–13] mainly stands in the
use of traditional association rule mining algorithms, such as
FP growth and apriori. (is weakness is caused by the
narrow applicability of these algorithms due to the huge
number of association rules generated [18]. However, these
works generate numerous redundant association rules,
which lead to generating a huge number of uninteresting
rules that become useless in making decisions. (is re-
dundant generation makes not only the rule set unneces-
sarily large but also makes the decision-making process
more complex and ineffective. (erefore, the traditional
association rule mining algorithms are not able to efficiently
extract interesting association rules. Instead, employing
machine learning algorithms can overcome this weakness
and avoid rule redundancy and conflicts in the mining
process. Despite that, in many cases, works based on ma-
chine learning algorithms [14–17] could not ensure high
accuracy in generating association rules [19]. Furthermore, a
limitation in some of these works [9, 13] is that they are only
suitable for offline mining and not suitable for dynamic
environments where new incoming changes are continu-
ously received at runtime and so decisions may be wrongly
predicted based on rules defined a priori. A further im-
portant limitation is that certain works like the work of
Miswan et al. [13] require domain expert intervention to
validate generated association rules. Following the above
discussion, we aim to close gaps within the discussed works
by proposing an approach that relies on automatically
enriching a rule knowledge base with new context-aware
rules generated at runtime to perform an efficient decision-
making for dynamic environments. (e proposed approach
focuses on discovering and generating nonredundant and
well-performed association rules through the use of machine
learning algorithms along with an extended GA to reduce
rule redundancy. To address the decision-making accuracy
question, the proposed approach represents a hybridization
idea that combines the strengths of two supervised machine
learning algorithms, the decision tree, and the random tree
algorithms. Moreover, it proceeds for a rule transformation
to support the automatic enrichment of rule knowledge
bases at runtime.

3. Proposed Approach

In this work, we propose an approach that supports the
improvement of decision-making in dynamic environments

at runtime by allowing an automatic enrichment of a rule
knowledge base with new generated context-aware rules.
(e proposed approach first aims to generate a concise set of
nonredundant association rules following the IF-THEN
structure, then to optimize the generated rules, and finally to
transform rules to Jena rules for enriching the rule
knowledge base and providing appropriate services to users
situated in dynamic environments at runtime. Figure 1 il-
lustrates a schematic view of the proposed approach
architecture.

As illustrated in Figure 1, the proposed approach typi-
cally consists of two main modules, namely, the rule gen-
eration module and the rule transformation module. In the
following, we discuss these modules and their roles in
generating association rules and transforming them into
Jena rules.

3.1. Rule GenerationModule. (e rule generation module is
designed to automatically derive association rules needed to
meet the changes occurring in users’ dynamic environments.
(at means, it aims to preprocess a candidate dataset, to
generate decision trees, and to infer the well-performed
association rules in order to further enrich a rule knowledge
base and improve the decision-making process at runtime.
(e present module runs every time when new changes are
arrived and a priori rules are deemed not relevant to these
changes. (is module is defined considering two main
phases as shown in Figure 1.

3.1.1. Association Rule Learning. (e association rule
learning phase is in charge of learning and extracting as-
sociation rules from a candidate dataset. (is phase includes
various steps starting from the preprocessing of the dataset
to the validation of rules.

(1) Dataset Preprocessing. (is represents the first step of the
association rule learning phase, which is applied to improve
the quality of the candidate dataset so as to ensure accurate,
consistent, and complete generated decision trees and fur-
ther association rules. (is step is responsible for preparing
data from the candidate dataset. Hence, two major stages
during the data preprocessing step, namely, data cleaning
and data reduction, are performed. (e first stage comprises
both operations like filling missing data and smoothing
noisy data. It aims to replace missing data with the average of
existing data, using different traditional imputation methods
(i.e., mean and median). To smooth noisy data, we carry out
techniques, such as clustering, regression, and binning, to
eliminate the noise in the dataset as it rises due to random
variation. (e second stage is data reduction that is used to
obtain a simplified representation of a dataset with relevant
data. To do it in the simplest manner, we remove redundant
and inconsistent data.

(2) Learning-Based Rule Generation. After the data pre-
processing step is completed, the learning-based rule gen-
eration step takes place first to automatically learn training
models for building decision trees, then to derive association
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rules, and finally to integrate them into the association rule
repository. To this end, the present step provides two ele-
mentary mechanisms. (e main idea of these mechanisms
can be simply described in Figure 2.

A first mechanism, called hybrid supervised learning,
takes advantage of machine learning and pattern recognition
in learning about data, extracting relevant relationships, and
eliminating redundancy. (us, it combines widely adopted
supervised machine learning algorithms, namely, J48 deci-
sion tree [20] and random tree [21], to train the preprocessed
dataset. As far as we know, this is the first time that J48
decision tree and random tree algorithms are combined to
the association rule learning. To improve the accuracy of
learning, we come up with the idea of hybridizing J48 de-
cision tree and random tree algorithms as they are tree-based
techniques that provide the highest accuracy diagram of a
decision tree [22]. (e resulting training models consist of a
set of decisions in a tree structure, which could be utilized to
generate rules from each leaf node [23]. As shown in Al-
gorithm 1, this first mechanism trains the J48 decision tree to
build the corresponding decision tree on the decision tree-
based training model. Subsequently, it applies the random
tree algorithm to get the second decision tree on the random
tree-based training model.

(e second mechanism, called association rule extrac-
tion, acquires association rules from previously trained
decision trees. To do so, it tracks, in an automated fashion,

the path from the root node to each leaf node in both trees in
order to detach the set of association rules.

(e output of this mechanism is a set of association rules
following IF-THEN statements: IF <A> THEN <C>, where
the antecedent part <A> represents user’s surrounding
contextual information such as temporal context, spatial
context, social contexts, or others relevant contextual in-
formation, for example, “outlook� overcast,” and the con-
sequent part <C> represents their corresponding behavioral
activities for decision-making, for example, “play� yes.”

(3) Rule Validation. After completing the generation step,
the rule validation step is applied through the following
methods:

(i) Rule structure verification, which is responsible for
checking whether extracted rules are preserving the
inherent IF-THEN structure.

(ii) Rule consistency verification, which is in charge of
verifying the consistency of association rules. Given
the fact that association rules are made up of an-
tecedent constraints and a consequent constraint,
the rule consistency is related to the satisfiability of
constraints. To ensure a conflict-free association rule
repository, a reasoner is used to enumerate all in-
consistent rules, where the consequent constraint
does not refer to the antecedent constraint.
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Rule Transformation

DSL Rule
Instantiation

Jena Rule
Generation
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Learning-based
Rule Generation Rule Validation

Enriched rule 
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Rule Extraction

Association Rule OptimizationAssociation Rule Learning

Figure 1: Proposed approach architecture.
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Figure 2: Learning-based rule generation step.
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3.1.2. Association Rule Optimization. (e association rule
optimization is the second and last phase in the rule gen-
eration module. (e present phase is in charge of identifying
the well-performed rules from a set of earlier validated
association rules. In this sense, a GA is extended to support a
multianalysis technique. (e main idea of extending a GA
with a multianalysis technique is to optimize the set of
association rules to find the well-performed rules by
adopting the optimization strategies in GA. To be more
precise, there are two main steps in this phase as depicted in
Figure 3. First, the interesting rule extraction step is carried
out using GA that is a kind of effective optimizing technique
owing to the robust and global search ability [24]. Second,
the evolutionary rule extraction step involves a multianalysis
technique to extend the GA and extract the well-performed
association rules.

(1) Interesting Rule Extraction. (is step determines the
interesting association rules by applying a GA to the can-
didate dataset. (e GA is used to produce a strong level of
association rules since supervised learning algorithms may
generate irrelevant rules. (e motivation behind this choice
is twofold: first, the GA is one of the best methods for rule
optimization [25], and second, it performs a global search
technique to find out interesting rules with less complexity
compared to other algorithms [26]. (e GA creates an initial
population as a collection of chromosomes, in which every
chromosome represents an association rule. (en, it evolves
the initial population over multiple generations through
encoding, selection, crossover, and mutation operations to
reach the optimal set of interesting association rules. In the
end, it introduces a set of interesting association rules, which
satisfies a fitness function. (e flowchart of GA is shown in
Figure 4.

(e specific steps of the GA are as follows:

(i) Step 1. Encoding step: (e candidate dataset is
encoded to initiate the experimentation of the GA.
In our case, a binary encoding schema is used.

(ii) Step 2. Initial population generation: An initial
population of size K chromosomes is randomly
generated as a set of solutions to be optimized.
(ese chromosomes are a representation of the
rules generated from the candidate dataset.

(iii) Step 3. Calculating fitness: (e fitness value of each
chromosome in the population is calculated by a
fitness function to find the association rules that
their support and confidence are larger than other
rules. To this end, a fitness function that has been
described in the work of Qodmanan et al. [27] is
considered as given in equation.

fitness �
Γ1 + supp A⋃C( ( 

2

1 + supp(A)
. (1)

In equation (1), supp(A⋃C) is the support of the
A⟶C and supp(A) is the support of the ante-
cedent part of it.

(iv) Step 4. Selection: A chromosome with a high fitness
value is selected from the population on the basis of
a fitness function.

(v) Step 5. Crossover: (e next generation of the
population is generated based on the calculated
fitness values. (e idea behind crossover is to
combine the two parent chromosomes to produce
two new offspring. (e result of crossover is the
birth of two new chromosomes. Crossover is car-
ried out according to a defined crossover
probability.

(vi) Step 6. Mutation: Mutation randomly changes
chosen bits from 0 to 1 or from 1 to 0. It is applied to
the new offspring with a certain mutation proba-
bility. (e purpose is to maintain diversity among
the different generations to increase the global
optimization of the GA.

(vii) Step 7: After a series of selection, crossover, and
mutation, the GA is stopped when the generated
chromosomes meet the optimality or the maximum
number of generations. Otherwise, it turns back to
step 3 to continue the rule optimization.

(2) Evolutionary Rule Extraction. In the previous step, the
interesting association rules are selected. However, we
cannot get the well-performed rules that could lead to
achieve the appropriate decision-making performance due
to the fact that the fitness function, defined in GA, might be

Association Rule Optimization

Ontology-based 
context model

GA
Rule refinement

Rule ranking

Multi-analysis algorithm

Evolutionary rule extractionInteresting rule extraction

Interesting
rules

Candidate
dataset

Optimized association 
rule repository

Association rule 
repository

Figure 3: Rule optimization phase.
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in conflict. To deal with this issue, the evolutionary asso-
ciation rule step proposes a multianalysis technique for
extending a GA in order to enhance the rule optimization

result. For that, rule ranking and refinement processes are
applied as shown in Figure 3. (e multianalysis technique
starts with the rule-ranking process that is in charge of
automatically analyzing and ranking the interesting asso-
ciation rules and the generated rules from supervised
learning algorithms regarding their frequency of occurrence
and their statistical information. In the proposed rule-
ranking process, the rule occurrence frequency is considered
as the highest priority to classify rules, followed by the
statistical information, such as the fitness function weight.
(en, the rule refinement process is performed to derive the
set of well-performed rules. (is process begins with finding
a user who is related to generated rules, loading the user
profile of the corresponding user from the ontology-based
context model and inferring the well-performed rules that
could significantly match with the profile.

3.2. Rule TransformationModule. (e second module in the
proposed approach is the rule transformation module since
generating IF-THEN association rules is not enough. (is
module aims to obtain Jena rules from the well-performed

Rule set

Rule
+ Name: string

Name: string

Concept

Antecedent Consequent

Atom

+ Attribute: string
+ Type: string
+ Value: string

Figure 5: Jena rule definition metamodel.

start

Encoding

Calculating fitness

Initial population generation

Satisfy termination conditions? yes

Selection + Crossover
+

Mutation

no

Generating the next generation

Interesting Association rules end

Figure 4: Flowchart of a GA.
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association rules in order to reason over an ontology-based
context model and to infer high-level knowledge using the
Jena inference engine. (e motivation to opt for Jena is its
built-in support for rule-based inference over RDF and
OWL [28]. In this sense, the rule transformation keeps track
of the well-performed association rule set, generated in the
previous module, and transforms them into Jena rules
according to the rule syntax of Jena. In the following, rules in
Jena format induced from the well-performed association
rules are loaded by the module into the rule knowledge base
for an automatic enrichment purpose at runtime. (e rule
transformation module targets design time and runtime. At
design time, a rule translation is ensured, where a meta-
model for Jena rules is proposed to specify the abstract
syntax of a Jena rule. Figure 5 shows the metamodel for Jena
rules. A rule set consists of rules. A Jena rule has a name and
is composed of concepts. A concept is interpreted as an
antecedent and as consequent. (erefore, a Jena rule can
contain one or more atoms in the antecedent part and only
one atom in the consequent part. Each atom has an attribute,
type, and value. (en, the proposed metamodel is translated
into a domain-specific language (DSL) metamodel. (e
latter is defined as a textual structure using Xtext. A fragment
of the DSL metamodel is depicted in Figure 6.

During runtime, the transformation module performs
two paramount phases: (i) instantiation of the DSL meta-
model and (ii) generation of the Jena rules on the basis of the
DSL model as depicted in Figure 1.

3.2.1. DSL Rule Instantiation. (e DSL rule instantiation
phase is dedicated to introduce a DSL model, which is a
formal rule specification of the defined DSL metamodel. (e
DSL model represents the well-performed obtained asso-
ciation rules. Here, the rule instantiation is automatically
performed at runtime.

3.2.2. Jena Rule Generation. (e Jena rule generation phase
is considered for automatically generating the corre-
sponding Jena rules based on the DSL model using Xtend as

a transformation language. (erefore, a set of Jena rules is
generated from the DSL model while the semantic of the
DSL metamodel is well-defined.

4. Experimental Results

In this experimental evaluation, we provide an example of
generated rules by our proposed approach. In addition, we
discuss the effectiveness of our proposed approach. For this,
a range of experiments was carried out to investigate the
effectiveness in terms of the number of rules, performance,
and computational time.

4.1. Experimental Setup. All experiments were conducted on
six benchmark datasets of varying complexity. (e name,
number of instances, number of attributes, and number of
class labels in each dataset acquired from the UCI Machine
Learning Repository are included in Table 1.

For evaluation purposes, we utilized standard open-
source implementations of supervised learning algorithms
and association rule mining algorithms provided by Weka
[29] in a 10-fold cross-validation evaluation protocol in
order to get accurate results for all datasets. In the 10-fold
cross-validation protocol, the entire benchmark datasets are
partitioned into ten parts of equal size, nine parts of them are
used at a time for training, and the remaining one is used for
testing. (e process is repeated ten times, with different
partitions used as training data and test data. In addition, we
set the minimum expected weighted confidence threshold to
1 and support threshold to 0.5 in order to generate the results
described in the next experiments. Furthermore, the various
GA parameters were selected. Crossover and mutation
probabilities were taken, respectively, as 0.5 and 0.01. (e
size of the initial population depends on the number of the
generated rules from the benchmark datasets. (us, the
initial population size ranges from 14 to 439 and the
maximum number of generations is set to 100.

4.2. Experimental Metrics. For analyzing the effectiveness of
the proposed approach, some well-known metrics were
used. (erefore, the following parameters were considered
for these metrics:

(i) True positive (TP) is the number of rules positively
predicted that is actually positive.

(ii) True negative (TN) is the number of rules negatively
predicted that is actually negative.

(iii) False positive (FP) is the number of rules positively
predicted that is actually negative.

(iv) False negative (FN) is the number of rules negatively
predicted that is actually positive.

Based on the previous parameters, the following metrics
were proposed for the evaluation:

(i) Precision reflects the ability of an approach to return
relevant rules among a set of irrelevant and relevant
rules. (e precision can be computed by equation.

grammar org.xtext.example.mydsl.MyDsl with org.eclipse.xtext.common.Terminals
generate myDsl "http://www.xtext.org/example/mydsl/MyDsl"
import "http://www.eclipse.org/emf/2002/Ecore" as ecore
RuleList:

'rules' name = STRING
'['
rules += Rule (',' rules += Rule)*
']'

;
Rule:

'rule' name = STRING
'{'
concepts += Concepts (',' concepts += Concepts)*
'}'

;
Concepts:

Antecedent | Consequent
;

Figure 6: A fragment of the textual description of the DSL
metamodel.
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Precision �
TP

TP + FP
. (2)

(ii) Recall reflects the ability of an approach to return
relevant rules only. (e recall is defined as given in
equation.

Recall �
TP

TP + FN
. (3)

(iii) Accuracy reflects the ability of an approach to
return the accurate rules over the all rules made in
the dataset as can be seen in equation.

Accuracy �
TP + TN

TP + FP + TN + FN
. (4)

Apart from these metrics, we considered the computa-
tional time that reflects the average time required for gen-
erating the set of IF-THEN association rules in terms of
second.

4.3. Rules for Knowledge Base Enrichment. We present an
example of context-aware rules generated from the weather
dataset mentioned above using our approach. (e candidate
dataset contains four condition attributes, such as outlook,
temperature, humidity, windy, and one decision attribute,
that is, “play.” It is considered to generate rules that could
help in making decisions regarding whether a user could go
outside for playing or not. First, we show, in Table 2, a
sample of generated IF-THEN rules obtained through
training both decision tree and random tree algorithms.
Looking more closely at Table 2, we can notice that the
antecedent part of the rules reflects users’ contextual
knowledge, and the consequent part represents their asso-
ciated behavioral actions. Hence, real-time users’ environ-
mental contexts such as outlook, wind, humidity, or
temperature are used to make the play decision.

(en, we illustrate, in Tables 3 and 4, a sample of well-
performed rules extracted from the generated rules through
the optimization process considered in the proposed ap-
proach. As illustrated in Tables 3 and 4, the well-performed
discovered association rules vary from one user to another
according to their current profile. For example, a user with a
pollen allergy, on a windy day, cannot go outside since the
wind can trigger pollen allergy symptoms most. As a result,
association rules, such as R9 and R10, which stated a day is
windy (windy� true) and a user could have fun playing
outside (play� yes), are overlooked for the user with a pollen
allergy.

Finally, after the automatic DSL metamodel instantia-
tion and transformation, we list, in Tables 5 and 6, a sample
of the well-performed rules transformed to Jena rules to
enrich the rule knowledge base and improve the decision-
making process at runtime. (erefore, we can conclude that
our proposed approach is capable of generating rules that
could enrich a rule knowledge base.

4.4. Effectiveness Analysis

4.4.1. Rule Analysis. In the first experiment, the number of
association rules generated by the proposed approach and
the traditional algorithms of association rule mining, such as
apriori and FP growth, was evaluated. Figures 7–12 illustrate
the number of generated rules for the different candidate
datasets.

Observing Figures 7–12, we can see that the traditional
algorithms generate the highest number of rules, while our
approach generates the lowest number of rules on all can-
didate datasets. In particular, our approach generates 4,103
association rules on average against 6 datasets, whereas the
apriori and FP growth algorithms derive 9,211 and 10,582 on
average, respectively. (us, the results show that the number
of generated association rules using traditional algorithms is
large and huge. (e reason beyond these results is that
traditional algorithms simply take into account all

(1) Input: DS a preprocessed candidate dataset
(2) Output: Decision trees
(3) Begin
(4) Apply J48 decision tree to learn on the DS and get the decision tree-based training model
(5) Apply random tree to learn on the DS and get the random tree-based training model
(6) Extract decision trees from both training models
(7) End

ALGORITHM 1: Hybrid with decision tree and random tree.

Table 1: Characteristics of datasets used in experiments.

Dataset Number of instances Number of attributes Number of classes
Breast 286 10 2
Heart 270 13 4
Hepatitis 155 19 2
Weather 14 5 3
Iris 150 4 3
Adult 48842 15 2
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combinations of attributes while generating rules. In con-
trast, the results indicate that the number of generated rules
by our approach is small. (e downtrend reveals that our
approach could generate the minimum number of associ-
ation rules comparing the apriori and FP growth and could
keep the number of discovered rules as small as possible. As
a result, for a high confidence value, traditional algorithms
satisfy significantly more associations than our proposed

approach. (erefore, our proposed approach could generate
a reasonably smaller number of association rules compared
with traditional association rule mining algorithms since it
abandons the redundant rules and retains the nonredundant
rules.

4.4.2. Performance Analysis. In the second experiment, we
discussed the effectiveness of our approach in terms of
performance measures such as precision, recall, and accu-
racy. For this purpose, we compare the performance of the
proposed approach with well-known supervised learning
algorithms, namely, NB, JRip, and decision table (DT). (e
reason for selecting these algorithms is that they generate
rule-based classifiers and have high performance compared
with other algorithms [30]. We also compare the perfor-
mance of our approach with some similar state-of-the-art
works, including Hong et al. [14], Sarker [16], and Basha

Table 2: A sample of generated rules from the weather dataset.

Rules IF-THEN rules
R1 IF outlook� overcast THEN play� yes
R2 IF outlook� rainy AND windy� false THEN play� yes
R3 IF outlook� rainy AND windy� true THEN play�no
R4 IF outlook� sunny AND humidity� high THEN play� no
R5 IF outlook� sunny AND humidity� normal THEN play� yes
R6 IF humidity� normal AND windy� false THEN play� yes
R7 IF humidity� high AND outlook� rainy AND windy� false THEN play� yes
R8 IF humidity� high AND outlook� rainy AND windy� true THEN play� no
R9 IF humidity� normal AND windy� true AND temperature� hot THEN play� yes
R10 IF humidity� normal AND windy� true AND temperature� cool AND outlook� overcast THEN play� yes

Table 3: A sample of well-performed rules for a user with no allergy history.

Rules IF-THEN rule Occurrence frequency Fitness value
R1.1 IF outlook� overcast THEN play� yes 1 0.743
R1.2 IF humidity� normal AND windy� false THEN play� yes 1 0.686

R1.3 IF humidity� normal AND windy� true AND temperature� cool AND outlook� overcast
THEN play� yes 1 0.675

R1.4 IF humidity�normal AND windy� true AND temperature� hot THEN play� yes 1 0.611

Table 4: A sample of well-performed rules for a user with a pollen allergy.

Rules IF-THEN rule Occurrence frequency Fitness value
R2.1 IF outlook� overcast THEN play� yes 1 0.743
R2.2 IF humidity� normal AND windy� false THEN play� yes 1 0.686
R2.3 IF outlook� sunny AND humidity� high THEN play� no 2 0.611
R2.4 IF outlook� rainy AND windy� true THEN play� no 1 0.611

Table 5: A sample of well-performed rules in Jena format for a user with no allergy history.

Rules Jena rules
R1.1 (rule R1: (?outlookValue uni:outlook “overcast”)⟶ (?playValue uni:play “yes”))
R1.2 (rule R2: (?humidityValue uni:humidity “normal”) (?windyValue uni:windy “false”)⟶ (?playValue uni:play “yes”))

R1.3 (rule R3:(?humidityValue uni:humidity “normal”) (?windyValue uni:windy “true”) (?temperatureValue uni:temperature “cool”)
(?outlookValue uni:outlook “overcast”)⟶ (?playValue uni:play “yes”))

R1.4 (rule R4: (?humidityValue uni:humidity “normal”) (?windyValue uni:windy “true”) (?temperatureValue uni:temperature
“hot”)⟶ (?playValue uni:play “yes”))
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Figure 7: Rule analysis for the breast dataset.
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[17]. Experimental results on performance measures are
highlighted in Figures 13–18.

Our observations on candidate datasets show that our
approach consistently outperforms the compared supervised
learning algorithms for generating association rules by
maximizing the precision and recall. In addition, our ob-
servations reveal that our proposed approach achieved better
accuracy than NB, JRip, and DTon heart, hepatitis, weather,
and iris datasets. For instance, the accuracies for NB, JRip,
and DT on the iris dataset are 95.33%, 96%, 95.3%, and
92.66%, respectively, whereas for the proposed approach the
accuracy is 98%. Moreover, the obtained results confirm that
our approach has outstanding performance compared with
state-of-the-art works. For instance, we achieve an ap-
proximately 2% and 3.2% accuracy gain compared with the
works of Hong et al. [14], Sarker [16], and Basha [17] when
dealing with breast and adult datasets, respectively. (us,
obtained results proved that our proposed approach tends to
get reasonably high accuracy on all datasets. (erefore, we
can conclude that our proposed approach is more effective
relative to the compared supervised learning algorithms and
state-of-the-art works while generating association rules
since we capture association rules from both more per-
formant supervised learning algorithms that lead to improve
the performance results.

4.4.3. Computational Time Analysis. In the third experi-
ment, we compared and analyzed the computational time of
the proposed approach, the supervised learning algorithms
mentioned earlier, and the state-of-the-art works [14, 16]. In
this experiment, we did not consider the work presented by
Basha [17] since its GA is not publicly available. To this end,
the sizes of the datasets were fixed since the computational
time may vary based on the dataset size. Table 7 illustrates
the time consumed by the proposed approach for generating
association rules against the selected supervised learning
algorithms and the state-of-the-art works in all datasets.

From the illustrated results, the average time spent on
each dataset to generate a set of association rules is 0.38
seconds in the proposed approach. (e experimental results

Table 6: A sample of well-performed rules in Jena format for a user with a pollen allergy.

Rules Jena rules
R2.1 (rule R1: (?outlookValue uni:outlook “overcast”)⟶ (?playValue uni:play “yes”))
R2.2 (rule R2: (?humidityValue uni:humidity “normal”) (?windyValue uni:windy “false”)⟶ (?playValue uni:play “yes”))
R2.3 (rule R3: (?outlookValue uni:outlook “sunny”) (?humidityValue uni:humidity “high”)⟶ (?playValue uni:play “no”))
R2.4 (rule R4: (?outlookValue uni:outlook “rainy”) (?windyValue uni:windy “true”)⟶ (?playValue uni:play “no”))
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Figure 8: Rule analysis for the heart dataset.
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Figure 9: Rule analysis for the hepatitis dataset.
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Figure 10: Rule analysis for the weather dataset.
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Figure 11: Rule analysis for the iris dataset.

0
10000
20000
30000
40000
50000
60000

Apriori FP-Growth Our approach

N
U

M
BE

R 
O

F 
A

SS
O

CI
AT

IO
N

RU
LE

S 
G

EN
ER

AT
ED

 

Figure 12: Rule analysis for the adult dataset.
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Figure 13: Performance analysis for the breast dataset.
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clearly show that the computational time of the proposed
approach is slightly increased compared with the selected
supervised learning algorithms and with the state-of-the-art
works, but the computational time on the whole is not much
different.(e slight increase can be explained by the fact that
we apply the GA for optimization on the basis of both

supervised learning algorithms, which could slightly in-
crease the time complexity of the rule generation process
compared with the selected supervised learning algorithms.

5. Discussion

We discuss the encouraging obtained results of the proposed
approach. First, our approach outperformed compared to
the well-known traditional association rule mining algo-
rithms in terms of the number of rules by eliminating the
redundant generation for each dataset. It generated, on
average far, fewer association rules than those generated by
the traditional algorithms included in the comparison.(us,
it provided a reasonably smaller number of rules on smaller
and bigger datasets compared to the traditional algorithms.
(is is due to the fact that our approach is based on hybrid
supervised learning that takes advantage of machine
learning to extract the relevant relationships and to eliminate
the redundancy while generating association rules. In brief,
our approach significantly reduces the total number of
generated rules and outputs a well-performed set of asso-
ciation rules using the GA. Such nonredundant and well-
performed association rule generation makes our approach
more effective and can be used to automatically improve a
decision-making process regarding changes occurring in
users’ surrounding environments at runtime. Second, our
approach exceeded the well-known selected supervised
learning algorithms and certain state-of-the-art works in
terms of precision, recall, and accuracy. In particular, our
approach achieved the best accuracy on heart, hepatitis,
weather, and iris datasets among all selected supervised
learning algorithms. However, it got slightly worse results in
terms of accuracy on breast and adult datasets since
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Figure 14: Performance analysis for the heart dataset.
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Figure 15: Performance analysis for the hepatitis dataset.
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Figure 16: Performance analysis for the weather dataset.
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Figure 17: Performance analysis for the iris dataset.
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Figure 18: Performance analysis for the adult dataset.

Table 7: Computational time analysis for our six datasets in
seconds.

Dataset NB JRip DT Hong et al. [14] Sarker
[16]

Our
approach

Breast 0.05 0.04 0.02 0.03 0.05 0.06
Heart 0.02 0.05 0.06 0.04 0.06 0.10
Hepatitis 0.05 0.04 0.03 0.03 0.05 0.08
Weather 0.02 0.02 0.05 0.04 0.06 0.16
Iris 0.02 0.01 0.02 0.02 0.04 0.06
Adult 1.13 1.48 1.94 1.08 1.10 1.82
Average 0.29 0.27 0.35 0.21 0.23 0.38
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imbalanced datasets may lead to slightly worse accuracy
results. Even though not achieving the best accuracy results
on these datasets, our approach achieves almost reasonably
high accuracy in most datasets. Moreover, we must stress
that the main advantage of our approach in contrast to the
compared state-of-art works is its ability to achieve a good
trade-off between precision, recall, and accuracy on multiple
datasets.(ird, our approach could be somewhat more time-
consuming than the selected supervised learning algorithms
and the compared state-of-the-art works. (e slight increase
in time is reasonable due to the hybridization and opti-
mization. However, this loss of the little running efficiency
will result in a significant improvement in the quality of the
results in terms of the number of rules, precision, recall, and
accuracy. Regarding the time-consuming results, it is noted
that the effectiveness of the proposed approach does have
room for improvement, which is also the need for further
improvement in the future work.

Overall, the findings of the experimental study reveal
that our approach can (i) effectively minimize the issues of
redundant rule generation, (ii) provide a promising per-
formance and a high accuracy to extract a concise set of
association rules, and (iii) take slightly more time for
generating a set of well-performed rules.

6. Conclusions

(is work aimed to propose an approach for the decision-
making improvement to face dynamic environments at
runtime, where the enrichment of a rule knowledge base is
performed through automatically generating and trans-
forming context-aware rules. (e proposed approach
focused first on generating nonredundant association
rules with a hybrid supervised learning mechanism,
second on optimizing association rules using an extended
GA, and finally on transforming association rules to
context-aware rules in Jena syntax. As part of this work,
we presented an experimental evaluation to assess the
effectiveness of the proposed approach. (e results
showed that the proposed approach has the potential for
achieving the best results in terms of the number of rules,
precision, recall, and accuracy among all compared al-
gorithms. Moreover, these results pinpointed the limi-
tation of the proposed approach in terms of time-
consuming that is mainly due to hybridization and op-
timization. Furthermore, in the near future, we intend to
apply our approach to real scenarios for a context-aware
system.
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A single model is often used to classify text data, but the generalization e�ect of a single model on text data sets is poor. To improve
the model classi�cation accuracy, a method is proposed that is based on a deep neural network (DNN), recurrent neural network
(RNN), and convolutional neural network (CNN) and integrates multiple models trained by a deep learning network architecture
to obtain a strong text classi�er. Additionally, to increase the �exibility and accuracy of the model, various optimizer algorithms
are used to train data sets. Moreover, to reduce the interference in the classi�cation results caused by stop words in the text data,
data preprocessing and text feature vector representation are used before training the model to improve its classi�cation accuracy.
e �nal experimental results show that the proposed model fusion method can achieve not only improved classi�cation accuracy
but also good classi�cation e�ects on a variety of data sets.

1. Introduction

Text classi�cation originated in the 1950s. From the initial
expert-based system to traditional machine learning ap-
proaches and now deep learning methods, text classi�cation
technology is gradually maturing [1]. In recent years, deep
learning has been a hot topic in academic research. Great
breakthroughs have been made in various �elds by using
deep learning technology, such as natural language pro-
cessing, computer vision, and reinforcement learning. Text
classi�cation based on deep learning is both a trending
subject and a long-term challenge for researchers.

In a study on text classi�cation, Rocchio [2] �rst pro-
posed the Rocchio text classi�cation algorithm, which uses a
training set to construct a prototype vector for each class and
allocates an input document to a certain class by calculating
the similarity between all documents in the training set and
the prototype vector. is method is easy to implement and
calculate. However, it does not perform well in tasks with
multiple categories and is mostly suitable for document
classi�cation problems with fewer categories. Based on the
Rocchio algorithm, Somya and Srinivasa [3] proposed a

Rocchio algorithm with a hierarchical structure. is al-
gorithm adopts the term frequency-inverse document fre-
quency (TF-IDF) feature extraction method to conduct
large-scale multilabel text classi�cation for hierarchical data
sets and has a good classi�cation e�ect on such data sets.
However, it has poor performance on multitype data sets.
Schapire [4] �rst proposed the boosting classi�cation al-
gorithm based on the idea of model fusion. is algorithm
mainly fuses multiple weak learners into a strong learner,
achieving an improved classi�cation e�ect; then, he pro-
posed the bagging algorithm [5]. Among these weak
learners, random forests, boosting trees, and gradient
boosting decision trees (GBDTs) [6] are the basic models
used when combining decision trees with boosting and
bagging algorithms; this approach provides a signi�cantly
improved classi�cation e�ect. Based on the idea of boosting,
Bloehdorn and Hotho [7] proposed an adaptive boosting
algorithm with semantics. e model algorithm uses an
integrated learning method to improve the stability and
accuracy of text classi�cation. However, the number of
trained models is large; the calculations are very compli-
cated; and the interpretability between models is reduced.
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Kowsari [8] and others proposed a random multimodel
classification method, which uses the network learning ar-
chitectures of a deep neural network (DNN), recurrent
neural network (RNN), and convolutional neural network
(CNN) to randomly generate numbers of hidden layers and
neurons for each model and obtain predictions through
majority voting. As a result, this method has achieved im-
proved text classification accuracy. However, since the
numbers of hidden layers and neurons are randomly gen-
erated, the network structure generated each time is dif-
ferent, making the model training process difficult and the
calculations very complicated. References [9–11] proposed a
widely used Bayes classifier, which is a single classifier. It has
a good classification effect on text data, and the calculations
are fast and easy to implement. However, the Bayesian
classifier performs poorly on text with sparse data.+erefore,
Kim et al. [12] developed a method and a strong data dis-
tribution assumption to alleviate the problem regarding poor
prediction for sparse data and solve the poor classification
problem for sparse text data. Another powerful classifier is
the support vector machine (SVM) [13], which uses a flexible
and diverse kernel method to project data into a high-di-
mensional space, thereby using the hyperplane in the high-
dimensional space to classify the data; the classification effect
of this method is relatively good, but the effect of a single
classifier is reduced when used on multiple data sets.

+e traditional single classifier, which can be used to
achieve good classification results, is used to train the
network model for a specific data set. While the single
classifier cannot handle various data sets, the integrated
model can solve the problem of accuracy under various data
sets, but the training of the integrated model is complex and
time-consuming. +e traditional single classification model
and integrated model are improved in this paper, and the
data sets are trained by combining multiple network models.
First, a variety of optimizer algorithms are used to address
text feature problems such as long texts and sparse texts.
Second, the learning rate in the training process of the model
is adjusted by the optimizer so that the trained model can
handle data sets with different text characteristics and in-
crease the flexibility of the model.

Improvements are made on the basis of three network
architectures: DNN, RNN, and CNN. In the DNN network
architecture, the BP algorithm and many optimizer algo-
rithms are combined to train the model. In the RNN net-
work architecture, the GRU [14] network with horizontal
and vertical learning, multiple optimizer algorithms, and the
ReLU [15] activation function training model are designed.
In the CNN network architecture, multilayer convolution
and pooling are used to extract text features and combined
with a variety of optimizer algorithms [16] to train the
model. Finally, the improved network architectures are used
to obtain a powerful text classification model by using a
fusion strategy and parallel training method.

2. Materials and Methods

+e text classification process in this paper includes the
following steps: text data preprocessing, text vector

representation, text feature extraction, optimizer selection,
model design, model fusion, and model evaluation. Figure 1
shows the flowchart of the proposed method from pre-
processing to model evaluation. +e following describes the
detailed process of the whole text classification in this article.

2.1. Text Preprocessing. +e main purpose of text pre-
processing is to clean the original text data. Most text and
document data sets contain many unnecessary words, such
as stop words, spelling errors, and slang. When determining
word frequency statistics, these noisy data and unnecessary
features adversely affect the performance of the models and
the classification results. In this paper, the stop vocabulary
list in the NLTK corpus is incorporated for word removal
and processing. Additionally, regular expressions are used to
remove spaces and some special characters to reduce the
calculation cost and classification error of the model
training.

2.2. Word Representation. Word representation converts a
text string into a numerical vector that can be processed by a
computer. +e commonly used text vector representation
methods are the bag-of-words [17] method, word2vec [18],
and the GloVe [19] method. +is paper uses the GloVe
model for text vector representation. +e basic idea is to
construct a co-occurrence matrix through a corpus and then
learn word vectors based on the co-occurrence matrix and
the GloVe model. +e model uses matrix decomposition
with latent semantic analysis (LSA) derived global features
and word2vec local context information to transform the
matrix. Together, this approach not only realizes the global
statistical features in the corpus but also uses local context
features to represent vectors. When using the GloVe model
for training, the word vector for the given text is calculated
by introducing a loss function such as

J � 
N

i,j

f Xi,j  υT
i υj + bi + bj − log Xi,j  

2
, (1)

where υi and υj are the word vectors of word i and word j,
respectively; bi and bj are bias terms; f is a weight function;
log(Xi,j) represents the number of times word j appears in
the context of word i; N is the size of the vocabulary; and
N∗N is the dimensionality of the co-occurrence matrix.
Additionally, the weight function of f is defined; this is done
to prevent some weights from being too large. Additionally,
some weights are too small, which affects the text classifi-
cation accuracy, so function f(x) is defined as follows:

f(x) �

x

xmax
 

α

, x< xmax,

1, Other.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

2.3. Feature Extraction. +e commonly used feature ex-
traction methods are TF-IDF [20] and N-gram [21]. When
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TF-IDF is used to extract text features, the sequence rela-
tionship between words cannot be captured, so the features
of the text cannot be fully extracted. +erefore, this paper
uses theN-grammethod to extract text features. In text data,
a sequence or a sentence is composed of m words. +en, the
probability of the occurrence of the m-th word is related to
the previous m− 1 words, and the probability value p

(w1, w2, . . . , wm) is calculated. According to the chain rule,
the final calculation result is shown in the following
equation:

p w1, w2, . . . , wm(  � p w1( ∗p w2|w1( ∗

p w3|w1, w2(  . . . p wm|w1, . . . wm−1( 
(3)

Compared with a 1-gram and a 2-gram, the N-gram
method provides extracted text features that can detect more
information.

2.4. Optimizer Algorithm

2.4.1. An Optimization Algorithm for Vibration Reduction
Based on RMSProp. When training the parameters of the
model, the choice of the learning rate affects the efficiency
and performance of the model. If the learning rate is too
large, violent oscillations will occur when calculating the
gradient, resulting in failure to converge to the global op-
timal solution, and if the learning rate is too small, the
training speed will become very slow. +e current method is
the simulated annealing algorithm. When training model
parameters, a threshold is defined for the learning rate
change range, and the learning rate is adjusted. However,
this approach requires a threshold to be defined in advance,
and it cannot adapt to changing text data types. To solve the
problem regarding learning rate threshold changes and
oscillations, this paper uses the RMSProp algorithm based
on Nesterov momentum. +e algorithm first initializes the
learning rate and continuously dynamically updates the
learning rate during the training process to prevent this rate
from being excessive or small during the training process, as
this would affect the training results. +e specific main steps
are as follows. First, a minibatch containingm samples from
the training set is formed, and the gradient sum and average
of these small samples are calculated, as in equation (4). At
the same time, an exponential decay coefficient such as
equation (5) is used to control the amount of historical
information, that is, the cumulative gradient, to dynamically

update the size of the learning rate (equation (6)) and the
model parameters (equation (7)).

g �
1
m
∇θ 

i

L f x
(i)

; θ , y
(i)

 , (4)

r � ρr +(1 − ρ)g∗g, (5)

υ � αυ −
ε
�
r

√ ∗g, (6)

θ � θ + υ, (7)

θ � θ + αυ, (8)

where r represents the exponential decay coefficient, υ
represents the update of the calculation speed, θ represents
the update of the parameters, g represents the gradient, and
α represents the momentum coefficient. At the same time, to
reduce the violent oscillations observed when training the
model parameters, an idea based on Nseterov momentum is
adopted, and a momentum coefficient is added before cal-
culating the gradient to slow the oscillations, as shown in
equation (8). +erefore, the optimizer of the RMSProp al-
gorithm combined with Nesterov momentum improves the
training speed and accuracy of the model.

2.4.2. An Optimal Deviation Correction Algorithm Based on
Adam. Adam is a simple and computationally efficient
optimization algorithm that can overcome the problems
encountered in large data sets and high-dimensional pa-
rameter spaces. Among traditional classification methods,
such as naive Bayes classifiers and SVMs, for text data with
large data sets, it is necessary to consider the memory
consumption of the naive Bayes model training process and
the model oscillation problem, while SVMs do not possess
this problem. A kernel method puts text data into a high-
dimensional space, and the resulting model has many pa-
rameters and is highly complicated to calculate. +erefore,
the Adam algorithm with deviation correction is introduced
to solve the shortcomings of traditional methods. +e basic
idea is that when Adam calculates the gradient, it introduces
the first-order moment estimation (equation (9)) and the
second-order moment estimation (equation (10)) and then
corrects the deviation of the first-order moment (equation
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Documents
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Figure 1: Overview of the text classification pipeline.
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(11)) and that of the second-order moment (equation (12))
to address gradient sparseness and unevenness. Equation (9)
updates the first-order moment by calculating the gradient g

and the exponential decay rate ρ1 and simultaneously cor-
rects the deviation through equation (11), speeding up the
convergence of the model. Equation (10) introduces the
second-order moment, and equation (12) corrects the de-
viation to improve the model’s ability to deal with non-
stationary targets. At the same time, the Δθ parameter
(equation (13) is used to update the value of parameter θ in
equation (14)). +is paper uses the aforementioned algo-
rithm in text classification to train the model parameters to
reduce memory consumption and simultaneously solve the
problem of convex model convergence.

s � ρ1s + 1 − ρ1( g, (9)

r � ρ2r + 1 − ρ2( g∗g, (10)

s �
s

1 − ρt
1
, (11)

r �
r

1 − ρt
2

, (12)

Δθ � −ε
s

δ +
�
r

√ , (13)

θ � θ + Δθ, (14)

where s represents the first-order moment, g represents the
value of the sample gradient, ρ1 and ρ2 represent the esti-
mated exponential decay rate, θ represents the parameter
calculated by the model, δ represents a small constant used
for numerical stability, ε represents the step size, and Δθ is
used to update the parameter θ.

2.4.3. An Improved Optimization Algorithm Based on SGD.
Before the introduction of the SGD algorithm, the most
commonly used gradient algorithm was the batch gradient
descent (BGD) algorithm, which is aimed at an entire data
set and calculates the gradient direction for all samples.
Although this method can obtain the global optimal solu-
tion, when the amount of data is large, the number of re-
quired calculations is large, and the calculation speed is slow.
To overcome the shortcomings of the BGD method, this
paper uses the SGD algorithm. SGD is a widely used op-
timization algorithm. It is an improvement over the classic
gradient descent algorithm. +e basic idea is that all training
data can be obtained from the training data in each iteration.
A random sample is taken to estimate the gradient of the
objective function, so the time complexity of the algorithm is
greatly reduced, and this approach is applied to large-scale
text data sets. When using the SGD algorithm in this paper, a
set of text training data is input into the model.+e objective
function is calculated as follows:

min
w∈Rn

F(w) �
1
m


i

L f x
(i)

; w , y
(i)

 , (15)

where L represents the experience loss of the model
f(x(i);w); the model parameter values are calculated as
follows:

w �
1
m



m

i

wi − ηi∇L f x
(i)

; wi , y
(i)

 . (16)

2.5. Model Structure and Fusion

2.5.1. DNN Architecture. +eDNN structure in this paper is
designed with an input layer, a hidden layer, and an output
layer, as shown in Figure 2. +e input layer is the processed
text feature vector, and the ReLU activation function is used
in the hidden layer (as in equation (17)) to reduce the re-
quired number of calculations when using the back-
propagation algorithm to update the parameters. At the
same time, the dropout algorithm is introduced to solve the
problem of gradient disappearance in the training process,
and finally, the softmax function, such as equation (18), is
used to solve the multiclassification problem when
outputting.

f(x) � max(0, x), (17)

Softmax zi(  �
e

zi


C
c�1 e

zc
, (18)

where zi represents the output value of the i-th node and c is
the number of output nodes.

2.5.2. RNN Architecture. To solve the information loss
problem in the traditional RNN network propagation
process, the gate structures of LSTM [22] and GRU networks
are generally used to retain important information. Because
the network parameters of GRU are less than those of LSTM,
the gradient disappearance problem can be prevented and
reduce the computational complexity and the overfitting of
the training data. +e GRU network design unit is shown in
Figure 3. +is method uses a gating mechanism, which
contains an update gate and a reset gate. +e calculations are
shown in equations (19) and (20), and the output vector is
calculated via equations (21) and (22). +e final RNN ar-
chitecture is shown in Figure 4. Each GRU unit in the
network can learn not only horizontally but also longitu-
dinally to reduce the information loss problem in the
communication process.

zt � σ Wz ∗ ht−1, xt ( , (19)

rt � σ Wr ∗ ht−1, xt ( , (20)

ht � tan h W∗ ht−1 ∗ rt, xt ( , (21)

ht � 1 − zt( ∗ ht−1 + zt ∗ ht, (22)

where zt represents the update gate vector at time t, xt

represents the input text feature vector, W represents the
parameter matrix, σ represents the ReLU activation
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function, rt represents the reset gate vector, and ht repre-
sents the output vector.

2.5.3. CNN Architecture. CNNs were originally used to
address image problems, but in natural language processing,
the use of CNNs for text classification has achieved better
results. In this paper, when the CNN is used for text clas-
sification, a six-layer convolution layer and a maximum
pooling layer are used, as shown in Figure 5. +e model
adopts one-dimensional convolution. Without changing the
width of the text sequence, the pooling layer uses the
maximum pooling strategy to continuously extract impor-
tant features from the text data through one-dimensional
convolution and maximum pooling and then uses a pooling
layer to combine the gathered text feature information and

input it into the fully connected layer. Finally, the category
information of the classified text is output.

2.5.4. Model Fusion. Commonly used model fusion strat-
egies include the averaging method, stacking method, and
majority voting method. +e main idea of the averaging
method is to average the prediction results of each model
and use the average value as the final prediction result. +e
stacking method uses model cross-validation, combining the
features between models and training the newly combined
features into a new model. +rough this repeated feature
stacking method, a strong classifier is finally obtained. +e
method of majority voting involves calculating the statistics
of the classification results of each classifier. Among them,
the classifier with the most votes divides the final data points
in the corresponding category. +is method is simple to
calculate and easy to implement, and the classification effect
is better than that of a single classification approach. +e
whole model fusion process is shown in Figure 6. +e fusion
steps of the entire model can be seen in Figure 6; first, the
text data set is preprocessed, and the features are extracted
and converted into a matrix (x1, x2, xm−1, and xm).+en, the
text feature vector is input into the designed network ar-
chitecture for parallel training, and each network archi-
tecture uses different optimization algorithms. A total of n
models are calculated; then these n models are tested in
parallel on the test sets to obtain the prediction results of
each model; and finally, these k results are selected through
the fusion strategy to select the final prediction result as the
classification result of this mode.

Based on the above fusion strategy, the main idea is as
follows: the total number of models trained in parallel is k,
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the number of document categories is m, and the classifi-
cation results of each model for text data i are counted.
Among them, the text data i with the most votes is con-
sidered to belong to category cij. Finally, the accuracy rates
belonging to category cij are summed and averaged as the
final prediction result, and the calculations are shown in the
following equations:

yij � yi1, yi2 . . . , yik , (23)

cij � max ci1, ci2, ci3 . . . , cim , (24)

pij �


N
n�1 softmax yin( 

N
, (25)
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where yij represents the result of model j for the classifi-
cation of text i, k represents the number of training models,
m represents the number of categories in the document, cim

represents the number of votes stating that text data i be-
longs to category m, pij represents the number of text data i

belonging to the accuracy of category j, andN represents the
number of votes.

3. Results and Discussion

3.1. Datasets. To verify that the fused model has general-
izability, this paper uses three different data sets, as shown in
Table 1: 20Newsgroups, Reuters, and Web of Science. +e
20Newsgroups data set is mainly composed of 20 news-
groups for different topics. It contains 20,000 document
data. +e Reuters news data set contains 21,578 document
data and a total of 90 categories. +eWeb of Science data set
is a collection of academic article abstracts. +e data sets
include WOS5736 and WOS11967. +is paper uses 80% of
the documents as training data and 20% as test data. +e
relationships are shown in Table 1.

3.2. Evaluation. +is paper uses accuracy, recall, and F1−score
to measure the classification performance of the model. +e
calculation equations are as follows:

Accuracy �
(TP + TN)

(TP + FP + FN + TN)
, (26)

Recall �
TP

TP + FN
, (27)

F1score �
2TP

2TP + FP + FN
. (28)

3.3. Parameter Settings. +is paper uses the GloVe model to
learn word vectors, as this model can realize global feature
statistics in the corpus and local context feature vectors. At
the same time, to prevent the overfitting of the training data,
the dropout value is set to 0.5 in each network architecture.
Each architecture model uses Adam, SGD, and RMSProp as
three optimization algorithms and the ReLU activation
function to improve the training speed of the model. +e
specific parameters are shown in Tables 2–4.

3.4. Experimental Results. To verify the classification per-
formance of the proposed multimodel fusion approach and
show that it is better than other single classification models,
the experimental results obtained on three different public
data sets are compared. +e results are shown in Table 5.

Table 5 shows the classification results of the majority
votes for nine models on the data sets. On the Reuters data
set, the voting classification accuracy of the nine models
reaches 89.23%, which is 0.66% higher than the model with
the highest accuracy in the comparative experiments. +e
testing results of the fusionmodel are shown in Figure 7, and
the comparative results of the four models are shown in

Figure 8. On the 20Newsgroups data set, when training the
fusion model, 100 epochs are required for convergence, and
the classification accuracy of the models reaches 88.87%,
which is 5.13% higher than the model with the highest
accuracy in the comparative experiments. +e testing results
of the fusion model and comparative models are shown in
Figures 9 and 10, respectively. +e classification accuracy
rate that is achieved by the proposed models on the
WOS5736 data set is 92.33%, which is 0.35% higher than the
model with the highest accuracy in the comparative ex-
periments. +e testing results of the fusion model and
comparative models are shown in Figures 11 and 12,

Table 1: Types of datasets.

Datasets Training (%) Testing (%) Categories
20Newsgroups 80 20 20
Reuters 80 20 90
WOS5736 80 20 11
WOS11967 80 20 35

Table 2: DNN model parameters.

Parameter Value
Word vector dimension 100
Learning rate 0.001
Hidden layers 6
Dropout 0.5
Activation function ReLU
Hidden layer size 512
Batch size 64
Maximum number of words in text 500

Table 3: RNN model parameters.

Parameter Value
Word vector dimension 100
Learning rate 0.001
Hidden layers 4
Dropout 0.5
Activation function ReLU
Hidden layer size 64
Batch size 64
Maximum number of words in text 500

Table 4: CNN model parameters.

Parameter Value
Word vector dimension 100
Learning rate 0.001
Convolutional layer 6
Flatten layer 1
Pooling layer 6
Fully connected layer 2
Activation function ReLU
Dropout 0.5
Batch size 64
Maximum number of words in text 500
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learning (MDL) trained by nine models in this paper.

DNN
RNN

CNN
this paper

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

ac
cu

ra
cy

5 10 15 20 25 300
epoch

Figure 10: 20Newsgroups accuracy function for a comparative
experiment in this paper.

Table 5: Result comparison for text classification (unit %).

Reuters 20Newsgroups WOS5736 WOS11967
Acc Recall F1 Acc Recall F1 Acc Recall F1 Acc Recall F1

DNN 84.82 83.42 82.75 83.74 82.23 81.15 90.59 87.45 86.36 82.37 80.56 79.73
RNN 88.57 86.16 85.78 82.08 80.82 80.34 91.98 89.67 89.05 84.59 83.52 83.87
CNN 84.92 82.63 82.02 80.21 80.13 79.49 91.28 90.31 89.72 82.95 80.65 80.38
+is paper 89.23 88.45 88.28 88.87 87.92 86.88 92.33 91.10 90.66 85.08 84.32 84.98
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Figure 7: Reuters accuracy function for multimodel deep learning
(MDL) trained by nine models in this paper.
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respectively. +e classification accuracy rate of the proposed
models on the WOS11967 data set is 85.08%, which is 1.11%
higher than the model with the highest accuracy in the
comparative experiments. +e testing results of the fusion
model and comparative models are shown in Figures 13 and
14, respectively. Additionally, on four data sets, the recall
and F1score of the fusion model are higher than DNN, RNN,
and CNN models. In summary, the model fusion method
used in this paper has a better classification effect than a
single classifier, and the fusion model has a more general-
izable effect, which is specifically manifested as not only a
better classification effect on a data set but also a good
classification effect on a variety of data sets.

4. Conclusion

A new classification method is proposed in this paper to
solve the problems of data sets and the accuracy of a single
model. +e combination of parallel training of multiple deep
learning architectures and integrated strategies is used to
obtain the model. To verify the efficiency of the fusion
model, the experimental evaluation of the fusion model on
the Reuters, 20Newsgroups, WOS5736, andWOS11967 data
sets shows that the accuracy, recall, and F1score are higher
using the fusion model compared with the DNN, RNN, and
CNN models. +e results show that the fusion model can
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Figure 13: WOS11967 accuracy function for multimodel deep
learning (MDL) trained by nine models in this paper.
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also improve text classification and an integration strategy
can be used to provide flexibility for classification. +is
model also provides a new text classification method, which
can be applied to a wide range of data sets. In future research,
we will further explore the network structure of the fusion
model and the influence of each network parameter on the
classification results and analyze whether a shallow model
can be used to improve the accuracy of the ultimate model
while increasing training speed.

Data Availability

+ree types of data sets from different pages include the
following. 20Newsgroups data set contains 20,000 docu-
ments with 20 categories. Reuters data set contains 21,578
documents with 90 categories. +e Web of Science data set
contains WOS11967 and WOS5736. WOS11967 contains
11,967 documents with 35 categories, which include 7
parents categories. WOS5736 contains 5,736 documents
with 11 categories, which include 3 parents categories. +ese
links are provided in these statements. All links are given
below: (1) https://archive.ics.uci.edu/ml/machine-learning-
databases/20newsgroups-mld/, (2) http://kdd.ics.uci.edu/
databases/reuters21578/reuters21578.html, and (3) https://
data.mendeley.com/datasets/9rw3vkcfy4/2.
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In this study, we use a tripartite evolutionary game model to analyze the financial support for science-tech enterprises’ innovation
with government participation. Based on the game model, the study uses replication dynamics to analyze the stability of
evolutionary trajectory in the eight scenarios of enterprises, the government, and the financial institutes. +en, we discuss the
effect of the reputation multiplier, the efficiency of firms’ innovation output, and the positive socio-economic externalities
multiplier by simulation as the important innovative points in this study. +e study draws the following conclusions: (1) en-
terprises will choose high R&D intensity instead of low R&D intensity if the output of former exceeds that of the latter, (2)
enterprises’ R&D output is closely related to the strategy choices of the government and financial institutes, and (3) enterprises can
attract government subsidy by boosting economic and social externalities.+e government subsidies to enterprises with high R&D
intensity will improve the innovation output by the innovation investment and reputation multiplier. So, the government can
implement subsidy policy to boost high-intensive R&D activity. Financial institutes’ strategy choice between equity investment
and debt investment is influenced by investment yield difference and can influence enterprises’ R&D intensity choices.

1. Introduction

Intensive innovation is an effective way for companies to
improve their core competitiveness [1] (Frambach and
Schillewaert) and is a core driver of high quality develop-
ment. R&D intensity is the key to corporate innovation, and
the strategic choice of R&D intensity by companies is mainly
based on a cost-benefit analysis. +e main source of funding
for corporate innovation is internal and external financing,
where external financing is constrained by the high risk of
innovation projects, credit asymmetry, opportunism, and
adverse selection [2, 3] (Brown et al.). Financial institutes
disagree on firms’ return on investment requirements [4]
(Hall, 2002) and intensify financing constraints. Financial
institutes’ capital investment is considered beneficial to
firms’ R&D activities [5–7] (Fryges et al.), while higher fi-
nancing costs arising from financing constraints reduce

firms’ willingness to invest in R&D, thus reducing firms’
willingness to innovate. Due to the positive externalities of
technological innovation, governments are active promoters
of firm innovation [8] (Yu et al.). A series of initiatives,
including financial subsidies, can alleviate the financing
constraints and stimulate firms to invest in innovation [9]
(Zhou). On the one hand, government subsidies provide
good investment signals for equity investment institutions
[10–12] (Howell et al.), which is a disguised endorsement of
firms’ credit and R&D capabilities. On the contrary, gov-
ernment subsidies can reduce the cost of enterprise loan
financing by the signal effect. +erefore, it is necessary for
governments to understand how firms make choices about
R&D intensity and how financial institutes make choices
about loans or investment in R&D projects. +us, govern-
ment can influence the strategic choices of firms and fi-
nancial institutes through subsidy policies.
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Government subsidies provide the impetus for the de-
velopment of enterprise innovation, enterprises are the
subjects of innovation, and financial institutes provide fi-
nancial services and financial support for enterprise inno-
vation. Changes in the strategic choices of any of the
participants in corporate innovation will lead to corre-
sponding changes in stakeholder response strategies, both in
terms of the continuous improvement of information
structures and the adjustment of the rational level of mul-
tiple participants. +ere are a lot of research studies on
enterprises’ R&D strategy, financial institutes’ investment
strategy, and government subsidy policy. However, there is a
lack of analysis that puts the three players in a compre-
hensive game framework. +is study is based on this the-
oretical framework to introduce enterprises, financial
institutes, and government into a comprehensive game in
which enterprises choose high or low R&D intensity; fi-
nancial institutes choose equity or debt investment, while
the government chooses whether to provide subsidy. +e
government’s subsidy policy, enterprises’ R&D intensity
choice, and financial institutions’ investment structure in-
fluence each other. +erefore, the government can attract
enterprises to choose high R&D intensity strategy and fi-
nancial institutes to make equity investment by adjusting its
subsidy policy.

+e main innovations of this study are as follows:

(1) Current research has focused on measuring risk-
sharing ratios among financial institutes [13, 14] and
lacks a holistic analysis of the behavior of govern-
ments, financial institutes and firms, and their in-
teractions. However, examine the different strategic
options and possible interactions between key
players. Most previous research has only two players
in the game framework without considering the
function of government participating. +e frame-
work of this study is more complex with reality. +e
analysis focuses on the different strategic choices and
possible interactions of firms, financial institutes,
and governments in the process of obtaining external
finance for firms with different R&D intensities. It
draws some interesting conclusions.

(2) Existing studies point out that government financial
subsidies for business innovation vary across dif-
ferent types of enterprises [15]. +e firms’ R&D
intensity has an impact on the effectiveness of
government intervention. However, we find that the
reputation multiplier of government subsidies also
has the effect on firm innovation and the choice of
investment approach by financial institutes. We also
find that firms’ innovation efficiency and strategy
game affect the investment approach of financial
institutes and the choice of government financial
support, which in turn affects firms’ financing costs.

(3) Another possible contribution of this study is to
explore how the efficiency of firms’ innovation
output and the positive socio-economic externalities
generated by innovation impact on government and
financial support decisions.

+e remainder of this study is structured as follows.
Section 2 briefly reviews the existing research on financial
support for science-tech enterprises and evolutionary games
and presents the literature gaps. Section 3 constructs a three-
party evolutionary game model among SMEs, financial
institutes, and government. Section 4 discusses the ESS of
the tripartite game between the government, the financial
institutes, and SMEs. Section 5 presents the numerical
simulation result of the evolutionary game model, which
discusses the effect of incentive-related parameters on the
results. Section 6 provides discussion of evolutionary results
and policy implications.

2. Literature Review

+is study briefly reviews the literature on financial support
for science-tech enterprises and evolutionary game models
with the above objectives.

2.1. Financial Support for Science-Tech Enterprises.
+rough numerous studies, scholars have generally
concluded that financing constraints have a negative
impact on enterprises’ R&D and innovation activities
[16, 17] (Hottenrott et al.). Different scholars have con-
ducted empirical studies using data from countries such as
Germany, France, Spain, and Uruguay and have come to
the consistent conclusion that financial support can be
effective in stimulating enterprises’ R&D investment
[18–21] (Almus et al.). Some scholars studied the function
of finance support to enterprise science-tech innovation
through different channels. Abobal and Garda believed
that technological innovation needs capital input such as
bank loans [21]. Saint-Paul proposed financial develop-
ment promotes technological progress by allowing eco-
nomic entities to use technologies with greater risks but
higher levels of productivity [22]. Luong et al. used firm-
level data across 26 non-U.S. economies between 2000 and
2010 to show that foreign institutional ownership has a
positive and causal effect on firm innovation [23].
Menezes and Pereira found financial product innovation
speeds up technological innovation [15]. Kim et al. found
that capital market financing could promote technological
innovation of enterprises more than bank loans [24].
Research in China suggests that government and market
forces need to work together to promote financial support
for enterprises’ innovation processes [25] (Gong et al.).

In the past few years, the effect of government subsidies
on the external investors funding the enterprises’ innovation
has attracted significant scholarly attention.+e government
expects to stimulate R&D activities through direct subsidies.
Sabrinaconduct that government subsidies have a positive
effect on corporate patents [10]. Feldman &Kelley argue that
companies that receive R&D subsidies are recognized by the
government and send a signal that they are innovative and
can attract more investment [26]. +e idea is that companies
that receive R&D grants are recognized by the government
and send a signal that they are innovative, which can attract
more investment [12, 27, 28] (Meuleman et al.). However,
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the inevitable “rent-seeking behavior” can lead to resource
misallocation due to government subsidies [29] (Lemer) and
distortions in enterprises’ competitive behavior [30]
(Guellec et al.) and distortions in the competitive behavior of
enterprises. Chinese scholars have also demonstrated the
positive effects of government subsidies on corporate R&D
based on empirical evidence from China. For example, Liu
et al. found that government subsidies stimulate enterprises’
R&D investment by using data on high-tech enterprises in
Jiangsu [31].

2.2. Evolutionary Game. +e central concepts of evolu-
tionary game theory are evolutionary stable strategies and
replicator dynamics, arguing that a group’s decisions can be
achieved through dynamic behaviors such as imitation,
communication, and learning between individuals, while
having highly adaptive strategies. Strategies that are highly
adaptive are more likely to be imitated by other participants;
otherwise, these strategies are eliminated. +e theory is an
important mathematical tool because it is based on finite
theory and finite information and is closer to reality.

In recent years, evolutionary games have rapidly de-
veloped into an active area of research in the socio-eco-
nomic field and are an increasingly popular approach in
the study of corporate innovation. Yang et al. developed an
evolutionary game model between government, enter-
prises, universities, and research institutions to explore the
mechanisms of intellectual property cooperation [32]. Han
et al. used a game model to analyze the effect of cluster
informal contracts on innovation cooperation among
cluster enterprises and the impact of informal contracts on
innovation cooperation among cluster enterprises [33].
Shen used evolutionary game theory to study firm deci-
sion-making behavior during open innovation [34]. +e
impact of heterogeneous structures on the evolution of
innovation behavior has been discussed based on scale-free
networks [35, 36] (Ma et al.; Su et al.). Some literature use
the evolutionary game method to study the optimal gov-
ernment subsidy. For example, Meng and Zhao discussed
the optimal subsidy that can promote the system to reach
the ideal state by constructing the evolutionary game
model between manufacturers and remanufacturers [37]
(Meng and Zhao). Bi Peng and Chen used evolutionary
game theory to study the cooperative innovation of key
common technologies of the two equipment
manufacturing enterprises, respectively, constructed an
evolutionary game model with or without government
macrocontrol, analyzed the key factors affecting the sta-
bility of system evolution, and pointed out the formulation
of reasonable innovation income distribution scheme and
effective regulation of enterprises by government depart-
ments [38]. Vaida believes that government policies and
financial support are important factors affecting enterprise
technological innovation [39]. Zhang constructs a tri-
partite evolutionary game model involving two
manufacturing enterprises and the government in the
monopolistic competitive market and analyzes the stability
of each party’s strategy selection [40].

2.3. Literature Gaps. Most of the above studies have ex-
amined the impact of financing and government interven-
tion on corporate technological innovation through an
empirical approach, and these studies have clarified the
impact of corporate financing on corporate technological
innovation and the role of government in it. However, most
of these studies have focused on the impact of government
intervention or a single aspect of corporate financing con-
straints. +e interaction between government, financial
institutes, and enterprises is less often discussed. +ere is
also little literature that explores in depth the different in-
vestment options of financial institutes. +is study fills this
gap by analyzing the interaction mechanism between gov-
ernment subsidies, financial institutes’ investment choices,
and enterprises’ R&D investment intensity from a game
perspective. Both equity financing and debt financing ap-
proaches are considered.

3. Research Methods

3.1. Model Overview. Science-tech enterprises, govern-
ment, and financial institutes are very important stake-
holders in innovation strategies. In this study, we will use
the evolutionary game to study the influence of behavior
interaction between the three game agents and analyze the
evolutionary stability of the system under different cir-
cumstances and the important factors affecting its evo-
lutionary stability.

+e three-party game process is shown in Figure 1.

3.2. Model Assumptions

Assumption 1: suppose the three game agents of sci-
ence-tech enterprises, government, and financial in-
stitutes are limited rational agents with the goal of
maximizing their own interests. +ey will constantly
adjust and improve their strategic choices according to
their own benefits in the game process.
Assumption 2: suppose the strategy of science-tech
enterprises is “Innovation with High R&D Intensity” or
“Innovation with Low R&D Intensity.” +e govern-
ment’s strategy is “Subsidy” or “no Subsidy,” and the
strategy of financial institutes is “Equity investment” or
“Debt investment.” +e R&D expense of science-tech
enterprises is all funding by the external financing from
financial institutes and government.
Assumption 3: technological innovation can bring
positive external economy and benefits to the gov-
ernment. +e higher density of R & D investment in
science-tech enterprises α, the higher economic and
social externality multiplier by innovation g, so we
assume gQ >gL.
Assumption 4: reputation multiplier by government
subsidies k(k> 1) enhance the output of enterprise
innovation investment.
Assumption 5: government subsidies can share the risk
of debt investment of financial institutes， so we as-
sume rS > rN.

Computational Intelligence and Neuroscience 3
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3.3. Parameters’ Setting. +e parameters’ setting and ex-
planations in the model are shown in Table 1.

3.4. Model Construction. Science-tech enterprise, govern-
ment, and financial institute make strategic choices based on

self-willing. Assuming that the probability of science-tech
enterprise choosing “innovation with high R & D intensity”
strategy is x, the probability of choosing “innovation with
low R & D intensity” strategy is 1 − x. +e probability of the
government choosing the “subsidy” strategy is y, and the
probability of choosing the “no subsidy” strategy is 1 − y. If
the probability of financial institutes choosing “equity in-
vestment” is Z, the probability of choosing “debt invest-
ment” is 1 − z. Based on above, the income matrix of the
three parties is shown in Table 2.

4. Results and Discussion

4.1. Construct Expectation Function

4.1.1. Enterprise Expectation Function. +e expected return
of enterprises’ choosing strategy Q of “innovation with high
R & D intensity” is EQ, the expected return of enterprises
choosing strategy L of “innovation with low R &D intensity”
is EL, and the average expected return EI will be

EQ � yz FQ + SQ αQβQk +(1 − y)zFQαQβQ + y(1 − z) FQ + SQ αQβQk − FQ rS + 1(  

+(1 − y)(1 − z) FQαQβQ − FQ rN + 1(  ,

EL � yz FL + SL( αLβLk +(1 − y)zFLαLβL + y(1 − z) FL + SL( αLβLk − FL rS + 1(  

+(1 − y)(1 − z) FLαLβL − FL rN + 1(  ,

EI � xEQ +(1 − x)EL.

(1)

4.1.2. Government Expectation Function. +e expected
return of government choosing “subsidy” is ES, the expected

return of choosing “no subsidy” is EN, and the average
expected return EG will be

ES � x FQ + SQ αQβQkgQ − SQ − CG  +(1 − x) FL + SL( αLβLkgL − SL − CG ,

EN � xFQαQβQgQ +(1 − x)FLαLβLgL,

EG � yES +(1 − y)EN.

(2)

4.1.3. Financial Institute Expectation Function. +e expected
return of financial institute choosing “equity investment” is

EE, the expected return of choosing “debt investment” is ED,
and the average expected return EF will be

EE � xy FQ + SQ αQβQkδ + x(1 − y)FQαQβQδ +(1 − x)y FL + SL( αLβLkδ +(1 − x)(1 − y)FLαLβLδ,

ED � xyFQrS + x(1 − y)FQrN +(1 − x)yFLrS +(1 − x)(1 − y)FLrN,

EF � zEE +(1 − z)ED.

(3)

4.2. Malthusian Replicated Dynamic Differential Equation
Solution. +e replicated dynamic differential equation for
the choice of an active strategy by science-tech enterprises,

government, and financial institutes can be expressed as
follows:

Science-Tech

GovernmentFinancial Institute
Risk Share by Subsides

High
 / L

ow
 R

&D
Eq

ui
ty 

/ D
ep

t

High / Low

R&D Intensity (QL)

Subsides / No Subsides

Figure 1: +e three-party game process.
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(1) Science-tech enterprises’ replicated dynamic differ-
ential equation:

F(x) �
dx

dt

� x EQ − EI 

� x(1 − x) EQ − EL 

� x(1 − x) (1 + yk − y) αQβQFQ − αLβLFL  + yk αQβQSQ − αLβLSL  − (1 − z) yrS + rN + 1 − yrN(  FQ − FL  .

(4)

(2) Government’s replicated dynamic differential
equation:

F(y) �
dy

dt

� y ES − EG( 

� y(1 − y) ES − EN( 

� y(1 − y) xαQβQgQ(k − 1)FQ + x αQβQgQk − 1 SQ +(1 − x)αLβLgL(k − 1)FL +(1 − z) αLβLgLk − 1( SL − CG .

(5)

(3) Financial institutes’ replicated dynamic differential
equation:

Table 1: Parameter setting and explanations.

Parameters Explanations
FQ Financial institutes’ investments to enterprises with high R&D intensity
FL Financial institutes’ investments to enterprises with low R&D intensity
αQ R&D expense as % of financing for enterprises with high R&D intensity
αL R&D expense as % of financing for enterprises with low R&D intensity
βQ Revenue per unit R&D expense for enterprises with high R&D intensity
βL Revenue per unit R&D expense for enterprises with low R&D intensity
SQ Government subsidies to enterprises with high R&D intensity
SL Government subsidies to enterprises with low R&D intensity
k Reputation multiplier by government subsidies
CG Administrative costs of government subsidies
gQ Economic and social externality multiplier by innovation of enterprises with high R&D intensity
gL Economic and social externality multiplier by innovation of enterprises with low R&D intensity
δ Equity investment earnings as % of revenue
rS Debt investment yield with government subsidies
rN Debt investment yield without government subsidies
x Probability of enterprises adopting high R&D intensity strategy
y Probability of government adopting subsidy policy
z Probability of equity investment from financial institutes

Computational Intelligence and Neuroscience 5
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F(z) �
dz

dt

� z EE − EF( 

� z(1 − z) EE − ED( 

� z(1 − z) x (yk + 1 − y)αQβQδ − yrS − (1 − y)rN FQ + xykαQβQδSQ +(1 − x) (yk + 1 − y)αLβLδ

− yrS − (1 − y)rNFL +(1 − x)ykαLβLδSL.

(6)

Combining three equations, we will get the replication
power system of science-tech enterprise, government, and
financial institutes as below:

F(x) � x(1 − x) (1 + yk − y) αQβQFQ − αLβLSL  − (1 − z) yrS + rN + 1 − yrN(  FQ − FL  ,

F(y) � y(1 − y) xαQβQgQ(k − 1)FQ + x αQβQgQk − 1 SQ +(1 − x)αLβLgL(k − 1)FL +(1 − z) αLβLgLk − 1( SL − CG ,

F(z) � z(1 − z) x (yk + 1 − y)αQβQδ − yrS − (1 − y)rN FQ + xykαQβQδSQ +(1 − x) (yk + 1 − y)αLβLδ − yrS − (1 − y)rN 

FL +(1 − x)ykαLβLδSL.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

4.3. Strategy Portfolio Stability Analysis

4.3.1. Equilibrium of Dynamic System. According to Takalo
and Tanayama [11]，we can judge the strategy portfolio
stability by analyzing the Jacobian matrix; then, we conduct
the replicated dynamic system Jacobianmatrix:

J �

P11 P12 P13

P21 P22 P23

P31 P32 P33

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (8)
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Among them,

P11 �
zF(x)

zx

� (1 − 2x) (1 + yk − y) αQβQFQ − αLβLFL  + yk αQβQSQ − αLβLSL  − (1 − z) yrS + rN + 1 − yrN(  FQ − FL  ,

P12 �
zF(x)

zy

� x(1 − x) (k − 1) αQβQFQ − αLβLFL  + k αQβQSQ − αLβLSL  − (1 − z) rS − rN(  FQ − F 
L

 ,

P13 �
zF(x)

zz

� x(1 − x) yrS + tarts − with(.,
′
hskip

′
)])})hskip!}substring − after(preceding − sibling :: comment()[starts − with(.,′ hskip′)],′ hskip′)}pt > rN + 1 − yrN) FQ − FL , P21 �

zF(y)

zx
� y(1 − y) αQβQgQ(k − 1)FQ + αQβQgQk − 1 SQ − αLβLgL(k − 1)FL − αLβLgLk − 1( SL , P22 �

zF(y)

zy
� (1 − 2y) xαQβQgQ(k − 1)FQ + x αQβQgQk − 1 SQ +(1 − x)αLβLgL(k − 1)FL +(1 − z) αLβLgLk − 1( SL − CG , P23 �

zF(y)

zz
� 0, P31 �

zF(z)

zx
� z(1 − z) (yk + 1 − y)αQβQδ − yrS − (1 − y)rN FQ + ykαQβQδSQ − (yk + 1 − y)αLβLδ − yrS − (1 − y)rN FL − ykαLβLδSL, P32 �

zF(z)

zy
� z(1 − z) xFQ (k − 1)αQβQδ − rS + rN  + xkαQβQδSQ +(1 − z)FL (k − 1)αLβLδ − rS + rN  +(1 − z)kαLβLδSL , P33 �

zF(z)

zz
� (1 − 2z) x (yk + 1 − y)αQβQδ − yrS − (1 − y)rN FQ + xykα

Q
βQδSQ +(1 − x) (yk + 1 − y)αLβLδ − yrS − (1 − y)rN FL +(1 − x)ykαLβLδSL.

(9)

In the dynamic system composed of three game agents,
assuming F(x) � 0, F (y)� 0, and F (z)� 0, we obtain eight Nash
equilibriumpoints of the system:O(0, 0, 0), A(0, 0, 1), B(0, 1, 0),
C(0, 1, 1), D(1, 0, 0), E(1, 0, 1),F (1, 1, 0), and G(1, 1, 1).

According to Lyapunov’s first law, if the eigenvalues of
the corresponding matrix are all negative, the equilibrium
point is the system’s ESS.+e stability of each point is shown
in Table 3.

4.3.2. Equilibrium Stability Analysis. +e calculations reveal
that this study should analyze the game’s stabilization
strategy in 8 scenarios.

Scenario 1: if the following conditions are satisfied, the
equilibrium is G (1, 1, 1):

αLβL FL + SL( < αQβQ FQ + SQ ,

CG < αQβQgQ(k − 1)FQ + αQβQgQk − 1 SQ,

rSFQ < kαQβQδ SQ + FQ .

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(10)

When αLβL(FL + SL)< αQβQ (FQ + SQ), CG < αQβQgQ

(k − 1)FQ+ (αQβQgQk − 1)SQ, rSFQ < kαQβQδ (SQ +

FQ), the eigenvalues of the Jacobi matrix corresponding
to the evolutionary stability point G(1, 1, 1) are neg-
ative, indicating that G(1, 1, 1) is ESS.+is indicates that
science-tech enterprises choose high R&D intensity
when the benefits from innovation investment of high
R&D intensity firms exceeds that of low R&D intensity
firms. When the socio-economic benefits increased by
government subsidies outweigh the administrative
costs, the government chooses to implement subsidies
for high R&D-intensive enterprises. +erefore, finan-
cial institutes choose to make equity investments when
the return on equity investment in high R&D intensity
enterprises that receive government subsidies is greater
than the return on debt investment.

Scenario 2: if the following conditions are satisfied, the
equilibrium is F (1, 1, 0):

kαLβL FL + SL(  + rS + 1(  FQ − FL < kαQβQ FQ + SQ ,

CG < αQβQgQ(k − 1)FQ + αQβQgQk − 1 SQ,

kαQβQδ SQ + FQ < rSFQ.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(11)

When kαLβL(FL + SL) + (rS + 1) (FQ − FL)< kαQβQ

(FQ + SQ), CG < αQβQgQ(k − 1)FQ + (αQβQgQ

k − 1)SQ, and kαQβQδ(SQ + FQ)< rSFQ, the eigenvalues
of the Jacobi matrix corresponding to the evolutionary
stability point F (1, 1, 0) are negative, indicating that F
(1, 1, 0) is ESS. +is indicates that enterprises choose a
high R&D intensity when the total benefits termed by
the high R&D intensity technology are higher than
those received by the low R&D intensity firm. +e total
benefits include the subsidies received from the gov-
ernment and the resulting reputational value added
(this reputational value added mainly comes in the
form of obtaining lower debt financing costs). +e
government will choose to subsidize high R&D in-
tensity enterprises when the socio-economic benefits of
government subsidies outweigh the administrative
costs. Financial institutes, on the contrary, have a
greater return on debt investment than on equity in-
vestment and therefore choose debt investment.
Scenario 3: if the following conditions are satisfied, the
equilibrium is E (1, 0, 1):

αLβLFL < αQβQFQ,

αQβQgQ(k − 1)FQ + αQβQgQk − 1 SQ <CG,

rN < αQβQδ.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(12)

When αLβLFL < αQβQFQ, αQβQgQ(k − 1)FQ+ (αQβQ

gQk − 1)SQ <CG, and rN < αQβQδ, the eigenvalues of
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the Jacobi matrix corresponding to the evolutionary
stability point E (1, 0, 1) are negative, indicating that E
(1, 0, 1) is ESS. +is indicates that enterprises that
receive equity investment from financial institutes for
high R&D intensity will choose high R&D intensity
when the return is greater than the return for low R&D
intensity. +e government will not subsidize when the
economic and social benefits gained from government
subsidies are not sufficient to offset the cost of ad-
ministration. Financial institutes choose to make equity
investments in high R&D intensity enterprises when
the rate of return on equity investments in science-tech
enterprises is greater than that of return on debt
investments.
Scenario 4: if satisfy the following conditions, the
equilibrium is D (1, 0, 0):

αLβLFL + rN + 1(  FQ − FL < αQβQFQ,

αQβQgQ(k − 1)FQ + αQβQgQk − 1 SQ <CG,

αQβQδ < rN.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(13)

When αLβLFL + (rN + 1)(FQ − FL)< αQβQFQ, αQβQ

gQ(k − 1)FQ + (αQβQgQk − 1)SQ <CG, and αQβQ

δ < rN, the eigenvalues of the Jacobi matrix corre-
sponding to the evolutionary stability point D (1, 0, 0)
are negative, indicating that D (1, 0, 0) is ESS. +is
indicates that enterprises that receive loans from fi-
nancial institutes will choose high R&D intensity when
the return of innovation investment for high R&D
intensity is greater than the return for low R&D in-
tensity. +e government subsidizes when the economic
and social benefits gained from government subsidies
are not sufficient to offset the cost of administration.
Financial institutes choose to make debt investments in
high R&D intensity enterprises when the return on
equity investment in science-tech enterprises is less
than the return on debt investment.
Scenario 5: if the following conditions are satisfied, the
equilibrium is C (0, 1, 1):

αQβQ FQ + SQ < αLβL FL + SL( ,

CG < αLβLgL(k − 1)FL + αLβLgLk − 1( SL,

rSFL < kαLβLδ SL + FL( .

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

When αQβQ(FQ + SQ)< αLβL(FL + SL), CG < αLβLgL

(k − 1)FL + (αLβLgLk − 1)SL, and rSFL < kαLβLδ
(SL + FL), the eigenvalues of the Jacobi matrix corre-
sponding to the evolutionary stability point C (0, 1, 1)
are negative, indicating that C (0, 1, 1) is ESS. +is
indicates that the enterprises choose to make low R&D
intensity, when the benefits of high R&D intensity are
less than the benefits of low R&D intensity. +e gov-
ernment chooses to subsidize when the economic and
social benefits gained from government subsidies
outweigh the administrative costs. Financial institutes
choose to make equity investments in low R&D

intensity enterprises when the return on equity in-
vestment in low R&D intensity science-tech enterprises
is greater than the return on debt investment. Science-
tech enterprises receive government subsidies and
equity financing to invest in R&D.
Scenario 6: if the following conditions are satisfied, the
equilibrium is B(0, 1, 0):

kαQβQ FQ + SQ  − rS + 1(  FQ − FL < kαLβL FL + SL( ,

CG < αLβLgL(k − 1)FL + αLβLgLk − 1( SL,

kαLβLδ SL + FL( < rSFL.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(15)

When kαQβQ(FQ + SQ) − (rS + 1)(FQ − FL)< kαL

βL(FL + SL), CG < αLβLgL(k − 1)FL + (αLβLgL k − 1)

SL, and kαLβLδ(SL + FL)< rSFL, the eigenvalues of the
Jacobi matrix corresponding to the evolutionary sta-
bility point B (0, 1, 0) are negative, indicating that B (0,
1, 0) is ESS. +is indicates that the enterprises choose
low R&D intensity, when the benefits of high R&D
intensity are less than the benefits obtained from low
R&D intensity. +e government chooses to subsidize
when the economic and social benefits gained from
government subsidies outweigh the administrative
costs. Financial institutes choose to make debt in-
vestments in low R&D intensity enterprises when the
return on equity investment is less than the return on
debt investment. Science-tech enterprises receive
government subsidies and debt financing for R&D
investment.
Scenario 7: if the following conditions are satisfied, the
equilibrium is A (0, 0, 1):

αQβQFQ < αLβLFL,

αLβLgL(k − 1)FL + αLβLgLk − 1( SL <CG,

rN < αLβLδ.

⎧⎪⎪⎨

⎪⎪⎩
(16)

When αQβQFQ < αLβLFL, αLβLgL(k − 1)FL + (αLβLgLk

− 1)SL <CG, and rN < αLβLδ, the eigenvalues of the
Jacobi matrix corresponding to the evolutionary sta-
bility point A (0, 0, 1) are negative, indicating that A (0,
0, 1) is ESS. +is indicates that enterprises choose low
R&D intensity when the return of innovation invest-
ment is less. +e government will not subsidize when
the economic and social benefits gained are not suffi-
cient to offset the cost of administration. Financial
institutes choose to make equity investments in low
R&D intensity enterprises when the return is greater
than that on debt investment.
Scenario 8: if the following conditions are satisfied, the
equilibrium is O (0, 0, 0):

αQβQFQ − rN + 1(  FQ − FL < αLβLFL,

αLβLgL(k − 1)FL + αLβLgLk − 1( SL <CG,

αLβLδ < rN.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(17)
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When αQβQFQ − (rN + 1)(FQ − FL)< αLβLFL, αLβLgL

(k − 1)FL + (αLβLgLk − 1)SL <CG, and αLβLδ < rN, the
eigenvalues of the Jacobi matrix corresponding to the
evolutionary stability point O (0, 0, 0) are negative,
indicating that O (0, 0, 0) is ESS. +is indicates that
enterprises will choose low R&D intensity, when the
profit of innovation investment is less. +e govern-
ment will not subsidize when the economic and
social benefits gained from government subsidies are
not sufficient to offset the cost of administration.
Financial institutes choose debt investments in low

R&D intensity enterprises when the return on equity
investments is less than the return on debt
investments.

Based on the above evolutionary gamemodel, we analyze
the eight scenarios of different strategy portfolios chosen by
enterprises, government, and financial institutes. For the
three players, one’s choice is the condition which can in-
fluence other two’s choices. Enterprises choose high R&D
intensity instead of low R&D intensity if the output of
former exceeds that of the latter. Enterprises’ R&D output is
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Figure 2: (a) +ree-dimensional situation of evolutionary trajectory of G(1, 1, 1). (b) Two-dimensional situation of evolutionary trajectory
of G(1, 1, 1).
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Figure 3: (a) +ree-dimensional situation of evolutionary trajectory of F (1, 1, 0). (b) Two-dimensional situation of evolutionary trajectory
of F (1, 1, 0).
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closely related to the strategy choices of the government and
financial institutes.+e government chooses provide subsidy
if its benefits exceed its costs. As the government pays at-
tention to broad economic and social targets, the benefits
include not only the R&D output itself but also economic
and social externalities and the regulation effect to enter-
prises. +e cost includes subsidies as well as administrative
costs. Financial institutes make strategy choices between
equity investment and debt investment based on their in-
vestment yields. +e debt investment yield is different with
government subsidies from that without government
subsidies.

5. Numerical Simulation

5.1. >e Evolutionary Trajectory of ESS. For analyzing the
dynamic evolution process, the strategy evolution process of
the tripartite game in different scenarios can be simulated by
changing the parameter settings. In this section, different
stability conditions are brought into MATLAB R2022a to
simulate the evolutionary trajectory.

(1) Assume FQ � 100, FL � 80, αQ � 0.3, αL � 0.2,
βQ � 1.5, βL � 1.2, SQ � 10, SL � 8, k � 1.2, CG � 1,
gQ � 1.2, gL � 1.1, δ � 0.3, rS � 0.05, and rN � 0.08.
+e evolutionary trajectory ofG (1, 1, 1) is featured in
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Figure 4: (a) +ree-dimensional situation of evolutionary trajectory of E (1, 0, 1). (b) Two-dimensional situation of evolutionary trajectory
of E (1, 0, 1).
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Figure 5: (a) +ree-dimensional situation of evolutionary trajectory of D (1, 0, 0). (b) Two-dimensional situation of evolutionary trajectory
of D (1, 0, 0).
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Figure 2(a). When the initial probabilities of all three
parties are 0.4, the evolutionary trajectory is dis-
played in Figure 2(b).

(2) Assume FQ � 100, FL � 80, αQ � 0.3, αL � 0.2,
βQ � 1.5, βL � 1.2, SQ � 10, SL � 8, k � 1.2, CG � 1,
gQ � 1.2, gL � 1.1, δ � 0.1, rS � 0.06, and rN � 0.08.
+e evolutionary trajectory of F (1, 1, 0) is featured in
Figure 3(a). When the initial probabilities of all three
parties are 0.4, the evolutionary trajectory is dis-
played in Figure 3(b).

(3) Assume FQ � 100, FL � 80, αQ � 0.3, αL � 0.2,
βQ � 1.5, βL � 1.2, SQ � 10, SL � 8, k � 1.1, CG � 1,
gQ � 1.1, gL � 1.05, δ � 0.3, rS � 0.06, and rN � 0.08.
+e evolutionary trajectory of E (1, 0, 1) is featured in
Figure 4(a). When the initial probabilities of all three
parties are 0.4, the evolutionary trajectory is dis-
played in Figure 4(b).

(4) Assume FQ � 100, FL � 80, αQ � 0.3, αL � 0.2,
βQ � 1.5, βL � 1.2, SQ � 10, SL � 8, k � 1.1, CG � 1,
gQ � 1.1, gL � 1.05, δ � 0.1, rS � 0.06, and rN � 0.08.
+e evolutionary trajectory of D (1, 0, 0) is featured
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Figure 6: (a) +ree-dimensional situation of evolutionary trajectory of C (0, 1, 1). (b) Two-dimensional situation of evolutionary trajectory
of C (0, 1, 1).
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Figure 7: (a) +ree-dimensional situation of evolutionary trajectory of B (0, 1, 0). (b) Two-dimensional situation of evolutionary trajectory
of B (0, 1, 0).
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in Figure 5(a). When the initial probabilities of all
three parties are 0.4, the evolutionary trajectory is
displayed in Figure 5(b).

(5) Assume FQ � 100, FL � 95, αQ � 0.3, αL � 0.2,
βQ � 1.05, βL � 1.7, SQ � 10, SL � 8, k � 1.2, CG � 1,
gQ � 1.2, gL � 1.1, δ � 0.3, rS � 0.05, and rN � 0.08.
+e evolutionary trajectory of C (0, 1, 1) is featured
in Figure 6(a). When the initial probabilities of all
three parties are 0.4, the evolutionary trajectory is
displayed in Figure 6(b).

(6) Assume FQ � 100, FL � 95, αQ � 0.3, αL � 0.2,
βQ � 1.05, βL � 1.7, SQ � 10, SL � 8, k � 1.2, CG � 1,
gQ � 1.2, gL � 1.1, δ � 0.1, rS � 0.06, and rN � 0.08.
+e evolutionary trajectory of B (0, 1, 0) is featured in
Figure 7(a). When the initial probabilities of all three
parties are 0.4, the evolutionary trajectory is dis-
played in Figure 7(b).

(7) Assume FQ � 100, FL � 95, αQ � 0.3, αL � 0.2,
βQ � 1.05, βL � 1.7, SQ � 10, SL � 8, k � 1.1, CG � 1,
gQ � 1.1, gL � 1.05, δ � 0.3, rS � 0.06, and rN � 0.07.
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Figure 8: (a) +ree-dimensional situation of evolutionary trajectory of A (0, 0, 1). (b) Two-dimensional situation of evolutionary trajectory
of A (0, 0, 1).
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Figure 9: (a)+ree-dimensional situation of evolutionary trajectory of O (0, 0, 0). (b) Two-dimensional situation of evolutionary trajectory
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+e evolutionary trajectory of A (0, 0, 1) is featured
in Figure 8(a). When the initial probabilities of all
three parties are 0.4, the evolutionary trajectory is
displayed in Figure 8(b).

(8) Assume FQ � 100, FL � 95, αQ � 0.3, αL � 0.2,
βQ � 1.05, βL � 1.7, SQ � 10, SL � 8, k � 1.1, CG � 1,
gQ � 1.1, gL � 1.05, δ � 0.1, rS � 0.06, and rN � 0.08.
+e evolutionary trajectory of O (0, 0, 0) is featured
in Figure 9(a). When the initial probabilities of all
three parties are 0.4, the evolutionary trajectory is
displayed in Figure 9(b).

5.2. Single-Factor Sensitivity Analysis

5.2.1. Impact of Reputation Multiplier by Government
Subsidies. To evaluate the impact of reputation multiplier
“k” by government subsidies on the evolutionary outcomes
and trajectories of the innovation tripartite ESS, numerical
simulations were conducted in this study. Set the initial
parameters as follows. F (1, 1, 0): FQ �100, FL � 80, αQ � 0.3,
αL � 0.2, βQ � 1.5, βL � 1.2, SQ � 10, SL � 8, k � 1.2, CG � 1,
gQ � 1.2, gL � 1.1, δ � 0.1, rS � 0.06, and rN � 0.08.

Let k � 1.6, 1.4, 1.2, 1.1, 1 and keep other parameters
constant; the evolutionary outcomes and trajectories of
tripartite ESS are as shown in Figures 10(a)–10(c). +is
indicates that the size of the reputation multiplier from
government subsidies does not affect the R&D intensity of
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Figure 10: Impact of the reputation multiplier by government subsidies “k” for (a)kscience-tech enterprises; (b) for government; (c) for
financial institutes.
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science-tech enterprises. +is means that enterprises will
choose to invest in high R&D regardless of whether gov-
ernment subsidies send a positive signal to the market. As
the reputation multiplier from government financial sub-
sidies increases for enterprises, the government is more
willing to provide subsidies to enterprises. However, for
financial institutes, the reputation multiplier from govern-
ment subsidies affects the investment decisions of financial
institutes. As the reputation multiplier decreases, financial
institutes will be more inclined to invest in debt and will
accelerate the rate of evolution.

5.2.2. Impact of Economic and Social Externality Multiplier
by Innovation. To evaluate the impact of economic and

social externality multiplier “gQ” by innovation of enter-
prises with high R&D intensity on the evolutionary out-
comes and trajectories of the innovation tripartite ESS,
numerical simulations were conducted in this study. Set the
initial parameters as follows. F (1, 1, 0): FQ �100, FL � 80,
αQ � 0.3, αL � 0.2, βQ � 1.5, βL � 1.2, SQ � 10, SL � 8, k � 1.2,
CG � 1, gQ � 1.2, gL � 1.1, δ � 0.1, rS � 0.06, and rN � 0.08.

Let gQ � 1.4, 1.2, 1.1, 1, 0.9 and keep other parameters
constant; the evolutionary outcomes and trajectories of
tripartite ESS are as shown in Figures 11(a)–11(c). +is
indicates that, as the economic and social externalities from
innovation by high R&D intensity enterprises increase, the
government is more willing to subsidize enterprises, and
enterprises are more willing to choose high R&D intensity.
In contrast, a negative economic and social externality from
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Figure 11: Impact of economic and social externality multiplier by innovation of enterprises with high R&D intensity “gQ” (a) gQfor
science-tech enterprises; (b) for government; (c) for financial institutes.
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a firm’s innovation, i.e., a multiplier less than 1, increases the
probability that the government will choose not to subsidize
and that it will accelerate the rate of evolution. However,
regardless of whether the socio-economic externality is
positive or negative, financial institutes tend to choose debt
investment to protect against risk.

5.2.3. Impact of Revenue per Unit R&D Expense for Enter-
prises with High R&D Intensity. To evaluate the impact of
revenue per unit R&D expense for enterprises with high
R&D intensity “βQ” on the evolutionary outcomes and
trajectories of the innovation tripartite ESS, numerical
simulations were conducted in this study. Set the initial
parameters as follows. F (1, 1, 0): FQ �100, FL � 80, αQ � 0.3,

αL � 0.2, βQ � 1.5, βL � 1.2, SQ � 10, SL � 8, k � 1.2, CG � 1,
gQ � 1.2, gL � 1.1, δ � 0.1, rS � 0.06, and rN � 0.08.

Let βQ � 2, 1.8, 1.5, 1.1, 1 and keep other parameters
constant; the evolutionary outcomes and trajectories of tri-
partite ESS are as shown in Figures 12(a)–12(c).+is indicates
that science-tech enterprises are more inclined to high R&D
intensity as the revenue per unit of R&D expense for en-
terprises with high R&D intensity, and vice versa. +e
probability of government subsidies also increases with the
revenue per unit of R&D expense for enterprises with high
R&D intensity increases. Financial institutes increase the
probability of debt investment as the revenue per unit of R&D
expense for enterprises with high R&D intensity decreases.

5.2.4. Impact of Equity Investment Earnings as % of Revenue.
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Figure 12: Impact of revenue per unit R&D expense for enterprises with high R&D intensity “βQ” (a)βQfor Science-Tech Enterprises; (b) for
government; (c) for financial institutes.
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To evaluate the impact of equity investment earnings as % of
revenue “δ” for science-tech enterprises “δ” on the evolu-
tionary outcomes and trajectories of the innovation tri-
partite ESS, numerical simulations were conducted in this
study. Set the initial parameters as follows. F (1, 1, 0):
FQ � 100, FL � 80, αQ � 0.3, αL � 0.2, βQ � 1.5, βL � 1.2,
SQ � 10, SL � 8, k � 1.2, CG � 1, gQ � 1.2, gL � 1.1, δ � 0.1,
rS � 0.06, and rN � 0.08.

Let δ � 0.05, 0.1, 0.2, 0.3, 0.4 and keep other parameters
constant; the evolutionary outcomes and trajectories of
tripartite ESS are as shown in Figures 13(a)–13(c). +is
indicates that the probability of choice by firms and gov-
ernment is not affected by equity investment earnings as %
of revenue. Regardless of the return on equity investment,

science-tech enterprises will tend to choose high R&D in-
tensity, while the government will tend to choose subsidies.
However, as the rate of return on equity investment in-
creases, financial institutes will increase the probability of
making equity investments in science-tech enterprises.

6. Conclusion

+is study focuses on the tripartite decision-making
mechanism between government, financial institutes, and
technology companies on subsidies, investment patterns,
and R&D intensity. +e following conclusions are drawn
from the study in this paper.
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Figure 13: Impact of equity investment earnings as % of revenue “δ” (a)δfor science-tech enterprises; (b) for government; (c) for financial
institutes.
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First, enterprises can attract government subsidy by
boosting economic and social externalities. +e higher
density of R & D investment in the science-tech enterprises
is, the higher positive external economy and benefits to the
government is. As the government pays attention to broad
economic and social targets, enterprises can choose the R&D
projects with high positive economic and social externalities
to provide incentive to the government to provide subsidy.

Second, government subsidy policy can influence the
choices of enterprises and financial institutes. +e govern-
ment subsidies to enterprises with high R&D intensity will
improve the innovation output by the innovation invest-
ment and reputation multiplier. So, the government can
implement subsidy policy to attract enterprises to make
high-intensive R&D activity and financial institutes to make
equity investment. For small high-tech startups, government
subsidy can improve their reputation in the market, which
can help them to raise fund in the market and find good
partners and increase the R&D output efficiency. It would be
a better approach for the government to improve the market
credible evaluation and subsidy recognition system for high-
tech companies as a way to increase their reputation mul-
tiplier. In reality, government subsidies can take many forms
and tax credit, for R&D expense is a popular policy.

+ird, financial institutes’ strategy choice is influenced
by investment yield difference and can influence enterprises’
R&D intensity choices. +e policymakers can boost equity
investment and R&D activity by developing capital market
and optimizing subsidy policy. Supporting enterprises with
high R&D intensity to go listing can attract financial in-
stitutes to make equity investment and enterprises to choose
high R&D intensity strategy.

+e above research results provide a good reference for
policymakers to develop strategies for innovation. However,
some limitations of this study still exist: this study only
considers the effect of government subsidy behavior on the
choice of investment patterns of financial institutions and the
R&D intensity of firms, without further examining the effect
of other incentive approaches. At the same time, research
institutes (including universities and other institutes) need to
be included in the analytical framework for exploration.+us,
multiparty decisions under multiple government incentive
discretionary decisions will be the next step of research.
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-e industrial control data set has many features and large redundancy, which has a certain impact on the training speed and
classification results of the neural network anomaly detection algorithm. However, features are independent of each other, and
dimension reduction often increases the false positive rate and false negative rate. -e feature sequencing algorithm can reduce
this effect. In order to select the appropriate feature sequencing algorithm for different data sets, this paper proposes an adaptive
feature sequencing method based on data set evaluation index parameters. Firstly, the evaluation index system is constructed by
the basic information of the data set, the mathematical characteristics of the data set, and the association degree of the data set.
-en, the selection model is obtained by the decision tree training with the data label and the evaluation index, and the suitable
feature sequencing algorithm is selected. Experiments were conducted on 11 data sets, including Batadal data set, CICIDS 2017,
and Mississippi data set. -e sequenced data sets are classified by ResNet. -e accuracy of the sequenced data sets increases by
2.568% on average in 30 generations, and the average time reduction per epoch is 24.143%. Experiments show that this method
can effectively select the feature sequencing algorithm with the best comprehensive performance.

1. Introduction

With the development of industrial control systems [1] and
digital communication technology, the industrial control
network needs to face more and more external network
access attacks [2–3]. -erefore, more research has been
carried out on anomaly detection algorithm [4–8]. However,
in the process of digitization, the feature dimensions in
industrial control data increase, which increases the com-
plexity of data processing tasks. -is leads to the increase in
learning cost and memory cost in anomaly detection, which
limits the establishment of the learning model [9]. How to
reduce the complexity between features and speed up the
establishment of the model has become an urgent problem
to be solved.

Methods in feature engineering are often used to reduce
the complexity of features. Porizka et al. [10] applied the

principal component analysis algorithm to the Laser-In-
duced Breakdown Spectroscopy to process the detected
multivariate signals (characteristic spectrum), but the
principal component analysis algorithm will map the
characteristic data, and the results are different from the
original features. Chen et al. [11] used the ant colony al-
gorithm to select features, eliminate redundant features, and
improve the speed of deep reinforcement learning training,
but the generalization ability of the model decreases after
reducing features.

Feature sequencing methods have been widely used in
various engineering projects, such as filtering method [12],
Pearson correlation coefficient, Spearman correlation co-
efficient [13], information entropy [14], Lasso [15], elastic
network [16], recursive feature elimination based on SVM
[17], Bayesian kernel model [18], and gradient learning
[19]. In addition, there are many studies on the application
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in specific scenes. Pandeya et al. [20] applied the REF al-
gorithm to the risk feature identification in the banking
industry, designated the features of the data according to
the value of credit risk classification, evaluated its value
through repeated sampling, and gave weight. -en, these
weights are used to separate the adjacent data of the same
and different credit risks to complete the risk feature se-
quencing. In the structural damage detection of civil
housing, Zhou et al. [21] processed the collected vibration
acceleration signal through wavelet packet decomposition
and converted it into the initial energy feature set, then
eliminated the least important features through the RF-
REF algorithm, evaluated the importance of the important
sequence of features, and completed the reordering of
features. Matej et al. [22] studied the problem of finding
biomarkers, used random forest and RReliefF algorithms
for feature sequencing, and compared the forward feature
addition curve and reverse feature addition curve of the two
algorithms in two different data sets, as well as the se-
quencing stability.

-e above references all introduce feature sequencing
algorithms, but the effect of the feature sequencing method
on different data sets is obviously different. When the
consistency between the method and the application scene
features is low, there will be problems such as selection
redundancy, unable to detect the relationship between all
features, and high computational complexity [23, 24]. -is
paper presents a method to quickly find an appropriate
feature reordering algorithm for data sets.

In view of the above problems, the main objectives of this
paper could be summarized as follows: (1) Establish the
evaluation index system of basic information of the data set.
(2) Complete the adaptive feature sequencing method.

-e current work can be divided into five sections.
Section 1 introduces the necessity of improving the feature
sequencing algorithm in an industrial control system. Sec-
tion 2 describes the methods used in the current work.-en,
Section 3 describes the experimental design. Section 4 de-
scribes the results, and the discussion and conclusion are
described in detail in Section 5.

2. Method

In the field of industrial control anomaly detection, the
feature sequencing algorithm is a preprocessing algorithm
used in neural networks to detect system parameter infor-
mation, mainly to solve the impact of the correlation un-
certainty between dimensions on the neural network
algorithm.-e algorithm in this paper is mainly divided into
an evaluation index system and decision tree model con-
struction, as shown in Figure 1.

In this paper, the experimental data set is input, and the
sequenced data set after sequencing is obtained by different
feature sequencing algorithms. -en, the parameters of the
sequenced data set in the evaluation index system are cal-
culated. Finally, the Gini coefficient is used to construct the
decision tree model to complete the selection method and
realize the program function. -e specific steps are shown in
Figure 2.

2.1. Evaluation Index System. After investigation, a set of
evaluation index systems was established to analyze the
characteristics of different data sets from multiple per-
spectives [25, 26]. In this paper, the evaluation index system
is constructed from the basic information of the data set, the
mathematical characteristics of the data set, and the degree
of association of the data set. -e mathematical character-
istics include data distribution, data association, and data
collinearity. Finally, the evaluation indexes include 8 indexes
in 3 categories and 5 subcategories. For different data sets
and different feature sequencing algorithms, the evaluation
indexes are used to evaluate the data sets. -e indicators are
shown in Table 1.

2.1.1. Evaluation Indexes

(1) .e Number of Dimensions. -e number of dimensions
can reflect the complexity of the data set. Generally speaking,
the more dimensions of the data set, the more information
the data set contains.

(2) .e Number of Categories. -e number of categories is
different in data sets. In the case of similar data collective
quantity, the more categories the numbers represent, the
more the data types contained and the higher the complexity
of the data set. -e number of classifications will directly
affect the algorithm’s detection effect of the data set.
-erefore, the number of classifications is also used as the
evaluation index parameter of the data set.

(3) Variance. Variance is a disperse measurement of a
random variable or set of data in probability theory and
statistics. Large variance indicates high degree of data dis-
persion, and small variance indicates strong degree of data
aggregation.

(4) .e Imbalance Ratio between Categories. In multi-
classification data sets, each category contains different
sample sizes. -is situation leads to unbalanced distribution
among data categories, which can be measured by the im-
balance ratio (IR) between categories. -e larger the value of
IR is, the more unbalanced the category distribution of
sample data is, which will easily affect the classification
accuracy.

(5) KL Divergence. KL divergence is used to calculate the
cumulative difference between the information entropy of
real events and the information entropy of theoretical fitting.
It can be used to measure the distance between two di-
mensional distributions. When the distribution in two di-
mensions is the same, KL divergence is zero. When the
difference of the two dimensional distributions increases, KL
divergence also increases.

(6) Curve Fitting Degree. Curve fitting degree (CFD) is also
an embodiment of data repetition. -e degree of data trend
repetition can be measured by CFD. -e degree of data
redundancy in industrial control system can be calculated by
CFD.

2 Computational Intelligence and Neuroscience
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Figure 1: Technical subdivision of the industrial control field.
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(7) Variance Inflation Coefficient. Variance inflation coef-
ficient (VIF) tests the linear correlation between features of
the data set. -is index parameter can select features with
strong independence and increase the interpretability of the
model.

(8) Feature Select Ratio. Feature selection can calculate the
degree of association between dimensions, so the proportion
of feature selection is taken as the evaluation index. When
the feature selection method is used for feature screening of
data sets, the number of retained features of different data
sets is different. For example, the Lasso algorithm was used
to select features from the Mississippi data set [27] and only
4 features were retained and 22 features were deleted. -e
same feature selection method was used for feature selection
of the CICIDOS 2019 data set, and 34 features were retained
and 4 features were deleted. -e same feature selection
method has a significant difference in the proportion of
deleted features in the data set. -erefore, the proportion of
retained features by feature selection is directly related to the
characteristics of the data set, which can be used to measure
the gap between data sets. -e calculation formula of feature
selection ratio is as follows:

RFS �
NFS

N
, (1)

where N is the number of dimensions of the data set, NFS is
the number of features obtained by feature selection of the
data set through Lasso algorithm, and RFS is the proportion
of features selected by feature selection algorithm in all
dimensions.

2.1.2. Calculation of the Evaluation Index System.
According to the feature sequencing method mentioned
above, different methods were used to conduct feature se-
quencing for each data set and then the above-mentioned

evaluation indexes were calculated. -e evaluation index
parameter result of each data set was calculated as the pa-
rameters of this data set. After all data sets were calculated,
the evaluation index parameter set was obtained.

In order to verify the above-mentioned evaluation index,
five different data sets were selected to calculate the above-
mentioned indicators, respectively. Data sets include the
Mississippi data set [27], Oil Depot data set, the CICIDS
2017 [28], the Wine data set [29], and the Csgo data set [30].
-e results are shown in Figure 3.

As shown in Figure 3, the above-mentioned evaluation
indexes have great differences in different data sets. And,
indexes are highly independent of each other in distribution,
which can distinguish different data sets. When using de-
cision tree algorithm for classification, each index parameter
can be used as a feature to construct nodes and then the
parent-child relationship between nodes can be constructed
according to the calculation results of evaluation indexes.
-e selected index parameter can reflect the situation of data
sets from different angles and is suitable for decision tree
algorithm.

2.1.3. Label. -e data sets are labeled according to the se-
quencing algorithm of different features. According to the
accuracy and time of the classification algorithm in the
sequencing data set, the calculation formula of identification
principle is as follows:

Accix� MAX Acci1,Acci2, . . . ,Accij . (2)

Accij is the accuracy of abnormal detection neural network
after the JTH feature sequencing algorithm is adopted for the
Ith data set, and x is the selection method to select the x
method for feature sequencing. When the same data set has
more than one of the same highest accuracy (usually 100%
accuracy at the same time), we use time to identify. -e
calculation formula is as follows:

Accix1 � Accix2 � · · · · · · � Accixk � MAX Acci1,Acci2, . . . . . . ,Accij ,

Timeix � MAX Timeix1,Timeix2, . . . . . . ,Timeixk( .

⎧⎨

⎩ (3)

Table 1: Evaluation indexes.

Classification Evaluation index Abbreviation

Basic information -e number of dimensions Dimension
-e number of categories Category

Mathematical characteristics, data distribution Variance \
-e imbalance ratio between categories IR

Mathematical characteristics, data association KL divergence KL
Curve fitting degree CFD

Mathematical characteristics, data collinearity Variance inflation factor VIF
Degree of association Feature select ratio FS-R

4 Computational Intelligence and Neuroscience
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Timeixk is the K TH of the sequencing algorithm with the
highest accuracy among the remaining feature sequencing
algorithms for the Ith data set and the time of each sub-
stitution of neural network anomaly detection. After the
selection result is method X, the data set is labeled as X.

2.2. Feature Sequencing Algorithm. Feature sequencing al-
gorithm can find the dimension with high importance, and it
can sequence features according to the importance score to
change the distance between features. By this method, we
can solve the problem of uncertain correlation between
adjacent dimensions of industrial control system data and
achieve convergence acceleration effect of anomaly detection
algorithm through feature sequencing algorithm. In the
previous experiment, Lasso regularization feature selection
algorithmwas used for feature sequencing, but the algorithm
has different effects on different data sets. -erefore, this
paper selects several common feature processing methods as
feature sequencing algorithm for experiment.

Common sequencing methods include feature selection
method, regularization method, random forest method, and
top-level selection method. After the investigation, this
paper selected a total of 4 categories and 7 algorithms, in-
cluding Pearson correlation coefficient [13], linear regres-
sion, L1 regularization [31], L2 regularization [32], random
forest [33], stability selection top-level selection algorithm
[34], and recursive feature elimination top-level selection
algorithm [35]. -e experiment of selecting suitable feature
sequence algorithm is carried out. -e selection algorithm is
shown in Table 2.

2.3. Decision Tree Model Construction. Decision trees
[36–38] can use complex nonlinear models to fit the data and
change the measurement of impurity for regression analysis.
Similar to the linear regression model, corresponding loss
function is used and decision tree is used for regression to
measure impurity [39]. -e decision tree is constructed by
taking evaluation indexes of each data set as nodes, and the
most suitable feature selection algorithm is selected for
different data sets after the evaluation index parameter sets
and labels are passed in. -e specific steps are as follows.

(1) Feature Splitting Node. All features are traversed, and the
change value of information entropy before and after di-
viding the data set is calculated by H(X). -en, the feature
with the largest change of information entropy is selected as
the basis for dividing the data set, that is, the feature with the
largest information gain is selected as the split node.

H(X) � − 
x∈X

p(x)log p(x). (4)

Here, p(x) represents the probability of the occurrence
of element x in the dimension. When the probability p(x) is
closer to 0 or 1, the value of information entropy is smaller.
When the probability value is 1, the information entropy is 0
and the data category is single. In feature selection, the
feature with the maximum information gain is selected,
which physically makes the data transform in a single di-
rection as far as possible. Information gain is a measure of
the degree to which data become more sequenced.

(2) Decision Tree Construction. Firstly, the information
entropy before data set partition is calculated. Secondly, the
information entropy after dividing the data set according to
each feature is calculated, and the feature with the largest
information gain is selected as the data partition node to
divide the data. Finally, all sub-data sets after partition are
recursively processed, and the above steps are repeated from
the features that have not been selected to select the optimal
data partition feature to partition the molecular data set.

Recursion generally ends under two conditions: all
features have been used or the information entropy gain
after partition is small enough, that is, as many divided
numbers as possible belong to the same category.
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Figure 3: Effect pictures of evaluation indexes in different data sets.

Table 2: List of feature sequencing algorithms.

Category Algorithm Abbreviation

Feature selection
method

Pearson correlation
coefficient Pearson

Linear regression Linear

Regularization method Lasso regularization Lasso
Ridge regularization Ridge

Random forest method Random forest RF

Top-level selection
method

Stability selection SS
Recursive feature

elimination RFE
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(3) Decision Tree Pruning. Due to the influence of noise and
other factors, the values of some features of the sample do
not match the categories of the sample itself and some
branches and leaves of the decision tree generated based on
these data will produce some errors. Especially in the de-
cision tree near the end of the branches and leaves, due to
fewer samples, the interference of irrelevant factors becomes
more prominent. -e resulting decision tree may be over-
fitting, so the classification speed and accuracy of the whole
decision tree can be improved by deleting unreliable
branches by pruning.

After the establishment of the decision tree, it only needs
to input the result data of the evaluation index parameter to
select a matching feature sequencing algorithm, thus
completing the design of the adaptive algorithm.

3. Experiment Details

-e experiment environment is as follows:

Operating System Windows Server 2016 Datacenter
CPU Intel(R) Xeon(R) CPU E5-2650 v4 @ 2.20GHz
GPU NVIDIA GeForce GTX 1080 Ti
Runtime Environment Python 3.8
Pytorch 1.7.0

3.1. Data Set. -ere were 11 data sets used in experiment,
including Batadal data set [40], CICIDS 2017 [28], Mis-
sissippi data set [27], Oil Depot data set (self-build data set),
Csgo data set [30], Mail data set [41], Water Quality data set
[42], Wine data set [29], Mobile Phone Price data set [43],
Mnist in Csv data set [44], and Music Genre data set [45].

Batadal data set is part of the Singapore water plant data set,
which is established by Itrust, the network security research
center of the university of science and technology design of
Singapore. -e data set is a full physical medium-sized water
supply network, c-town water system. -e system includes 1
independent reservoir, 5 valves, 5 pump stations, 11 pumps, 7
storage tanks, 388 interfaces, and 423 pipelines. From the as-
pects of safe water treatment andwater supply system, the actual
operation state of the system and the real data after the attack are
sorted and recorded to form multiple public data sets for
competition.

CICIDS 2017, published by the Canadian Institute for
Cybersecurity (CIC) at the University of New Brunswick in
Fredericton, is one of the several research public data sets for
cybersecurity science research. It is an intrusion detection
evaluation data set with positive and negative samples.

-e Mississippi data set was published by Mississippi State
University. In order to study the network traffic of the SCADA
system under normal and attacked conditions, Mississippi State
University constructed a set of SCADA systems based on all
physical objects in 2014 and build a set of standardized data set.
-e data set includes network flow, process control, and process
measurement characteristics of 28 attacks against two labora-
tory industrial control systems using the MODBUS application
layer protocol. -e natural gas tank data set is the underlying

business data set containing the attack.-e attack types include
reconnaissance attacks, response injection attacks, command
injection attacks, and Denial-of-Service (DoS) attacks.

In addition, the Oil Depot data set is a data set provided
by the cooperative unit, including 132,000 pieces of data and
126 feature dimensions. -e positive and negative samples
are divided into 11 classes. -e other 7 data sets are public
data sets released by the KAGGLE platform, and all data sets
are in CSV format.

Some basic information of the data set is shown in
Table 3.

3.2. Experimental Procedure. -e experimental steps are as
follows:

(1) 11 data sets were divided into training sets and
testing sets, among which 8 training data sets were
used for model training and 3 test data sets were used
for model testing

(2) All data set evaluation indexes were calculated, and
the specific indicators are shown in Section 2.1.1

(3) Feature sequencing algorithm is used to preprocess 8
training data sets, and each feature sequencing al-
gorithm generates a sequenced data set according to
the original data set

(4) Sequenced data sets are classified using anomaly
detection algorithm to obtain accuracy and running
time

(5) -e indicators of the training data set in Step 2 are
taken as features, each data set is labeled according to
the results of Step 4 as reference, they are input into
the decision tree for training, and the selectionmodel
is obtained

(6) -e test data and indicators in Step 2 are input as
features into the decision tree selection model to
obtain the selection results

4. Result Analysis

-e experimental data sets were divided into training set and
testing set. -e training set include Batadal data set, Oil
Depot data set, Csgo data set, Mail data set, Water Quality
data set, Mobile Phone Price data set, Mnist in Csv data set,
and Music Genre data set. -e testing set includes CICIDS
2017, Mississippi data set, and Wine data set. According to
the calculation results of evaluation indexes, the training set
is selected for decision tree generation and the feature se-
quencing algorithm is selected by the generation model.

ResNet anomaly detection algorithm was adopted in the
experiment, and most of the final accuracy reached 100% in
the processing of the above-mentioned data sets. In order to
facilitate comparison, the stable results of iteration 30
generations were used in the experiment and the calculation
accuracy and iteration speed were adopted. -e results are
shown in Table 4.

Table 4 shows the classification results of data sets in the
training set by the ResNet algorithm. Accuracy refers to the
accuracy of the result, and time refers to the classification
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time. -e bold part is the optimal item label determined
according to the identification principle. After confirming
the evaluation index parameters and labeling of the training
set, the training set was input into the decision tree to
complete the construction of the decision tree. -en, the
testing set evaluation index parameter data were input to
obtain the decision tree selection result of the testing set.

Table 5 shows the classification results of data sets in the
testing set by the ResNet algorithm. -e bold part is the
decision result of the decision tree model. -e comparison
between the selected result and the results of other methods
shows that the feature sequencing algorithm selected by the
model on the three testing sets is optimal or better.

After the adaptive algorithm selects the optimal feature
sequencing algorithm for sequencing, the results of the
anomaly detection algorithm are compared with those be-
fore sequencing, as shown in Table 6.

From the bold part in Table 6, it can be seen that the
results of 11 data sets after sequencing are generally better
than those before and after sequencing except Csgo data set.
-e comparison of the two indicators is shown in Figure 4.

Figure 4 shows the comparison of accuracy and time
before and after the sequencing algorithm for each data set.
On the left is the accuracy comparison chart. It can be seen
that the accuracy of Csgo data sets after sequencing is slightly
lower than before, and the accuracy of other data sets is

Table 3: Data set information.

Name Dimension Category
Batadal data set 124 2
CICIDS 2017 79 6
Mississippi data set 27 8
Oil Depot data set 126 11
Csgo data set 95 2
Mail data set 3000 2
Water Quality data set 10 2
Wine data set 12 2
Mobile Phone Price data set 21 4
Mnist in Csv data set 784 10
Music Genre data set 26 10

Table 4: Classification results of training data sets in ResNet.

Pearson Linear Lasso Ridge RF SS RFE

Batadal data set Accuracy 100.00% 95.833% 95.833% 97.917% 97.917% 93.750% 93.750%
Time 7.622 7.621 7.625 7.618 7.619 7.622 7.621

Oil Depot data set Accuracy 94.989% 91.770% 92.060% 91.838% 92.815% 92.077% 92.614%
Time 3.658 3.703 3.682 3.713 3.693 3.685 3.686

Csgo data set Accuracy 99.219% 97.344% 98.125% 98.281% 94.375% 97.500% 97.188%
Time 3.357 3.367 3.365 3.335 3.335 3.364 3.361

Mail data set Accuracy 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
Time 0.527 0.527 0.526 0.526 0.527 0.526 0.527

Water Quality data set Accuracy 94.375% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
Time 2.296 0.068 0.068 0.069 0.069 0.068 0.068

Mobile Phone Price data set Accuracy 98.854% 98.750% 99.063% 97.396% 98.438% 97.708% 97.917%
Time 0.654 0.658 0.658 0.660 0.660 0.661 0.654

Mnist in Csv data set Accuracy 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
Time 1.498 1.504 1.505 1.508 1.504 1.508 1.500

Music Genre data set Accuracy 99.566% 98.772% 93.149% 97.264% 96.288% 96.479% 95.851%
Time 0.653 0.663 0.660 0.659 0.660 0.657 0.661

Table 5: Classification results of testing data sets in ResNet.

Pearson Linear Lasso Ridge RF SS RFE

CICIDS 2017 Accuracy 100.00% 99.349% 98.891% 99.193% 98.734% 99.427% 99.359%
Time 1.035 1.036 1.033 1.032 1.033 1.035 1.034

Mississippi data set Accuracy 98.532% 92.617% 91.412% 92.227% 92.656% 92.148% 92.026%
Time 2.484 2.485 2.470 2.551 2.515 2.481 2.482

Wine data set Accuracy 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
Time 0.037 0.037 0.037 0.037 0.037 0.037 0.037

Computational Intelligence and Neuroscience 7
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Table 6: Comparison of data sets before and after feature sequencing algorithm.

Data sets Before sequencing After sequencing

Batadal data set Accuracy 95.833% 100.00%
Time 7.630 7.622

CICIDS 2017 Accuracy 100.00% 100.00%
Time 1.688 1.035

Mississippi data set Accuracy 94.643% 98.532%
Time 4.273 2.484

Oil Depot data set Accuracy 89.286% 94.989%
Time 5.721 3.658

Csgo data set Accuracy 100.00% 99.219%
Time 5.445 3.357

Mail data set Accuracy 100.00% 100.00%
Time 0.577 0.526

Water Quality data set Accuracy 100.00% 100.00%
Time 0.101 0.068

Wine data set Accuracy 100.00% 100.00%
Time 0.051 0.037

Mobile Phone Price data set Accuracy 87.500% 99.063%
Time 0.653 0.658

Mnist in Csv data set Accuracy 100.0% 100.00%
Time 2.094 1.498

Music Genre data set Accuracy 98.611% 99.566%
Time 0.758 0.653
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Figure 4: Comparison of data sets before and after feature sequencing algorithm.
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higher than before or 100%. On the right is the comparison
diagram of the average time of each generation. -e se-
quencing algorithm of all data sets can reduce the calculation
time.

5. Conclusion

-is paper aims to design an adaptive algorithm to find
the optimal feature sequencing algorithm for different
data sets. -rough a variety of evaluation indexes of the
data set and decision tree algorithm, the appropriate
feature sequencing algorithm is selected. -e selected
algorithm is used to sequence the features of the data set.
-en, the sequenced data set is classified by neural net-
work anomaly detection algorithm. -is paper compares
the effects of various feature sequencing algorithms on
anomaly detection accuracy and training speed and
verifies the effect of the algorithm selected by the adaptive
method in this paper.

In this paper, 7 common feature sequencing algorithms
are used and 11 public data sets in industrial control field
and other fields are used for experiments. In the experi-
mental results, the feature sequencing algorithms selected by
this algorithm for all data sets are the algorithms with the
highest accuracy and higher training speed than the average
speed.

By comparing the original data set not processed by
this algorithm with the processed 11 data sets in the
anomaly detection algorithm, the results show that the
accuracy of 30 generations of all data sets is improved by
2.568% on average and the average time of each gener-
ation of all data sets is shortened by 24.143%. -is al-
gorithm can effectively select the feature sequencing
algorithm suitable for different data sets, improve the
accuracy of anomaly detection, reduce the training time,
and reduce the influence of feature distribution on the
anomaly detection algorithm.

-is paper mainly studies the adaptive algorithm applied
to the data of industrial control systems. -e selected ex-
perimental algorithm and index are highly targeted, so the
algorithm has some limitations. -e experimental results
show that the accuracy of this algorithm is lower than that
before processing in the experiment using Csgo data set. -e
next step is to improve the evaluation index system and
increase the experimental data set to enhance the univer-
sality of the selection method.
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In response to the problems in the signal identification of radiation sources during the communication process, the bispectral
quadratic feature model is applied to the identification algorithm for communication signals. According to the signal eigenvalues
obtained from the bispectrum of the diagonal slices in the radiation source signals, the eigenvalues of the bispectrum diagonal
slices can be extended from the frequency domain to the complex plane through the chirp-z operation in this paper, and the
relevant data are obtained based on the bispectrum quadratic feature model of the signals by using the separation rules cor-
responding to the extended Babbitt distance. ,e bispectral quadratic feature model method is used to establish a sparse ob-
servation model, and the communication signal processing problem can be transformed into an estimation problem of signal
motion parameters through the construction of a parametric database. At the same time, the high-resolution distance of
communication signals is tested, and the communication signals are estimated by using the variational inference method. Finally,
practical cases are analyzed, and the results indicate that the algorithm proposed in this paper can be used to identify different
types of communication signals in accordance with simulated and measured data in the processing of communication signals in
various environments, which has the certain anti-interference capacity to noise, can improve the identification rate of com-
munication signals, and has verified the effectiveness and practicality of the algorithm proposed in this paper.

1. Introduction

,e identification of communication signals is one of the key
means of the communication industry at present, and it has
been widely used in all walks of life and in the military field.
As carriers of information data transmission, signals contain
the features of the radiation source, which can be used to
achieve accurate identification and detailed analysis of the
communication signal, obtain the communication radiation
source bispectrum features, and provide a basis for the
subsequent communication signal radiation source effective
identification [1, 2]. At present, for the purpose of imple-
menting accurate identification of communication radiation
source signals, generally selected communication signal
bispectral features should comply with the features of the
time shift without changes, the size without changes, and the

phase without changes. In the signal bispectrum analysis,
based on compliance with the aforesaid conditions while
also needing to maintain high noise immunity, it is widely
applied in different industrial fields [3, 4]. As the bispectrum
analysis process is relatively simple and the workload of
operations is relatively small, it can maintain a high level of
higher-order spectral analysis features. Hence, it is more
extensively used in the field of communication signal pro-
cessing to acquire the bispectral quadratic features of the
signal complex diagonal tangent on the basis of in-depth
rooted communication signal bispectral quadratic features.
Due to the existence of different identification accuracy of
different high-performance computing subpaths, the use of
the bispectral quadratic feature model can be obtained in
accordance with the feature vector of the communication
signal in the results of high-performance computing. Finally,

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 2773492, 12 pages
https://doi.org/10.1155/2022/2773492

mailto:20170063@xijing.edu.cn
https://orcid.org/0000-0003-3943-8870
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2773492


RE
TR
AC
TE
D

the results of the experiment indicate that the proposed
method is practical for the secondary identification algo-
rithm of the communication signal features using the
baroclinic distance criterion [5, 6]. As the communication
signal has the innate advantages of all-day real-time, long-
range role, high resolution, and so on, it can be used on a
large scale in many fields such as high-resolution pro-
cessing, feature extraction, signal classification, and so on,
and the use of transmitting bispectral quadratic feature
model can increase the acquired high-distance resolution.
At the same time, it can also shorten the features of the
receiver transient bandwidth, complete hardware reduc-
tion, and according to the subpulse carrier, frequency se-
quence can effectively reduce the observation time while
effectively improving the anti-interference performance of
the communication signals. Communication signals
mainly indicate the signals of different factors (noise, no
role of the signal) fused together, and the transmission path
is more complex [7–9]. Even if a higher function of the
communication signal is used, the signal results that can be
obtained are not ideal. Hence, it is not easy to obtain a
physical feature of the initial signal. However, deconvo-
lution is a method to obtain the original signal in accor-
dance with the feedback from the fused signal. ,is method
is extensively used in different fields such as communi-
cation, communication signals, speech, and medicine. One
of the more technologically advanced methods at present is
the variational difference recovery method proposed by
Chan et al. ,is calculation uses a partial differential
gradient projection method for the Lagrange multiplier
term to minimize the difference [10–12]. Its advantages are
fast convergence, stability, and so on, especially for signals
with steep edges. With regard to the regular dynamic
adaptive calculation method, the numerical value of the
difference is compared accordingly.

,e bispectral quadratic feature model algorithm is
applied to the issue of high-performance computing iden-
tification and analysis of communication signals in this
paper by converting the estimation of motion parameters of
communication signal identification into the evaluation
problem of identification and analysis of reconstruction.
,is method focuses on the effective synthesis of low signal-
to-noise ratio HR-RP based on the parameters of the
communication signal identification motion signal in the
search interval. In this way, it can quickly implement the
estimation of the motion parameter impact under the
premise of solving the HRRP reconstruction error under a
low signal-to-noise ratio to identify the local optimal value
according to the population update speed and finally ac-
complish the accurate processing of the communication
signal motion parameters.

2. Models and Algorithm

2.1. Bispectral Quadratic Feature Model. In accordance with
the setting of the carrier frequency sequence of the com-
munication signal, it is possible to obtain the results of the
bispectral quadratic feature model in accordance with the
complete step FM signal within [13, 14]. In this way, the

whole stepper FM signal contains N pulses, while M pulses
(M<N) are extracted according to the sequence.

As the signal carrier frequency sequence of the bispectral
quadratic feature model is set to fsm � fc + g(m)Δf, in
which Δf stands for the pulse bandwidth of the signal and g

stands for a subset in the interval [0:N− 1], then the
bandwidth of the bispectral quadratic feature model can be
expressed as B � NΔf. ,rough the detailed analysis, it can
be known that the corresponding correlation accumulation
time is no greater than the whole communication signal step
FM signal. ,en the carrier frequency sequence of the
communication signal can be set in accordance with the
environmental information so that it possesses the enhanced
anti-interference capability of itself.

It is assumed that the communication signal transmits a
total of k-th groups of sparse step frequency modulation
(FM) signals, then the sparse step FM high-performance
operation of the first group can be expressed as follows:

s1(t) � 
M−1

m�0
rect

t − mTR − kMTR

Tp

 

·exp jπc t − mTR − kMTR( 
2

 

·exp j2πfsm t − mTR − kMTR( ( ,

(1)

where t � t + mTR + kMTR(m � 1, 2, . . . , M) stands for the
whole calculation time, t stands for the fast time, and tect(u)

stands for the corresponding rectangular window. If the
value of tect(u) is 1 when |u|≤ 1/2, then the value of tect(u)

will become 0, in which c indicates the modulation fre-
quency of the communication signal and TP and TR stand
for the pulse width of the communication signal and the
number of pulse repetition periods in turn, respectively.

If the communication signal contains multiple scattering
points, then the coefficient of the backward scattering of the
p(p � 1, 2, . . . , P) scattering point can be expressed as σp,
which constitutes the “Stop-Go” model. ,e corresponding
time delay value τp(t) of the scattering point p within the
pulse of the communication signal can be left unchanged,
and then there will be τp(t) ≈ τp(tm,k), tm,k � mTR + kNTR.
At the same time, with regard to the scattering point of the
communication signal, the m-th subpulse echo under the k-
th group of sparse step FM high-performance operation can
be expressed as follows:

s2(t, m, k) � σprect
t − τp tm,k 

TP

⎛⎝ ⎞⎠

·exp jπc t − τp tm,k  
2

 

·exp j2πfsm
t − τp tm,k    + ε(t),

(2)

where τp(tm,k) � 2RP(tm,k)/c, RP(tm,k) stands for the in-
stantaneous slope distance between the p-th scattering point
and the communication signal emission signal, in which c is
the speed of light and ε(t) indicates the additive noise. If the
accumulation angle θm,k of the signal to be processed is
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reduced, RP(tm,k) � R(tm,k) + xp sin θm,k + yp, in which
R(tm,k) stands for the instantaneous slope distance between
the communication signal, (xp, yp) stands for the reference
point by the instantaneous slope distance, and the scattering
point p of the communication signal is denoted by the
coordinate value in its plane. ,us, for a high-speed com-
munication signal, the distance between the signal reference
point and the communication signal at the time point tm,k

can be obtained as R(tm,k) � τR + vRtm,k + 1/2aRt2m,k, where
rR stands for the distance between the communication signal
and the communication signal at the initial time, vR stands
for the radial velocity of the signal, and aR stands for the
radial acceleration of the communication signal. ,e time
delay of the communication signal can be expressed as
τref(tm,k) � 2Rref(tm,k)/c, where Rref(tm,k) � rR

+vRtm,k + 1/2aRt2m,k. In general, the estimation of vR and aR

can be obtained in the tracking phase of the communication

signal. ,en, for the echoes to be solved by line frequency
modulation, it can be assumed that f � c(t − 2R(tm,k)/c);
thus, the communication signalization is converted to the
following equation:

s3(
f, m, k) � σprect

f

Δf
 exp j

4π
c

fsm + f ΔR 

· exp j
4π
c
ΦP +ΦB(   + ε(f),

(3)

where ΔR � xp sin θm,k + yp and ΦP and ΦB stand for the
phase error due to interpulse translation of the communi-
cation signal and the phase error due to interpulse trans-
lation of the pulse string, respectively. ,us, ΦP and ΦB can
be expressed as follows:

ΦP � Φ1 +Φ2,ΦB � Φ3 +Φ4 +Φ5

Φ1 � m
2 1
2
ΔaRf0T

2
R + ΔfΔvRTR + kΔfΔaRMT

2
R +

1
2

fΔaRT
2
R ,Φ2 � m

3 1
2
ΔaRΔfT

2
R 

Φ3 � m

f0ΔvRTR + kΔfΔvRMTR + kΔaRf0MT
2
R + fΔvRTR+

1
2
ΔaRΔf kMTR( 

2
+ kΔaR

fMT
2
R

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Φ4 � k f0ΔvRMTR + fΔvRMTR ,Φ5 � k
2 1
2
ΔaRf0 MTR( 

2
+
1
2

fΔaR MTR( 
2

 

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (4)

where ΔvR stands for the residual velocity; ΔvR � vR − vR, in
which ΔaR stands for the residual acceleration; and
ΔaR � aR − aR. Φ1 stands for the m quadratic phase term,
which will generate the primary flap spreading in the phase
of distance synthesis of the communication signal.Φ2 stands
for the tertiary phase term of m; the communication signal
distance image is synthesized as an asymmetric paraflap; and
then this term can usually be expressed in the order of 10−4.
Hence, it can be neglected.Φ3 contains the coupling terms of
both m and k, which will lead to a distance image shift and
cause the bending of the envelope.Φ4 stands for the primary
phase term of k, which causes an azimuthal shift in the image
of the communication signal and can also be neglected. Φ5
stands for the quadratic phase term of k. ,e azimuthal pulse
pressure will cause the main flap spreading of the com-
munication signal. For the purpose of constructing the
reconstruction algorithm with sparse HRRP efficiently, the
echoes can be converted into discrete form. If the number of
pulse sampling points of each communication signal is set to
Nr, which complies with L � M · Nr at the same time, then

the k-th group of echoes can be expressed as sk �

[s0,k, . . . , sm,k, . . . , sM−1,k]T
1×L, in which sm,k � [s0,m,k, . . . ,

sNr−1,m,k]1×Nr
, snr,m,k � exp(j4π/c(fsm + nr/NrΔf)(ΔR + Δ

vRtm,k + 1/2ΔaRt2m,k)) + ε(nr).
,e remaining transmission process parameters of the

communication signal are introduced into the database, and
then the sparse observation model of the communication
signal can be expressed as follows:

sk � Dk ΔvR,ΔaR( θk + n, (5)

where Dk(ΔvR,ΔaR) ∈ CL×L stands for the database matrix
corresponding to the n-th echo, L � N · Nr, θk ∈ CL×1

stands for the HRRP corresponding to the k-th echo, and n
stands for the noise vector. ,us, dk

l can be obtained as
follows:

d
k
l (Δv,Δa) � fl ⊙gk ⊙ hk, (6)

where ⊙ stands for the inner product, fl stands for the l-th
column of the database F, F � [F0, . . . , FM−1]

T
L×L,

gk � [g0,k, . . . , gM−1,k]T

L×1, and hk � [h0,k, . . . , hM−1,k]T

L×1.
In accordance with them-th subpulse of the signal, it can

be known that

Computational Intelligence and Neuroscience 3
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Fm �

Wm(0, 1) · · · Wm(0, L − 1)

⋮ ⋮ ⋮

Wm Nr − 1, 0(  · · · Wm Nr − 1, L − 1( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Nr×L

,

gm,k � gm,k(0) · · · gm,k Nr − 1(  
T
, gm,k nr(  � exp j

4π
c

fsm +
nr

Nr

Δf ΔvRtm,k ,

(7)

hm,k � hm,k(0) · · · hm,k Nr − 1(  
T
,

hm,k nr(  � exp j
2π
c

fsm +
nr

Nr

Δf ΔaRt
2
m,k .

(8)

As the signal reconstruction method based on the bis-
pectral quadratic feature model can operate on the real
matrix, it can be expressed as follows according to equation
(8):

y � Φθ + ε. (9)

In accordance with expression (9), the probability map
model is established by using the Gamma-Gaussian algo-
rithm [15, 16]. If the acquired noise ε is Gaussian white noise
with 0 mean, then the probability of the signal echo y thus
obtained is also Gaussian distributed, and the probability of ε
distributed with y can be obtained as follows:

p(ε) � N ε|0, α− 1
I ,

p(y|θ, α) � N y|Φθ, α− 1
I ,

(10)

where α stands for the noise accuracy.,eGamma-Gaussian
prior is introduced to the sparse vector θ, and the following
can be obtained:

p(θ|Λ) � N θ|0,Λ− 1
 , (11)

where the accuracy matrix Λ � diag(λ1, . . . , λd) stands for
the dimensional diagonal array, in which D� 2L. ,e ac-
curacy parameters λd(d � 1, . . . , D) and α comply with the
Gamma distribution, and the following can be obtained:

p λd(  � Gamma λ|v1, v2( ,

p(α) � Gamma α|v3, v4( .
(12)

,e product of the distributions according to the
probability model can be obtained as follows:

p(y, θ,Λ, α) � p(y|θ, α)p(θ|Λ)p(α) 
d

p λd( . (13)

On the other hand, the posterior distribution of the
random variables can be expressed as the joint distribution
of the variables divided by the marginal distribution p(y),
and thus, the following can be obtained:

p(θ,Λ, α|y) � p
(y, θ,Λ, α)

p(y)
. (14)

It is highly difficult to calculate the posterior distribution
based on the model directly. ,us, high-performance

computing is carried out to resolve the approximate pos-
terior distribution so as to enable the HRRP synthesis under
the low signal-to-noise ratio (SNR) conditions.

2.2. Identification of High-Performance Computing of
Communication Signals

2.2.1. Processing of Signals with Large Angle and Low Signal-
to-Noise Ratio. In the research on the performance of
communication signals, the parameters related to the
communication signals are analyzed, with the main pa-
rameters as follows:

(1) Insertion loss (IL):,e loss of signal power due to the
addition of a device in a transmission line or fiber is
denoted by decibels (dB). When the power trans-
mitted to the load before insertion is Pin and at the
same time the power received by the load after in-
sertion is PL, then the equation for insertion loss
in dB can be obtained as follows:

IL � 10 log
Pin

PL

� −10 log 1 − Γin


 , (15)

where |Γin| stands for the reflection coefficient, which
can be expressed as follows in accordance with the
connection between IL and S21:

IL � 10 log
1

S21



2 � −10 log S21



2
. (16)

,e relationship between PL, Pin, and S21 in
equation (16) is as follows:

Pin

PL
�

1
S21



2. (17)

(2) Bandwidth represents the selected range of the
signal, that is, the width of the spectrum to be passed,
the unit of the frequency range width, which is
expressed in Hz, with the following equation:

BW
XdB

� f
XaB
Η − f

XdB
L . (18)

When the value of X is 3, 1, or 0.5, fH and fL stand
for the frequencies on both sides of the passband
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when the reduction in the values of insertion loss on
the left and right sides of the center frequency is X
(dB).

(3) In-band fluctuation refers to the size of the fluctu-
ation in the response amplitude of the passband, that
is, the difference between the maximum and mini-
mum values of the response amplitude. In the design
process of communication signals, the smaller the in-
band fluctuation, the better the performance of the
communication signals.

(4) Return loss (RL) refers to the functional loss in the
signal returned or reflected by the discontinuity in
the transmission line. Discontinuity may not comply
with the terminating load or the equipment inserted
into the line, which is expressed in decibels (dB). ,e
reflection system of the communication signal is also
referred to as the reflection loss. ,e equation for
return loss is as follows:

RL � −10 log
VSWR − 1
VSWR + 1

 

2

. (19)

When VSWR represents the voltage standing wave
ratio, the magnitude of the return loss is related to
the standing wave ratio (VSWR) and the reflection
coefficient (Γ). ,e increased return loss corresponds
to a lower VSWR. Return loss is an index that
measures how well the equipment matches the line.
If the return loss is high, it means that the match is
good. Generally, in the design of a communication
signal, a high return loss and a low insertion loss
mean that the performance of the communication
signal is relatively good.

(5) VSWR refers to the value of the impedance matching
between the load and the transmission line or
waveguide. A larger value of the VSWR indicates a
higher degree of matching. ,e VSWR stands for the
ratio of the amplitude of the partial standing wave at
the wave web (maximum value) to the amplitude of
the node along the line (minimum value).

(6) ,e quality factor Q stands for the ability of the
communication signal to allow separation of the
neighboring frequencies in the signal, and its
equation is as follows:

Q �
fo

BW
. (20)

When fo represents the center frequency of the
communication signal, BW stands for the 3 dB
bandwidth. A larger value of Q indicates that the
device has higher working stability, stronger fre-
quency selectivity, lower loss, but narrower band; on
the contrary, a smaller value of Q value indicates that
the device’s operating stability is lower, the frequency
selectivity is weaker, the loss is relatively large, but
the frequency band is wider. When the value of Q is
increased in the design, the higher the Q value is, the
stronger the performance of the device is.

(7) Resonant frequency: With regard to the communi-
cation signals, there are multiple ways to resolve the
resonant frequency. ,us, there are also various
factors affecting the resonant frequency. Common
factors affecting the resonant frequency include the
structure of the communication signals, the shape
and the resonant mode, and so on. In practice, four
methods are often used to resolve the resonant
frequency: the electro-nano method, the total set
parameter method, the field solution method, and
the phase method.

,e indicators mentioned above are used to measure the
performance of a communication signal. In practice, it is not
required to set the limit for all indicators, and some of the
indicators can be optimized according to the actual demand.

2.2.2. Processing Result of Measured Signals. ,e transfer
function of a communication signal is a mathematical
formula that expresses the frequency response features of the
communication signal. With regard to the classical two-port
communication signal, the transmission function equation
is as follows:

|S21(jW)
2
| �

1
1 + ε2F2

n(Ω)
, (21)

where ε stands for the ripple coefficient, Fn(Ω) stands for
the functional characteristic of the low-pass prototype, and
Ω stands for the frequency variable.

,e features of communication signals are represented
through the frequency response characteristics. With regard
to the classification of communication signals asmentioned at
the beginning of this paper, they can be divided into four
types (i.e., low pass, high pass, band pass, and band resistance)
according to the frequency response characteristics. ,e high
pass, band pass, and band resistance can be obtained through
the low-pass prototype of the frequency and components.

In the communication process, radiation source noise is
mainly generated by the transmitter noise. In general, it
refers to the amplitude of the communication signal, fre-
quency, and pulse width and repetition frequency together
causing abnormal changes, that is, the stability of the
communication process signal resulting in radiation source
noise. Signal instability can be roughly divided into two
categories: regular instability and random instability. Reg-
ular instability is mainly due to inadequate power filtering,
mechanical jitter, and so on; random instability is the noise
generated by the transmitter tube and modulation pulse
random jitter generated.

At present, the gradual improvement of communication
signal protocol will help to improve the stability of trans-
mitter. ,us, with the large-scale use of the main vibration
amplification type of transmitter, the noise generated can
mainly be divided into the following three aspects:

(1) According to the amplitude frequency characteristics
and phase frequency characteristics of the system,
the cause of frequency-domain distortion can be
analyzed.
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(2) ,e top of the modulated pulse generates vibration;
the top begins to fall with the power supply fluc-
tuations of the transmitter due to the signal corre-
sponding to the parasitic phase or the amplitude
caused by the time-domain distortion phenomenon.

(3) ,e main control oscillator has insufficient fre-
quency stability and phase stability. ,e different
circuits or devices used for different communication
transmitters result in different transmitter noises for
various communications.

Hence, the uncoordinated modulation within the
communication signal pulse is due to the transmitter noise.
As the noise is generated due to various kinds of parasitic
modulation. ,e communication signals present differences
in signal features.

,e noise output from the communication transmitter
indicates more non-Gaussian and non-linear features, and
in the bispectral analysis, the signal amplitude and phase
information are maintained. At the same time, the effect of
Gaussian non-color noise on non-Gaussian signals bispec-
trum is completely suppressed, which can be used for the
extraction of unconscious modulation features. ,us, the
following concept of bispectrum is obtained accordingly.

It is assumed that the high order cumulant
ckx(τ1, τ2, . . . , τk−1) is absolutely summable, that is, the
following can be obtained:



∞

τ1�−∞
· · · 
∞

τk−1�−∞
ckx τ1, . . . , τk−1( 


<∞. (22)

,e k-th-order spectrum is defined as the (k− 1)-order
discrete Fourier transform of the k-th-order cumulants, that
is, the following can be obtained:

Skx ω1,ω2, . . . ,ωk−1(  � 
∞

τ1�−∞
· · · 
∞

τk−1�−∞
ckx τ1, . . . , τk−1( 

× exp −j ω1τ1 + · · · + ωk−1τk−1(  .

(23)

,us, the bispectrum, that is, the third-order spectrum,
can be defined as follows:

Bx ω1,ω2(  � 
∞

τ1�−∞


∞

τ2�−∞
c3x τ1, τ2( exp −j ω1τ1 + ω2τ2(  .

(24)

,e bispectrum of the signal including phase noise can
be obtained from the bispectrum estimation. ,e discrete
noise signal obtained by Scout is represented by
X(n) � s(n) + W(n), where w(n) represents the Gaussian
white noise signal, s(n) includes the signal of non-Gaussian
noise output from the transmitter, and w(n) and s (n) are
independent of each other. If the cumulative quantity is
solved three times for x(n), the following can be obtained:

c3x τ1, τ2(  � E [s(n) + w(n)] s n + τ1(  + w n + τ1(  

· s n + τ2(  + w n + τ2(  .
(25)

Equation (4) is expanded and combined to obtain the
following:

c3x τ1, τ2(  � c3s τ1, τ2(  + c3w τ1, τ2( 

+ E[w(n)] c2x τ1(  + c2x τ2(  + c2s τ2 − τ1(  

+ E[s(n)] c2w τ1(  + c2w τ2(  + c2w τ2 − τ1(  .

(26)

As long as the mean value of the signal and noise is zero,
the following can be obtained:

c3x τ1, τ2(  � c3s τ1, τ2(  + c3w τ1, τ2( . (27)

As w(n) is a Gaussian noise signal, c3w(τ1, τ2) can be
excluded from the calculation.,us, it can be known that the
communication letter can be used to eliminate the white
noise after the third-order accumulation, then the bispec-
trum can be determined by c3s(τ1, τ2), that is, the following
can be obtained:

c3x τ1, τ2(  � c3s τ1, τ2(  � E s(n)s n + τ1( s n + τ2(  . (28)

In accordance with the above analysis, it can be observed
that the evaluated bispectral features aremainly composed of
the features of the signal itself and non-Gaussian noise.
Hence, the bispectrum in the communication signal is
assessed mainly based on the features specific to the signal
itself, and it is also possible to obtain the features specific to
various communications.

However, if the two-dimensional function can adopt the
full-duplex spectrum as the signal feature to produce a two-
dimensional template for matching, the number of opera-
tions can be excessively high, which will not comply with the
high standard requirements for signal radiation source
identification. ,e key to solving this issue lies in the in-
troduction of high-performance computing bispectrum; in
equation (28), the two-dimensional bispectrum is converted
into a one-dimensional function. However, the high-per-
formance computing bispectrum has the following defects:

(1) ,e implementation of high-performance comput-
ing bispectrum is often a high-performance com-
putation along each path. However, the secondary
features obtained by this mode of computation are
not consistent for the results to be recognized, and
some of the bispectral points have relatively less
effect on the results of the recognized targets and are
subordinate to the ordinary bispectrum.

(2) If there is a cross-term in the initial observed signal,
the high-order accumulation calculated by using the
multi-correlation function will lead to the result that
the cross-term becomes more complicated. As the
cross-term is generated by a random distribution, it
is impossible to eliminate the cross-term based on
the determined calculation method.

For the purpose of extracting the secondary features of
the bispectrum as the features of the bispectrum and
eliminating or decreasing the defects that occur in the
process of high-performance computation of the
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bispectrum, the characteristic parameters that are available
for communication signals can be obtained with optimal
separability in the secondary features of the bispectrum. As a
result, it can effectively solve many problems such as cross-
terms caused by ordinary bispectral points and high-per-
formance computing.

In order to make the communication signal meet the
actual performance characteristics, it is necessary to design
an appropriate chamfer size in the design process. When
the ring size becomes larger, the upper and lower passband
edges move along the transmission zero point, and the
attenuation pole becomes smaller. ,e intermediate fre-
quency of the communication signal tends to be a higher
frequency, which changes the frequency characteristics of
the communication signal. With the shortening of the
distance between patch resonances and the smaller the
passband bandwidth, the attenuation point will first be-
come smaller and then become larger. ,erefore, HFSS
software is used to optimize the structural parameters of the
communication signal, and finally, the structural dimen-
sions of the communication signal are obtained, as shown
in Table 1.

By selecting a vector analysis instrument to test the
communication signal, Figure 1 is the simulation test dia-
gram corresponding to the communication signal. From
Figure 1, it can be seen that the intermediate frequency of
double passband communication signal is 3.8GHz and
5.9GHz, and the bandwidth corresponding to 3 dB is 13.5%
and 6.2%, respectively. ,e minimum insertion loss in
broadband is 0.7 dB and 1.3 dB in turn, and the return loss in
the passband is not higher than 60 dB. In addition, there are
zero points at the edges of the upper and lower passbands,
which greatly improves the suppression characteristics of the
stopband.,e experimental data are in good agreement with
the simulation data.

Since the conjugate prior is adopted in this paper for
probabilistic modeling, the closed-form solution of the
posterior distribution can be obtained directly by car-
rying out high-performance computing [17]. It is as-
sumed that X stands for the observed data and w stands
for the set of random variables; then the expression of the
approximate posterior distribution can be obtained as
follows:

ln q wj  � Eqi ≠ j[ln q(X, w)] + const, (29)

where const. stands for a constant that guarantees the
normalization of the posterior distribution. In the subse-
quent section, in accordance with the equation (18) and the
probability model established, the approximate posterior
distributions of the variables θ, α, and Λ are solved for the
sparse reconstruction by using the high-performance
computing. In accordance with the mean field assumption,
equation (14) is given in the form of the posterior multi-
plication of θ, α, and Λ.

p(θ,Λ, α|y) ≈ q(θ)q(Λ)q(α) � q(θ) 
d

q λd( q(α). (30)

,e steps for the θ solution are described as follows:

Step 1. Initialization. Given Φ, v1, v2, v3, v4, Λ, and α are
initialized, the termination threshold is η1, and the number
of terminations is G2.

Step 2. Update the variable α, and its approximate posterior
distribution is the Gamma distribution according to equa-
tion (14), as shown in the following equation:

q(α) � Gamma α|a′, b′( , (31)

where a′ � v3 + L/2 and b′ � v4 + 1/2Eq(θ)· [(y −Φθ)T

(y −Φθ)], in which L stands for the length of y. At this
point, the expectation of α can be obtained as follows:

Eq(α)[α] �
a′

b′
. (32)

Step 3. Update the variable Λ, and the approximate pos-
terior distribution of the d-th element λd is the Gamma
distribution, as shown in the following equation:

q λd(  � Gamma λd|ed
′, fd
′( , (33)

where ed
′ � v1 + 1/2 and fd

′ � v2 + 1/2Eq(θ)[θ
2
d]. ,us, the

expectation of λd can be obtained as follows:

Eq λd( ) λd  �
ed
′

fd
′
. (34)

Table 1: Structural parameters of level 1 UNICOM signal.

Structural parameters Size (mm)
a 24
b 3
c 9
d 5
e 3
f 1.77
g 1.5
L 2
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7 8
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-40
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-20

-10
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Figure 1: Simulation change diagram of communication signal.
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Step 4. Update the variable θ, and its approximate posterior
distribution is the Gaussian distribution, as shown in the
following equation:

q(θ) � N θ|μ′,Σ′( , (35)

where Σ′ � (Eq(Λ)[Λ] + Eq(α)[α]ΦTΦ)− 1 and
μ′ � Eq(α)[α]Σ′ΦTy. At this time, the following can be
obtained:

Eq(θ) (y −Φθ)
T
(y −Φθ)  � y −Φμ′( 

T
y −Φμ′( 

+ trace ΦTΦΣ′ .
(36)

Step 5. Repeat Steps 2 to 4, and the iteration is suspended
when the relative change of θ from the previous estimate
does not exceed the threshold value η1.

In the following section, the accuracy requirement for
(ΔvR,ΔaR) is analyzed according to equation (4). With
regard to the HRRP synthesis, the quadratic phase term Φ1
can lead to distance image spreading. Hence, it is required
that the change in the coherent accumulation time Φ1 of the
burst should be less than π/2. ,us, the following can be
obtained:

|Δv|≤
c

8M
2ΔfTR

,

|Δa|≤
c

4f0M
2
T
2
R

.

(37)

In practice, equation (26) can usually be met. Hence, the
effect of Δa on HRRP synthesis is neglected. For the purpose
of eliminating the envelope bending caused by the first-order
phase term field of Φ3, it is required that the envelope shift
induced by the residual velocity and the residual acceleration
during the processing observation time should not exceed
the specified range. ,us, the following can be obtained:

|Δv|≤
c

4MΔf KMTR( 
,

|Δa|≤
c

2MΔf KMTR( 
2.

(38)

It should be noted that the linear phase of Δv generated
between the bursts leads to the shift and bending of the
distance image and Δa results in the widening and scattering
of the azimuthal main flap.

For the purpose of obtaining excellent azimuthal focus, it
is required that the peak reduction of the azimuthal image
caused by the residual acceleration during the processing
observation time should be no more than 3 dB; then the
following can be obtained:

|Δa|≤
7c

4f0 KMTR( 
2. (39)

Hence, azimuthal focusing requires higher accuracy of
the acceleration estimation. Finally, for the purpose of
obtaining a well-focused image, the signal residual velocity

and the residual acceleration should comply with equations
(36) and (37). ,e subsequent experiments indicate that the
algorithm proposed in this paper can comply with the re-
quirement for estimation accuracy.

3. Simulation Experiment and Analysis

In this paper, the effectiveness of the proposed parameter
estimation algorithm in the transmission process and the
high resolution processing algorithm is verified based on
the simulation data. ,e echoes of the satellite scattering
point model (as shown in Figure 2 below) are generated in
accordance with the parameters set out in Tables 2 and 3.
It is assumed that the residual velocity and residual ac-
celeration of the signals are 9 m/s and 1m/s2, respectively.
,e bispectral quadratic feature model contains a total of
128 bursts, and each burst contains 64 randomly selected
pulses from 80 consecutive full-band pulses (waveform
1). ,rough the addition of the complex Gaussian white
noise to the echo, the echo signal-to-noise ratio can be
increased from 0 dB to 15 dB in 5 dB steps. For each
signal-to-noise ratio, 25 independent trials with different
noise states are carried out with the number of genetic
algorithm populations set to 40 and the number of genetic
terminations set to 20. ,e algorithm proposed in this
paper is compared with the PSO algorithm based on the
parametric database (algorithm 1). In the comparison,
the distance image entropy is weighted with the average
distance image entropy as a signal function in accordance
with algorithm 1.

,e variation of the signal residual velocity and the ac-
celeration estimation errors with the change in the SNR are
shown in Figure 3. It can be observed that the estimation error
of algorithm 1 at a low SNR is relatively large and fails to comply
with equations (26) and (27). ,is is caused by the relatively
large reconstruction error based on the OMP algorithm at the
low SNR conditions. With the increase in the signal-to-noise
ratio, the estimation error of algorithm 1 is decreased. However,
the estimation results still fail to comply with the accuracy
requirements and can result in image scattering. Compared
with algorithm 1, the algorithm proposed in this paper is robust
at any signal-to-noise ratio conditions. In addition, the errors of
the residual velocity and residual acceleration estimation are
1× 10−2m/s and 5×10−3m/s2, respectively, which canmeet the
estimation accuracy requirements of equations (26) and (27).
,e superior performance of the proposed algorithm in the
motion parameter estimation under the low signal-to-noise
ratio conditions is attributed to the following aspect: (1) the
Gamma-Gaussian prior-based reconstruction algorithm that
can implement the reconstruction of HRRP with high accuracy
and (2) the excellent global optimization capability of the ge-
netic algorithm.

As the estimation error of algorithm 1 at the signal-to-
noise ratio of 0 dB is excessively large that the focusing
processing cannot be implemented, for the purpose of a fair
comparison, the database is established here in accordance
with the motion parameter estimates obtained based on the
proposed algorithm; then the OMP, GD, and high-per-
formance calculations are carried out to resolve equation
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(9); and the images thus obtained are shown in Figure 4.
From Figure 4, it can be observed that the algorithm
proposed in this paper corresponds to the processing re-
sults with clear contours, fewer false points, and a better
focusing effect than the other methods. In particular, the
proposed algorithm can be used to describe the details of
the solar sail panel more properly. In addition, the image
entropy corresponding to the three methods can be ob-
tained as 0.3310, 0.2935, and 0.2915.

For the purpose of fully verifying the proposed algorithm
put forward in this paper, the stability of the three algorithms
is further compared. ,e signal identification effect in the
presence of external interference is analyzed accordingly.
Figure 5 below shows the corresponding time-domain
waveforms of the signals.

In the process of high-performance computing identi-
fication of communication signals, it is impossible to ensure
that the reception length and quality of the target signals and
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Figure 2: Distribution of the signal scattering points.

Table 2: Comparison of the operation complexity.

Reconstruction algorithm OMP GD BQCM
Operational complexity O(k0L

2) O(L3) O(L3)

Table 3: Parameters of the communication signal system.
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Figure 3: Variation curve of the velocity acceleration estimation error with the change of SNR: (a) velocity estimation error and (b)
acceleration estimation error.
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the computing under a certain number of conditions can
present the stability of features, which is taken as an essential
evaluation criterion for the practicality of the algorithm.
Excellent methods for feature value extraction should not be
constrained by the number of training, and such methods
should have good robust performance when they are ap-
plied. After taking this point into full consideration, the
identification accuracy of the training samples by using the
target experimental signals is studied accordingly. ,e
number of signal samples in each segment contains 500
points. For each class, the number of signal test samples is set

to 100, and the number of training samples is adjusted to 50,
100, 150, and 200, respectively.,e experiment is carried out
30 times. ,e mean value and variance of the identification
rates obtained based on the three methods are recorded in
turn, which are shown in Table 4.

In the empirical testing, different modulation methods
are used to increase the number of training samples as
shown in Table 1, which has effectively improved the
identification rate of the proposed algorithm. As a result, the
identification performance starts to be stabilized. When the
real number identification is compared by using the three
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Figure 4: Processing results of the simulation data waveform 1: (a) OMP, (b) GD, and (c) VBI.
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Figure 5: Time-domain waveform of the actual measured signal.
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identification rate for the real signals measured, followed by
the ISIB method, and the BSB method is the least effective.
When Nr is increased from 50 to 200, the identification rate
of the distance selected bispectrum of the BAS is improved
by about 4%, while the ISIB and the method proposed in this
paper show the improvement of about 3% and 2%, re-
spectively. ,e results of the experiment indicate that the
algorithm put forward in this paper has excellent stability,
the identification results are less affected by the number of
training samples, and the model thus established has good
robustness, which suggests that the proposed algorithm has
relatively strong practicality.

4. Conclusion

On the basis of the research on the fine features in the
bispectral analysis of individual identification of radiation
sources, the bispectral secondary features extracted are
optimized by using the extended Babbitt distance criterion
in accordance with the in-depth analysis of the bispectral
features of communication signals diagonally sliced. ,is
method can be used to implement the bounded deviation
and identify the observation error values quickly and
perform the complexity calculation of variational param-
eters effectively. ,e experiments indicate that the method
is effective. ,e information on the original signals can also
be recovered in a low signal noise background. ,e sta-
tistical features of communication scattering points and
noise are used.,rough practical analysis, the experimental
results indicate that the method proposed in this paper has
reduced the usage time. In addition, it can be applied to
multiple types of communication signals. ,e bispectral
features thus obtained always have excellent robustness at a
low signal-to-noise ratio (SNR). When the signal-to-noise
ratio is 0, the identification rate of high-performance
computing of communication signals can achieve more
than 90%. However, in general, a series of individual
identification methods based on bispectral analysis have the
common issue of a relatively low identification rate. Taking
into account the subtle features in the other aspects of the
signals, a feature vector is formed, which can further im-
prove the practical effectiveness of the algorithm proposed
in this paper.
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Table 4: Effect of different sample sizes on the identification results based on the three methods.

Experimental signal Nr number
BSB ISIB Method put forward in this paper

Mean value (%) Variance (10−4) Mean value (%) Variance (10−4) Mean value (%) Variance (10−4)

1, 2, 3, 4, 5

50 73.05 14.41 81.04 4.48 85.02 3.62
100 74.65 8.36 81.21 3.98 86.06 2.38
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200 77.15 6.53 84.27 3.14 87.21 1.54
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.is study focuses on managing the gate assignment in the hub airport with both main terminal and satellite halls. We first
formulate the gate assignment problem (GAP) as a binary linear programming model with multi-objective functions, where the
practical constraints, e.g., gate time conflict and gate compatibility, are considered. .en, we incorporate the impact of gate
assignment on transfer passengers and formulate the transfer demand-oriented gate assignment problem (TGAP) as a nonlinear
model. A linearization approach and a heuristic approach are designed to solve the TGAPmodel. A case study is conducted based
on the practical data of the Shanghai Pudong International Airport, where a comparison between the results of GAP and TGAP by
the two proposed approaches is demonstrated. It shows that the proposed TGAP model and solution approaches can not only
enhance the service for transfer passengers but also improve the gate utilization efficiency in the hub airport.

1. Introduction

Global air passenger demand and airport construction have
experienced rapid growth over the past few decades, and
passenger demand still grew steady in 2019 before the
COVID-19 pandemic [1]. Driven by the recovery in do-
mestic markets in China, many hub airports have returned
to pre-pandemic levels in passenger demand and flight
numbers; e.g., Shanghai Pudong International Airport was
handling 110,000 domestic travelers and 900 domestic
flights every day in March 2021, which are both more than
that of 2019 [2]. As the import part of the hub-and-spoke
system in air transportation, hub airports are experiencing
rapid growth in passenger demand and flight numbers. To
release operating pressure and provide better airplane/flight
service and passenger service, many hub airports have built
satellite halls connected with terminals by underground
walkways or mass rapid transit (MRT) systems. .is raises
new challenges for efficient operations and passenger ser-
vices in the hub airport.

Gates are a scarce resource at hub airports, facing intense
air traffic and passenger demand pressure [3]. .e gate
operation connects air traffic (timetable and airplane

service), passenger service, and ground operations (in-
cluding crew assignment), which makes it critical for effi-
cient airport operations. .e gate assignment problem
(GAP) is to assign airplanes/flights to suitable boarding gates
or the apron at the airport on an operating period (usually
one day), according to the given flight timetable and airplane
fleet assignment, also taking into account the airport layout,
gate compatibility, airplane types, and so on. .e typical
objectives of GAP usually include two aspects, minimizing
the operating costs and maximizing the efficiency of gate
resources for airport operators; and maximizing satisfaction
for passengers. .e GAP has been extensively studied as one
of the most important problems in the daily operations of
the airport, and see [4, 5] for a detailed literature review, and
we give an overview from airport and passenger
perspectives.

From the airport operator perspective, the main ob-
jectives for GAP are efficient utilization of gate resources and
reducing operating costs. Since the parking positions in the
apron are usually far from the terminals and passengers need
to take the shuttle bus. If airplanes are assigned to the apron,
it will increase the waiting time of passengers and operation
costs due to potential effects on ground operations and crew
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assignment..emost common objective in GAP literature is
to minimize the airplanes/flights assigned to the apron (Ding
et al. [6], Dorndorf et al. [7, 8], Drexl and Nikulin [9], Deng
et al. [10]). Some studies aim to minimize the total delay of
airplanes when the airport is busy (Lim et al. [11], Kalis-
zewski et al. [12]). Moreover, as Karsu et al. [13] point out,
hub airports may need to handle different types of flights
(domestic/international) and airplanes, so minimizing the
moves/costs of towing when airplanes need to move from a
gate to another is also considered in the literature (Benlic
et al. [14], Kumar and Bierlaire [15], Yu et al. [16]). We
consider the gate compatibility instead of the towing op-
eration in this study to capture the matching between air-
plane/flight types and gate facilities. It was also modeled in
the objective function of Benlic et al. [14] and Neuman and
Atkin [17]. Following the conclusion that the airport con-
trols gate use will ensure they are used most efficiently in the
survey of Gillen and Lall [18], we also consider the integrated
operating of gates in terminal and satellite halls in the hub
airport and include minimizing the number of used gates in
the objective function.

Gate assignment also affects the passenger service quality
in the airport [11], and it may influence the walking distance,
waiting time, and transfer service of passengers. .e con-
sideration of passengers in the literature is mainly reflected
in the objective function. Hub airports in metropolitan
usually have multiterminals, and it may take a lot of time/
distance to get the specific gate or transfer between gates, and
many studies contribute to GAP to minimize walking time/
distance of passengers. Bohr [19] proposed binary linear
programming to minimize the passenger walking distance
and solved it by the primal-dual simplex algorithm. Karsu
et al. [13] formulated a mixed-integer nonlinear program-
ming model for GAP to minimize the total walking distance
of all passengers and the number of airplanes assigned to the
apron and then proposed exact and heuristic approaches to
solve it. Interested readers can also refer to Drexl and
Nikulin [9], Haghani and Chen [20], Dell’Orco et al. [21],
and Mokhtarimousavi et al. [22]. Besides, Yan and Huo [23]
and Yan and Tang [24] are focused on minimizing the total
passenger waiting time in GAP. However, from the survey of
Entwistle [25], over 60% of passengers plan to shop in the
airport, which means minimizing the waiting time is not
always the objective of passengers, at least for some of them.
Daş [26] proposed a multi-objective model to increase the
shopping revenues in the airport through gate assignment,
by minimizing the total passenger walking distance and
assigning passengers to gates near the shop. We consider the
transfer time budget of passengers in this study and propose
a more comprehensive way to measure service for transfer
passengers. A comparison with some abovementioned
major-related studies is shown in Table 1.

In this study, we focus on the impacts of gate assignment
on the service of transfer passengers in the hub airport with
satellite halls. We proposed a novel transfer demand-ori-
ented objective function considering the transfer time
budget, together with objective functions of the airport
operator, to explore the trade-off between airport operations
and passenger service. Besides, we propose two optimization

models, namely a binary linear programming model for gate
assignment problem (GAP) and a nonlinear model for
transfer demand-oriented gate assignment problem
(TGAP). A linearization approach and a heuristic approach
are designed to solve the TGAPmodel, and then, case studies
are performed using the data of Shanghai Pudong Inter-
national Airport.

.e remainder of this study is organized as follows. In
Section 2, we give a detailed description of GAP and TGAP.
.e corresponding mathematic models are formulated in
Section 3. .en, Section 4 develops the linearization ap-
proach and heuristic approach to solve the model. Case
studies are illustrated in Section 5, and Section 6 concludes
the study.

2. Problem Statement and Assumptions

2.1. Problem Statement. We consider a hub airport with the
main terminal and several satellite halls, illustrated in Fig-
ure 1. Gates are available in both the terminal and satellite
halls and integrated assigned by the airport operator,
denoted by g ∈ G. Passengers can travel between the ter-
minal and satellite halls via the MRT system. As shown in
Figure 1, the airport also has parking positions for airplanes
at the apron, denoted by G′, in case an airplane could not be
assigned to a gate in the terminal or satellite halls.

.e research period in this study is denoted by [T1, T2]

(i.e., one day or one week) and discretized into equal-length
time intervals t, and let t ∈ T. Some airplanes land and take
off at the airport in this period, they occupy the gates for
passenger arrivals and departures, and the set of airplanes is
denoted by I. .e services that provided by airplanes to
transport passengers between airports are called a flight. For
a specific airport, one airplane serves two flights, and we
assume that the related flights of each airplane and the
timetable are given. In Figure 2, we show the relationship
between airplanes and related flights it serves. An airplane
i ∈ I is considered, and it serves two flights: one arriving
flight with arrival time ai and one departing flight with
departure time di, and it needs to occupy a gate g ∈ G or a
parking position g ∈ G′ during the time period [ai, di].
Besides, the type of airplanes (wide/narrow-body) and re-
lated flights (domestic/international) are also given. Since
the correspondence between aircrafts and flights is given, it
is possible to model by either airplane or flight, and we use
the airplane for modeling in this study.

As for the utilization of gates, the first thing to consider is
time conflicts. As shown in Figure 3, airplanes i ∈ I and
i′ ∈ I use the same gate consecutively, and the usage time
periods of the two airplanes [ai, di] and [ai′ , di′] should not
overlap. Besides, buffer time τb should also be satisfied
between serving two airplanes for ground operations. Sec-
ondly, because gates in terminal and satellite halls may have
different functions (such as check-in facilities and passport
control), we consider the gate compatibility in this study. In
particular, for airplanes, we consider gate compatibility for
wide/narrow-body types; for related flights, the gate com-
patibility is associated with serving domestic/international
flights.

2 Computational Intelligence and Neuroscience
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.e gate assignment problem (GAP) is to assign air-
planes i ∈ I to gates or apron g ∈ G⋃ G′ with considering
constraints such as gate time conflict constraints and gate

compatibility, and the objective function mainly concerns
making efficient use of gates or reducing the number of
occupied gates. .e decision variables are binary gate as-
signment variables xig, i ∈ I, g ∈ G, and binary gate
utilization variables xg, g ∈ G. In particular, xig equals 1 if
airplane i is assigned to gate g and otherwise equals 0; xg

equals 1 if gate g is used by any airplane and otherwise equals
0.

We also attempt to consider the impact of gate as-
signment on passengers in this study. .e set of passenger
groups is denoted by P. As shown in Figure 4, each group of
passengers p ∈ P transfers from the same arrival flight
served by airplane i1p ∈ I to the same departure flight served
by airplane i2p ∈ I (which can be abbreviated as i1 and i2)..e
transfer time budget for passenger group p is defined as
Bp � di2

− ai1
. .e number of passengers in group p is given

and denoted by np.
Gate assignment determines passengers’ shortest

transfer time, including processing time, walking time, and
MRT time. It will affect passengers’ transfer in the airport,
especially hub airports with satellite halls. .e layout in

Table 1: Comparisons of major-related studies.

Paper Airport-orainted objective Passenger-orainted
objective

Transfer
passenger Gate compatibility Solution method

Bihr [19] — Walking distance No — Simplex algorithm
Ding et al. [6] Unassigned airplane Walking distance Yes — Tabu search
Yan and Tang
[24] — Waiting time No — Heuristic approach

Drexl and
Nikulin [9]

Unassigned airplane and
flight-gate preferences Walking distance Yes — Pareto SA

Dell’orco et al.
[21] Unassigned airplane Walking distance Yes — Bee Colony Algorithms

Das [26] Passengers assigned to
specific gates Walking distance No — Two phase local search

Deng et al. [30] Gate utilization Walking distance Yes Airplane type Quantum evolutionary
algorithm

.is paper Unassigned airplane and gate
utilization Transfer pressure Yes Airplane and

flight type
Linearization approach and

SA-based algorithm

Arriving flight Departing flight

Airplane i

Time ai di

Figure 2: Airplane and served flights.

Airplane i Airplane i΄Buffer time τb

Timeai di di΄ai΄

Figure 3: Gate utilization and buffer time.

1

3

4
6

5 7

2

MRT Line �e Apron

Terminal T Satellite Hall S1 Satellite Hall S2

Figure 1: Example layout of the hub airport with satellite halls.
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Figure 1 is taken as an example, and a passenger whose
transfer time budget is 60min is considered. Different
transfer scenarios are illustrated in Table 2 when arriving
and departing airplanes are assigned to different gates. In
Scenario 1, both gates of arriving and departing airplanes are
assigned in terminal T, and the shortest transfer time is
much less than the transfer time budget Bp and transfer
success. Passenger transfer is more stressful in Scenario 2
because the assigned gates of two airplanes are located at T
and S1, respectively. Passengers in Scenario 3 and Scenario 4
fail to transfer due to the gate assignment.

.us, passengers p may fail to transfer if the shortest
transfer time is too long between two gates assigned to
airplanes i1 and i2, i.e., exceeding the transfer time budget
Bp. .e demand-oriented gate assignment problem (TGAP)
in this study focuses on the trade-off between transfer
passenger service and gate utilization efficiency in GAP
when satellite halls are constructed in the hub airport.

2.2. Assumptions. To facilitate the presentation of our
studied problem in this study, the following assumptions are
made:

A1: (airport layout). Considering a hub airport with
one terminal, several satellite halls, and an apron, the
shortest transfer time between any two gates is given.
.ere is no limit on the number and type of airplanes
that use the apron simultaneously.
A2: (flight and airplane). Given the flight timetable in
the research period, including arrival/departure time,
flight types (domestic/international), and airplane
types (wide/narrow-body).
A3: (gate service). Only one airplane can use a gate at a
time. All of the gates have the same buffer time τb

between serving two airplanes. .e gate compatibility
for flights and airplanes is considered.
A4: (passenger demand). Since the satellite halls mainly
affect transfer passengers, it is assumed that we only
consider the transfer passenger demand. .e quantity,
associated flights, and transfer time budget of pas-
sengers are given.

3. Mathematical Formulation

In this section, we first formulate the model for GAP to
clarify the resource utilization and constraints in the hub
airport, and then, we propose the model for TGAP con-
sidering the service of transfer passengers in Section 3.2.

3.1. Notations and Decision Variables. Table 3 lists general
indices, sets, parameters, and variables in optimization
models that appeared in this study.

3.2. Model for GAP. In this subsection, the mathematic
model of GAP is formulated to integrate using the gates in
terminal and satellite halls, including constraints and multi-
objective functions.

3.2.1. Constraints. .e constraints of GAP usually include
gate utilization and airplane service, which are next de-
scribed in detail.

(1) Gate Time Conflict Constraint. A feasible gate assignment
scheme should guarantee that airplanes assigned to the same
gate do not overlap in time and observe the buffer time. .e
airplane time incidence parameter δit is introduced, which
equals 1 when ai ≤ t≤di + τb and otherwise 0. So, we have
the following:


i∈I

δit · xig ≤ 1, ∀t ∈ T, ∀g ∈ G. (1)

.e incidence parameter δit and assignment variable xig

associate airplanes, gates, and time.

(2) Gate Utilization Constraints. For gate g ∈ G, if it is used
by any airplane, the variable xg equals 1, otherwise 0. So, we
have gate utilization constraints that indicate the relation-
ship between xig and xg as follows:


i∈I

xig ≤M · xg, ∀g ∈ G, (2)

where M is a sufficiently large positive constant.

(3) Airplane Service Constraints. Each airplane must and can
only be assigned to one gate or the apron, and then:



g∈G⋃  G′
xig � 1, ∀i ∈ I.

(3)

(4) Gate Compatibility Constraints. We consider the gate
compatibility in this model, because gates in the different
areas of terminal and satellite halls may have different
functions, which are mainly influenced by facilities and
equipment. .e airplane gate compatibility incidence pa-
rameter σig is introduced, which equals 1 if airplane i ∈ I can
be served by gate g ∈ G and otherwise 0. We can derive the
values of σig based on the given airplane and gate types.

xig ≤ σig, ∀i ∈ I, ∀g ∈ G⋃

G′. (4)

Time 

Time 

Transfer time budget 

ai1

ai2

di2

di2

Bp

Figure 4: Illustration for transfer time budget of passengers.
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In particular, the apron can serve all types of airplanes
and σig � 1, g ∈ G′.

(5) Constraints for Decision Variables

xig �
1 if airplane i is assigned to gateg,

0 otherwise,
 ∀i ∈ I, ∀g ∈ G⋃


G′,

xg �
1 if gateg is used,

0 otherwise,
 ∀g ∈ G.

(5)

Constraints (5) and (6) are binary requirements on the
decision variables.

3.2.2. Objective Function. Gates are the scarce resource
in an airport, and operational efficiency depends on the
utilization of this bottleneck resource. Since the hub airport

has terminal and satellite halls simultaneously, the GAP aims
to make efficient use of the gates in the terminal and satellite
halls and minimizes the operating costs.

An airplane can use parking positions in the apron if it
cannot be assigned to a gate, but the apron is usually far
away from the terminal and satellite halls, and passengers
need to take a shuttle bus between the terminal and the
apron..is will increase the transfer time of passengers on
the one hand and increase the operating costs of the
airport on the other hand. To make efficient use of the
gates and avoid assigning airplanes to the apron, the first
objective is to minimize the number of airplanes assigned
to the apron:

minZ1 � 
i∈I



g∈G′
xig.

(6)

Table 2: Transfer scenarios for passenger group p under different gate assignment schemes.

Scenarios Gate of arriving airplane Gate of departing airplane Shortest transfer time Transfer time budget Bp Result

1 Gate 1 (T) Gate 2 (T) 30min

60min

Success
2 Gate 1 (T) Gate 3 (S1) 55min Success
3 Gate 1 (T) Gate 5 (S2) 70min Fail
4 Gate 1 (T) Gate 7 (apron) > 70min Fail

Table 3: Main sets, indices, parameters, and variables.

Symbol Definition
Sets and indices
G Set of gates in the terminal and satellite halls
G′ Set of parking positions in the apron
I Set of airplanes
P Set of passenger groups
T Set of discretized time intervals
g Index of all gates and parking positions, g ∈ G⋃ G′
i Index of airplanes, i ∈ I

p Index of passenger groups, p ∈ P

t Index of discretized time intervals, t ∈ T

Parameters
[T1, T2] Daily operation period
τb Buffer time of gates
ai Arrival time of airplane i

di Departure time of airplane i

δit Airplane time incidence parameter
σig Airplane gate compatibility incidence parameter
i1p Arriving airplane of passenger group p, abbreviated as i1
i2p Departing airplane of passenger group p, abbreviated as i2
Bp Transfer time budget of passenger group p

np Number of passengers in group p

τ(g1, g2) Shortest transfer time between gate g1 ∈ G⋃ G′ and g2 ∈ G⋃ G′
τc Waiting time for passengers when fail to transfer
M A sufficiently large constant
ε A sufficiently small positive constant
c Weights in the objective function
Variables
xig Binary assignment variable: xig � 1 if airplane i ∈ I is assigned to gate g ∈ G⋃ G′, and xig � 0, otherwise
xg Binary utilization variable: xg � 1 if gate g ∈ G is used, and xg � 0, otherwise
φp Transfer pressure of passenger group p

yi1,2g1,2

Binary variable: yi1,2g1,2
� 1 for passenger p, if arriving airplane i1 is assigned to g1 and departing airplane i2 is assigned to g2, and

yi1,2g1,2
� 0, otherwise

Computational Intelligence and Neuroscience 5
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.is is a common objective in the literature of GAP
(Ding et al. [6], Dorndorf et al. [7, 8], Drexl and Nikulin [9],
Deng et al. [10]). It is equivalent to maximizing the number
of airplanes assigned to gates. Furthermore, this objective
can be easily extended to maximize the total usage time of
gates since the dwell time of each airplane is given, but it has
no significant impact on passenger service so we use the
objective (6) in this study.

Besides, the GAP is multi-objective in nature and op-
eration costs for gates are expensive (including ground
operation costs), which motivates us to consider objectives
more comprehensively. Apart from minimizing the apron
operation, the GAP also needs to consider the objective that
minimizes the number of used gates, i.e.,

minZ2 � 
g∈G

xg.
(7)

In this study, we consider the objective function that
consists of the number of airplanes assigned to the apron and
the number of used gates and then formulate the GAP as a
multi-objective optimization problem. For GAP in a hub
airport with the apron, if we only consider the objective (6),
gate operating hours may not be fully utilized in some
situations; only consider the objective (7) is obviously not
feasible either, which would assign all of the airplanes to the
apron. .us, the combination and trade-off between ob-
jectives (6) and (7) is comprehensive for GAP. We use linear
weight to handle these two objectives and formulate the
objective function as follows:

minZGAP � α1 · Z1 + α2 · Z2, (8)

where α1 and α2 are positive weights to denote the trade-off
between objectives. In particular, we can obtain a Pareto-
optimal solution if α1 and α2 are set 1, or their values are set
according to the preference of airport operators.

3.2.3. Mathematical Model for GAP. .e GAP can be for-
mulated as follows:

minZGAP � α1 · 
i∈I



g∈G′
xig + α2 · 

g∈G
xg,

s.t. constraints (1) − (6).

⎧⎪⎪⎨

⎪⎪⎩
(9)

.e mathematical model for GAP given in (9) is binary
integer linear programming. .e model for GAP focuses on
the gate resource optimization when a hub airport has both
main terminal and satellite halls, and next, we will consider
the impact of GAP on passengers and further improve the
model involving different stakeholders.

3.3. Model for TGAP. Gate assignment affects the service
quality of passengers, especially the transfer passengers in
the hub airport where both main terminal and satellite halls
are providing passenger service. Passengers may take a
longer time to get from the arriving flight to the departing
flight gate due to the gate assignment and may even exceed
the transfer time budget resulting in a failed transfer. .us,
we will incorporate the service of transfer passengers in the
GAP in this section.

With the given flight timetable and transfer scheme
(arriving airplane i1 and departing airplane i2) of passenger
group p ∈ P, we can get the transfer time budget
Bp � di2

− ai1
. .e gates serving airplanes i1 and i2 are

denoted as g1 and g2, respectively. Given the layout of
terminal and satellite halls in the airport, the shortest
transfer time τ(g1, g2) (including processing time, walking
time, and MRT time) between any two gates is also fixed.

.e gate assignment will influence the shortest transfer
time of passenger group p. Here, we introduce the transfer
pressure to describe the airport’s service level for transfer
passengers. .e transfer pressure is the ratio of shortest
transfer time to transfer time budget, and the transfer
pressure for passenger p is denoted by φp and defined as
follows:

φp �

τ g1, g2( 

Bp

, if i1, i2 are both assigned to gates,

τc

Bp

, otherwise,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(10)

where τc is the total transfer time (including process time
and shuttle bus time) for passengers associated with the
apron. If both associate airplanes of a passenger group are
assigned to gates in the terminal and satellite halls, pas-
sengers need to do a gate-gate transfer with transfer time
τ(g1, g2); otherwise, passengers need to do a gate-apron,
apron-gate, or even apron-apron transfer with transfer time
τc. Note that τc is longer than the shortest transfer time
between any two gates because the parking positions in the
apron are usually far away from the terminal and satellite
halls.

.en, we introduce the objective that minimizes the
transfer pressure for passengers to capture the passenger
service in the GAP of the hub airport; i.e.,

minZ3 � 
p∈P



g1∈G⋃

G′



g2∈G⋃

G′

xi1g1
xi2g2

φpnp.
(11)

.eGAP considering passenger transfer time budget can
be formulated as follows:

minZTGAP � α1 · 
i∈I



g∈G′
xig + α2 · 

g∈G
xg + α3 · 

p∈P


g1∈G⋃

G′



g2∈G⋃

G′

xi1g1
xi2g2

φpnp,

s.t. constraints (1) − (6).

⎧⎪⎪⎨

⎪⎪⎩
(12)

6 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

.e mathematical model given in (12) explicitly con-
siders the transfer passenger service and shows the trade-off
between passenger service and operating costs of GAP in the
hub airport. .e mathematical model (12) is nonlinear
programming, and the nonlinearities come from the ob-
jective function associated with passenger, where the cal-
culation of transfer pressure φp is a segmentation function.

Table 4 presents the complexity of the model for GAP
and TGAP. It can be seen that the model size depends on the
number of gates, airplanes, passenger groups, and demand
discretization (number of discretized time intervals). Sup-
pose that there is a hub airport with 10 gates and 100 air-
planes with 100 transfer passenger groups, the research
period is [0: 00 − 24: 00]. If the discretization time interval
is 5min, there will be 120 variables and 2500 constraints in
the GAP model (9). .e number of variables in the TGAP
model (11) is 1120, with the addition of variables related to
transfer passengers.

4. Solution Approach

.emathematic model (9) for GAP is a binary integer linear
programming and can be solved by several existing com-
mercial solvers, such as CPLEX and Gurobi (see, e.g.,
Linderoth and Ralphs [27]; Atamturk and Savelsbergh [28]).

As for the mathematic model (12) for TGAP, it is
nonlinear programming with linear constraints, and we next
propose two approaches to solve it.

4.1. Linearization Approach. In this section, the origin
nonlinear programming model (12) will be transformed into
binary integer linear programming by introducing new
binary variables and linear constraints.

Focusing on the nonlinear objective function of the
model (12), the calculation of transfer pressure φp is a
segmentation function as shown in Eq. (11). According to
the analysis of transfer time under different scenarios in
Section 3.3, only need to set the shortest transfer time as-
sociated with g ∈ G′ as τc, i.e., τ(g1, g2) � τc, g1 ∈ G′ or
g2 ∈ G′ the objective that minimizes the transfer pressure in
(12) could be updated as follows:

minZ3 � 
p∈P



g1∈G⋃

G′



g2∈G⋃

G′

xi1g1
xi2g2

τ g1, g2( np

Bp

. (13)

It can be observed that (13) is nonlinear because of
productions of binary variables xi1g1

and xi2g2
, and they can

be replaced by auxiliary binary variables yi1,2g1,2
. Following

Williams [29], the productions can be replaced by adding
linear constraints:

− xi1g1
+ yi1,2g1,2

≤ 0

− xi2g2
+ yi1,2g1,2

≤ 0

xi1g1
+ xi2g2

− yi1,2g1,2
≤ 1

yi1,2g1,2
∈ 0, 1{ }

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

, ∀p ∈ P, ∀g1, g2 ∈ G. (14)

.us, the linearized model for TGAP considering the
transfer passenger service can be formulated as follows:

minZTGAP � α1 · 
i∈I



g∈G′
xig + α2 · 

g∈G
xg + α3 · 

p∈P


g1∈G⋃

G′



g2∈G⋃

G′

yi1,2g1,2
τ g1, g2( np

Bp

,

s.t. constraints(1) − (6), (14).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(15)

Note that model (15) is linear programming and can
easily be solved by commercial solvers such as CPLEX and
Gurobi to find a globally optimal solution.

As shown in Table 4, the number of auxiliary binary
variables yi1,2g1,2

is |P| × (|G| + 1)2. Based on the example in
Section 3, there will be 121120 variables and 489000 con-
straints in the linearized model (15) for TGAP. Besides,
when the number of passenger groups and airport gates
increases, the number of variables and constraints increases
rapidly, which takes a long computation time to solve the
TGAP with commercial solvers. To address this issue, we
further design a heuristic approach to solve the TGAP.

4.2. Heuristic Approach. .e gate assignment problem is a
complex nondeterministic polynomial hard (NP-hard)
problem due to the complex layout of airports, multi-flights,
passenger trips, and gate compatibility [30, 31], and many
studies adopted heuristic approaches to solve it [16, 21, 24].
To solve TGAP in large hub airports requires an efficient

algorithm to obtain a satisfactory solution and solve the
problem in reasonable CPU time. .e simulated annealing
(SA) algorithm is a metaheuristic to approximate the global
optimization and has good robustness. .us, we propose an
approach for TGAP at large hub airports based on the
framework of the SA algorithm.

In Algorithm 1, we adopt the following strategies to
adjust the assignment scheme and get neighborhood
solutions.

4.2.1. Initial Solution. .e model (11) for TGAP has the
same constraints as the model (9) for GAP, and we can use
the optimal solution of model (9) as the initial solution. It is
already efficient in terms of gate resource utilization. As for
the model scales, note that the model (9) can be decomposed
into two subproblems by gate compatibility on airplane
types: one assignment for wide-body airplanes and associate
gates and another for narrow-body airplanes and associate
gates. In this way, the initial solution of TGAP is designed.

Computational Intelligence and Neuroscience 7
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4.2.2. Passenger Service Adjustment Strategy. .e passenger
service adjustment strategy aims to reduce the transfer pressure
of passengers, which includes three options: insert option, swap
operation, and remove operation. .ese operations are per-
formed sequentially, with only one of them executed in each
loop, and detailed options are shown as follows.

In the current solution, we already know the gate as-
signment scheme, i.e., the specific gate of each airplane. As
we know the transfer information of passenger group p ∈ P,
P1

i and P2
i are denoted as the subset of passenger groups

whose arriving and departing airplane is i ∈ I, respectively.
.en, we denote φi as the total transfer pressure of pas-
sengers associated with airplane i, which is given as follows:

φi � 

p∈P1
i

φpnp + 

p∈P2
i

φpnp.
(16)

.e total transfer pressure of each airplane is calculated
by equation (16) and does the following operations: ① the
airplane that has the maximum transfer pressure and is
already assigned to a gate is selected.② Insert operation: the
subset of gates that has available time and already been used
is found, the selected airplane is inserted into one of them
randomly. If the subset is empty, the next operation is
proceeded. ③ Swap operation: the subset of airplanes that
has the same time interval and type (no violation of con-
straints (1) and (4)) is found, the selected airplane and one of
them are randomly swapped. If the subset is empty, the next
operation is proceeded. ④ Remove operation: if the above
two operations are not executed, the subset of gates suitable
for the selected airplane is found, one of them is chosen at
random, and the selected airplane is assigned to this gate,
and then, the airplanes with conflicts are assigned to the
apron.

4.2.3. Gate Utilization Strategy. .e gate utilization strategy
concentrates on reducing the number of used gates, which
includes two options: insert option and remove operation.
Based on the current solution, we could know the set of
airplanes assigned to gate g ∈ G and denoted by Ig. ug is
denoted as the time utilization ratio of gate g, which equals
the ratio of occupied time to research period:

ug � 
i∈Ig

τb + di − ai( 

T2 − T1( 
. (17)

To reduce the number of used gates, the following op-
erations are executed: ①the gate with the lowest time uti-
lization ratio using (17)is found, and if the ratio is lower than
a threshold value (such as 40%), then next options are done.
② insert operation: for airplanes assigned to the selected
gate, the subset of gates that has available time and already
used is found, and these airplanes are inserted in one of them
randomly.③ Remove operation: the rest of the airplanes are
assigned to the apron after the previous option.

4.2.4. Apron Airplane Adjustment Strategy. .e apron air-
plane adjustment strategy is designed to reduce the number
of airplanes assigned to the apron and transfer pressure of
passengers. .us, included operations in this part of the
strategy consider both of the two objectives. ① .e total
transfer pressure of each airplane in the apron by (16)is
calculated and the maximum one of them is found.②.e
insert and swap operations are executed. .is airplane is
randomly inserted into a gate that has available time periods;
otherwise, it is swapped with another airplane assigned to a
gate without violation of constraints (1) and (4). ③ If the
above two operations are not satisfied, one of the airplanes in
the apron is attempted insert into an available gate. ④ If
there is any available empty gate, the airplane with the
shortest overlap time period with other airplanes in the
apron is found and assigned to the new gate.

.e proposed heuristic approach shown in Algorithm 1
is based on the framework of the SA algorithm, together with
three strategies for improving different parts of objective
functions, and it would find a satisfactory solution of TGAP
in the model (13).

5. Case Studies

To demonstrate the performance of the proposed models
and solve approaches, we use the data of the Shanghai
Pudong International Airport in China as a case study. We
will describe the experiment data in Section 5.1. .e nu-
merical results are presented in Section 5.2.

All numerical tests are conducted on a personal com-
puter with Intel® Core (™) 3.00GHz processor and 16.00GB
RAM and Windows 10 Home Edition Operating System
(64 bit). .e YALMIP-R20190425 together with MATLAB
R2019b is used to conduct the numerical tests. .e com-
mercial solver Gurobi optimization studio 8.1.1 (with aca-
demic license) is adopted to solve GAP and linearized TGAP
models, and the solver used the branch-and-cut algorithm to
find optimal solutions for the above two mixed-integer
programming models.

5.1. Data and Parameter Setting. We consider a real-world
case study on the Shanghai Pudong International Airport,
which is an important hub airport in eastern China. .e
gates are integrated used in a terminal T and connected

Table 4: Numbers of variables and constraints in the models.

Variables and constraints Quantity
Variables
xig |I| × |G| + |I|

xg |G|

φp |P|

yi1,2g1,2
|P| × (|G| + 1)2

Constraints
Gate time conflict constraint (1) |T| × |G|

Gate utilization constraints (2) |G|

Airplane service constraints (3) |I|

Gate compatibility constraints (4) |I| × |G| + |I|

Binary constraints (5) |I| × |G| + |I|

Binary constraints (6) |G|

Note: | · | represents the cardinality of a set.
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satellite hall S, and both terminal T and satellite hall S could
handle transfer processes for passengers. .ere is an MRT
line that connects T and S to quickly transport passengers,
assuming that passengers’ MRT time for a one-way trip is
5minutes (for layout, see Figure 5). We consider the GAP
and TGAP for 28 gates in terminal T and 41 gates in satellite
hall S and an apron, and the detailed information of gates
can be found in Table 5. .e compatibility of gates such as
service for domestic/international flights and wide/narrow-
body airplanes is also given. τc is set as 180minutes.

In this case study, the considered research period is set as
[0: 00 − 24: 00], which covers a full day of operations. We
select 296 airplanes related to the above gates of China
Eastern Airlines and Xiamen Airlines on January 20, 2018.
Table 6 shows several records as an example, and every
record corresponds to one airplane, which services two
flights. .e information of airplanes includes the arrival and
departure date, arrival and departure time, arrival and de-
parture flights, airplane types (wide/narrow-body), and
flight types (domestic/international).

Meanwhile, transfer information of more than 3000
passengers is selected and divided into groups based on
arrival and departure flights. .e example of information is
shown in Table 7, which includes arrival and departure
flight, arrival and departure date, and passenger number in
groups. Combining with the information of airplanes and
flights in Table 6, we can easily get the transfer time budget of
each passenger group. Since the layout of the airport is set,
the shortest transfer time τ(g1, g2) between any two gates is
also determined, including processing time, walking time,
and MRT time. .e buffer time of gates τb is set to
45minutes.

.e linear weights in the model (10), (13), and (16) are,
respectively, α1 � 296, α2 � 1, α3 � 10; the algorithm pa-
rameters are set as follows: T0 � 106, Tf � 5, mmax
� 50, θ � 0.5.

5.2. Computational Results. Given the above data and set-
tings, the proposed solution approaches will be implemented
for GAP and TGAP. .e results of GAP, TGAP with lin-
earization approach, and performance comparison are
shown in Subsection 5.2.1; Subsection 5.2.2 shows the result
of TGAP solved by the heuristic approach.

5.2.1. Solutions of GAP and Linearized TGAP. In this
subsection, we solve the GAP and linearized TGAP by
commercial solver Gurobi optimization, and the CPU time
to solve GAP is 5.75s..e result of GAP is shown in Figure 6,
and the horizontal axis represents the research period
([0: 00 − 24: 00] on January 20, 2018), and the vertical axis
represents the total of 69 gates in terminal Tand satellite hall
S. .e colored bars in Figure 6 represent the time period
when the airplanes occupy the corresponding gates, and the
buff time is not included. It can be clearly seen that airplanes
satisfy the time conflict constraints of gates and buffer time is
also held between two adjacent airplanes. One can find that
airplanes arriving and departing during [0: 00 − 6: 00]

usually occupy the gates for a long time as passengers tend
not to travel at this period. .e result of TGAP is shown in
Figure 7, which also satisfies all of the constraints.

From Figure 6, we can find that several gates (S29, S30,
S39, and S41) are not occupied by any airplane, and they
are all serving wide-body airplanes. Meanwhile, Figure 8

(1) Input Solution S0 of GAP as the initial solution of TGAP, passenger information (flights and volume), algorithm parameters
(initial and end temperature T0, Tf, the maximum number of inner iterations mmax and temperature drop ratio θ).

(2) Calculate the objective value Z0 in the model (12). Set current solution S←S0, Z←Z0 and the best solution S∗←S0, Z∗←Z0; the
current temperature T←T0.

(3) Repeat
(4) m←0;
(5) Repeat
(6) m←m + 1;
(7) Neighborhood searching using strategies for different objectives in Section 4.2
(8) ① search for the neighborhood by passenger service strategy;
(9) ② search for the neighborhood by gate utilization strategy;
(10) ③ search for the neighborhood by apron airplane strategy.
(11) Get the neighborhood solution S′ and Z′.
(12) Update the current solution and best solution
(13) ΔZ←Z′ − Z;
(14) if (ΔZ≤ 0) then
(15) S←S′, Z←Z′ and S∗←S′, Z∗←Z′;
(16) else if ((exp[− ΔZ/T]〉Random(0, 1))) then
(17) S←S′, Z←Z′;
(18) end
(19) Until m � mmax
(20) T←θ · T;
(21) Until T〈Tf

(22) Output optimal TGAP solution S∗ and Z∗

ALGORITHM 1: Solving framework based on SA algorithm for TGAP.

Computational Intelligence and Neuroscience 9
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shows that all wide-body airplanes are already assigned to
gates in GAP and that ratio for narrow-body airplanes is
81%, and the total number of airplanes successfully
assigned to the gates is 249. Here is why we consider the
objective that minimizes the number of used gates in (7),
which can improve the efficiency of gate utilization when
one kind of resource is sufficient, i.e., gates for wide-body

airplanes. .us, the combination of objectives (6) and (7)
is more comprehensive for gate utilization in both GAP
and TGAP.

Next, we compare the solution of GAP and TGAP, and
values of different parts in objective functions are shown in
Table 8, of which the value of Z3 (transfer pressure) in GAP
is calculated based on the optimal solution of the model (10)

MRT Line

Satellite Hall STerminal T

�e Apron

Figure 5: Layout of terminal T1 and satellite hall S1 in Shanghai Pudong International Airport.

Table 5: Gate information and compatibility in the case study.

Gate no. Terminal Arrival service Departure service Airplane type Gate no. Terminal Arrival service Departure service Airplane
type

T1 T I I N S1 S D D N
T2 T I I W S2 S D D N
T3 T I I W S3 S D D N
T4 T I I W S4 S D D N
T5 T I D, I W S5 S D D N
T6 T D, I D, I W S6 S D D N
T7 T D, I D, I N S7 S D D N
T8 T D, I D N S8 S D D N
T9 T D, I D N S9 S D D N
T10 T D D N S10 S D D N
T11 T D D N S11 S I I N
T12 T D D N S12 S I I N
T13 T D D N S13 S I I N
T14 T D D N S14 S D D N
T15 T D D N S15 S D D N
T16 T D D N S16 S D D N
T17 T D D N S17 S D D N
T18 T D D N S18 S D D N
T19 T D D N S19 S D D N
T20 T D D, I N S20 S D D N
T21 T D D, I N S21 S D D N
T22 T D, I D, I N S22 S D D N
T23 T D, I D, I W S23 S D D N
T24 T D, I D, I W S24 S D D N
T25 T D, I I W S25 S D D N
T26 T I I W S26 S D D N
T27 T I I W S27 S D D N
T28 T I I W S28 S D D N
S29 S D D W S36 S I I W
S30 S D D W S37 S I I W
S31 S I I W S38 S I I W
S32 S I I W S39 S I I W
S33 S I I W S40 S I I W
S34 S I I W S41 S I I W
S35 S I I W
Note. T: terminal, S: satellite hall, D: domestic flight service, I: international flight service, W: wide-body airplane service, N: narrow-body airplane service.
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and services for passengers are not taken into account. It is
obvious from Table 8 that when the first and second ob-
jectives (minimizing the number of apron airplanes Z1 and
used gates Z2) are close in the GAP and TGAP, considering
the objective Z3 can significantly reduce the transfer pres-
sure of passengers (23.64% reduction). .at is, model (12) of
the TGAP can improve the service level of transfer pas-
sengers without increasing the resource requirement in the
hub airport. Moreover, although the number of assigned
airplanes has decreased in the TGAP solution, the time
utilization rate of gates in terminal T and satellite hall S has
increased, and the scheme in TGAP assigns airplanes serving
more transfer passengers and with less occupation time to

the gates. .is also demonstrates that considering the gate
resource utilization and passenger service simultaneously is
a more comprehensive way to address gate assignment in the
hub airport.

5.2.2. Solution of TGAP Adopting Heuristic Approach.
Although the proposed linearization approach in Section
4.1 can obtain the global optimal solution for TGAP, it
takes a long time to converge. We adopted the commercial
solver Gurobi optimization studio 8.1.1 to solve the lin-
earized TGAP, and the CPU time to get the optimal so-
lution is 6.09 h. .e proposed heuristic approach takes

Table 6: Partial airplane and flight records.

Airplane
no.

Arrival flight
number

Arrival date and
time

Arrival
type

Departure flight
number

Departure date and
time

Departure
type

Airplane
type

1 MU6753 Jan 19, 19:50 D MU6358 Jan 20, 08:15 D N
2 MU6785 Jan 20, 11:00 D MU398 Jan 20, 13:10 I N
3 MU6155 Jan 20, 13:20 I MU6494 Jan 20, 14:25 D N
4 MU663 Jan 20, 16:30 I MU6588 Jan 20, 20:05 I W
5 FM9188 Jan 20, 17:20 D FM865 Jan 20, 18:20 I N
6 MU5588 Jan 20, 21:20 D MU5515 Jan 21, 08:55 D N
Note. D: domestic flight, I: international flight, W: wide-body airplane, N: narrow-body airplane.

Table 7: Partial transfer passengers’ information.

Passenger group no. Number of passengers Arrival flight number Arrival date and time Departure flight number Departure
date and time

1 10 MU5668 Jan 19, 18:35 MU739 Jan 20, 00:20
2 44 MU212 Jan 20, 10:20 MU207 Jan 20, 12:05
3 9 MU5698 Jan 20, 14:30 MU545 Jan 20, 16:10
4 20 MU504 Jan 20, 18:25 MU6720 Jan 20, 20:55
5 7 MU5130 Jan 20, 21:40 MU5023 Jan 21, 00:15

Table 8: Performance comparison of GAP and linearized TGAP solutions.

Problem Z1 Z2 Z3 Gate time utilization rate

GAP 47 65 1361.15∗ 66.40%
TGAP 48 65 1039.31 70.21%
∗Note: the total passenger transfer pressure Z3 of GAP is calculated after solving the optimal solution.

0:
00

2:
00

4:
00

6:
00

8:
00

10
:0

0

12
:0

0

14
:0

0

16
:0

0

18
:0

0

20
:0

0

22
:0

0

24
:0

0

Time

T1

T10

T20

S2

S12

S22

S32

S41

G
at

es

Figure 6: Optimal gate assignment scheme of GAP.
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Figure 7: Optimal gate assignment scheme of linearized TGAP.
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726s to solve the TGAP with the same input and pa-
rameters and only has a 2.59% solution GAP with line-
arization approach, and the gate assignment scheme is
shown in Figure 9 as follows.

Passenger group no. 3 in Table 7 is taken as an example,
passenger transfers from flight MU5698 arriving on January
20, 14:30, to flight MU545 departing at January 20, 16:10,
and the transfer time budget is 100min. In the GAP solution,
airplanes separately serving the arrival and departure flight
are assigned to gates S5 and T3. As the two gates are not in
the same terminal, the shortest transfer time for passengers
is 60min.When we take the transfer pressure into account in
TGAP, the above two airplanes are assigned to gates T18 and
T5, which are both in the terminal T, passengers’ shortest
transfer time reduced to 35min, and transfer pressure de-
creased from 0.60 to 0.35. Furthermore, the total transfer
pressure of passengers in the solution of TGAP by the
heuristic approach is still lower than that in the solution of
GAP. .is indicates that the TGAP well considered the
service for passengers and realized the integrated assignment
of gates in terminal and satellite halls.

As shown in Figure 10, gates in the terminal Tare all used
due to the shorter transfer time related to the gates in T than
that in S, and there are 3 gates in the satellite hall S serving
wide-body airplanes that are not used. .e total utilization
rate of gates is 96%, and the time utilization rate is 69.98%.
For TGAP, although the gate time utilization rate in the
solution of the linearized approach (70.21%) is higher than
that of the heuristic approach, the difference is not
significant.

Next, we compare the passenger transfer pressure in
three cases: the GAP solution, linearized approach of TGAP
solution, and heuristic approach of TGAP solution. .e
proportion of passengers within different transfer pressure
intervals of the above three solutions are reported in Fig-
ure 11, where we observe that most of the passengers’
transfer pressure remains at a relatively low level and lies in
the range of [0.1, 0.5] in all three cases. Two solutions of
TGAP are compared with the GAP solution, and we can see
that the quantity of passengers who experience low transfer
pressure ([0.1, 0.3]) in TGAP solutions is significantly more
than that in the GAP solution, while in the high transfer

Wide-body Narrow-
body

Total

Assigned
Unassigned
Assigned rate

0

100

200

300

400

500

N
um

be
r o

f a
irp

la
ne

s

0

0.2

0.4

0.6

0.8

1.0

A
ss

ig
ne

d 
ra

te

Figure 8: Assigned numbers and rates for different types of airplanes in GAP.
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Figure 9: Gate assignment scheme of TGAP solved by the heuristic approach.
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pressure range ([0.5, 1.0]), the proportion of passengers in
TGAP solutions is less than that in the GAP solution. .is
result indicates that proposed TGAP models could improve
the service for transfer passengers.

Turning now to solutions of TGAP by linearization
approach and heuristic approach, the distributions of pas-
senger transfer pressure in these two solutions are com-
parable, whichmeans the proposed heuristic approach could
obtain a satisfactory solution in a reasonable time. What is
striking in Figure 11 is that some passengers in all three
solutions have transfer pressure greater than 1 because re-
lated airplanes are assigned to the apron, and this situation is
enhanced in TGAP solutions.

6. Conclusions and Future Research

In this study, we focus on the impacts of gate assignment on
the service of transfer passengers in the hub airport with
satellite halls. First, a binary linear programming model for
GAP is proposed that considers the gate time conflict, gate
compatibility constraints, and the airport operator-oriented
objective functions. .en, we introduce the transfer time
budget and transfer pressure to measure the passenger
service and formulate the TGAP as a nonlinear program-
ming with linear constraints. In particular, multi-objective
functions were considered in the TGAP model, including
transfer demand-oriented and operator-oriented objectives.
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Figure 10: Gate utilization in terminal T and satellite hall S in TGAP.
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We proposed a linearization approach and a SA algorithm-
based heuristic approach to solve the nonlinear model of
TGAP. Finally, the case study based on practical data
demonstrated the benefits of the proposed models and so-
lution approaches. In the experimental results, it was verified
that the proposed TGAPmodel and solution approaches can
improve the service for transfer passengers and lead to more
efficient utilization of gate resources in the hub airport.

Further research could consider the randomness of
transfer passenger demand and the effects of random flight
delay on gate assignment and transfer passenger service. We
can also manage the fairness of passengers through transfer
pressure in the gate assignment problem.
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With the rapid development of science and technology, testing equipment and testing methods are constantly updated. Radar
detectors have the advantages of losslessness, high efficiency, high resolution, and high-speed radar image capture. ,ey can
accurately locate defects in railway tunnels, respond to hidden dangers in time, and provide strong technical support for
transportation. ,is paper proposes to optimize the defect detection of railway tunnel radar through the combination of
multisensor technology and active interference suppression algorithm and designs the corresponding sensor system according to
the content. ,is article analyzes several factors that affect the radar detection effect and makes a detailed summary from the
detection environment and other aspects. At the same time, it uses the multisensor system combined with active interference
suppression algorithm to design a railway tunnel detection simulation experiment. Experimental results show that the use of
multisensors combined with active interference suppression algorithm to optimize radar detection can effectively improve the
accuracy of railway tunnel defect detection.,rough the analysis of the results of tunnel defect detection, the detection accuracy of
this paper has reached 98.8%, which can provide an effective reference for the detection of railway tunnels.

1. Introduction

,e current railway tunnel construction is a leapfrog de-
velopment. ,ere are many railway projects in the country
under construction. ,ese railways will be the most efficient
bridge connecting the country in the future, and the
economy will grow rapidly. ,erefore, if the construction
period is long, on-site construction will often ignore the
physical quality of the project. Examples of problems in the
operation of railway tunnels are not uncommon in news
reports. ,e lessons are profound, and the results are tragic.
Of course, there are many reasons for this tragedy. Everyone
involved in the construction is responsible, but in the end, it
is due to quality problems. Most of the accidents are caused
by the phenomenon of cutting corners and reducing con-
struction procedures during the construction process by the
specific construction team at the construction site. At the

same time, the competent authority does not supervise such
issues nor do a good job of source management that directly
affects the quality of the project. It is precisely because many
lessons have been learned that the government attaches great
importance to the safe operation of railways. ,is of course
puts forward higher requirements for construction quality.
,e ground penetrating radar method can effectively solve
these problems and can guarantee the safety of the railway in
operation for future operations.

,ere are many methods for tunnel quality inspection.
,e traditional method is to obtain target information by
sampling through boreholes. ,e detection results obtained
by the excavation sampling method are accurate and direct,
but only partial information represented by the tunnel lining
excavation site can be obtained, and the structure itself has
been damaged. ,erefore, the quality control of tunnel
construction requires an efficient and economical method. It
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provides continuous detection information without dam-
aging the tunnel lining itself. Since the 1980s, ground
penetrating radar detection technology has been expanding
its application range due to its fast, nondestructive, and
continuous characteristics. However, the complex envi-
ronmental conditions of the tunnel under construction and
many interference sources will affect the effectiveness of
radar wave detection at the detection point. Some electro-
magnetic interference waves generated by these sources
directly affect the reflected signal and the waveform of the
target body, and it is difficult to remove them in the post-
processing process. In the field test, it should try to avoid
these interference sources. Or, it should choose appropriate
equipment parameters according to the electromagnetic
environment of the construction site to minimize the im-
pact. At the same time, there are other interference factors
that affect the accuracy of the detection results, such as
environmental humidity, antenna speed, and coupling
conditions. ,e use of ground penetrating radar to com-
prehensively inspect the tunnel lining structure, finding
quality defects and hidden safety hazards and dealing with
them in a scientific and timely manner, can avoid serious
problems that may even affect the overall safety of the tunnel.
It lays a solid foundation for the later completion acceptance
and safe operation. It can provide good inspection results
and reliable baseline data for project quality evaluation and
processing.

In order to overcome active interference, Zhang and Pan
proposed an adaptive polarization cancellation method
based on dual-polarization radar. ,ey obtain the compo-
nents and characteristics of the actual target and active
interference analysis signal through the vertical and hori-
zontal polarization channels of the dual-polarization radar.
,en, in an actual scenario, the weighting factor is sub-
tracted in time to adjust the amplitude and phase difference
of the active interference signals received from the two
orthogonally polarized channels. ,is can completely
eliminate active interference, but the actual target power will
change. In addition, a target signal correction method has
been developed to improve the accuracy of monopulse radar
angle measurement. ,en, through simulation, the factors
affecting adaptive polarization cancellation are analyzed in
detail. Finally, the experimental results show that it is very
effective for the intervention of active blocking and active
deception. However, the adaptive method they designed is
not flexible enough to meet the actual detection require-
ments [1]. Zhao et al. researched electronic countermeasures
(ECMs) systems to combat misleading electronic counter-
measures (ECMs) technology. An adaptive detector uses the
generalized probability ratio test (GRLT) standard to detect
whether there is any misleading interference in the Fourier
transform (FT) field. ,e proposed detector can analyze
initial and auxiliary data through adaptive area echo and
misleading interference. Finally, the extended radar network
is analyzed as a special case, and the result proves the validity
of the digital simulation in the proposed method. However,
the scheme they studied is only for special interference [2].
Liu et al. studied the influence of DRFM active jamming
technology on coherent pulse compression radar. By

introducing the radar signal detection model and radar
equation, the influence of the signal generated by DRFM on
the detection performance of the radar receiver is analyzed
and the relationship between the radar detection probability
and the interference power is obtained. Finally, the effective
indicators for judging the interference phenomenon are
summarized, and the amplitude of the active interference
signal is determined. However, their research on the ac-
curacy of radar detection is not deep enough [3]. Yang et al.
proposed an error control method based on an active in-
terference suppression control algorithm. It is used to check
the parameter uncertainty and noise measurement of the
ultrasonic flutter suppression model. ,e control method
can be used to estimate the observed output signal and its
time derivative, as well as to model dynamics and mea-
surement noise. Numerical results show that the control
method they invented can effectively suppress ultrasonic
vibration in the range of large Mach numbers and has
obvious adaptability to changes in stiffness parameters.
However, the actual suppression effect of the interference
suppression algorithm they studied cannot satisfy the re-
search on geology [4]. Chen et al. proposed a new anti-
jamming algorithm based on the minimum mean square
error criterion to protect the acquisition stage.,e basic idea
of the proposed method is the grid search process of sharing
synchronization parameters by suppressing interference and
receiving signals. ,e simulation results show that the
proposed method can keep the GNSS receiver running
during the cold start period with interference signals. In
addition, its performance is significantly better than the
power reversal method. However, this research method has
little meaning for radar detection effect [5]. Yang and Huang
studied the interference suppression phenomenon of the
integrated coil inductor topology. In the proposed topology,
a traditional single-turn spiral inductor is integrated with a
built-in tightly coupled LC resonator on the printed circuit
board. Interference suppression is achieved by guiding the
magnetic flux emitted by the spiral inductor to the tuner
instead of other spiral inductors around it. From the ex-
perimental results of the comparative case, by changing the
value of the coordinator capacitor, the proposed topology
can provide design freedom in any frequency band of in-
terest. However, the interference suppression method they
proposed is very difficult in practical applications and needs
to be simplified [6].

,e innovation of this paper is the use of multiple
sensors combined with active interference suppression al-
gorithms to optimize the design of a sensor system for radar
defect detection in railway tunnels. It uses a multisensor
combination scheme to obtain information such as the
angular velocity, acceleration, and magnetic field strength of
the carrier. A specific calibration compensation method is
selected to calibrate their output values, respectively, which
realizes the real-time display of system output data. In this
article, an interference suppression algorithm based on
Fourier transform is introduced to optimize the interference
elements encountered by the radar in the detection of radar.
,e algorithm first transforms the received data in the
Fourier transform fractional domain and then separates the
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interferometer in the transform domain. By optimizing the
design of the gain coefficient, the retention of interference
limits is suppressed while signaling time and the frequency
response is maximized. Finally, the useful signal after in-
terference suppression is obtained through a short-time
inverse Fourier fractional transform. It effectively verifies the
effectiveness and simplicity of this method.

2. Multisensor System Combined with Active
Interference Suppression Algorithm

2.1.&eWorkingPrinciple ofRadar. ,e essence of radar is an
electromagnetic sensor. ,e basic principle is to send an
electromagnetic signal to the area of interest through an an-
tenna [7–9] and judge whether there is a target at the end. At
the same time, it receives interesting information such as the
distance, radial velocity, angular direction, shape, and band-
width of the target [10, 11]. ,e radar system can use this
information to perform target detection, ranging, tracking, and
imaging functions, as well as the process of determining
whether the target exists, that is, radar target detection [12, 13].

Ground penetrating radar (GPR) is generally a method of
electromagnetic technology [14, 15]. Compared with other
detection methods, the geological radar method can directly
see the reflected wave recorded by the radar and can directly
analyze the distribution and shape of the structure and target
in the tunnel [16, 17]. Combining with the preliminary
judgment of the target nature and the detection requirements
such as detection depth and minimum resolution, it selects
antenna types with different frequencies for the highly se-
lective antenna [18, 19].,e ground penetrating radar will not
perform destructive testing on the lining surface, so the same
section can be tested repeatedly without damaging the tunnel
lining structure. ,e flexible ground penetrating radar has
simple operation, high sampling rate, and fast detection
speed. Once the speed and analysis ability reach the centi-
meter level, it can meet most of the requirements of tunnel
structure and target detection, with excellent accuracy
[20–22]. Its working principle is shown in Figure 1.

2.2. Active Interference Suppression. Active interference
suppression generates realistic false signals in the radar’s
time domain, frequency domain, or image field by emitting
interference signals that are very close to the echo signal,
which affects the radar’s detection of actual targets [23]. For
active interference suppression, there are countermeasures
from the radar system level and signal processing level [24].
However, most of these methods have active suppression. In
order to effectively subdue the active suppression of the
radar, it is necessary to study how to detect the active radar
to suppress the interference [25].

,e biggest difference between suppressive interference
and deceptive interference is the degree of interference. It is
difficult for the radar to obtain effective echo information
because it can fully capture the true time and frequency and
convert the echo. If the interceptor is powerful enough, it can
completely paralyze the radar, making it impossible to fight
against [26]. Active interference suppression mechanisms can

be divided into noise amplitude interference, radio frequency
noise interference, noise frequency interference, and smart
noise interference. According to the implementation strategy
of actively suppressing interference, it can be divided into
remote support intervention and self-defense intervention
[27]. Figure 2 shows the classification of radar interference.

In the case of passive interference, the radar cannot work
normally, mainly because the electromagnetic waves emitted
by the radar are reflected or changed through the smoke
screen. ,is kind of interference has a good interference
effect, a wide range of influence, low cost, and a wide range of
application scenarios. Compared with other types of sup-
pressive interference, the interference effect of noise am-
plitude interference is smaller and its countermeasures are
relatively complete [28]. Noise frequency interference is a
new type of interference that mainly affects the chip signal. It
can automatically target the center frequency of the radar
and has a certain pulse compression gain advantage. In
recent years, it has become the focus of interferometer
technology research. ,is study mainly analyzes the dif-
ferences between different types of interference through the
modeling and extraction of feature suppression interference
and lays the foundation for subsequent suppression of in-
terference detection and identification. Figure 3 shows the
process of obtaining target information from the radar.

2.2.1. Active Interference Suppression Characteristics.
Among the interference factors that affect the radar de-
tection effect, the interference wave generated by the elec-
tromagnetic interference object under the action of the
electromagnetic field will have a corresponding impact on
the radar imaging map. It will cause the imaging spectrum to
have no fixed law and range of action. For active interference
suppression, extracting its interference characteristics can
lay the foundation for radar active interference suppression
identification. ,e following analyzes the six interference
patterns to understand their characteristics in the time
domain and frequency domain. ,ey extract several char-
acteristic parameters of interference.

(1) Aiming Frequency Interference. ,e time domain
expression of noise FM interference is

R(a) � Qi exp i 2ϕfia + 2ϕHfa
 a(ε)bε + κ0  . (1)

Here, Qi indicates that the magnitude of the interference
is a constant, fi is the carrier frequency that suppresses the
interference, and Hfa is the frequency modulation slope of
the FM noise.

,e power spectral density of the frequency modulation
function a(ε) can be expressed as follows:

H(κ) �

ϕ2n
Δκ

, 0< κ<Δκ,

0, other,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

where Δκ is the modulation bandwidth of the modulation
noise a(ε).

Computational Intelligence and Neuroscience 3
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,e effective modulation index of the noise FM signal is
defined as follows:

nκe �
Hfaϕn

Δκ
. (3)

Aiming frequency interference is a kind of noise fre-
quency modulation interference, and its center frequency,
interference bandwidth, and effective modulation index
generally meet the following conditions:

fi � ϕf + f0( ,

Δκi � (2 ∼ 5)κr,

nfa < 0.

(4)

Here, f0 represents the center frequency of the radar
signal, ϕf represents the aiming frequency error, Δκi rep-
resents the bandwidth of the aiming interference signal, and
κr represents the bandwidth of the radar signal. Target
frequency interference usually requires that the frequency of
the interferometermatches the center frequency of the radar.
At the same time, it transmits interference signals with a
narrow interference bandwidth, which covers the receiving
bandwidth of the radar and requires a high-precision fre-
quency detector to support interference. However, in recent
years, with the development of radar frequency flexibility
technology, it has become difficult to identify the center
frequency of the radar from the interference part and it may
be difficult to intercept the target frequency interference on
the radar by using frequency interference.

(2) Blocking Interference. Blocking interference is a type
of FM noise interference. ,e interference bandwidth and
effective configuration index must usually meet the fol-
lowing conditions:
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T RX

Media interface

Transmit 
antenna

Receive 
antenna

Monitor

transmitter

Receiver

High frequency 
transmission switch

Automatic 
device

Antenna

Figure 1: Radar working principle diagram.
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fi � ϕf + f0( ,

Δκi � 5κr,

nfa > 0.

(5)

(3) Sweep Frequency Interference. Sweep frequency in-
terference can be regarded as a kind of aiming frequency
interference whose center frequency is constantly changing.
Under normal circumstances, this kind of interference needs
to meet the following conditions:

κi � ϕf + f0 +
Δκb

a
× A −
Δκb

2
a ∈ 0, ab . (6)

Here, Δκb is the bandwidth of the frequency sweep
interference and ab is the frequency sweep period of the
frequency sweep interference.

,e bandwidth of frequency sweep interference is very
large, and it can compete well with flexible-frequency radars
and multiple radars of different frequencies. If the given
frequency bands are the same, the aggressive interference
power will be higher than the cancellation interference power.
However, this interference becomes discontinuous in the tie
domain after passing through the receiver. ,e interference
scanning frequency represents the number of times a scan-
ning interference scans the entire interference bandwidth per
unit time, expressed as follows:

Δκi � JSF �
1

Ab

. (7)

Sweep frequency interference will form intermittent
pulse interference after passing through the receiver, and the
larger the pulse, the denser the pulse.

(4) Comb Spectrum Interference. Comb spectrum in-
terference is an interference pattern composed of multiple
narrowband interferences, and its expression can be sum-
marized as follows:

R(a) � 
m

i�1
Ri(a) +

Δκa

A
i � 1, 2, . . . , m, (8)

wherem represents the number of narrowband interferences
included in the spectrum interference. Each narrowband
interference is independent of each other.,ere are different
frequency points in the interference center, and spectrum
interference can produce narrowband interference at mul-
tiple different frequency points. It can successfully deal with
variable frequency radar systems such as flexible-frequency
radars and frequency-fluctuation radars.

(5) Noise Product Interference. Noise product interfer-
ence is a new type of interference directed at chirp signals. Its
mechanism is to multiply the noise through the filter and the
radar pulse signal intercepted by the jammer. ,is inter-
ference can be expressed as follows:

R(a) � m(a) × b(a) i � 1, 2, . . . , m, (9)

wherem(a) is the noise passing through the filter and b(a) is
the chirp signal intercepted by the jammer, and its ex-
pression is

R(a) � rect
1
A

 exp i2ϕ f0 +
1
2

×
G

A
a
2

  . (10)

,e variable f0 represents the center frequency of the
chirp signal, G represents the bandwidth of the FM signal,
and A represents the time width of the FM signal. ,e
spectrum of noise product interference can be expressed as
follows:

I(f) � M(f)⊗B(f). (11)

(6) Noise Convolution Interference. Noise convolution
interference is also a new type of interference for chirp
signals. Its mechanism is to convolve the noise through the
filter with the radar pulse signal intercepted by the jammer.
,is interference can be expressed as follows:

R(a) � m(a)⊗B(f)a> 0. (12)

It can be seen from the representation of the convergence
noise interference frequency domain that the convergence
noise interference coincides with the center frequency of the
transmitting radar signal and the bandwidth is close; that is,
the convergence noise interference can be aimed at the
center frequency radar. Without precise frequency mea-
surement, it can effectively affect flexible-frequency radars,
frequency-differential radars, and other radar systems that
allow flexible radar signal ranges. ,e essence of convergent
noise interference can be thought of as amplifying the re-
ceived chirp signal at different rates and then delaying the
addition. ,erefore, convergence noise interference can
achieve a specific radar pulse compression gain, that is, after
the interference is processed by the noise convolutional
radar system, it can achieve the same interference effect as
other low-power interference suppression.

2.3. Interference Suppression Algorithm. ,e analysis of ac-
tive radar interference suppression mainly starts from the
feature derivation. Various functional parameters are de-
rived and analyzed from the time domain, frequency do-
main, and transform domain to lay the foundation for
subsequent active radar interference detection. ,e inter-
ference characteristic parameters are as follows.

2.3.1. Frequency-Domain Peak-to-Average Power Ratio after
the Receiver. Assuming that the radar echo signal is v(a), the
receiver noise is d(a) and the received interference is i(a),
then the radar received signal w(a) can be expressed as
follows:

w(a) � v(a) + d(a) + i(a). (13)

After sampling w(a), perform the fast Fourier transform
to obtain the following:

wi(n) �
w(n)

max(w(n))n
n�1

n � 1, 2, . . . , N. (14)

,e frequency-domain peak-to-average power ratio after
the receiver is defined as follows:

Computational Intelligence and Neuroscience 5
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Pi(a) � 10 log10
maxN

n�1w
2
i (n)

1/Nw
2
i (n)

. (15)

,e peak-to-average power ratio parameter in the fre-
quency domain mainly reflects the signal variation range in
the frequency domain. Its value is relatively high, and the
range of comb spectrum interference can be identified by
this feature. ,e flow of the interference suppression al-
gorithm is shown in Figure 4.

,e echo signal is divided into several time periods at
equal intervals in the time domain. First, FT is applied to the
first time period data, and the optimal order is obtained by
searching. By analogy, the optimal order of each time
window is obtained. After Fourier transform, the time-
frequency aggregation of narrowband and broadband in-
terference is obtained. ,en, this is used to detect each time
slice. If there is an interference signal, an adaptive gain
control method is used to suppress the interference signal to
complete the interference suppression.

We calculate the initial value of the argument of w(n),
adopt the principle of the main value interval, and use the
optional interval (−σ σ) as themain value interval to ensure the
odd symmetry of the argument with respect to n� 0. To
eliminate the phase ambiguity of logarithmic changes, there are

ln(w(a)) � ln(I(a)) + ln 1 + d′(a)( . (16)

It can be seen from the formula that the real part and the
imaginary part are, respectively,

Rw(a) � ie[(w(a))] � ln Wi + ie d′(a) ,

Iw(a) � ln[ln w(a)] � σi + ln d′(a) .
(17)

Since both the deception interference and the echo signal
are zero-average signals, the amplitude of the noise FM
interference signal can be estimated as follows:

Wi � exp mean Rw(a)  . (18)

We calculate the interference signal i(a) from the radar
received signal w(a); then,

d(a) � w(a) − I(a)

� d′(a) + I(a) 1 −
Wi

Wi

exp iIn d′(a)( (  .

(19)

3. Experiment ofRailwayTunnelRadarwith the
Multisensor System Combined with Active
Interference Suppression Algorithm

As a kind of concealed project, tunnel construction will
inevitably have defects in the construction process. Due to
its concealment, defect detection has become a concern of
tunnel workers. Geological radar detection is a fast and
efficient detection method. Its principle is the same as that
of the tunnel lining structure. ,e tunnel lining structure
is combined with radar detection for tracking tunnel
defects.

,e ground penetrating radar is used for nondestructive
testing of tunnel lining, and its main purpose is to ensure
that the construction quality of tunnel lining meets the
requirements of design specifications. ,e tested elements
are the initial support, secondary lining and inverted arch,
concrete thickness detector, double-layer secondary lining
thickness, gaps and nonsolid areas, and concrete com-
pression of the backfill layer.

Due to the unevenness of the coated concrete, when the
electromagnetic wave propagates to the initial support and
the secondary coating, the speed of the electromagnetic wave
will change within a certain range. We need to adjust the
parameters of the medium to bemeasured on the concrete. If
we want to calibrate the relative permeability or electro-
magnetic velocity of shotcrete before the first support ma-
terial inspection, we can use the core perforation sampling
method to calibrate three or more positions and take the
average value. In this paper, the tunnel is inspected in the
part where the concrete thickness is known, because the core
drilling sampling method will damage the back wall to
calibrate the parameters of the secondary cladding concrete.
,e parameters of the radar include the number of sampling
points, sampling rate, and band-pass filtering. ,e number
of sampling points represents the number of sampling points
in each acquisition dataset. ,is article sets the number of
sampling points to 400. In order to make the recorded
waveform more complete and controllable, the sampling
rate is selected to be 6 times the antenna center frequency. In
the processing of data and interference waves, band-pass
filtering is used.

Due to the requirement of a safe step between the surface
and cladding of the tunnel under construction, the con-
struction of the tunnel cladding should be monitored
quickly. ,erefore, the initial support inspection should
monitor the construction progress. It should take into ac-
count the inspection progress, that is, whether the age of the
concrete can meet the inspection requirements. Before the
inspection, the side walls of the cladding should be clearly
marked with red paint every 5 meters, indicating the number
of kilometers and the number of piles. If necessary, the
detection location should be clearly marked to ensure the
accuracy of the detection data.

,e main control measures for the secondary cladding
inspection of the tunnel are used for cavities, defects,
cladding thickness, inverted thickness, filler layer and other
cladding, the distribution of steel bars in the cladding, and
the solid lining of the initial support. ,e main detection
method is the geological radar method. ,e tunnel wall
inspection is to place inspection lines on the tunnel ware-
house, the center arch on both sides, the side walls, and the
inverted arch on both sides. Or, it provides a basic overview
of the cross section of the intersection. And, it focuses on the
encrypted overview of specific tunnel sections or irregularly
covered structural sections, as well as gives the basic
knowledge of paving leaks, horizon cracks, and crevices.
Figure 5 is a schematic diagram of radar defect detection in
railway tunnels.

,e tunnel defect detection system requires methane
sensors, temperature and humidity sensors, wind speed and

6 Computational Intelligence and Neuroscience
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direction sensors, noise sensors, brightness detectors, and air
pressure detectors. At the same time, it cooperates with radar
to detect railway tunnels. And, it provides statistics on the
size and location of defects behind the tunnel lining and
summarizes the distribution of specific types of defects. ,e
defect classification table is now introduced. Table 1 is the
tunnel defect classification table.

In the detection of railway tunnel defects, firstly, the
relevant sensors in the defect detection system are used to
obtain the data related to the tunnel defects at the moment
and then the output data of the sensors are processed

accordingly. In this process, any calculation processing is
based on sensor data. ,erefore, the sensor plays a vital role
in the tunnel defect detection system. Different sensors have
different test principles and applicable conditions. ,ese will
affect the results of tunnel defect detection and the appli-
cation environment of the system. Figure 6 is the design of a
multisensor system for railway tunnel defect detection.

,e noise sensor, temperature and humidity sensor,
wind speed and direction sensor, and methane sensor are
combined with a high-precision microprocessor as the
control and calculation unit to obtain the relevant

T R

Time domain 
receiver

Analysis and 
calculation processing

Output display

Noise sensor

Temperature and 
humidity sensor

Methane sensorWind speed sensor

Wind direction detector

Air pressure detector

Luminance detector

Radar antenna

Hollow

Figure 5: Schematic diagram of railway tunnel radar defect detection.
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Interference detection
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Figure 4: Flow chart of interference suppression algorithm.
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information of the railway tunnel and obtain the environ-
mental factors of the tunnel. ,en, it cooperates with the air
pressure detector, light brightness detector, and magnetic
field detector to obtain the air pressure, light brightness, and
magnetic field strength in the tunnel.

4. Experimental Results and Analysis

4.1. Simulation Analysis of the Multisensor System Combined
with Active Interference Suppression Algorithm. In order to
analyze the algorithm more deeply, simulation experiments
are carried out using the algorithm. Figure 7 is a histogram of
phase statistics. It can be seen from the figure that the echo is
widely distributed in the entire phase interval, and the echo
and interference have obvious different phase distribution
characteristics. In contrast, the interference is only con-
centrated on a limited phase. ,erefore, the interference and
echo can be identified through the conventional discrimi-
nation model of the tree.

Figure 8 shows the output waveforms of the radar-
matched filter before and after interference suppression. It
can be seen from Figure 8(a) that before the interference
suppression of the matched filter, both the target and the
interference spike exist in its output. ,erefore, the radar
cannot achieve the purpose of extracting real target infor-
mation by selecting target spikes from multiple spikes. In
contrast, the matched filter output in Figure 8(b) has only a
target spike after interference suppression, and the radar can
extract the distance information of the real target through
this spike.

Figure 9 is a performance graph of the radar suppression
algorithm. Under various conditions, the target echo sim-
ilarity curve is consistent with the probability curve of
correct target recognition after radar interference. It can be
seen from this figure that as the signal-to-noise ratio

increases, the interference and echo similarity coefficient
increases. And, the phase is sensitive to the influence of noise
under low signal-to-noise ratio, and it is not easy to be
distinguished.

Figure 10 is the comparison result of several methods
under different frequency deviations. It can be seen from the
figure that when the frequency estimation performance of
the improved method reaches the optimum, the frequency
deviation in the constraint condition can be satisfied. At this
time, the frequency estimation accuracy of the improved
method is significantly higher than that of the other three
methods.

4.2. Defect Detection Problems in Railway Tunnels. As an
important nondestructive testing method, radar has been
accepted by engineers. At present, it is widely used in the
inspection of heavy and large projects at home and abroad,
and it controls the quality of the project very well. However,
due to various factors, there are more or less problems in the
application of geological radar. In response to these prob-
lems, the application scholars of the ground penetrating
radar have done a lot of research in order to reduce the
detection error of the ground penetrating radar. ,is article
specifically studies and analyzes tunnel lining inspection and
lists the factors that affect tunnel inspection, so as to improve
the accuracy of domestic tunnel lining inspection. It pro-
vides safety guarantee for tunnel engineering.

Concrete is a relatively stable synthetic material. It is a
nonelectric good conductor, that is, a nonconductive sub-
stance. From Table 2, we can see that the dielectric properties
of concrete will also have an impact due to the difference in
water content.

As shown in Figure 11, according to the dielectric
constant results of concrete at different ages, the dielectric

Table 1: Tunnel defect classification table.

Defective item Defect level
I II III IV

Slight defect length
(m)

More serious defect length
(m)

Severe defect
length (m)

Very serious defect
length (m)

,ere is a cavity behind the lining ,ere is a hole ≤1 1≤ L≤ 3 3≤ L≤ 5 >5
Backfill is not dense Not dense ≤3 3≤ L≤ 9 9≤ L≤ 15 >15
,e base is not dense Not dense ≤3 3≤ L≤ 9 9≤ L≤ 15 >15

Noise sensor

Temperature sensor

Methane sensor

Wind speed sensor

Humidity sensor

Signal conditioning

Signal conditioning

Execution device

Serial communication
interface

Testing Equipment

Data processor

Signal conditioning

Signal conditioning

Signal conditioning

Figure 6: Design of the multisensor system for railway tunnel detection.
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constant of concrete at 3d, 7d, 14d, and 28d age was
analyzed.

In addition to the relative permittivity and permeability
of the medium, the vertical resolution of the ground pen-
etrating radar is also related to the center frequency of the
antenna. When the medium is constant, the vertical reso-
lution of the ground penetrating radar is inversely pro-
portional to the center frequency of the radar antenna.
Regarding the influencing factors, radar should pay atten-
tion to the selection of detection timing when detecting
defects. At the same time, when facing electromagnetic
interference, it should be far away from these interference
sources or appropriate shieldingmeasures should be selected
to minimize the impact.

4.3. &e Detection Results of Railway Tunnel Radar
Optimization. In the process of detecting defects in
railway tunnels, electromagnetic waves first pass
through the air medium and enter the concrete medium.
For air and concrete media, the reflection coefficient is
negative. In other words, electromagnetic waves are
negative. ,erefore, the first wave of the measurement
results is inconsistent and the difference is large. Table 3
shows the measurement location information of the first
wave.

Figure 12 is the detection accuracy and error analysis
results of the railway tunnel radar defect detection of the
multisensor system combined with active jamming
algorithm.
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Figure 8: Radar-matched filter output waveform (a) before and (b) after interference suppression.
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It can be seen from the figure that the traditional de-
tection method can easily make the cladding thickness too
large or too small, resulting in a large error of up to 0.042m
in the identification and evaluation of railway tunnel defects.
It greatly reduces the reliability and is easy to make wrong
estimates or cause unnecessary losses. ,e detection method

optimized by combining multiple sensors and active in-
terference suppression algorithm can confirm that the error
is within 0.02m. ,e multisensor defect detection rate
combined with the active interference suppression algo-
rithm is 98.8%, which can effectively improve the detection
accuracy.
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Table 2: ,e difference between the dielectric constant of each parameter and the thickness of the test.
Dielectric constant Volume ratio% Concrete dielectric constant Calculated lining thicknessAir Water Air Water

1 81 5 1 6.25 0.38
1 81 4 2 6.74 0.37
1 81 3 3 7.32 0.36
1 81 2 4 7.68 0.35
1 81 1 5 8.31 0.34
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Figure 11: ,e lining thickness of concrete of different ages.

Table 3: First wave signal position table.
Number First wave signal position (ns) Mean difference (ns) Maximum difference (ns) Minimum difference (ns)
1 3.9 −0.23 0.22 −0.18
2 3 0.09 0.28 −0.32
3 3.16 0.17 0.16 −0.11
4 3.18 0.14 0.14 −0.11
5 3.71 0.09 0.13 −0.16
6 3.83 −0.12 0.22 −0.05
7 3.34 −0.17 0.07 −0.24
8 3.83 0.27 0.19 −0.11
9 3.66 0.18 0.11 −0.15
10 3.78 0.21 0.14 −0.12
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Figure 12: Detection accuracy and error.
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5. Conclusion

In this paper, the defect detection of railway tunnels is
optimized with the multisensor system combined with
active interference suppression algorithm and a related
sensor detection system is designed. ,e multisensor
detection system includes temperature and humidity
sensors, wind speed and direction sensors, methane
sensors, and noise sensors. It can meet the needs of tunnel
curve detection, and the multisensor detection system has
higher stability and accuracy. It starts from the basic
principles of ground penetrating radar and electromag-
netic field theory, according to the propagation charac-
teristics and laws of electromagnetic waves and various
tunnel radar detection parameters and indicators, to study
data acquisition, processing, and transmission methods.
,e results of radar detection factors of railway tunnels
include the influence of equipment parameters and the
influence of the external detection environment. In this
paper, combined with relevant examples of mechanical
substance detection, the specific application of ground
penetrating radar in various factors that affect the quality
of tunnel detection, matters needing attention, railway
tunnel radar detection, etc., is analyzed. It focuses on
analyzing the amplitude and polarity of the reflected wave,
the spectral characteristics of the reflected wave, the
morphological characteristics of the internal axis of the
reflected wave, and the influence of interference waves. At
the same time, this paper studies the influence of water
and air on the dielectric constant of concrete and the
influence of various factors on the radar detection, such as
the choice of detection timing when detecting the
thickness of concrete. Finally, it is hoped that the content
studied in this article can provide useful information and
reference value for radar operators.
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Regenerative braking is one of the most promising and ecologically friendly solutions for improving energy e�ciency and vehicle
stability in electric and hybrid electric cars. is research describes a data-driven method for detecting and diagnosing issues in
hybrid electric vehicle regenerative braking systems. Early fault identi�cation can help enhance system performance and health.
is study is centered on the construction of an inference system for fault diagnosis in a generalized fuzzy environment. For such
an inference system, �nite-state deterministic fully intuitionistic fuzzy automata (FDFIFA) are established. Semigroup of FDFIFA
and its algebraic properties including substructures and structure-preserving maps are investigated. e inference system uses
FDFIFA semigroups as variables, and FDFIFA semigroup homomorphisms are employed to illustrate the relationship between
variables. e newly established model is then applied to diagnose the possible fault and their nature in the regenerative braking
systems of hybrid electric vehicles by modeling the performance of superchargers and air coolers. e method may be used to
evaluate faults in a wide range of systems, including autos and aerospace systems.

1. Introduction

Complex processes and phenomena are prevalent in modern
science and technology, about which comprehensive
knowledge is not always accessible. Mathematical models are
created to address many types of systems having aspects of
uncertainty in such instances. A substantial portion of these
approaches is built on the so-called fuzzy sets, which are
a new extension of conventional set theory. e fuzzy set
proposed by Zadeh [1] is based on the formulation of
membership function fromX to [0, 1], where the images are
termed as membership grades or degrees of membership of
elements of X. Atanassov [2] proposed the notion of an
intuitionistic fuzzy set (IFS), which is an extension of the
perception of the fuzzy set where the degree of

nonmembership is also considered along with the degree of
membership. A �nite-state machine (FSM) or �nite-state
automata (FSA) are a mathematical model of computation
that can be changed from one state to another state in
connection to suitable inputs. ere are two types of FSMs,
deterministic FSM (DFSM), the one who accepts or rejects
a given string of inputs, following a state sequence uniquely
obtained from the string, and nondeterministic FSM
(NDFSM), which does not obey these restrictions. More-
over, for each NDFSM an equivalent DFSM can be con-
structed. Fuzzy automata are used to handle system
uncertainties more accurately, whereas classical automata
fail to cater to the circumstances. Fuzzy automata have been
frequently employed since the introduction of fuzzy tech-
nology and neural networks [3–13]. Furthermore, there were

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 3684727, 14 pages
https://doi.org/10.1155/2022/3684727

mailto:gezahagne412@gmail.com
https://orcid.org/0000-0001-8157-7909
https://orcid.org/0000-0003-2329-3670
https://orcid.org/0000-0002-8659-0747
https://orcid.org/0000-0001-8522-1942
https://orcid.org/0000-0002-6735-6832
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3684727


a variety of problems to be resolved, for example, medical
diagnosis, car anti-crash radar, freeway management, urban
road traffic control, and obstacle recognition in front of
a vehicle, which required flexible, quick, and accurate de-
cisions, and then, fuzzy neural network automata (FNNA)
[14–17] are an excellent choice. FNNA had an increasingly
prominent role, particularly in data communications. In
FNNA, fuzzy technology is used to compare ordinary
identification and control devices using several features and
techniques of the neural network including fast and accurate
numerical calculation of large numbers and self-organiza-
tion learning ability. As a result, FNNA was able to solve
a variety of problems in a flexible, quick, and precise manner
and it had several advantages such as compact size, light-
weight, and stability. ,e research findings also revealed that
it has a significant ability for self-organization learning and
the experimental results demonstrated fuzzy automata’s
superiority. Li and Qiu [18] introduced the technique of
minimizing fuzzy automata and constructed a new au-
tomaton system that dealt accurately with many states at
a time. ,ey used an ordered lattice to reduce a fuzzy au-
tomaton of n states to another fuzzy automaton with m states
(m< n) that were functionally correspondent to the original
fuzzy automata. Several language-preserving methods for
minimizing deterministic fuzzy automata were established.
Moghari and Zahedi’s [19] method preserves both language
and structure in minimization process. De Mendivil and
Garitagoitia [20] described the factorization of fuzzy states
that are used in the determination of fuzzy automata. Sta-
menkovic et al. [21] studied fuzzy automata and reduction in
fuzzy automaton states and relational equations of the fuzzy
system by considering the solution of the fuzzy equivalent
equation. ,ese solutions are then used to reduce the
number of acceptable states.,e solution of the fuzzy system
of quasi-order number was also used to reduce the states of
the fuzzy automaton.

,e relationship between semigroup and FSA was
established by Krohn and Rhodes’ [22] discussed semigroup
decomposition employing decomposing of FSA. A semi-
group is an important algebraic structure, which serves as
the theoretical foundation for a variety of scientific fields
with several applications [23]. Semigroup’s role in theo-
retical computer science is inevitable; in particular, semi-
group and automata are widely studied and applied in
artificial intelligence, game theory, dynamical system, sys-
tem biology, and fault diagnosis. During the investigation, it
was discovered that to diagnose a machine’s problem sit-
uation, it is necessary to look at its operating state, fault
degree, accuracy degree, and expected changes between
states at different stages, which can be done by establishing
an appropriate FSA. ,e uncertainty and ambiguity in the
diagnostic process enforce to carry out the mathematical
computation in a fuzzy environment. A semigroup of finite
deterministic intuitionistic fuzzy automata (FDIFA) is used
to detect default in any machine [24] by identifying its
crucial components, and it can perform characteristic
processing using its state transition mapping. Furthermore,
because it accurately and efficiently detects the fault, the
maximum value of the membership and nonmembership

grades can be used to diagnose the maximum default and
current running state of any machine. Membership and
nonmembership grades can be assigned based on the nature
and seriousness of the fault. ,e algebraic properties of
FDIFA semigroup are employed in the formulation of in-
ference systems over FDIFA semigroup. Fuzzy inference is
a method of formulating a rule or a mapping from a given set
of inputs to a given set of outputs utilizing fuzzy logic. ,e
fuzzy inference system is widely used in control systems [25],
artificial intelligence [26, 27], decision-making [28], fore-
casting [29], and game theory [30]. Fuzzy set over a non-
empty set X as defined by Zadeh is a function (membership
function) from X to the closed interval [0, 1] so the rep-
resentation of uncertain data using closed interval is
equivalent to representation using fuzzy sets [31, 32]. ,e
fuzzy inference of fuzzy automata is introduced and utilized
in machine defect diagnosis as the impact of combination of
fuzzy automaton rules and method of fuzzy set is greater
than the classical automata. For the derivation of automata,
some researchers used neural networks [33, 34]. Although
neural networks and fuzzy systems are not the same, fuzzy
inference has been widely applied in the disciplines of
control and intelligence [35].,e fuzzy inference system and
fuzzy automata and algebraic structures on fuzzy automata
are investigated and successfully applied in computer science
and engineering [36]. A intuitionistic fuzzy set is a very
useful generalization of fuzzy set, which provides an effective
framework to handle imprecision and uncertainties more
accurately than the fuzzy set and logic. ,is motivates us to
incorporate the concept of nonmembership grades in fuzzy
automata. ,e work is based on the development of in-
ference systems and automata in an intuitionistic fuzzy
environment. Intuitionistic fuzzy automata have several
states at a certain time or stage, each equipped with a certain
grade of reliability and non-reliability. ,us, the intuition-
istic fuzzy automata are more realistic and close to the
objective. To achieve the goal, finite-state deterministic fully
intuitionistic fuzzy automata (FDFIFA) are defined in
Section 2. In Section 3, monoid on fully intuitionistic fuzzy
automata is designed and its algebraic properties are in-
vestigated, and intuitionistic fuzzy inference rules on
FDFIFA monoids are established in Section 4. In Section 5,
the mathematical computations are supported and justified
by conduction fault diagnosis in hybrid vehicle regenerative
braking system in application (see Figure 1).

2. FullyDeterministicFinite-State Intuitionistic
Fuzzy Automata

,e sixfold AT � (T, I(T), ϑ, si, E, G) is referred to as a fully
deterministic finite-state intuitionistic fuzzy automata
(FDFIFA) in which si ∈ I(T) is the initial state; T is a finite
family of states; I(T) is an intuitionistic fuzzy subset of states
with grade of membership μ: T⟶ (0, 1] and grade of
nonmembership ]: T⟶ [0, 1); E is a finite family of input
letters/symbols; G is an intuitionistic fuzzy set of terminal/
accepting states with G⊆I(T); and ϑ: I(T) × E⟶ I(T) is
the transitional mapping with ϑ((ti, μti , ]ti ), e) � (tj, μtj , ]tj ),
where (ti, μti , ]ti ), (tj, μ

tj , ]tj ) ∈ I(T), e ∈ E. ,ese states
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(tj, μ
tj , ]tj ) ∈ I(T) exist in some accepted states. ,e ex-

tended transitional function ϑ∗ is defined as follows:

ϑ∗ ti, μ
ti , ]ti , e1e2 . . . en  �

ti, μ
ti , ]ti , if n � 0;

ϑ ϑ∗ ti, μ
ti , ]ti , e1e2 . . . en−1 , en , if n≠ 0,

⎧⎪⎨

⎪⎩
(1)

where e1e2 . . . en ∈ E∗ is the finite set of finite strings (words/
sequences of input letters (symbols)) accepted by the
automata.

Example 1. ,e following is considered:

(1) T � t1, t2, t3 , the finite family of states.
(2) I(T) � (ti, μti , ]ti ): ti ∈ T, μ: T⟶ (0, 1], t]n: q

Th⟶ [0, 1) and 0≤ μ(t) + ](t)≤ 1} �

(t1, 1, 0), (t2, 0.4, 0.5), (t3, 0.3, 0.7)}, the finite family
of states with si � (t1, 1, 0) as initial state.

(3) E � e1, e2 , the collection of input letters/symbols.

,e transitional mapping ϑ: I(T) × E⟶ I(T) for the
accepting states t3, t2 is defined as follows:

ϑ t1, 1, 0( , e1(  � t1, 1, 0( ;

ϑ t2, 0.4, 0.5( , e1(  � t1, 1, 0( ;

ϑ t3, 0.3, 0.7( , e1(  � t2, 0.4, 0.5( ;

ϑ t1, 1, 0( , e2(  � t3, 0.3, 0.7( ;

ϑ t2, 0.4, 0.5( , e2(  � t3, 0.3, 0.7( ;

ϑ t3, 0.3, 0.7( , e2(  � t3, 0.3, 0.7( ,

(2)

with the transition diagram in Figure 2.
,en, G � (t2, 0.4, 0.5), (t3, 0.3, 0.7)  is an intuitionistic

fuzzy set of accepting states.,us, AT � (T, I(T), ϑ, si, E, G).
If we define mappings as follows:

fe1
t1, 1, 0(  � ϑ∗ t1, 1, 0( , e1( ,

fe1
t2, 0.4, 0.5(  � ϑ∗ t2, 0.4, 0.5( , e1( ,

fe1
t3, 0.3, 0.7(  � ϑ∗ t3, 0.3, 0.7( , e1( ,

fe2
t1, 1, 0(  � ϑ∗ t1, 1, 0( , e2( ,

fe2
t2, 0.4, 0.5(  � ϑ∗ t2, 0.4, 0.5( , e2( ,

fe2
t3, 0.3, 0.7(  � ϑ∗ t3, 0.3, 0.7( , e2( ,

f∧ ti, μ
ti , ]ti  � ϑ∗ ti, μ

ti , ]ti ,∧ ,

(3)

where (ti, μti , ]ti ) ∈ I(T) and ∧∈ E∗(an empty sequence)
make a table (see Table 1) for f∧, fe1

andfe2
that shows their

effects on the states t1, t2 and t3.
We are now interested to determine whether

f∧, fe1
andfe2

form a monoid under the composition of
functions.

Elements fe1e1
, fe2e1

of Table 2 do not exist in the set.
,erefore, f∧, fe1

, fe2
  is not a monoid. Now, it is ex-

panded to f∧, fe1
, fe2

, fe1e1
, fe2e1

  and this is established as
monoid MAT, which corresponds to FDFIFA
AT � (T, I(T), ϑ, si, E, G).

3. Monoid of Fully Deterministic Finite-State
Intuitionistic Fuzzy Automata

Let AT � (T, I(T), ϑ, si, E, G) be an FDFIFA. For any input
string or sequence e1e2 . . . en ∈ E∗, each state ti ∈ T with

Application

FDFIFA

Inference
system

FDFIFA
monoid

By using
composition

of
functions

FDFIFA
homomorphism

Figure 1: Fully intuitionistic fuzzy state transition.

Computational Intelligence and Neuroscience 3



membership μti and nonmembership ]ti is transited to
another state (tj, μ

tj , ]tj ) ∈ G. If fe1e2...en
: I(T)⟶ I(T) is

defined as fe1e2...en
(ti, μti , ]ti ) � ϑ∗((ti, μti , ]ti ), e1e2 . . . en) for

each e1e2 . . . en ∈ E∗ and (ti, μti , ]ti ) ∈ I(T), then
MAT � fe1e2...en

: e1e2 . . . en ∈ E∗  is a collection, which
corresponds to FDFIFA AT. Clearly, ° is a binary opera-
tion on MAT such that for any fe1e2...ek

, fe1e2...el
andfe1e2...em

∈MAT with:

fe1e2...ek
ti, μ

ti , ]ti  � ϑ∗ ti, μ
ti , ]ti , e1e2 . . . ek ,

fe1e2...el
ti, μ

ti , ]ti  � ϑ∗ ti, μ
ti , ]ti , e1e2 . . . el ,

fe1e2...em
ti, μ

ti , ]ti  � ϑ∗ ti, μ
ti , ]ti , e1e2 . . . ek ,

(4)

where (ti, μti , ]ti ) ∈ I(T) and k, l, m � 1, 2, . . . n determine
the length of string, I(T) is an intuitionistic fuzzy subset of
states with grade of membership (HTML translation failed)

e1

e1

e2
e2

e2

e1

t1/1/0 t2/0.4/0.5

t3/0.3/0.7

Figure 2: Fully intuitionistic fuzzy state transition.

Table 1: Mapping effects on states.

∗ f∧ fe1
fe2

t1 t1 t1 t3
t2 t2 t1 t3
t3 t3 t2 t3

Table 2: Composition of mappings.

° f∧ fe1
fe2

f∧ f∧ fe1
fe2

fe1
fe1

fe1e1
fe2e1

fe2
fe2

fe2
fe2
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and grade of nonmembership ]: T⟶ [0, 1), E∗ is the finite
set of finite strings (words/sequences of input letters/sym-
bols) accepted by the automata, and ϑ∗ is the extended
transitional function. We have the following:

fe1e2...ek
° fe1e2...el°fe1e2...em  � fe1e2...ek°fe1e2...el °fe1e2...em, (5)

which turns FDFIFA MAT into monoid, called an FDFIFA
monoid (under the composition of mappings). ,e ex-
pression fe1e2...ek

°fe1e2...el � fe1e2...eke1e2...el represents the overall
state transition through ϑ∗ in the FDFIFA. FDFIFA contain
a finite collection of states; thus, if the order of the collection

of I(T) is n, that is, |I(T)| � n, then the monoid order is
|MAT|≤ nn.

Definition 1. Let (MAT,°) be an FDFIFA monoid corre-
sponding to the automata AT, where:

AT � T, I(T), ϑ, si, E, G( , ϑ ti, μ
ti , ]ti , e  � tj, μ

tj , ]tj .

(6)

,e extended transitional function ϑ∗ is defined as
follows:

ϑ∗ ti, μ
ti , ]ti , e1e2 . . . en  �

ti, μ
ti , ]ti , if n � 0;

ϑ ϑ∗ ti, μ
ti , ]ti , e1e2 . . . en−1 , en , if n≠ 0.

⎧⎪⎨

⎪⎩
(7)

MAT1 is considered corresponding to the automata:

AT1 � T1, I(T)1, ϑ1, si1, E1, G1( , ϑ1 ti1, μ
ti1 , ]ti1 , e

�
 

� tj1, μ
tj1 , ]tj1 .

(8)

,en, ϑ1 � ϑ/I(P)1 × E1, and

ϑ∗1 �
ϑ∗

I(T)1
× E
∗
1 , (9)

where (ti, μti , ]ti ), (tj, μ
tj , ]tj ) ∈ I(T), e ∈ E, e1e2 . . . en ∈ E∗,

(ti1, μti1 , ]ti1), (tj1, μ
tj1 , ]tj1 ) ∈ I(T)1, e

� ∈ E1⊆E, T1⊆T,

I(T)1⊆I(T), E∗1⊆E∗, si � si1 andG1⊆G. If MAT1 is closed
under the binary operation °, symbolically,
fe1e2...ek

°fe1e2...el ∈ MAT1∀fe1e2...ek, fe1e2...el ∈ MAT1, then
(MAT1,

°) is known as a submonoid automaton of (MAT,°).

Definition 2. Any two FDFIFA monoids can be related to
each other employing structure-preservingmaps, commonly
known as homomorphisms. Such maps not only preserve
the binary operations used to design semigroups on FDFIFA
but also the components involved in the formulation of
FDFIFAs. Formally, if (MAT,°) and (MAT1, °1) are any two
FDFIFA monoids, then a map θ: MAT⟶MAT1 defined as
θ(fe1e2...en

) � fψ(e1e2...en) is called an FDFIFA monoid ho-
momorphism, and if θ(f∧) � fψ(∧) � f∧′

and
∀fe1e2...ek

, fe1e2...el
∈MAT,

θ fe1e2...ek
°fe1e2...el  � θ fe1e2...eke1e2...el

 

� fψ e1e2...eke1e2...el( )

� fψ e1e2...ek( )ψ e1e2...el( )

� fψ e1e2...ek( )°1fψ e1e2...el( )

� θ fe1e2...ek
 °1θ fe1e2...el

 ,

(10)

where ′′∧′′(an empty sequence) ∈ E∗, ′′∧′′′
(an empty sequence) ∈ E∗1 , and ψ: E∗ ⟶ E∗1 is a mapping,
defined as ∀e1e2 . . . ek, e1e2 . . . el ∈ E∗, ψ(e1e2 . . .

eke1e2 . . . el) � ψ(e1e2 . . . ek)ψ(e1e2 . . . el). If θ is a homo-
morphism that also establishes a one-to-one correspondence
between MAT and MAT1, then it is termed to be an iso-
morphism and the FDFIFA monoids are denoted by
MAT≃MAT1.

4. Intuitionistic Fuzzy Inference Rule on
FDFIFA Monoid

On the semigroup of FDFIFA, intuitionistic fuzzy inference
is a cognitive procedure that proceeds to a new decision or
statement based on one or more previous decisions or
propositions. In general, FDFIFA inference is divided into
two components.,e premise is a well-known decision used
as a starting point for inference. ,e second is the con-
clusion, which is a fresh decision generated by the propo-
sition. ,e following inference rules are offered based on the
characteristics of homomorphic mapping:

Premise 1: if a ∈ X semigroup, then b ∈ Y must be
a semigroup.
Premise 2: if a ∈ X

�

is a semigroup, then
Conclusion: b ∈ Y

�

� X
�

°(X⟶ Y), where ° is a binary
operation and X⟶ Y is a homomorphism.

,e intuitionistic fuzzy inference system is made up of
certain inference rules that must obey certain arithmetic
requirements. ,e relationship between X and Y for
Premise1 is X⟶ Y, which is a homomorphism, grades of
membership and nonmembership corresponding to an
intuitionistic fuzzy relation matrix F, which is defined as
follows:
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F(p, q) � μX⟶Y(p, q), ]X⟶Y(p, q)( 

� μX(p)∧μY(q)( ∨ 1 − μX(p)( , ]X(p)∨]Y(q)( ∧ 1 − ]X(p) − ε(  ,
(11)

where μX⟶Y(p, q), ]X⟶Y(p, q) are the grades of mem-
bership and nonmembership for intuitionistic inference
rule, ϵ is an error of hesitancy, μY(q), ]Y(q) are the grades of
membership and nonmembership for the assumption that
q ∈ Y is a semigroup, and μX(p), ]X(p) are the grades of
membership and nonmembership for the assumption that
p ∈ X is a semigroup, and ∨ is an “or” operation and ∧ is an
“ and” operation:

Y
�

� X
�

°(X⟶ Y). (12)

,e inference relationship between X
�

and X to Y can be
used to synthesize the conclusion Y

�

. F can be used to obtain
the conclusion’s membership and nonmembership
functions:

μ
Y
� (q), ]

Y
� (q)  � μ

X
� (p), ]

X
� (p) °F(p, q). (13)

,e following is a description of °, the synthetic binary
operator:

μ
Y
� (q), ]

Y
� (q)  � μ

X
� (p), ]

X
� (p) °F(p, q)

� ∨p∈X μ
X
� (p)∧μF(p, q) ,∧p∈X ]

X
� (p)∨]F(p, q)  ,

(14)

such that 0≤ μ
Y
� (q) + ]

Y
� (q)≤ 1. In the classical fuzzy in-

ference system, grade on membership of the fuzzy subset is
a variable and variables are related through the operations
defined on membership grades. However, in the inference
system of FDFIFA semigroup, the FDFIFA semigroup serves
as a variable and relationship between variables is exhibited
using FDFIFA semigroup homomorphism.

5. Application

Automobiles provide millions around the world with a sense
of freedom. People may now live, work, and engage in ways
that were previously impossible a century ago. ,e auto-
mobile industry is the world’s largest single most powerful
economic driver. ,e earliest steam-powered vehicle was
invented in 1672, and Nicolas-Joseph Cugnot created the
first steam-powered automotive capable of human move-
ment in 1770 [37], since then several automotive models are
introduced with numerous modifications [38, 39]. ,e
consumption of nonrenewable fuels, a major increase in the
likelihood of unintentional fatality, the emission of noise and
air pollution, and the production of greenhouse gases are
only a few of the present negative repercussions of wide-
spread automobile use. ,e key benefit of a hybrid auto-
mobile is that it uses less gasoline and emits less CO2 [40]
than a typical petrol or diesel-powered vehicle.

A hybrid vehicle is one that has multiple modes of
propulsion, such as a gasoline or diesel engine and an electric
motor. ,ere are several kinds of hybrids, each of which
functions differently [41]. Range extender hybrid automo-
biles (series hybrids) rely on their conventional engine to
generate electricity to power a generator that recharges the
batteries. Instead of propelling the car, the engine provides
energy to the electric motor [42]. ,e well-known model
is BMW i3 [43]. Plug-in hybrids are a kind of hybrid that

can be recharged both at home and on the go, as the title
indicates [44]. ,e BMW 330e, Mitsubishi Outlander, and
Volvo V60 are just a few of the plug-in hybrids on the
market. ,e hybrid car moves by combining at least one
electrical motor with a gasoline engine, while the mechanism
recovers energy through regenerative braking [45]. As result,
lesser gasoline is burnt, resulting in higher fuel economy.
Most of them use a high-voltage battery pack (different from
the car’s standard 12-volt battery) that is recharged by ab-
sorbing energy from deceleration that would otherwise be
wasted to heat created by the brakes in traditional cars. (,is
is accomplished through the use of regenerative braking.)

,e basic purpose of such regenerative braking is to
transform kinetic energy (from the wheels) towards elec-
trical energy and save it in batteries for future use in vehicle
propulsion [46]. For reliable vehicle operation and control,
these systems often use electric motors for both traction and
regenerative braking. ,ey also entail constant interactions
between mechanical/electrical components and their con-
trollers (electronic control units, ECUs). Faults in these
technologies can have a substantial impact on the reliability
and efficiency of automobile control and operation.
According to the available literature, the focus of hybrid
electric vehicle (HEV) studies has been on design and
control methods for enhanced energy regeneration [47], best
possible braking strategies [48], and mechanism level con-
trol to improve energy/fuel efficiency [49–51], with fault
analysis receiving far less attention. A fault-tolerant power
train topology for series hybrid electric vehicles was dis-
cussed by Song and Wang [52]. ,ey looked at short-switch
and open-switch failures that threaten motor drive unit
reliability. Parsa and Toliyat [53] suggested a fault-tolerant
control approach for five-phase permanent magnet motors.
It was determined that the system could function securely
with up to two phases lost without the need of any extra
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equipment. A basic on-board fault detection technique built
on reference frame theory for detecting electric motor de-
fects in HEVs at start-up and idle circumstances is described
in [54]. Rothenhagen and Fuchs [55] present a spectator
residual generation technique to identify current sensor
problems.

In cascaded multiple converter devices, Jayabalan and
Fahimi [56] proposed using statistical moments of higher
powers to identify open-circuit and short-circuit failures.
Merzouki et al. [57] discussed a parity relation-based re-
sidual generation technique for detecting and isolating ac-
tuator faults in electric vehicles. Existing HEV failure
diagnostic methods are component-centric and may not
explicitly incorporate communication or scheme in-
teractions. ,is research looks at hardware, programming,
and communication defects in HEV’s regenerative braking
(RBS) and proposes a data-driven technique for detecting
and identifying them. Parametric and sensor-related prob-
lems (underlying physical faults), software logic faults, and
interprocess communication defects (missed messages,
several messages, and obsolete message faults) are among the
defects investigated. ,e use of a series-parallel power train
with regenerative braking is contemplated. ,e automobile
is normally propelled by two power sources: (i) an internal
combustion engine (ICE) and an electric generator; and (ii)
an electric motor having a battery as the power storage
system [58]. ,e various constituent components of the
drive train design (with a series-parallel power train

configuration) are shown in Figure 3. ,e car operates in an
electricity-only mode when the speed or power demand is
minimal (series mode). When the car’s power requirement
at the wheels is larger, the engine and the motor work to-
gether to push the vehicle forward (parallel mode). Ehsani
et al. [59] provided further information about different drive
train layouts. As a result, defining nominal and problematic
behaviour, as well as developing detection and inference
algorithms for rapid fault diagnosis, is crucial.

5.1. FDFIFA Monoid. Now, we construct an FDFIFA
semigroup (MAT,°) fault diagnosis model for the hybrid
electric vehicle regenerative braking system. Let (MAT,°) be
an FDFIFA semigroup corresponding to the automata
AT � (T, I(T), ϑ, si, E, G), where T is a collection of states
that the hybrid electric vehicle regenerative braking system
can be in, such as normal, medium, or serious faults; I(T) is
an intuitionistic fuzzy subset of states T with grade of
membership μ: T⟶ (0, 1] and grade of nonmembership
]: T⟶ [0, 1); E is an input character signal set; si ∈ I(T) is
the initial state of the processing signal; G is a fault state set
and a subset of I(T); and ϑ: I(T) × E⟶ I(T) is the
transitional mapping with ϑ((ti, μti , ]ti ), e) � (tj, μtj , ]tj ),
where (ti, μti , ]ti ), (tj, μ

tj , ]tj ) ∈ I(T), e ∈ E. ,ese states
(tj, μ

tj , ]tj ) ∈ I(T) exist in some accepted states. ,e ex-
tended transitional function ϑ∗ is defined as follows:

ϑ∗ ti, μ
ti , ]ti , e1e2 . . . en  �

ti, μ
ti , ]ti , if n � 0;

ϑ ϑ∗ ti, μ
ti , ]ti , e1e2 . . . en−1 , en , if n≠ 0,

⎧⎪⎨

⎪⎩
(15)

where e1e2 . . . en ∈ E∗ is the finite set of finite strings (words/
sequences of input letters (symbols)) accepted by the
automata. Because si ∈ I(T), I(T) denotes the entire states,
G⊆I(T), and ϑ is a transition procedure from one state to
another. ,e degree of FDFIFA semigroup membership and
nonmembership can show the regenerative braking’s degree
of fault and accuracy. As a result, the degree of membership
is utilized to indicate the severity of the defect. G and E are
mostly treated in the following order:

(i) Fault state or output variable set G: the normal
working condition represented by W1, battery
current sensor fault represented by W2, battery
temperature sensor fault denoted by W3, engine
speed sensor fault denoted by W4, motor 1 current
sensor fault denoted by W5, motor 1 speed sensor
fault denoted by W6, vehicle speed sensor fault
denoted by W7, wheel inertia fault denoted by W8,
engine message loss fault denoted by W9, burst loss
of engine message denoted by W10, burst loss of
message from PTC denoted by W11, too many
messages from battery denoted by W12, battery
initial SOC fault denoted by W13, wheel radius fault
denoted by W14, enginemessage faulty data denoted

by W15, motor 1 message faulty data denoted by
W16, and wheel message faulty data denoted by W17.
,e range of values from W1 to W17 is included
inside the [0, 1] interval. 0 in the interval denotes the
absence of such a flaw. 1 denotes a major flaw [60].

(ii) Processing signal or input variable set E: the fol-
lowing 25 felt parameters are chosen as input
variables: e1: battery SOC, e2: motor 2 torque
demand, e3: wheel torque demand, e4: motor 1
torque demand, e5: engine torque demand, e6:
battery temperature, e7: battery current, e8: driver
torque demand, e9: motor 1 command, e10: gearbox
speed, e11: wheel input speed, e12: wheel output
speed, e13: wheel torque, e14: vehicle linear speed,
e15: motor 1 speed, e16: motor 1 current, e17: clutch
input speed, e18: engine command, e19: motor 2
command, e20: motor 2 speed, e21: motor 2 current,
e22: engine speed, e23: clutch output speed, e24:
mechanical accessory torque, and e25: wheel
command [60].

(iii) ,e degrees to which each fault and accuracy pa-
rameter corresponds to the categories of “normal,”
“serious,” and “medium” are presented in terms of

Computational Intelligence and Neuroscience 7



membership and the intuitionistic degree of non-
membership grades as follows:

μnormal, ]normal(  �

(1, 0)(0.2, 0.6)(0.1, 0.8)(0.2, 0.5)(0.1, 0.8)

(0, 0.9)(0, 0.8)(0.1, 0.6)(0.1, 0.7)

(0, 0.4)(0.2, 0.6)(0.1, 0.8)(0, 0.9)(0.2, 0.6)(0.2, 0.7)(0, 0.9)(0.1, 0.8)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (16)

μserious, ]serious(  �

(0, 0.6)(0.2, 0.7)(0.3, 0.7)(0.4, 0.5)(0.6, 0.2)(0.8, 0.1)(0.6, 0.3)

(0.7, 0.2)(0.1, 0.7)(0.3, 0.6)

(0.6, 0.4)(0.2, 0.8)(0.1, 0.9)(0.7, 0.2)(0.3, 0.7)(0.1, 0.9)(0.2, 0.8)

⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠, (17)

μmedium, ]medium(  �

(1, 0)(0.3, 0.4)(0.2, 0.8)(0.1, 0.9)(0.4, 0.3)(0.3, 0.4)(0.3, 0.7)

(0.2, 0.7)(0.1, 0.8)(0, 0.6)(0, 0.9)(0.5, 0.4)

(0.2, 0.7)(0.3, 0.2)(0.4, 0.6)(0.2, 0.5)(0.4, 0.5)

⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠. (18)

5.2. Intuitionistic Fuzzy Inference Model. Faults are divided
into three categories to make diagnosis easier: serious fault,
medium fault, and no fault. ,e result is processed as fol-
lows, based on the output state of the intuitionistic fuzzy
inference model of FDFIFA semigroup:

If 0.60≤ μ(Wi)≤ 1 and 0≤ ](Wi)≤ 0.40, Wi is level 1,
recognized as the serious fault.

When 0.25< μ(Wi)< 0.60 and 0.40< ](Wi)< 0.75, Wi is
level 2, recognized as the medium defect.

If μ(Wi)≤ 0.25 and ](Wi)≤ 0.75, Wi is normal, recog-
nized as no fault.

,e seriousness of the defect can be obtained by utilizing
this information. ,e FDFIFA semigroup’s inference system
has now been completely specified, comprising variables,
membership functions, nonmembership functions, and the
essential rules for diagnosing faults. ,e FDIFA semigroup

rule viewer permits us to totally comprehend the entire
intuitionistic fuzzy inference process at once. It also dem-
onstrates the influences of the membership and non-
membership functions on the overall outcomes of the
intuitionistic fuzzy inference. Our prior work has a full
description of how to design an intuitionist fuzzy inference
system for fault detection [24]. If the problem being ex-
amined is complex in nature subject to several conflicting
factors, then FDFIFA semigroup inference is an appropriate
tool for its solution. Semigroup’s intuitionistic fuzzy in-
ference model is put to the test with a collection of real data
to see whether it can correctly identify a hybrid electric
vehicle regenerative braking system issue. ,e intuitionistic
fuzzy inference model can be employed if the fault can be
appropriately diagnosed. ,e corresponding parameters are
monitored and their values are acquired when W5, W6, W7,
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Figure 3: Series-parallel power train.
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andW8 are defective.,e data are utilized as input vectors in
simulation functions to compute the output of an intui-
tionistic fuzzy inference model. ,e fault criterion is used to

determine whether or not a flaw exists. ,e test result shows
that 5, 6, and 12 in Wi − out signify distinct types of faults
illustrated as follows:

Input vector �

(0.2, 0.7)(0.1, 0.7)(0.2, 0.7)(0.6, 0.3)(0, 0.8)

(0, 0.9)(0.1, 0.7)(0.1, 0.8)(0, 0.9)(0.1, 0.7)(0.2, 0.7)

(0, 0.8)(0, 0.9)(0.1, 0.7)(0.1, 0.8)(0, 0.9)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

Cause of fault � W5 serious fault,

Input vector �

(0.2, 0.6)(0.1, 0.7)(0.2, 0.6)(0.1, 0.8)(0.4, 0.5)

(0, 0.8)(0.1, 0.7)(0.1, 0.8)(0, 0.9)(0.2, 0.6)(0.1, 0.7)

(0.2, 0.6)(0.1, 0.7)(0.2, 0.6)(0.1, 0.7)(0.2, 0.6)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

Cause of fault � W6 medium fault,

Input vector �

(0.2, 0.6)(0.1, 0.8)(0.2, 0.6)(0.1, 0.7)(0.2, 0.6)

(0.1, 0.7)(0.2, 0.6)(0.2, 0.7)(0.1, 0.8)(0, 0.8)(0.6, 0.3)

(0.1, 0.8)(0.1, 0.7)(0, 0.8)(0.1, 0.8)(0.1, 0.7)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,

Cause of fault � W12 serious fault.

(19)

Suppose (MAT1, °1) be an FDFIFA semigroup corre-
sponding to the automata AT1, (MAT2, °2) be an FDFIFA
semigroup corresponding to the automata AT2 as con-
structed above, and θ: MAT1⟶MAT2 is an inference rule
in terms of FDFIFA homomorphism. In the aforesaid ap-
plication, the inference model for fault diagnostics can be
built as follows:

Premise 1: if MAT1 parameter a is normal, MAT2 output
b is serious.
Premise 2: if MAT1 parameter a

�
is medium, then

Conclusion: try to figure out what the fault level of the
output b

�

in MAT2.

,e degree of membership and nonmembership that
corresponds to each inference step of the model can be
determined using the intuitionistic fuzzy inference system,
starting with the known condition.

Step 1: the intuitionistic fuzzy relation matrix F can be
calculated using Premise 1 and the formula (11), as well
as the intuitionistic fuzzy degree of membership and
nonmembership given by the aforementioned ex-
pressions (16) and (17).
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F(a, b) � μMAT1⟶MAT2
(a, b), ]MAT1⟶MAT2

(a, b) 

�
μMAT1

(a)∧μMAT2
(b) ∨ 1 − μMAT1

(a) 

]MAT1
(a)∨]MAT2

(b) ∧ 1 − ]MAT1
(a) − ε 

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

A � μMAT1
(a), ]MAT1

(a) (∧,∨) μMAT2
(b), ]MAT2

(b)  

�

(0, 0.6) (0.2, 0.7) (0.3, 0.7) (0.4, 0.5) (0.6, 0.2) (0.8, 0.1) (0.6, 0.3) (0.7, 0.2) (0.1, 0.7) (0.3, 0.6) (0.6, 0.4) (0.2, 0.8) (0.1, 0.9) (0.7, 0.2) (0.3, 0.7) (0.1, 0.9) (0.2, 0.8)

(0, 0.6) (0.2, 0.7) (0.2, 0.7) (0.2, 0.6) (0.2, 0.6) (0.2, 0.6) (0.2, 0.6) (0.2, 0.6) (0.1, 0.7) (0.2, 0.6) (0.2, 0.6) 0.2, 0.8 (0.1, 0.9) (0.2, 0.6) (0.2, 0.7) (0.1, 0.9) (0.2, 0.8)

(0, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.9) (0.1, 0.8) (0.1, 0.8) (0.1, 0.9) (0.1, 0.8)

(0, 0.6) (0.2, 0.7) (0.2, 0.7) (0.2, 0.5) (0.2, 0.5) (0.2, 0.5) (0.2, 0.5) (0.2, 0.5) (0.2, 0.5) (0.2, 0.5) (0.2, 0.6) (0.2, 0.8) (0.1, 0.9) (0.2, 0.5) (0.2, 0.7) (0.1, 0.9) (0.2, 0.8)

(0, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.9) (0.1, 0.8) (0.1, 0.8) (0.1, 0.9) (0.1, 0.8)

(0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9)

(0, 0.8) (0, 0.8) (0, 0.8) (0, 0.8) (0, 0.8) (0, 0.8) (0, 0.8) (0, 0.8) (0, 0.8) (0, 0.8) (0, 0.8) (0, 0.8) (0, 0.9) (0, 0.8) (0, 0.8) (0, 0.9) (0, 0.8)

(0, 0.6) (0.1, 0.7) (0.1, 0.7) (0.1, 0.6) (0.1, 0.6) (0.1, 0.6) (0.1, 0.6) (0.1, 0.6) (0.1, 0.7) (0.1, 0.6) (0.1, 0.6) (0.1, 0.8) (0.1, 0.9) (0.1, 0.6) (0.1, 0.7) (0.1, 0.9) (0.1, 0.8)

(0, 0.7) (0.1, 0.7) (0.1, 0.7) (0.1, 0.7) (0.1, 0.7) (0.1, 0.7) (0.1, 0.7) (0.1, 0.7) (0.1, 0.7) (0.1, 0.7) (0.1, 0.7) (0.1, 0.8) (0.1, 0.9) (0.1, 0.7) (0.1, 0.7) (0.1, 0.9) (0.1, 0.8)

(0, 0.6) (0, 0.7) (0, 0.7) (0, 0.5) (0, 0.4) (0, 0.4) (0, 0.4) (0, 0.4) (0, 0.7) (0, 0.6) (0, 0.4) (0, 0.8) (0, 0.9) (0, 0.4) (0, 0.7) (0, 0.9) (0, 0.8)

(0, 0.6) (0.2, 0.7) (0.2, 0.7) (0.2, 0.6) (0.2, 0.6) (0.2, 0.6) (0.2, 0.6) (0.2, 0.6) (0.1, 0.7) (0.2, 0.6) (0.2, 0.6) (0.2, 0.8) (0.1, 0.9) (0.2, 0.6) (0.2, 0.7) (0.1, 0.9) (0.2, 0.8)

(0, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.9) (0.1, 0.8) (0.1, 0.8) (0.1, 0.9) (0.1, 0.8)

(0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9)

(0, 0.6) (0.2, 0.7) (0.2, 0.7) (0.2, 0.6) (0.2, 0.6) (0.2, 0.6) (0.2, 0.6) (0.2, 0.6) (0.1, 0.7) (0.2, 0.6) (0.2, 0.6) (0.2, 0.8) (0.1, 0.9) (0.2, 0.6) (0.2, 0.7) (0.1, 0.9) (0.2, 0.8)

(0, 0.7) (0.2, 0.7) (0.2, 0.7) (0.2, 0.7) (0.2, 0.7) (0.2, 0.7) (0.2, 0.7) (0.2, 0.7) (0.1, 0.7) (0.2, 0.7) (0.2, 0.7) (0.2, 0.8) (0.1, 0.9) (0.2, 0.7) (0.2, 0.7) (0.1, 0.9) (0.2, 0.8)

(0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9) (0, 0.9)

(0, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.8) (0.1, 0.9) (0.1, 0.8) (0.1, 0.8) (0.1, 0.9) (0.1, 0.9)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

B � 1 − μMAT1
(a) , 1 − ]MAT1

(a) − ε(� 0.1)  

�

(0, 0.9)(0.8, 0.3)(0.9, 0.1)(0.8, 0.4)(0.9, 0.1)

(1, 0)(1, 0.1)(0.9, 0.3)(0.9, 0.2)(1, 0.5)

(0.8, 0.3)(0.9, 0.1)(1, 0)(0.8, 0.3)(0.8, 0.2)(1, 0)(0.9, 0.1)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

F(a, b) � F(μ,])(a, b) � A(∨,∧)B

�

(0, 0.6) (0.2, 0.7) (0.3, 0.7) (0.4, 0.7) (0.6, 0.2) (0.8, 0.1) (0.6, 0.3) (0.7, 0.2) (0.1, 0.7) (0.3, 0.6) (0.6, 0.4) (0.2, 0.8) (0.1, 0.9) (0.7, 0.2) (0.3, 0.7) (0.1, 0.9) (0.2, 0.8)

(0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3)

(0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1)

(0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4) (0.8, 0.4)

(0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1)

(1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0)

(1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1) (1, 0.1)

(0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3) (0.9, 0.3)

(0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2) (0.9, 0.2)

(1, 0.5) (1, 0.5) (1, 0.5) (1, 0.5) (1, 0.4) (1, 0.4) (1, 0.4) (1, 0.4) (1, 0.5) (1, 0.5) (1, 0.4) (1, 0.5) (1, 0.5) (1, 0.4) (1, 0.5) (1, 0.5) (1, 0.5)

(0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3)

(0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1)

(1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0)

(0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3) (0.8, 0.3)

(0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2) (0.8, 0.2)

(1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0) (1, 0)

(0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1) (0.9, 0.1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(20)

where ∧ is an “and” operation that can be used in the
“min” operation; ∨ is an “or” operation that can be used
in the “max” operation.
Step 2: the defect level of output b

�

for the conclusion is
as follows, based on Premise 2 and the formula (14), as

well as the above expression (18). ,e fuzzy degree of
membership and intuitionistic degree of non-
membership of
b
�

� [a
�
ismedium]°[a is normal, then b is serious] are as

follows:
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μMAT2
(b

�

), ]MAT2
(b

�

)  � μMAT1
(a

�
), ]MAT1

(a
�
) °F(a, b)

�

(1, 0)(0.3, 0.4)(0.2, 0.8)(0.1, 0.9)(0.4, 0.3)(0.3, 0.4)

(0.3, 0.7)(0.2, 0.7)(0.1, 0.8)(0, 0.6)(0, 0.9)(0.5, 0.4)

(0.2, 0.7)(0.3, 0.2)(0.4, 0.6)(0.2, 0.5)(0.4, 0.5)°F(a, b)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

(0.5, 0.3)(0.5, 0.3)(0.5, 0.3)(0.5, 0.3)(0.6, 0.2)(0.8, 0.1)

(0.6, 0.3)(0.7, 0.2)(0.5, 0.3)(0.5, 0.3)(0.6, 0.3)(0.5, 0.3)

(0.5, 0.3)(0.7, 0.2)(0.5, 0.3)(0.5, 0.3)(0.5, 0.3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(21)

When compared to the degree (μserious, ]serious)

(0, 0.6)(0.2, 0.7)(0.3, 0.7)(0.4, 0.5)(0.6, 0.2)(0.8, 0.1)(0.6, 0.3)(0.7, 0.2)

(0.1, 0.7)(0.3, 0.6)(0.6, 0.4)(0.2, 0.8)(0.1, 0.9)(0.7, 0.2)(0.3, 0.7)(0.1, 0.9)(0.2, 0.8)
 . (22)

of “serious” in MAT2, which corresponds to the fault pa-
rameters W1, W2, . . . , W17, the degree of b

�

in MAT2 is as
follows:

(0.5, 0.3)(0.5, 0.3)(0.5, 0.3)(0.5, 0.3)(0.6, 0.2)(0.8, 0.1)(0.6, 0.3)(0.7, 0.2)

(0.5, 0.3)(0.5, 0.3)(0.6, 0.3)(0.5, 0.3)(0.5, 0.3)(0.7, 0.2)(0.5, 0.3)(0.5, 0.3)(0.5, 0.3)
 , (23)

which signifies “more serious.” If a
�
is a medium fault, the

inference result for the output b
�

∈MAT2 is a more serious
fault, which corresponds to objective reality.

6. Conclusion

Traditional HEV failure diagnostic methods are component-
centric and may not explicitly incorporate communication
or scheme interactions. ,is research assessed hardware,
programming, and communication flaws in a hybrid electric
vehicle’s regenerative braking system (RBS) and suggested
a data-driven method for discovering and identifying them.
,e defects investigated include parametric and sensor-re-
lated issues (underlying physical faults), software logic flaws,
and interprocess communication flaws (missed messages,
multiple messages, and obsolete message faults).

,e intuitionistic fuzzy set (IFS) is a well-known gen-
eralization of fuzzy sets that have been thoroughly studied,
with significant research into its theocratic properties and
applications in various disciplines. Because nonmembership
grades are involved, IFS can handle uncertainties better than
fuzzy sets. In this research, the effectiveness of IFS is used to
detect flaws in a regenerative braking system. First, the finite
deterministic fully intuitionistic fuzzy automata (FDFIFA)
are defined, and then, a semigroup over FDFIFA is designed.

,e algebraic properties of the FDFIFA semigroup are in-
vestigated and used to construct inference systems over it.
,e proposed method outperforms the previously published
fuzzy inference method. Fuzzy inference can be obtained
from intuitionistic fuzzy inference by considering only the
membership values.

Furthermore, any machine’s maximum default and
present running states can be diagnosed using the maximum
value of the membership and nonmembership grades. Based
on the given target qualities, the current techniques must
create equations or expressions to deal with the target. ,e
described approach, on the other hand, uses its state tran-
sition mapping to execute characteristic processing and just
requires the selection of system parameters. ,ere are
a number of practical generalizations of fuzzy sets [9, 61–68],
and inference rules for these generalizations can be de-
veloped using the same techniques. ,e proposed meth-
odology’s superiority is demonstrated by the real-life
example, which accurately and efficiently discovers the
defect. ,e proposed methodology can be used to detect
a failure in any machine by identifying its critical compo-
nents, the factors that can cause any fault in those com-
ponents, and the fault caused by these parameters. ,e
nature and severity of the defect can be used to award
membership and nonmembership grades.
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As the typical application of computational intelligence in software engineering, cross-project defect prediction (CPDP) uses
labeled data from other projects (source projects) for building models to predict the defects in the current projects (target
projects), helping testers quickly locate the defective modules. But class imbalance and different data distribution among projects
make CPDP a challenging topic. To address the above two problems, we propose a two-phase feature importance amplification
(TFIA) CPDP model in this paper which can solve these two problems from domain adaptation phase and classification phase. In
the domain adaptation phase, the differences in data distribution among projects are reduced by filtering both source and target
projects, and the correlation-based feature selection with greedy best-first search amplifies the importance of features with strong
feature-class correlation. In the classification phase, Random Forest works as the classifier to further amplify the importance of
highly correlated features and establish a model which is sensitive to highly correlated features. We conducted both ablation
experiments and comparison experiments on the widely used AEEEM database. Experimental results show that TFIA can yield
significant improvement on CPDP. And the performance of TFIA CPDP model in all experiments is stable and efficient, which
lays a solid foundation for its further application in practical engineering.

1. Introduction

Software defects may cause unexpected disasters in the
application scenarios, threatening the security of software
and even people’s lives [1]. During the whole life cycle of
software, defects that are found in the later period will cost
more than those found in the earlier period to be repaired.
Testers should find out the defects in time, helping devel-
opers fix them as soon as possible [2]. But focusing on all
modules of the software will cost a large amount of time and
manpower, which goes against our original intention and
makes preidentification of potentially defective modules an
urgent issue [3, 4].

Software defect prediction (SDP) is a method that can
assist testers in quickly identifying potentially defective
modules [5] so as to reduce the time spent by testers on
troubleshooting and save testing costs as well [4]. *e typical
SDP usually uses historical data of software to build

prediction models for defect pattern recognition in new
releases of the modules from the projects [3, 6, 7]. As the
brand-new projects lack historical data, especially the his-
torical data with defective or clean labels, SDP is unable to
work well on them. To solve this problem, researchers
propose a method called cross-project software defect
prediction (CPDP). CPDP builds prediction models with
historical data from other projects (source projects) and
predicts the current projects (target projects) [8, 9].

Although CPDP focuses on the problem of lack of
historical data, there are still two major problems to be
solved. Due to a variety of factors such as project func-
tionality and developers’ habits, data distribution varies
greatly from project to project. Differences in data distri-
bution between projects are evident even when the same
metrics are used to evaluate projects [10], which makes
CPDP models built on source projects ineffective on the
target project [11]. *erefore, how to reduce the differences
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in data distribution between source and target projects is
important to the performance of CPDP models [12, 13]. On
the other hand, the number of the modules with defects is
often much smaller than that of the modules without defects,
which is called class imbalance problem [14]. *e class
imbalance problem can also affect the performance of CPDP
models, because they may have a preference for the majority
when classifying [15, 16].

To address the above problems, in this paper we propose
a two-phase feature importance amplification (TFIA) CPDP
model. Specifically, TFIA divides CPDP into two phases. In
the domain adaptation phase, TFIA reduces differences in
data distribution among source and target projects. After
adding a certain proportion of samples from target projects
to the source projects, the correlation-based feature selection
method with a greedy best-first search strategy is proposed
to amplify the importance of features with high feature-class
correlation. *e subset made up of the final selected items is
used to filter the source and target projects for the purpose of
removing redundant features as well as interfering items and
reducing the dimensionality of the data. In the classification
phase, resampling is conducted on the source project’s data
to make the numbers of clean and defective samples bal-
anced. And an integrated learning method, Random Forest,
is adopted to build the prediction model. *e reason for
adopting Random Forest is that integrated learning methods
have shown their advantages in solving the class imbalanced
problem [17]. In our case, the selected Random Forest uses a
random sampling method; thus the trained model has small
variance and high generalization ability, which can improve
and effectively solve the class imbalance problem. Random
Forest evaluates the relationship between features and
classes during the training process [18], resulting in a
ranking of feature-class correlation [19], further amplifying
the importance of features with strong feature-class corre-
lation for defect recognition.

In summary, our contributions lie in twofold.

(1) We propose a two-phase feature importance am-
plification CPDP model (TFIA). TFIA reduces the
effect of data distribution and class imbalance
problems in domain adaptation phase and classifi-
cation phase.

(2) We conducted experiments on the AEEEM database
to verify the validity of the method. In addition, we
performed a number of ablation experiments to
carefully analyse and dissect the detailed compo-
nents of our method. And we also conducted
comparison experiments to compare TFIA with
other methods.

2. Related Work

CPDP usually includes two phases, called domain adapta-
tion and classification. Domain adaptation is mainly
addressed by data processing methods, such as data mi-
gration and feature selection. Classification is mainly han-
dled by machine learning classifiers [20]. *e researches on
domain adaptation address the difference in data

distribution between the source and target projects, while
the researches on classification methods improve the pre-
diction performance from the perspective of algorithms.
And also some researchers consider hybrid methods.

2.1. Domain Adaptation Phase. Turhan et al. [21] proposed
Burak filter based on k-means clustering method. Burak
filter calculated the Euclidean distance between all samples
in the source project datasets. And for each sample in the
target project datasets, they selected the k samples with the
smallest Euclidean distance as training samples. Finally, the
Naive Bayes method was used to predict the processed
dataset. Burak filter improves the performance of CPDP
model by filtering the samples of the source project datasets
based on the target project datasets. Peters et al. [22] pro-
posed Peters filter based on the source project datasets. For
the samples in the source project datasets, the sample which
was the closest to it in the target project datasets was selected
by comparing the Euclidean distance. *en they labeled that
sample. *e sample of source project datasets with the
closest distance to the labeled sample was selected as the
training data in the prediction process. Pan et al. [23]
proposed the TCA, which mapped the features of the source
and target project to the latent space that makes them most
similar, reducing the effect of differences in data distribu-
tion. Finally, Logistic Regression was used for prediction. He
et al. [24] simplified the training set by TDSelector method
and then classified it by Logistic Regression. Sun et al. [25]
proposed a near-some source project selection by collabo-
rative filtering (CFPS) method to filter source items, which
has good results using SMO and Random Forest as classi-
fiers. Alsawalqah et al. [26] proposed a SMOTE-ensemble
method to optimize for class imbalance problems at the data
level and algorithm level.

2.2. Hybrid Method. Yuan et al. [27] used TrAdaBoost to
determine weights for samples based on Burak filter and
used weighted support vector machines to build the model
to improve the CPDP model. Chao et al. [28] proposed a
two-phase CPDP method called TPTL, using a source
project estimator to select source projects with similar data
distribution as the target project and using two improved
TCA+ to construct models for prediction. Cong [29] pro-
posed a DA-KTSVMO method using kernel twin support
vector machines to improve the data distribution and using a
quantum particle swarm optimization algorithm to optimize
the method for prediction. Zhang et al. investigated seven
composite algorithms; they believed that composite algo-
rithms can improve the performance of CPDP models [30].
*e method proposed by Chen et al. combines the data
gravitation method and TrAdaBoost to reduce the effects of
class imbalance in the source project [31]. Xu et al. proposed
a multisource TrAdaBoost Algorithm.*e proposed method
uses semisupervised high-density-based clustering and a
small amount of labeled target item data to obtain a large
amount of labeled source item data. When using TrAda-
Boost for integration, only the base classifier trained from
the source item data most relevant to the target item is
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selected. In the process of training, this method can ensure
that the knowledge transferred is most relevant to the target
project but ignores the influence of other source project data
on the target project defect prediction model [32].

3. Methodology

In this section, we first introduce the framework of our
proposed method TFIA. *en we show the details of im-
portant steps in our proposed method.

3.1. Framework of TFIA. Figure 1 is the flowchart of TFIA.
TFIA adds a certain proportion of labeled samples from the
target project datasets to the source project datasets, uses a
correlation-based feature selection method, and searches for
a subset of features using a heuristic greedy best-first search
strategy. *en TFIA filters the feature of source and target
projects, samples the source projects datasets with resam-
pling, uses Random Forest on the source project datasets for
training, and finally predicts the target project datasets.

TFIA reduces the difference in data distribution between
source and target projects from the feature perspective and
sample perspective, respectively. TFIA enhances the im-
portance of features with strong class-feature correlation in
model training. A resample approach is used to deal with
class imbalance problems and reduce the impact generated
by class imbalance problem. TFIA uses Random Forest as a
classifier to train models with small variance and strong
generalization ability to improve the accuracy of CPDP
model for identifying defective modules.

In TFIA, we use Relief to evaluate the correlation of
feature-feature and feature-class in TFIA. Relief[33] is a
feature weighting algorithm that is sensitive to feature in-
teractions. Relief of feature f can be formulated as

Relieff �
Gini’ × fv∈fp fv( 

2

1 − c∈Cp(c)
2

 c∈Cp(c)
2. (1)

p is the probability, C is the class variable,
C � defective, clean{ }, fv is the certain value of the sample’s
feature f, and Gini’ is another attribute quality measure that
can be calculated by

Gini′ � 
c∈C

p(c)(1 − p(c))⎡⎣ ⎤⎦

− 
fv∈f

p fv( 
2



fv ∈ f

p fv( 
2c∈Cp cfv( ) 1− p cfv( )( ) .

(2)

We use Relief to calculate correlation of feature-feature
and feature-class in Section 3.2 and Section 3.3.

3.2. Domain Adaptation Phase. In order to amplify the role
of features with strong feature-class correlation in the
classifier and to deemphasize features with strong feature-
feature correlation, we decide to select the features. In the
feature selection phase, we use the filtering method called
correlation-based feature selection (CFS) [34]. In this paper,

the heuristic search strategy used by CFS is greedy best-first
search [35]. CFS evaluates the value of a subset of features by
considering the individual predictive ability of each feature
and the degree of redundancy between them [36].

As shown in Figure 2, CFS first computes the feature-
class and feature-feature correlation matrices from the
source project dataset and then searches the feature subset
space using greedy best-first search.

To prevent the best-first search from exploring the
entire feature subset search space, we follow the setting of
[34] to impose a termination criterion. *e search will
terminate if five consecutive fully expanded subsets show
no improvement over the current best subset. CFS filters
features by a feature subset evaluation function, intending
to find a subset of features that meet the conditions of low
feature-feature correlation and strong feature-class cor-
relation, thus sifting out redundant features [37]. *e
feature subset evaluation function is valued as the merit
which can be calculated by

MS �
krfc

�������������
k + k(k − 1)rff

 , (3)

MS is the value of the merit of feature subset with k selected
features. rfc is the average feature-class correlation and rff

is the average feature-feature correlation. r is Relief in
Section 3.1.

*e algorithm is described as follows.

Source project

40% samples
with label New

source project

Domain adaptation phase

Train Predict

Random Forest

Result

Classification phase

Selected
source project

Selected
target project

Resample

Target project

CFS with
Greedy Best-First

search

Figure 1: Flowchart of TFIA.
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3.3. Classification Phase. Random Forest is an integrated
learning pattern recognition method [19, 38]. It has been
demonstrated that Random Forest has good performance in
CPDP [27, 39, 40] due to its high tolerance to outliers and
noise. Random Forest is also less prone to fitting charac-
teristics [18].

Figure 3 shows the process of Random Forest in this
paper. Random Forest uses a bootstrap method to randomly
scrape multiple samples from the original samples, modeling
a Decision Tree for each sample set. *en we give a com-
prehensive conclusion from the results of all decision trees.
*e voting decision process of Random Forest is shown by

H(x) � majority vote max
C



k

i�1
I hi(x) � C( 

⎧⎨

⎩

⎫⎬

⎭, (4)

H(x) denotes the combined classification model, hi

denotes the single subject Decision Tree, C is the set of class
labels, and I(·) is the indicative function.

*ere is a put-back from the source project dataset D

processed in the domain adaptation phase to obtain a
randomly selected subset DTi

as the training set. And the
sample size of the training dataset is the same as the original
data.

*is sampling method of Random Forest ensures the
variability of the training set. For the sake of easy expla-
nation, we assume that there are n samples in dataset D. *e
probability of each sample being picked is 1/n. Repeat it for n
times, so the probability of each sample in D not being
picked is (1 − 1/n)n. As n tends to infinity,
lim

n⟶∞
(1 − 1/n)n � 0.368. We can assume that 37% of the

samples in D will not appear, which guarantees the vari-
ability of the training set. λ features are randomly selected

from the source project dataset to construct a Decision Tree,
and each node is based on (2).

In a single Decision Tree, the Gini’ metric is calculated
for each attribute and a variable with the minimum Gini′
metric is selected to split the current node.*eDecision Tree
is constructed by recursion until the stop criterion is
reached.

*e algorithm is described as follows.

4. Experimental Design

For our method TFIA, in this section, we raise four research
questions and set up experiments to discuss and analyse each
question.

4.1. Research Question. RQ1: Does the feature-level filtering
approach proposed in this paper have any impact on the
performance of the model?

In TFIA, we use filtering to reduce the data distribution
difference in source and target projects datasets by CFS.
*erefore we intend to analyse the role of filtering methods
in the whole CPDP model.

RQ2 : In the classification phase, does the choice of
classifier affect the overall performance?

In TFIA, feature-class correlation is also amplified in the
classification phase as we use Random Forest as the classifier.
Classifiers behave diversely on different types of data, so we
want to investigate how other classifiers would perform on
our model, such as the linear classifiers Logistic Regression
and Support Vector Classification, the Bayesian formula-
based classifier Naive Bayes, and the tree-based classifier
Decision Tree.

Feature

Feature

f1

f1

f2

f2

fn

fn f3

CFS

Class

Greedy Best-First
search

Source project

Filtered
Source project

Filtered
target project

Target project

Evaluation formula

Feature-class
Feature

set

Selected Feature set

Merit
f1 f4 f3 fm...

Feature-feature

...

...

Figure 2: Flowchart of CFS.
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RQ3: When features are transferred at the sample level,
does the proportion of transfer affect the results?

In the domain adaptation phase of TFIA, a certain
percentage of samples of the labeled target items are re-
quired. We want to analyse how different proportions of
samples of labeled target items in the project affect the
overall prediction performance.

RQ4 : Compared with the classical method and the latest
research, does the method proposed in this paper improve
CPDP model’s performance?

Various methods have been proposed by researchers for
the CPDP problem, such as the classical methods TCA [23],
Peters filtering method [22], Burak filtering method [21],
and the newer method ALTRA [27]. We seek to analyse how
the performance obtained by TFIA differs from these
methods.

4.2. Dataset. In this paper, we use the AEEEM database, a
widely used dataset in the field of software defect prediction
research. *e AEEEM database was collected and compiled
by D’Ambros et al. [41]. Table 1 shows the details of the
AEEEM database, including the projects names, the projects
types, numbers of modules, numbers of defective modules,
and the ratio of defective modules.

4.3. Experimental Environment. All of our codes are written
in Python 3.7. *e GPU used for the experiments is NVIDIA
TITAN V and the CPU is Intel I9-9920X. Classifications are
realized by WEKA [42] with default parameters.

4.4. Performance Measure. *e confusion matrix is used to
store the correct and incorrect decisions made by the

Target project Source project
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Figure 3: Flowchart of Random Forest.
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prediction model. *e purpose of our defect prediction is to
test out defective data. In this paper, we believe that a sample
itself is defective, and the classifier also considers it defective,
called True Positive (TP). *e classification is False Negative
(FN) if the classifier thinks it is clean. Similarly, if a sample
does not have defects, the classifier classifies it as defective,
called False Positive (FP); the classifier classifies it as free of
defects, called True Negative (TN).

4.5. F1-Measure. F1-measure, also known as F-score, is a
weighted summed average of Precision and Recall. Precision
is the ratio of correctly predicted defective modules to all
modules predicted to be defective, calculated as shown by

Precision �
TP

TP + FP
. (5)

Recall is the ratio of correctly predicted defective
modules to all truly defective modules, calculated as shown
in

Recall �
TP

TP + FN
. (6)

F1-measure is often used to evaluate the performance of
a classification model. F1-measure can be calculated by

F1 − measure �
2∗Precision∗Recall
Precision + Recall

�
2TP

2TP + FP + FN
.

(7)

4.6. Area under the ROC Curve. Area under the ROC curve
(AUC) is used to evaluate the degree of discrimination
obtained by the model. *e value of AUC ranges in [0, 1].
AUC for random prediction is 0.5. *e advantage of AUC is
that AUC is insensitive to decision thresholds such as
precision and recall. *e higher the AUC, the better the
prediction.

4.7. Matthews Correlation Coefficient. Matthews correlation
coefficient (MCC) is used in machine learning as a measure

of binary (2-category) quality of classification, which is
introduced from biochemistry by Brian W. Matthews in
1975 [43].

MCC takes into account true and false, positives and
negatives, and is generally regarded as a balanced measure
that can be used even if the classes are of very different sizes
[44]. MCC is essentially a correlation coefficient between
the observed and predicted binary classification. It returns
a value between -1 and +1. MCC �+1 indicates a perfect
prediction, MCC� 0 indicates that the model is not better
than a random prediction, and MCC � -1 indicates a
complete inconsistency between prediction and
observation.

*e formula for the MCC is shown by

MCC �
TP × TN − FP × FN

�������������������������������������
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

 .

(8)

5. Results and Discussion

In this section, we present the experimental results and give
the answers to questions from Section 3.

5.1. Answer for RQ1. To answer RQ1, we designed two
groups of experiments on the AEEEM database, where we
formed a total of 20 source-target project pairs from the five
projects, including EQ, JDT, ML, LC, and PDE. *e first
group of experiments performed no filtering on these 20
source-target project pairs. And the second group of ex-
periments were filtered by CFS based on greedy best-first
search strategy proposed in this paper. Both sets of exper-
iments used Random Forest as the classifier. Both groups of
experiments randomly added 40% of the target project data
to the source project dataset and source project datasets were
dealt with through resample.

Table 2 shows the results of the evaluation metrics ob-
tained on 20 source-target project pairs without (Model 1)
and with (Model 2) the filtering method proposed in this
paper.

(i) Input: F, Feature set with n features and a class; F � f1, f2, . . . , fn, C 

(ii) Output: S, Subset of selected features, S ∈ F

1 S � ∅{ }, F1 � f1 , F2 � f2 ,., Fn � fn 

2 compute the merit of F1 � f1 , F2 � f2 ,., Fn � fn  by (3)
3 put the feature with the biggest merit of F into S, and remove it from F

4 compute merit of S (MS)

5 put the new feature with the biggest merit of F into S, compute MS, meritnew � MS

6 if meritold ≥meritnew then
7 remove the new feature from S

8 else
9 Update S, remove the new feature from F, meritold � meritnew
10 end if
11 repeat step 5 to step 7 until F � ∅{ } or meritold has no change by a certain number of times
12 return S

ALGORITHM 1: CFS.
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From Table 2, it can be observed that the overall effect of
the prediction models trained from the data processed by the
filtering method is significantly improved (the data in bold),
with an average F1-measure improvement of about 156.54%,
AUC improvement of about 45.74%, and MCC improve-
ment of about 173.46%. Numerically, in these 20 source-
target project pairs, the models with filtering all work better
than those without filtering.

Figure 4 is the boxplot of F1-measure, AUC, andMCC of
model with filtering (Model 1) and model without filtering

(Model 2) based on data from Table 2. As can be seen from
Figure 4, the prediction models trained from the data
processed by the filtering have higher numerical intervals in
the overall distribution compared to the data without fil-
tering. In terms of box size and endline length, the overall
performance of the model after processing with the filtering
also becomes less volatile and the performance is more
stable. *erefore, we can conclude that the filtering method
proposed in this paper is effective in improving the per-
formance of the CPDP model on these datasets.

(i) Input: DS, source project dataset; sampleT, sample from source project dataset
Output: C(sampleT) � classification of sampleT

(1) for i � 1, 2, . . . , λ{ } do
(2) use Bootstrap on DS to get the training dataset DTi

(3) use DTi
to generate a tree hi without pruning

(4) randomly select d features from DS’s features
(5) calculate the Gini′ metric based on (2) at each node to select the optimal features based on the selected d features
(6) Splitting until the tree grows to its maximum
(7) end for
(8) return C(sampleT) � majority vote hi(sampleT) 

λtree
i�1

ALGORITHM 2: Random Forest.

Table 1: Details of AEEEM database.

Projects Types of projects Modules Defective modules Defective ratio (%)
EQ OSGI framework 325 129 39.692
JDT Development 997 206 20.662
LC Text search engine library 399 64 16.040
ML Task management 1862 245 13.158
PDE Development 1492 209 14.008

Table 2: F1-measure, AUC, and MCC of model with filtering (Model 1) and model without filtering (Model 2).

F1-measure AUC MCC
Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

EQ-JDT 0.415 0.790 0.632 0.873 0.232 0.735
EQ-LC 0.300 0.761 0.726 0.903 0.265 0.738
EQ-ML 0.242 0.742 0.545 0.875 0.061 0.702
EQ-PDE 0.291 0.776 0.600 0.864 0.146 0.740
JDT-EQ 0.276 0.833 0.576 0.862 0.291 0.719
JDT-LC 0.322 0.752 0.602 0.875 0.330 0.726
JDT-ML 0.283 0.745 0.584 0.883 0.229 0.707
JDT-PDE 0.247 0.761 0.569 0.866 0.233 0.721
LC-EQ 0.196 0.831 0.554 0.862 0.261 0.710
LC-JDT 0.592 0.816 0.727 0.911 0.516 0.768
LC-ML 0.347 0.765 0.626 0.855 0.243 0.732
LC-PDE 0.256 0.787 0.572 0.866 0.234 0.755
ML-EQ 0.183 0.855 0.550 0.886 0.251 0.755
ML-JDT 0.396 0.787 0.623 0.883 0.397 0.730
ML-LC 0.219 0.824 0.562 0.925 0.316 0.806
ML-PDE 0.217 0.763 0.559 0.865 0.229 0.724
PDE-EQ 0.238 0.873 0.560 0.897 0.232 0.785
PDE-JDT 0.477 0.806 0.666 0.881 0.366 0.754
PDE-LC 0.372 0.784 0.620 0.873 0.397 0.763
PDE-ML 0.292 0.754 0.594 0.853 0.178 0.718
Average 0.308 0.790 0.602 0.878 0.270 0.739
*e values in bold are results with the best performance of each instance.

Computational Intelligence and Neuroscience 7



5.2. Answer for RQ2. To answer RQ2, 20 source-target
projects from the AEEEM database were trained and vali-
dated using Naive Bayes (NB), Logistic Regression (LR),
Decision Tree (DT), Support Vector Classification (SVC),
and Random Forest (RF) as classifiers. Respectively, all the
datasets were processed by the filtering method proposed in
this paper. Every set of experiments randomly added 40%
sample from the target project datasets to the source project
datasets and the source project datasets were dealt with
through resample.

Table 3 shows the F1-measure, AUC, andMCC of models
with different classifications, including Naive Bayes (NB),
Logistic Regression (LR), Decision Tree (DT), Support Vector
Classification (SVC), and Random Forest (RF). *e data in
bold show the classification with the best performance in each
set of experiments. *e value of F1-measure shows that, on
the data processed by our filtering method in this paper, RF
has the best results, Decision Tree is the second best, and LR,
NB, and SVC are more similar and differ from RF and DT.
*e situation is the same in AUC and MCC. *is phe-
nomenon could be caused by the idea that, in the first phase,
our filtering method amplifies the proportion of features that
have a strong correlation with the class. So it has better
performance on DT and Decision Tree-based integrated
method RF.*e other three classifiers are relatively insensitive
to the dataset of amplified features, so the results are worse
than DT and RF.

Figure 5 is the boxplots of F1-measure, AUC, and
MCC of models with different classifications, including
Naive Bayes (NB), Logistic Regression (LR), Decision
Tree (DT), Support Vector Classification (SVC), and
Random Forest (RF). From Figure 5, it can be seen that
the prediction models constructed with Random Forest

and Decision Tree as classifiers achieve higher perfor-
mance metrics and less overall volatility. *is indicates
that the choice of classifier has an impact on the per-
formance of the prediction model. On the dataset pro-
cessed by the filtering method in this paper, classifiers
that are more sensitive to feature importance will have
better results.

5.3. Answer for RQ3. To analyse the effect of the proportion
of samples from target projects datasets added to the source
projects datasets on the prediction results, we added dif-
ferent proportions of labeled target item samples to the
source projects datasets in steps of 10% from 0% and trained
with TFIA. Every source project dataset had been dealt with
through resample.

Table 4 shows the average F1-measure, AUC, and MCC
values of models added samples from target projects to the
source projects at different proportions on 20 source-target
project pairs.

*en we smoothed the values to plot the graphs as
Figure 6, from which we can see that the transformation of
the three measures starts to become very small at around
70%, indicating that the model performance reaches its best
at around 70%. But for the consideration of the actual
prediction environment, it is not feasible to manually label
the target projects samples at 70%, so we only consider the
growth rate of indicators in this paper. It can be seen that the
AUC starts to level off around 40%, and the improvement
rates of F1-measure andMCC start to become smaller, so we
believe that adding 40% of the labeled samples of the target
projects to the source projects will have better results in these
20 source-target projects pairs.
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Figure 4: Boxplot of F1-measure, AUC, and MCC of model with filtering (Model 1) and model without filtering (Model 2).
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Table 3: F1-measure, AUC, and MCC of models with different classifications, including Naive Bayes (NB), Logistic Regression (LR),
Decision Tree (DT), Support Vector Classification (SVC), and Random Forest (RF).

F1-measure AUC MCC
LR DT NB SVC RF LR DT NB SVC RF LR DT NB SVC RF

EQ-JDT 0.594 0.729 0.560 0.571 0.790 0.758 0.852 0.713 0.727 0.873 0.479 0.655 0.467 0.465 0.735
EQ-LC 0.435 0.619 0.404 0.224 0.761 0.675 0.889 0.654 0.575 0.903 0.387 0.601 0.361 0.136 0.738
EQ-ML 0.375 0.672 0.333 0.376 0.742 0.647 0.866 0.611 0.637 0.875 0.271 0.627 0.253 0.288 0.702
EQ-PDE 0.379 0.660 0.361 0.386 0.776 0.664 0.851 0.621 0.667 0.864 0.259 0.607 0.283 0.269 0.740
JDT-EQ 0.595 0.829 0.492 0.459 0.833 0.680 0.857 0.644 0.632 0.862 0.379 0.727 0.358 0.347 0.719
JDT-LC 0.362 0.573 0.373 0.337 0.752 0.694 0.837 0.672 0.687 0.875 0.293 0.539 0.303 0.266 0.726
JDT-ML 0.376 0.637 0.361 0.418 0.745 0.644 0.854 0.632 0.679 0.883 0.276 0.589 0.265 0.320 0.707
JDT-PDE 0.373 0.651 0.356 0.381 0.761 0.668 0.841 0.619 0.679 0.866 0.253 0.595 0.279 0.265 0.721
LC-EQ 0.672 0.806 0.578 0.729 0.831 0.727 0.839 0.678 0.773 0.862 0.453 0.665 0.389 0.542 0.710
LC-JDT 0.575 0.721 0.585 0.525 0.816 0.755 0.860 0.743 0.730 0.911 0.451 0.648 0.473 0.384 0.768
LC-ML 0.393 0.655 0.350 0.406 0.765 0.647 0.843 0.620 0.659 0.855 0.307 0.604 0.272 0.314 0.732
LC-PDE 0.394 0.660 0.367 0.378 0.787 0.675 0.843 0.628 0.665 0.866 0.279 0.605 0.278 0.258 0.755
ML-EQ 0.696 0.826 0.560 0.632 0.855 0.730 0.857 0.674 0.687 0.886 0.455 0.703 0.397 0.369 0.755
ML-JDT 0.567 0.725 0.580 0.539 0.787 0.748 0.855 0.728 0.742 0.883 0.440 0.650 0.483 0.404 0.730
ML-LC 0.343 0.597 0.422 0.338 0.824 0.686 0.889 0.681 0.656 0.925 0.273 0.583 0.363 0.261 0.806
ML-PDE 0.401 0.653 0.381 0.395 0.763 0.684 0.837 0.635 0.680 0.865 0.288 0.597 0.295 0.281 0.724
PDE-EQ 0.640 0.791 0.497 0.525 0.873 0.704 0.826 0.645 0.638 0.897 0.410 0.643 0.357 0.299 0.785
PDE-JDT 0.585 0.701 0.602 0.521 0.806 0.746 0.834 0.752 0.733 0.881 0.470 0.619 0.495 0.382 0.754
PDE-LC 0.382 0.584 0.438 0.362 0.784 0.702 0.857 0.690 0.639 0.873 0.315 0.557 0.380 0.306 0.763
PDE-ML 0.385 0.629 0.312 0.406 0.754 0.646 0.831 0.600 0.666 0.853 0.291 0.573 0.232 0.308 0.718
Average 0.476 0.686 0.446 0.445 0.790 0.694 0.851 0.662 0.678 0.878 0.351 0.619 0.349 0.323 0.739
*e data in bold shows the classification with the best perfomance in each set of experiments.

0.0
LR DT NB SVC RF

0.2

0.4

0.6

0.8

1.0
F1-measure

0.0
LR DT NB SVC RF

0.2

0.4

0.6

0.8

1.0
AUC

0.0
LR DT NB SVC RF

0.2

0.4

0.6

0.8

1.0
MCC

Figure 5: Boxplot of F1-measure, AUC, and MCC of models with different classifications, including Naive Bayes (NB), Logistic Regression
(LR), Decision Tree (DT), Support Vector Classification (SVC), and Random Forest (RF).

Table 4: Average F1-measure, AUC, and MCC of TFIA using different proportions samples from target project datasets added to source
project datasets.

Proportion (%) Average F1-measure Average AUC Average MCC
0 0.352 0.609 0.221
10 0.458 0.668 0.350
20 0.575 0.736 0.475
30 0.683 0.804 0.607
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5.4. Answer for RQ4. To answer RQ4, we used TCA, Burak
filter, Peters filter, and ALTRA on 20 source-target project
pairs in the AEEEM database for prediction and compared
with our proposed method, respectively. To ensure the
consistency of the experimental conditions, the source items
in the dataset were randomly added to 40% samples of the
target project datasets, and the source project datasets were
dealt with through resample.

Table 5 shows the F1-measure, AUC, and MCC of
ALTRA (Model 1), TCA (Model 2), Peters filter (Model 3),
Burak filter (Model 4), and TFIA (Model 5).

As can be seen from the data in Table 5, compared with
other methods, the proposed method in this paper shows
significant improvements in F1-measure, AUC, and MCC.
Taken as an example, the value of F1-measure is improved by
about 126.62% over TCA, 98.64% over Burak filter, 86.46%
over Peters filter, and by 31.12% over ALTRA.

Figure 7 is the boxplot of F1-measure, AUC, MCC of
ALTRA (Model 1), TCA (Model 2), Peters filter (Model 3),
Burak filter (Model 4), and TFIA (Model 5). From Figure 7,
we can see that the method in this paper has smaller boxes
and shorter endline lengths relative to the other methods,
indicating that TFIA performs more consistently on the

datasets. Although ALTRA performs better than TCA,
Burak filter, and Peters filter on the average F1-measure, the
fluctuation of ALTRA is larger. *erefore, we can conclude
that the method proposed in this paper possesses good
stability and prediction effect on the AEEEM database
compared to these methods.

5.5. <reats to Validity. In this paper, the threats to validity
are mainly divided into internal and external validity.

*e internal validity comes from the setting of classifier
parameters. In this paper, we set the parameters defaulted by
the references as well as the tool of WEKA, which may lead
to some differences in the classification results. To mitigate
this difference, we use the same default parameters provided
by WEKA for the classification phase of our proposed
method.

*e external validity mainly comes from the dataset
used. We use five project datasets from the publicly
available AEEEM database and combine 20 source-target
project pairs for our experiments. If other data sources are
selected, especially those from real-world engineering
datasets, different experimental results may be obtained.

Table 4: Continued.

Proportion (%) Average F1-measure Average AUC Average MCC
40 0.790 0.878 0.739
50 0.866 0.928 0.832
60 0.921 0.963 0.902
70 0.953 0.981 0.942
80 0.969 0.990 0.962
90 0.980 0.995 0.976
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Figure 6: Average F1-measure, AUC, and MCC of TFIA using different proportions samples from target project datasets adding to source
project datasets.

10 Computational Intelligence and Neuroscience



Ta
bl

e
5:

F1
-m

ea
su
re
,A

U
C
,a

nd
M
C
C
of

A
LT

RA
(M

od
el

1)
,T

C
A

(M
od

el
2)
,P

et
er
s
fil
te
r
(M

od
el

3)
,B

ur
ak

fil
te
r
(M

od
el

4)
,a
nd

TF
IA

(M
od

el
5)
.

F1
-m

ea
su
re

A
U
C

M
C
C

M
od

el
1

M
od

el
2

M
od

el
3

M
od

el
4

M
od

el
5

M
od

el
1

M
od

el
2

M
od

el
3

M
od

el
4

M
od

el
5

M
od

el
1

M
od

el
2

M
od

el
3

M
od

el
4

M
od

el
5

EQ
-J
D
T

0.
44
8

0.
41
9

0.
57
4

0.
55
2

0.
87
3

0.
26
6

0.
63
8

0.
72
9

0.
70
7

0.
73
5

-0
.0
79

0.
24
4

0.
46
7

0.
46
2

0.
73
5

EQ
-L
C

0.
44
9

0.
22
0

0.
40
4

0.
38
4

0.
90
3

0.
28
6

0.
61
3

0.
71
9

0.
65
8

0.
73
8

-0
.0
64

0.
13
1

0.
34
2

0.
32
3

0.
73
3

EQ
-M

L
0.
30
4

0.
32
0

0.
37
6

0.
35
3

0.
87
5

0.
25
3

0.
65
6

0.
64
6

0.
62
3

0.
70
2

-0
.2
75

0.
21
1

0.
27
4

0.
26
7

0.
69
9

EQ
-P
D
E

0.
41
5

0.
30
6

0.
40
7

0.
37
1

0.
86
4

0.
20
3

0.
62
4

0.
65
7

0.
63
5

0.
74
0

-0
.2
33

0.
18
0

0.
30
9

0.
26
9

0.
74
0

JD
T-
EQ

0.
52
6

0.
72
7

0.
59
8

0.
45
9

0.
86
2

0.
38
8

0.
76
0

0.
69
4

0.
63
2

0.
71
9

-0
.1
09

0.
51
7

0.
43
2

0.
34
7

0.
71
9

JD
T-
LC

0.
70
4

0.
23
5

0.
40
5

0.
37
7

0.
87
5

0.
27
1

0.
64
7

0.
70
5

0.
66
5

0.
72
6

0.
06
2

0.
17
2

0.
34
0

0.
30
9

0.
72
5

JD
T-
M
L

0.
72
5

0.
31
9

0.
37
5

0.
36
1

0.
88
3

0.
60
5

0.
65
9

0.
64
7

0.
63
2

0.
70
7

0.
14
2

0.
21
6

0.
27
1

0.
26
5

0.
70
2

JD
T-
PD

E
0.
71
3

0.
28
9

0.
40
7

0.
38
8

0.
86
6

0.
66
8

0.
59
9

0.
66
1

0.
64
9

0.
72
1

0.
05
1

0.
15
1

0.
30
5

0.
28
1

0.
72
1

LC
-E
Q

0.
46
5

0.
67
3

0.
58
8

0.
56
6

0.
86
2

0.
29
7

0.
70
8

0.
68
3

0.
67
4

0.
71
0

-0
.1
52

0.
41
0

0.
39
7

0.
38
9

0.
70
1

LC
-J
D
T

0.
86
8

0.
37
9

0.
56
7

0.
58
0

0.
91
1

0.
44
1

0.
57
6

0.
72
5

0.
73
4

0.
76
8

0.
09
1

0.
16
1

0.
45
8

0.
47
2

0.
76
2

LC
-M

L
0.
86
2

0.
32
2

0.
37
8

0.
34
8

0.
85
5

0.
34
1

0.
66
5

0.
64
7

0.
61
9

0.
73
2

-0
.0
17

0.
22
4

0.
27
7

0.
26
5

0.
73
1

LC
-P
D
E

0.
79
2

0.
29
8

0.
39
7

0.
39
4

0.
86
6

0.
60
5

0.
61
2

0.
65
7

0.
65
2

0.
75
5

0.
07
8

0.
16
4

0.
29
0

0.
28
9

0.
75
4

M
L-
EQ

0.
71
0

0.
71
9

0.
61
8

0.
54
3

0.
88
6

0.
57
9

0.
74
6

0.
70
5

0.
66
8

0.
75
5

0.
11
5

0.
50
7

0.
44
6

0.
40
0

0.
74
0

M
L-
JD

T
0.
75
1

0.
37
6

0.
56
8

0.
56
7

0.
88
3

0.
30
9

0.
57
2

0.
72
4

0.
72
1

0.
73
0

-0
.0
99

0.
14
9

0.
46
1

0.
46
4

0.
72
7

M
L-
LC

0.
80
8

0.
22
4

0.
37
4

0.
40
6

0.
92
5

0.
54
0

0.
63
4

0.
70
3

0.
68
2

0.
80
6

0.
01
9

0.
16
2

0.
30
8

0.
34
1

0.
80
4

M
L-
PD

E
0.
80
6

0.
29
4

0.
40
8

0.
39
0

0.
86
5

0.
28
7

0.
60
6

0.
66
4

0.
64
9

0.
72
4

-0
.0
18

0.
15
8

0.
30
2

0.
28
6

0.
72
4

PD
E-
EQ

0.
64
4

0.
69
5

0.
61
4

0.
51
3

0.
89
7

0.
37
3

0.
72
1

0.
70
5

0.
65
7

0.
78
5

-0
.1
74

0.
45
0

0.
45
3

0.
39
0

0.
78
4

PD
E-
JD

T
0.
80
0

0.
38
4

0.
57
1

0.
58
2

0.
88
1

0.
38
8

0.
58
6

0.
72
1

0.
73
1

0.
75
4

0.
07
7

0.
16
9

0.
47
6

0.
48
1

0.
75
4

PD
E-
LC

0.
80
0

0.
22
5

0.
40
2

0.
37
0

0.
87
3

0.
37
5

0.
63
6

0.
72
7

0.
65
9

0.
76
3

0.
06
8

0.
16
3

0.
34
3

0.
30
3

0.
76
3

PD
E-
M
L

0.
80
0

0.
32
5

0.
38
4

0.
34
2

0.
85
3

0.
49
1

0.
66
9

0.
65
4

0.
61
8

0.
71
8

0.
06
8

0.
23
0

0.
28
1

0.
25
4

0.
71
8

A
ve
ra
ge

0.
67
0

0.
38
7

0.
47
1

0.
44
2

0.
87
8

0.
39
8

0.
64
6

0.
68
9

0.
66
3

0.
73
9

-0
.0
22

0.
23
8

0.
36
2

0.
34
3

0.
73
7

Computational Intelligence and Neuroscience 11



*e attempt on more scenarios will be included in our
future research plan.

6. Conclusion and Future Work

To tackle the problems of class imbalance and different data
distribution among projects in cross-project defect predic-
tion (CcrossPDP) which is the typical application of pattern
recognition, we propose a model based on two-phase feature
importance amplification (TFIA) in this paper. In the do-
main adaptation phase, TFIA reduces the differences in data
distribution between the source and target projects by
adding a certain percentage of samples from the target
project to the source project. Meanwhile, correlation-based
feature selection (CFS) with a greedy best-first search
strategy for feature selection is utilized to obtain a feature
subset with a weak feature-feature correlation and a strong
feature-class correlation. *e source and target project
datasets filtered by this feature subset are input to the fol-
lowing classification phase. As the tree-based classifiers are
sensitive to features with high feature-class correlation,
Random Forest, the integrated method based on Decision
Tree for pattern recognition, functions in the classification
phase. Multiple decision trees can amplify the importance of
features and help each other to improve the performance of
the whole prediction model.

We conducted four experiments to validate TFIA on 20
project pairs from the widely adopted AEEEM dataset. *e
first experiment demonstrates that the domain adaptation
approach we designed is effective and has a significant
improvement on the overall model performance.*e second
experiment demonstrates that Random Forest outperforms
other classifiers on the dataset processed by our domain
adaptation approach. *e third experiment analyses the

influence of the proportion of samples added from the target
projects on the model. *e experiment proves that adding
40% of the target item data makes great improvement on the
model performance considering the practical application
scenarios. In the fourth experiment, we compare TFIA with
four other classical research methods, and the experimental
result proves that TFIA provides better and more stable
performance.

In this paper, our method has been proved to have an
improvement effect on CPDP, but there are still some parts
that need to be further studied. We will follow two aspects in
our future research.*e first is to validate the effectiveness of
TFIA on other datasets andmake it more scalable and robust
since our experiments use the subprojects from the same
root project. Secondly, since the parameters used in this
paper are defaulted, which have a large impact on the
prediction model, we will seek to find the effect of adjusting
parameters on the model performance. We will also look for
the most suitable parameters and the methods that can
automatically adjust the parameters according to the real
application scenarios.
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Figure 7: Boxplot of F1-measure, AUC, MCC of ALTRA (Model 1), TCA (Model 2), Peters filter (Model 3), Burak filter (Model 4), and
TFIA (Model 5).
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Electricity can be provided to small-scale communities like commercial areas and villages through microgrid, one of the small-
scale, advanced, and independent electricity systems out of the grid. Microgrid is an appropriate choice for specific purposes
reducing emission and generation cost and increasing efficiency, reliability, and the utilization of renewable energy sources. /e
main objective of this paper is to elucidate the combined economic emission dispatch CEED problem in the microgrid to attain
optimal generation cost. A combined cost optimization approach is examined to minimize operational cost and emission levels
while satisfying the load demand of the microgrid. With this background, the authors proposed a novel improved mayfly al-
gorithm incorporating Levy flight to resolve the combined economic emission dispatch problem encountered in microgrids. /e
islanded mode microgrid test system considered in this study comprises thermal power, solar-powered, and wind power
generating units./e simulation results were considered for 24 hours with varying power demands./eminimization of total cost
and emission is attained for four different scenarios. Optimization results obtained for all scenarios using IMA give a com-
paratively better reduction in system cost than MA and other optimization algorithms considered revealing the efficacy of IMA
taken for comparison with the same data. /e proposed IMA algorithm can solve the CEED problem in a grid-
connected microgrid.

1. Introduction

Microgrid is one of the advanced small-scale centralized
electricity systems and it usually contains energy storage
resources, Distributed Generation (DG) units, and loads.
Microgrids are generally designed and installed nearby
energy consumers in a confined community [1]. But there
has been a drastic increase in recent years regarding in-
stalling renewable energy sources in microgrids, owing to
environmental advantages and low cost compared to its
counterparts [2]. Microgrid meets different load

requirements in residential, commercial, agriculture, and
industrial sectors [3]. Microgrids can function under two
different modes: grid-connected and islanded modes. In the
former mode, the microgrid and main grid are connected,
while in the latter the microgrid is isolated from the main
grid during an emergency outbreak. It continues its power
delivery functions to local loads as usual [4]. /ere are loads
of advantages present in using microgrid reduction of
carbon emission and generation cost, thanks to renewable
energy sources, and increased reliability and power quality,
etc. [5].
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Optimal operations and effective planning of electric
power generation systems are the two most crucial elements
in electric industries. Controlling and operating power
systems, cost-efficient load dispatch (Economic Load Dis-
patch, i.e., ELD) related problems are too much concerning
to address [6]. Power system optimization problems that
employ ELD are useful in identifying the most suitable,
cheap, and seamless operations with the regulation of
outputs produced by different power generation units that
meet the load demands. ELD has a primary aim to mitigate
the overall cost incurred upon power generation without
compromising or producing any constraints [7]. ELD de-
termines active power output generated by different power
generation systems to attain the objective functions and
simultaneously overcome many problems [8]. It is impor-
tant to develop novel power management algorithms to
translate the microgrid as a viable and happening choice
compared to traditional power systems [9]./emitigation of
both power generation costs and the emission of environ-
mental pollutants is the sole aim of utility operators. For
these goals, two contradictory objectives must be considered.
Combined economic emission dispatch (CEED) is utilized
to mitigate emission levels from all generating units and
costs incurred by the operating units [9].

CEED problem has been discussed earlier by different
authors who proposed several optimization techniques to
overcome the issue [10]. In [10], the researchers proposed a
balanced trade-off method to resolve the ECED (Environ-
ment Constrained Economic Dispatch) problem. /e study
conducted a first-of-its-kind comparative analysis of three
methods: Fractional Programming (FP), ECED, and price
penalty factor (PPF) to overcome the CEED problem.
Chimp Optimization Algorithm (ChOA) was proposed to
address the optimal design of microgrid which comprises PV
panels, wind turbines, and battery storage systems [11].
Optimization results had been compared with Improved
Grey Wolf Optimizer (IGWO) and Grey Wolf Optimizer
(GWO). Optimal sizing of photovoltaic cell and solar water
heater by considering environmental parameters and fuel-
saving was carried out in [12]. Energy and economic analysis
of solar energy-based cogeneration system for a building in
Saveh City were studied. /e researchers simulated the
model in a 3-Unit dynamic test system incorporating re-
newable energy sources. In the study conducted by Ala-
moush [13], Bernstein-search differential evolution (BSDE)
algorithm was proposed to resolve the Dynamic Combined
Heat and Power Economic emission Dispatch (DCHPED)
generation problem in microgrid comprised of renewable
energy sources, fixed nondeferrable and deferrable loads,
fossil-fuel combined heat and power units, and thermal
energy storage devices. In [14], whale optimization algo-
rithm (WOA) has been applied to carry out the combined
economic emission dispatch problem. /e simulation was
performed by considering four different load sharing sce-
narios among the distributed energy resources. /e re-
searchers also conducted ANOVA and Wilcoxon signed-
rank tests to validate the supreme characteristic of WOA. In
[15], Stochastic Fractal Search (SFS) algorithm was applied
to resolve multiobjective economic emission dispatch

problems that arise in combined heat and power (CHP)
generation. /is study was conducted in large microgrids in
which solar-powered generating units, wind power units,
and fossil-fuel-powered generating units were installed.

Collective Neuro Dynamic Optimization (CNO)method
was proposed in the earlier study. In this study, the authors
combined a heuristic approach and projection neural net-
work (PNN) to optimize the scheduling of an electrical
microgrid containing ten thermal generators and mitigate
the costs incurred upon emission and generation [16]. A
mixed-integer nonlinear programming formulation was
proposed in [17] to dispatch the distributed generators
cohesively. Further, the model was also aimed at fulfilling the
water demands and the building’s thermal energy require-
ments in a standalone water energy microgrid.

In [18], Giza Pyramids Construction (GPC) was pro-
posed to implement the optimal design of an isolated
microgrid. Net present cost (NPC), Levelized Cost of
Energy (LCOE), loss of power supply probability, and
availability index were considered objective functions.
Modified adaptive accelerated particle swarm optimization
(MAACPSO) algorithm was proposed to investigate the
grid-tied PV systems reliability [19]. /is study focused on
the probability analysis and reliability assessment of the
components of grid-tied PV systems through IEEE 24 bus
integrated with PV system with four different case studies.
A first-of-its-kind Sequential Optimization Strategy (SOS)
was formulated in the study conducted earlier to allocate
active and reactive power to Dispatchable Distributed
Generator (DDG) units in an optimal manner. /ese DDG
units are installed in a droop-controlled islanded AC
microgrid [20]. /e research proposed improved Quantum
Particle Swarm Optimization (QPSO) earlier [21] to ad-
dress the Short-Term Economic Environmental Dispatch
(EED) problem in a microgrid. Recently, a multiobjective
seeker optimization algorithm has been proposed to ana-
lyze the influence of charging and discharging behaviour of
electric vehicles and demand side response resources on the
economic functioning of PV-connected microgrid systems.
/e model considered three objectives: power fluctuation
between microgrid and main grid, comprehensive oper-
ating cost of the microgrid, and utilization rate of pho-
tovoltaic energy [22].

In [23], the researchers proposed a mathematical opti-
mization approach to achieve an optimal operation upon
economic dispatch in DC microgrid. To allot the schedules
for unit commitment and achieve economic dispatch in
microgrid, the study conducted earlier [24] proposed an
enhanced real-coded genetic algorithm in the enhanced
mixed-integer linear programming (MILP) based method.
/e authors proposed a stochastic model in [25] to manage
CHP-based microgrids optimally. /e study took economic,
reliability, and environmental aspects into consideration.
Nonconvex and nonlinear stochastic problems are used to
resolve complexity. /e Exchange Market Algorithm (EMA)
was proposed in a study. /is study considered three
contradictory objectives through a weighted sum approach
to resolving the multiobjective problem as a single-objective
problem.
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A multiobjective optimal dispatch model was proposed
in [26] for a grid-connected microgrid. In this study, the
authors considered reducing environmental protection costs
and the generation cost of the microgrid with the incor-
poration of an enhanced PSO algorithm. In [27], a genetic
algorithm is applied to optimize the focal area of the par-
abolic trough concentration photovoltaic/thermal system.
/e objective function was considered a combination of
electrical efficiency and thermal efficiency. A parabolic
trough concentrating photovoltaic thermal (CPVT) was
utilized to afford the energy required for a residential
building [28]. CPVTwas used as a source of heat and cooling
and electrical energy for the building and simulation was
carried out using TRNSYS software. Samy et al. addressed
the problem of power outages in distant districts by taking
advantage of the available renewable energy resources in the
contiguous environment [29]. Hybrid Firefly and Harmony
Search optimization technique (HFA/HS) was implemented
to improve the net present cost of the proposed hybrid
system which comprises photovoltaic (PV), wind turbine
(WT), and fuel cell (FC). MINLP, a novel optimization
model, was proposed in [30] to resolve the economic dis-
patch problem of a microgrid which contains numerous
units of wind turbines (WTs), heat-only units, traditional
power generators, photovoltaic (PV) systems, CHP units,
and battery storage systems under certain uncertainties. In
the study conducted earlier [31], MBGSA (Memory-Based
Gravitational Search Algorithm) was proposed to overcome
the ELD problem. In one of the research investigations [32],
a novel Multiobjective Virus Colony Search (MOVCS) was
proposed to elucidate the multiobjective dynamic economic
emission dispatch (DEED) problem. /is model aims to
mitigate the emissions produced by fossil-fuel power gen-
erators and simultaneously reduce the cost incurred upon
wind-thermal electrical energy costs. In [33], HOMER
software is used to model and simulate a wind-solar hybrid
system independent of the national grid in the northwest of
Iran. A multiobjective particle swarm optimization tech-
nique is proposed to optimize the sizing of a green energy
system connected to a randomly disrupted grid [34]. /e
energy cost for evaluating hybrid system economies, the loss
of probability of power supply (LPSP) for reliability as-
sessments, and the System Surplus Energy Rates (SSER) were
considered objective functions for evaluating hybrid system
compatibility and efficiency. A sustainable energy distri-
bution configuration for microgrids integrated into the
national grid using back-to-back converters in a renewable
power system was examined in [35]. Different scenarios of
several sustainability schemes of power management in
microgrids were analyzed.

SGEO (Social Group Entropy Optimization) technique
was proposed in [36] to resolve Fuel Constrained Dynamic
Economic Dispatch (FCDED) with Demand Side Man-
agement (DSM). /e technique combined the pumped
hydrostorage plant with renewable energy sources. /is
research used a stochastic fractal search algorithm to
overcome the biobjective combined heat and power eco-
nomic dispatch (CHPED) problem [37].

In [38], mayfly algorithm (MA) was proposed by Dr.
Konstantinos Zervoudakis in 2021. In this paper, an im-
proved mayfly optimization algorithm was investigated
with the help of a microgrid model under varying sce-
narios. /e results were contrasted against recent state-of-
the-art algorithms that also employed the same microgrid
model.

/e contributions of the current research paper are
summarized herewith.

(i) An improved version of the mayfly optimization
algorithm incorporating Levy flight is proposed to
elucidate the microgrid test system’s CEED
problem.

(ii) An improved mayfly optimization algorithm is
proposed in addition to Levy flight to overcome the
CEED problem encountered in microgrid test
system.

(iii) Levy flight has been leveraged in this study since it
possesses huge advantages in not engaging local
optimal. An optimal trade-off is provided by the
proposed algorithm between exploration and ex-
ploitation phases.

(iv) /e authors validated the supremacy of the pro-
posed algorithm in terms of resolving the CEED
problem under two different objective functions
that involve advanced energy sources.

(v) Compared with existing population-based optimi-
zation tools such as PSO and GA, only a few control
parameters exist in IMA. /is feature helps in
making it the best optimization procedure. IMA-
based CEED was authenticated as a unique and
robust technique since it incurred less total gen-
eration cost than the solution even after conducting
multiple random trials.

2. Mathematical Formulation of
CEED for Microgrid

2.1. Combined Economic Emission Dispatch (CEED). /e
simultaneous mitigation of economic and environmental
dispatch objective functions remains the primary objective
for the CEED problem in the microgrid. In other terms, the
total fuel cost must be reduced, while at the same time the
emission levels should also be mitigated without compro-
mising the constraints. So, it is suggested to formulate CEED
as a single optimization problem as given herewith [9].

minTC � 
NG

i�1
Fi PGi( , Ei PGi(  . (1)

Here, TC denotes the total operating cost that should be
minimized. /e fuel cost of the ith generator is represented
as Fi(PGi), the emission level of the ith generator is rep-
resented as Ei(PGi), PGi denotes the ith generating unit’s
output power, and finally, NG corresponds to the whole
generating unit count.

Computational Intelligence and Neuroscience 3



2.1.1. Minimization of Fuel Cost. In general, the fuel cost
function is denoted through the quadratic equation given
below [9]:

Ft � 
NG

i�1
Fi PGi(  � 

NG

i�1
xi + yiPGi + ziP

2
Gi . (2)

Here, Ft corresponds to overall fuel cost incurred in
terms of $ and xi($/h), yi($/MWh), and zi($/MW2h)

correspond to the cost coefficients of ith generating unit.

2.1.2. Minimization of Emission. When fossil fuels are used,
the generators emit different sorts of pollutants. So, pollu-
tionmitigation forms the primary goal of most power system
operations. Equation (3) denotes the expression for total
emission from [5, 9]:

Et � 
NG

i�1
Ei PGi(  � 

NG

i�1
αi + βiPGi + ciP

2
Gi . (3)

Here, Et denotes the overall emission and αi (kg/h),
βi(kg/(MWh)), ci(kg/(MW2h)) correspond to the ith gen-
erating unit’s emission coefficients.

2.1.3. Total Generation Cost of CEED Problem. It is possible
to convert the dual-objective optimization problem, fo-
cusing emission, and fuel cost, into a single-objective op-
timization problem with the induction of PPF (price penalty
factor) as given earlier [9]:

minTC � Ft + Λ × Et. (4)

Here, Λ denotes the price penalty factor (PPF), which is
calculated as a ratio between fuel cost and the emission of the
corresponding generating unit ($/kg). PPFs are of different
types, while in the current study, the authors use min-max
types sourced from [5, 9] for comparison. Following is the
equation for min-max type [9]:

Λi �
Ft P

min
Gi 

Et P
max
Gi( 

, i � 1, 2, . . . ,NG, (5)

where Pmax
Gi and Pmin

Gi Here, Λ denotes the ratio between
maximum fuel cost and maximum emission of the corre-
sponding generator in $/kg [9]. /e maximum and mini-
mum output power of the generator combines emission with
fuel cost. Afterwards, TC corresponds to the total operating
cost of $.

/e following is the list of steps to be followed to de-
termine the price penalty factor for a specific load demand
[39].

(i) /e ratio between minimum fuel cost and the
maximum emission of every generating unit should
be determined.

(ii) Price Penalty Factor values are sorted out in as-
cending order.

(iii) /e maximum capacity of every unit (Pmax
Gi ) one is

added at a time that starts from the lowest Λi, until
 Pmax

Gi ≥PD.

(iv) /en, Λi, which has an association with the lowest
unit in this process, remains the tentative PPF value
(Λ) for the load under consideration.

So, a modified PPF (Λ) is utilized to arrive at the exact
value for specific load demand based on the interpolation of
Λ values corresponding to their load demand values.

2.2. Cost Functions of Renewable Energy Sources. Across the
globe, renewable energy sources are the foremost choice of
transmission when energy is produced, compared to tra-
ditional generators. In such a scenario, solar and wind power
can be denoted as negative loads and can be used to mitigate
the total load demand in the system [9]. However, the
economic dispatch solution is considered a base to distribute
the rest of the load demands on traditional generators. In the
current study, the CEED solution for the microgrid takes
cost functions of wind and solar-powered generating units
into account. From [9], the input data for cost and emission
coefficients are considered.

2.2.1. Cost Function of Wind Power Generating Unit.
Current economic analysis is conducted for wind-based
power generation and the specific cost can be determined
with inputs, operation, maintenance, and equipment costs.
/is cost function is expressed as per [5, 9]:

Cw Pw(  �
r

1 − (1 + r)
− N

 
l
p

+ O
E⎛⎝ ⎞⎠Pw. (6)

Here, Pw denotes the wind power produced in terms of
kW, r corresponds to the interest rate, a denotes the
Annuitization coefficient, N corresponds to lifetime in-
vestment in terms of years, and lp and OE correspond to the
costs incurred upon investment per unit installed power
($/kW) and operating and maintenance costs per unit in-
stalled power ($/kW), respectively.

/e 24-hour data for the wind power generating unit is
considered from [5]. /e parameters required for wind
power cost function are chosen from [5, 9].

2.2.2. Cost Function of Solar Power Generating Unit.
Similar to wind power, solar-powered generating unit’s cost
function is expressed as in [5, 9]:

Cs Ps(  �
r

1 − (1 + r)
− N

 
l
p

+ O
E⎛⎝ ⎞⎠Ps, (7)

where Ps is the output power from the solar-powered
generating unit, r corresponds to interest rate, N denotes
lifetime investment in terms of years, and lp and OE cor-
respond to investment costs made upon per unit installed
power ($/kW) and operating and maintenance costs per
unit installed power ($/kW), respectively.
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/e 24-hour data of the solar power generating unit is
considered [5]./e parameters required for solar power cost
function are chosen from [5, 9].

2.3. Total Cost of CEED for Microgrid. /e equation for the
total CEED cost for the microgrid is shown below./is value
gets minimized based on the cost functions regarding wind
and solar power [9].

CT � Ft + Λ × Et +
r

1 − (1 + r)
− N

 
l
p

+ O
E⎛⎝ ⎞⎠Pw +

r

1 − (1 + r)
− N

 
l
p

+ O
E⎛⎝ ⎞⎠Ps. (8)

2.4. Constraints. /e researcher considered both generator
capacity and power balance constraints to contrast with
existing optimization algorithms.

2.4.1. Islanded Mode of Microgrid. /e current study con-
sidered islanded mode microgrid to compare with the op-
timization results achieved in [5, 9]. /ere is no trade-off for
the power between the main grid and the microgrid in this
mode. So, the microgrid needs to fulfil the local or confined
community load demands.

2.4.2. Power Balance Constraint. /e load demand must be
equal to that of the total power generation [9].


NG

i�1
PGi + Pw + Ps � PD. (9)

Here, PD corresponds to the total load demand.

2.4.3. Generation Capacity Constraints. Every generating
unit’s output power gets flanked by both lower and upper
bounds [9].

P
min
Gi ≤PGi ≤P

max
Gi . (10)

Here, Pmin
Gi and Pmax

Gi correspond to the minimum and
maximum output powers of the ith generating unit
correspondingly.

3. Improved Mayfly Algorithm

Mayfly algorithm takes its inspiration from the social be-
haviour of mayflies, especially how they mate with each
other [38]. It is assumed that mayflies are instantly con-
sidered adults as soon as the eggs are hatched. Leaving beside
the period of their life, only the fittest mayflies tend to
survive. Each mayfly has a position in search space that
corresponds to a solution that overcomes the problem.
RAND functions are utilized in conventional mayfly algo-
rithm to produce novel variables that lead to local optimal.
To increase MA’s searching ability and create an optimal
solution, the researchers integrated MA with Levy flight. If a
Levy flight-based approach is utilized for system identifi-
cation, it achieves rapid convergence and does not entail
derivative information [40], attributed to stochastic random
search, in line with the Levy flight concept [41]. Levy flight
contributes heavily to increasing the optimal solution’s local

search avoidance and local trapping [42]. /e flowchart of
the proposed IMA algorithm is shown in Figure 1.

/e steps required for the proposed mayfly optimization
algorithm works are described as follows:

Step 1. Two mayfly sets, each representing a male and a
female population, should be generated randomly. /en,
every mayfly is arbitrarily placed in problem space as a
candidate solution which is denoted by a d-dimensional
vector PGi � (PG1, . . . , PGd). /en the performance is
assessed based on the predefined objective function
f(CT(PGi)).

Step 2. A mayfly’s velocity v � (v1, . . . , vd) is initialized
through its positional change. Its direction is decided as a
hybrid interaction between individuals and the social flying
experiences. To be specific, every mayfly tends to alter its
trajectory in alignment with its personal best position
(pbest) so far. It also alters based on the best position
achieved by any other mayfly present in the swarm so far
(gbest).

Step 3. /e population of the male mayflies is initialized as
PGmi(i � 1, 2, . . . , NG) with velocities vmi. /e male may-
flies, gathered in swarms, denote that the position of every
mayfly gets altered in alignment with its individual’s ex-
perience and that of the neighbor’s. Pt

Gi is assumed to be the
current position of mayfly i in search space at time step t and
the position gets altered with the addition of velocity vt+1

i , to
the current position. /is notation is formulated as given
herewith.

P
t+1
Gmi � P

t
Gmi + v

t+1
i . (11)

Male mayflies are considered as present a few meters
above the water, with P0

Gim U(PGmmin, PGmmax), performing
nuptial dance. It can be assumed that these mayflies lack
great speeds due to constant movements. /is results in the
calculation of a male mayfly’s velocity i as follows [38]:

v
t+1
ij � g∗ v

t
ij + a1e

− βr2p pbestij − P
t
Gmij 

+ a2e
− βr2g gbestj − P

t
Gmij .

(12)

Here, vt
ij corresponds to mayfly i’s velocity in dimension

j � 1, ..., n at time step t, Pt
Gmij denotes the mayfly’s ith

position in dimension j at time step t, a1 and a1 correspond
to positive attraction constants utilized in scaling up the
contribution of cognitive and social components,

Computational Intelligence and Neuroscience 5



respectively. Furthermore, pbesti denotes the mayfly ith best
position which it had ever visited. Based on the minimi-
zation problems under consideration, the personal best
position pbestij at the next time step t + 1 is determined as
given herewith.

pbesti �
P

t+1
Gmi, iff P

t+1
Gmi <f pbesti( 

is kept the same, otherwise

⎧⎨

⎩ . (13)

Following is the equation for the global best position
gbest at time step t.

gbest ∈ pbest1, pbest2, . . . , pbestN, |f(cbest) ,

� min f pbest1( , f pbest2( , . . . , f pbestNG(  .
(14)

Here β represents the fixed visibility coefficient used in
(7). It is utilized to confine the visibility of the mayfly to
others. Further, rp denotes the Cartesian distance between
PGi and pbesti and rg corresponds to the Cartesian distance
between PGi and gbest. Following is the equation used to
determine these distances.

PGmi − Xi





 �

��������������



n

j�1
PGmij − Xij 

2




, (15)

where PGmij corresponds to the jth element of mayfly i and
Xi denotes the pbesti or gbest. If the algorithm needs to
function appropriately, then the best mayflies present in the
swarmmust continuously perform the up-and-down nuptial
dance. So, the velocity of these best mayflies must be kept on
changing which is calculated as follows [38]:

v
t+1
ij � v

t
ij + d × r. (16)

Here, d denotes the coefficient of nuptial dance whereas
the random value in the range of [− 1, 1] is denoted by r.

Step 4. In this step, the female mayfly population is ini-
tialized PGfi(i � 1, 2, . . . , NG) with velocities vfi. Female
mayflies tend not to gather as a swarm alike males. Instead, it
tends to fly towards its male counterparts for mating. Pt

Gfi is
assumed as the current position of female mayfly i in search
space at time step t, while its position gets altered with the
addition of velocity vt+1

i to the current position, i.e.,

P
t+1
Gfi � P

t
Gfi + v

t+1
i . (17)

Here, due to P0
Gfi U(PGfmin, PGfmax) one cannot ran-

domize the attraction process. So, the model is decided to be
a deterministic process. As a result, their velocities are
determined as given herewith in the presence of minimi-
zation problems [38].

v
t+1
ij �

g∗ v
t
ij + a2e

− βr2mf P
t
Gmij − P

t
Gfij , if f PGfi( > f PGmi( ,

g∗ v
t
ij + fl × r, if f PGfi( ≤ f PGmi( .

⎧⎪⎨

⎪⎩

(18)

Here, vt
ij corresponds to the female mayfly’s velocity i in

dimension j � 1, ..., n at time step t, Pt
Gfij denotes the female

mayfly i’s position in dimension j at time step t, and a2
denotes the positive attraction constant whereas it remains a
fixed visibility coefficient. Further, the gravity coefficient is
denoted by g, and rmf corresponds to the Cartesian distance
between male and female mayflies. Here fl corresponds to a
random walk coefficient and r denotes the random value in
the range of [− 1, 1]. /is value is determined based on (15).

Step 5. In this step, the Levy flight approach is involved in
calculating the velocity of a mayfly candidate solution.
Equation (19) is used to determine the velocity of the mayfly
candidate solution [38].

Evaluate the fitness

Update pbest and gbest

Update the location and velocity of male and
female mayfly 

Start

Generate initial population of male mayfly and
allocate maximum no. of iterations 

End of
Iterations 

Stop

No

Arbitrarily segregate offspring to male and female mayfly 

Yes

Determine the global best

Evaluate the fitness

Rank the mayflies

Evaluate offspring

Reinstate the worst solutions with the best new ones

Apply Levy Flight to evaluate the velocity of mayfly

Determine the value of gravity coefficient

Figure 1: Flowchart of the proposed improved mayfly optimiza-
tion algorithm.
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v
t+1
ij �

Vmax, if v
t+1
ij >Vmax,

− Vmax, if v
t+1
ij < − Vmax.

⎧⎪⎨

⎪⎩
(19)

/is stage uses the Levy flight approach to alter the
position of the global finest component. /ough the Levy
flight method has been used for exploration purposes so far,
it is associated with a specific search.

Here, Vmax is calculated as follows:

Vmax � Levy(λ)∗ PGmmax − PGmmin( . (20)

Here, δ corresponds to a scale factor designed in
alignment with the search space element. /e author fixed δ
as 1.

Levy(λ) � 0.01
r5σ

r6



1/β. (21)

Further, σ is calculated as follows [42]:

σ �
Γ(1 + λ)sin(π(λ/2))

Γ((1 + λ)/2)λ 2(λ− 1)/2 ( 
 

1/λ

. (22)

Here, Γ(x) � (x − 1)!, r5 corresponds to r6 indiscrimi-
nate numbers that lie in the range of [0, 1], and 1< β≤ 2,
where there is a constant value, i.e., 1.5 incorporated for β in
the current study [40–42].

Levy(λ) denotes the step length, incorporated by Levy
distribution with infinite variance and mean values with
1< λ< 3. λ corresponds to the distribution factor, whereas
the gamma distribution function is denoted by Γ(.).

Step 6. Gravity coefficient value calculation [38]:
Gravity coefficient g value can be considered a fixed

number that lies in (0, 1].

g � gmax −
gmax − gmin

itermax
× iter, (23)

where gmax, gmin correspond to maximum and minimum
values which can be taken for the gravity coefficient, and iter

denotes the algorithm’s current iteration, whereas the
maximum count of iterations is denoted by itermax.

Step 7. Mayflies are mated and the offspring are evaluated.
/e mating process between the mayflies is discussed by

the crossover operator as given herewith. From the male and
female population, each one parent is selected through the
same selection process, i.e., the attraction of females towards
the males. Specifically, fitness function-based or random
selection of the parents can be made. In terms of the fitness
function, the best female mates with the best male, the
second-best female with the second-best male, etc. /is
crossover results in two offsprings for which the formulation
is given herewith [38]:

offspring1 � L × male +(1 − L) × female,

offspring2 � L × female +(1 − L) × male.
(24)

Here, male denotes the male parent, and female cor-
responds to the female parent, while L is a random value
within a specific range. /e initial velocity of the offspring is
fixed as zero.

3.1. ?e Pseudocode of the Improved Mayfly Algorithm.
/e pseudocode of the improvedmayfly algorithm is devised
as follows:

(1) Formulate the objective function f(CT(PGi)),

PGi � (PGi1, . . . , PGid)T

(2) Set the male mayfly population PGmi(i � 1, 2,

. . . ,NG) and velocities vmi

(3) Set the female mayfly population
PGfi(i � 1, 2, . . . ,NG) and velocities vfi

(4) Evaluate solutions
(5) Determine global best gbest
(6) Do While stopping criteria are not meet
(7) Update velocities and solutions of males and

females
(8) Evaluate solutions
(9) Rank the mayflies
(10) Apply Levy flight approach to evaluate the ve-

locity of a mayfly candidate solution
(11) Determine the value of the gravity coefficient
(12) Mate the mayflies
(13) Evaluate offspring
(14) Separate offspring to male and female randomly
(15) Reinstate worst solutions with the best new ones
(16) Update pbest and gbest
(17) End While
(18) Post-process results and visualization

4. Results and Discussion

/e current study used a microgrid model with three
conventional generators, solar, and wind units. One of the
generators is a combined heat and power generator, whereas
the other two conventional generators are synchronous. As
per [9], three conventional generators and their daily load
profile details were used in the current study. During the
improved mayfly optimization algorithm implementation,
various parameters were chosen for the optimal search
process.

In order to assess the proposed IMA, various scenarios
were considered as given herewith.

(i) All sources included
(ii) /ermal power generating units without renewable

sources
(iii) /ermal power generating units with wind source

only
(iv) /ermal power generating units with solar source

only
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4.1. Case 1: All Sources Included. In the first case, the pro-
posed IMO was utilized in the elucidation of the CEED
problem in the microgrid and the case considered both wind
and solar energy-powered generators. /e optimization
results were obtained using the proposed IMA and con-
trasted with the results obtained from other optimization
algorithms. /e generation cost calculated by the proposed
IMA and other published methods is shown in Table 1 for
comparative purposes. Figure 2 shows the convergence
characteristics required to mitigate the total generation cost
incurred from MA and IMA algorithms. As shown in
Figure 2, when cross-verifying the proposed algorithm’s cost
convergence characteristic, a quicker and more smooth
transition was obtained than other optimization techniques
considered. Further, Figure 3 shows the comparison results
of total generation cost saving from CEED problem when
using the mayfly algorithm and other such optimization
algorithms. /e results achieved from the simulation reveal
that the proposed IMA is superior to MA and other opti-
mization algorithms. Moreover, the total generation cost
obtained using the proposed IMA algorithm was less than
other optimization algorithms. In Figure 4, the total gen-
eration cost was obtained using IMA with MA and other
published algorithms. It is observed from Figure 4 that
improved mayfly optimization algorithm enhanced the total
generation cost by 19.68%, 14.37%, 3.08%, 3.05%, 2.17%,

1.88%, 0.94%, and 0.23% over RGM, ACO, CSA, ISA, HIS,
IAHS, MHS, and MA, respectively.

4.2. Case 2: ?ermal Power Generating Units without Re-
newable Sources. In this case, the mayfly optimization al-
gorithm was utilized to resolve the CEED problem in the
microgrid. /e case took a total of 3 fossil-fuel-powered
thermal generation units under consideration. /e opti-
mization results achieved by IMA were contrasted with
other such algorithm results. Table 2 shows the total gen-
eration cost achieved by the proposed IMA and other such
optimization algorithms. /e cost convergence profile re-
sults are shown in Figure 5 for the proposed IMA and other
optimization algorithms. From the results, it can be un-
derstood that IMA has promptly converged to the optimal
outcome. /e comparison results of total generation cost
savings are shown in Figure 6 for the CEED problem when
using IMA. It shows that IMA achieved better results than
MA and other optimization algorithms. /e comparison of
total generation cost savings obtained using MA and other
published algorithms is presented in Figure 7. Figure 7 infers
that the total generation cost improved when using the IMA
algorithm by 18.52%, 14.67%, 2.93%, 3.3%, 3.27%, 1.32%,
and 0.94% over RGM ACO, CSA, ISA, MHS, and MA,
respectively. Furthermore, the total generation cost obtained

Table 1: Optimal generation schedule of microgrid for case 1.

Time RGM cost ACO cost CSA cost ISA cost IHS cost IAHS cost MHS cost MA IMA
($/h)(h) ($/h) [5] ($/h) [5] ($/h) [5] ($/h) [5] ($/h) [9] ($/h) [9] ($/h) [9] ($/h)

1 8529 7250 7153 7153 7090.5 7058.0 6942.8 6857.4 6824.6
2 8648 7511 7203 7203 7151.1 7130.2 7010.3 6904.7 6891.4
3 8675 7704 7278 7278 7170.8 7151.5 7100.7 7015.6 6994.8
4 8795 7742 7280 7285 7159.6 7130.8 7049.6 7020.3 7004.8
5 8758 8211 7545 7545 7528.2 7450.1 7377.2 7334.1 7309.7
6 8848 8459 7723 7679 7600.1 7572.2 7553.3 7544.2 7537.6
7 8964 8406 7457 7457 7444.2 7423.8 7294.1 7207.3 7189.5
8 9308 7923 7138 7138 7051.0 7050.3 6935.6 6879.7 6851.3
9 9609 9040 7731 7731 7660.3 7640.9 7576.4 7528.1 7505.8
10 10049 9599 7920 7937 7851.5 7845.4 7770.8 7752.6 7731.2
11 11520 11184 9231 9231 9152.0 9150.0 9073.4 9025.3 9006.8
12 12098 11616 9470 9470 9394.3 9381.3 9314.3 9271.4 9253.7
13 10676 10320 8482 8482 8400.3 8374.4 8326.2 8297.6 8273.9
14 9982 9707 8186 8186 8135.4 8119.9 8025.4 7758.9 7729.4
15 9569 9351 8154 8159 8100.6 8090.5 7984.4 7903.2 7892.7
16 9030 8469 7622 7626 7550.5 7539.6 7457.9 7419.7 7401.4
17 8872 8189 7526 7525 7470.6 7440.2 7362.6 7305.8 7291.3
18 9273 9061 8132 8131 8050.8 8040.4 7956.6 7904.3 7889.5
19 9990 9852 8652 8636 8549.6 8511.0 8462.3 8445.7 8436.1
20 12646 11897 9846 9811 9760.6 9710.0 9690.9 9681.4 9675.8
21 11496 11101 9383 9383 9249.9 9219.7 9221.6 9217.8 9216.1
22 9534 9488 8371 8370 8300.8 8281.4 8194.5 8146.7 8122.3
23 8667 8077 7572 7572 7463.7 7440.1 7403.1 7389.6 7378.4
24 8517 7498 7254 7262 7225.8 7195.7 7070.8 6991.3 6973.5
Total 232053 217655 192309 192250 190512.3 189947.5 188154.4 186802.7 186381.6
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in case 1 can be less than in case 2 due to incorporating
renewable energy sources in a microgrid.

4.3. Case 3: ?ermal Power Generating Units with Wind
Sources Only. Improved mayfly optimization algorithm was
deployed in this case to resolve the CEED problem found in
microgrids. /is case considered fossil-fuel-powered ther-
mal generators in addition to wind sources. IMA and other
models (MA, IHS, CSA, and ISA algorithms) were simu-
lated, and the results were compared. Table 3 shows the
generation cost calculated for IMA and other such

optimization algorithms. In Figure 8, the author shows the
cost convergence characteristic for the optimization algo-
rithms under comparison and the proposed IMA.

Further, Figure 8 also provides an inference; i.e., the
convergence characteristic of the proposed LISA strategy II
was smooth and quick compared to other strategies. In
Figure 9, the researcher compared the total cost saving of
IMA and other optimization algorithms from the CEED
problem. It is observed from the application results that IMA
yielded less total generation cost compared to MA, IHS,
CSA, and ISA algorithms. Figure 10 shows the comparison
results of operation cost savings obtained using IMA and
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Figure 3: Comparison of total generation cost for case 1.
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other published algorithms. It is observed from Figure 10
that IMA improved the operation cost by 3.66%, 3.64%,
1.6%, and 0.55% over CSA, ISA, MHS, andMA, respectively.
Further, the total generation cost obtained in this case re-
mains lower than in case 2 because of integrating a wind-
powered energy source with the microgrid.

4.4. Case 4:?ermal PowerGeneratingUnitswith Solar Source
Only. /e case scenario considered fossil-fuel-powered
thermal generating units with solar sources. In this scenario,
improved mayfly optimization algorithm was selected to
resolve the CEED problem found in microgrids. Simulation
results obtained using an improved mayfly optimization
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Figure 4: Total generation cost saving of CEED problem for case 1.
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algorithm are compared with the outcomes attained by MA
and other such algorithms. /e total generation cost of the
improved mayfly optimization algorithm and other opti-
mization algorithms is presented in Table 4. Figure 11
represents the convergence characteristics obtained to
minimize total generation cost using MA and IMA. From
Figure 11, it is concluded that the proposed IMA provides
steady and quick convergence characteristics. Figure 12
show the comparison results of total generation cost sav-
ing achieved by IMA and other optimization algorithms for
CEED problem found in microgrids. It is observed from the
optimization results that an improved mayfly algorithm
provides less total generation cost than other optimization
techniques. Figure 13 shows the optimization results of total
generation cost saving obtained using IMA and other
published metaheuristic optimization algorithms. Figure 13
infers that the proposed IMA algorithm enhanced the total
generation cost by 18.5%, 14.7%, 3.44%, 3.41%, 1.43%, and
0.41% over RGM, ACO, CSA, ISA, MHS, and MA, re-
spectively. /e authors also conclude that the total gener-
ation cost is less in this scenario than in case 2 because of the

incorporation of solar-powered energy sources with the
microgrid.

4.5. Comparison between the Cost Curves of All Scenarios.
Figures 14 and 15 show the comparison results of total
generation cost curves under all the scenarios compared to
IMA and MA algorithms 24 hours a day. Furthermore,
Figure 16 shows the quantitative comparative results of total
cost under all the scenarios using IMA. One can notice from
Figures 14–16 that case 1 provides a minimum generation
cost compared to other scenarios. Also, it can be observed
from case 2 that the highest generation cost is obtained in
this case. /is might be attributed to the reason that re-
newable energy sources function as negative loads, while the
rest are provided by the fossil-fuel-powered thermal gen-
erating units only. It reduces the total generation cost.
Furthermore, the total generation cost obtained was less in
case 3 than in case 4. It could have occurred due to heavy
investment costs incurred upon solar power compared to
wind power.

Table 2: Optimal generation schedule of microgrid for case 2.

Time RGM cost ACO cost CSA cost ISA cost MHS MA IMA
($/h)(h) ($/h) [5] ($/h) [5] ($/h) [5] ($/h) [5] ($/h) [9] ($/h)

1 8490 7317 7179 7179 6977.4 6849.7 6810.2
2 8528 7694 7365 7367 7194.4 7089.6 7061.3
3 8592 7922 7479 7499 7310.3 7223.8 7198.5
4 8675 8117 7598 7608 7429.5 7351.7 7319.3
5 8756 8318 7721 7722 7550.8 7448.2 7416.7
6 8878 8600 7849 7851 7675.4 7567.1 7534.3
7 9005 8768 7978 7978 7802.5 7731.8 7707.4
8 9167 8998 8110 8110 7933.7 7861.8 7829.1
9 10527 10406 8943 8943 8774.3 8697.4 8669.1
10 11867 11347 9540 9540 9380.9 9304.8 9275.4
11 12664 12032 9851 9850 9696.6 9612.5 9590.1
12 13511 12476 10170 10170 10020.0 9973.4 9942.8
13 12664 12032 9850 9746 9696.6 9668.2 9651.6
14 11160 10889 9238 9230 9074.4 8994.6 8971.3
15 10009 9936 8657 8675 8483.5 8401.7 8375.4
16 9167 8998 8110 8109 7933.7 7894.6 7869.2
17 8875 8599 7849 7849 7675.6 7632.8 7605.2
18 9347 9186 8244 8244 8067.5 7992.7 7969.1
19 10009 9936 8657 8657 8483.5 8401.8 8372.4
20 12664 12032 9851 9847 9696.6 9613.8 9589.5
21 11495 11197 9388 9388 9226.1 9148.7 9129.2
22 9540 9479 8377 8379 8203.0 8115.3 7991.5
23 8675 8117 7598 7598 7429.5 7349.3 7317.6
24 8515 7491 7265 7260 7082.8 7005.4 6974.1
Total 240780 229887 202867 202799 198798.4 196930.7 196170.3
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Figure 7: Total generation cost saving of CEED problem for case 2.
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Figure 8: Convergence characteristics for total generation cost (case III).

Table 3: Optimal generation schedule of microgrid for case 3.

Time CSA cost ISA cost MHS MA IMA
($/h)(h) ($/h) [5] ($/h) [5] ($/h) [9] ($/h)

1 7153 7152 6943.4 6851.3 6819.6
2 7203 7199 7010.5 6917.4 6882.7
3 7279 7279 7099.6 7012.6 6990.8
4 7235 7235 7050.2 6972.8 6943.5
5 7544 7545 7377.2 7293.5 7269.3
6 7724 7724 7553.4 7476.8 7435.4
7 7606 7606 7439.4 7355.1 7321.9
8 7443 7443 7278.5 7194.3 7162.8
9 8364 8364 8190.1 8101.6 7784.2
10 9006 9006 8840.7 8753.4 8729.1
11 9454 9461 9295.8 9211.8 9178.6
12 9581 9581 9425.9 9346.9 9313.4
13 9408 9407 9248.7 9168.4 9132.8
14 8933 8933 8766.3 8679.5 8643.7
15 8427 8427 8252.3 8162.9 8123.1
16 7756 7758 7584.2 7495.4 7461.8
17 7761 7761 7590.1 7503.9 7481.6
18 8194 8193 8017.2 7927.1 7893.9
19 8636 8644 8461.9 8361.8 8329.2
20 9845 9842 9690.7 9613.9 9581.3
21 9383 9383 9221.8 9139.6 9107.9
22 8371 8325 8194.7 8127.4 8094.9
23 7572 7571 7403.7 7317.8 7293.5
24 7254 7254 7070.8 6976.7 6943.1
Total 197132 197093 193006.9 190962 189918
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Figure 10: Total generation cost saving of CEED problem for case 3.
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Table 4: Optimal generation schedule of microgrid for case 4.

Time RGM cost ACO cost CSA cost ISA cost MHS MA IMA
($/h)(h) ($/h) [5] ($/h) [5] ($/h) [5] ($/h) [5] ($/h) [9] ($/h)

1 8490 7317 7179 7156 6977.4 6885.7 6827.4
2 8528 7694 7365 7364 7194.4 7106.1 7073.2
3 8592 7922 7479 7508 7310.3 7208.9 7174.3
4 8675 8117 7598 7599 7429.5 7335.2 7302.8
5 8756 8318 7721 7721 7550.8 7461.5 7423.9
6 8878 8600 7848 7841 7675.3 7589.8 7554.2
7 8849 8589 7816 7816 7647.2 7559.7 7523.4
8 8969 8559 7692 7692 7530.9 7447.5 7419.2
9 9788 9630 8269 8244 8105.9 8034.4 7994.2
10 10235 10139 8397 8337 8242.2 8187.3 8149.7
11 12153 11648 9620 9634 9465.9 9377.2 9341.8
12 13327 12336 10052 10053 9903.0 9847.2 9829.6
13 10957 10788 8887 8887 8734.9 8660.7 8639.1
14 10153 10012 8467 8467 8305.8 8227.1 8194.7
15 9707 9617 8377 8378 8206.8 8119.4 8094.9
16 9093 8829 7974 7970 7797.9 7707.6 7679.2
17 8810 8279 7608 7608 7444.4 7359.8 7336.2
18 9340 9137 8182 8182 8006.6 7912.4 7884.1
19 10009 9937 8657 8657 8483.5 8391.2 8357.4
20 12664 12032 9851 9849 9696.6 9617.2 9589.7
21 11495 11197 9388 9400 9226.1 9171.2 9143.8
22 9540 9479 8379 8379 8203.0 8112.3 8084.7
23 8675 8117 7598 7596 7429.5 7344.8 7312.2
24 8515 7491 7264 7263 7082.8 6990.4 6943.1
Total 234198 223784 197668 197601 193650.8 191654.6 190872.8
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Figure 12: Comparison of total generation cost for case 4.

RGM IMA

234198

190872.8

Saving: 18.5%

ACO IMA

223784

190872.8

Saving: 14.7%

CSA IMA

197668
190872.8

Saving: 3.44%

ISA IMA

197601
190872.8

Saving: 3.41%

MHS IMA

193650.8 190872.8

Saving: 1.43%

MA IMA

191654.6 190872.8

Saving: 0.41%

0

50000

100000

150000

200000

250000

To
ta

l G
en

er
at

io
n 

Co
st 

($
)

0

50000

100000

150000

200000

250000
To

ta
l G

en
er

at
io

n 
Co

st 
($

)

0

50000

100000

150000

200000

250000

To
ta

l G
en

er
at

io
n 

Co
st 

($
)

0

50000

100000

150000

200000

250000

To
ta

l G
en

er
at

io
n 

Co
st 

($
)

0

50000

100000

150000

200000

250000

To
ta

l G
en

er
at

io
n 

Co
st 

($
)

0

50000

100000

150000

200000

250000

To
ta

l G
en

er
at

io
n 

Co
st 

($
)

Figure 13: Total generation cost saving of CEED problem for case.
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Figure 14: Comparison of the cost curve for all cases for 24 hours of a day using mayfly algorithm.
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Figure 15: Comparison of the cost curve for all cases for 24 hours of a day using improved mayfly algorithm.
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5. Conclusion

In the current study, the improved mayfly optimization
algorithm (IMA) has been implemented to resolve the
combined economic emission dispatch (CEED) with re-
newable energy sources. /e study incorporated the pro-
posed IMA as a solution for the CEED problem encountered
in the microgrid. Solar and wind power are considered as the
cost functions in this study. /e proposed IMA algorithm
was validated for its supremacy and efficiency in a microgrid
model under varying scenarios. /e outcomes of IMA and
other algorithms were compared and contrasted. /e
comparison results show that the proposed IMA algorithm is
better in cost reduction under all the scenarios. /is infers
that the proposed IMA is superior, robust, and efficient over
other metaheuristic optimization algorithms published
earlier. In future, the improved mayfly optimization algo-
rithm can be applied to tackle the CEED problem in grid-
connected microgrids comprising battery storage and
electric vehicles to accomplish single and multiobjective
optimization.

Nomenclature

List of Symbols

a: Annuitization coefficient
Cw: Cost of wind power generating unit
Cs: Cost of solar-powered generating unit
d: Coefficient of nuptial dance
Ei(PGi): Emission level of the ith generator
Et: Overall emission
fl: Random walk coefficient
Fi(PGi): Fuel cost of the ith generator

Ft: Overall fuel cost incurred
g: Gravity coefficient
gbest: Global best
iter: Current iteration
itermax: Maximum no. of iterations
L: Random number
lp: Costs incurred upon investment per unit

installed power
N: Lifetime investment
NG: No. of generating units
OE: Operating and maintenance costs per unit

installed power
pbest: Personal best
Pmax
Gi : Maximum output power of generator i

Pmin
Gi : Minimum output power of generator i

PD: Total load demand
PGi, PGmi, PGfi: Power output of ith generating unit
Ps: Output power from solar-powered

generating unit
Pw: Output power from wind power generating

unit
r: Interest rate
rp: Cartesian distance between xi and pbesti
rg: Cartesian distance between xi and gbest
rmf : Cartesian distance between male and

female mayflies
TC: Total operating cost
β: Fixed visibility coefficient
Λ: Price penalty factor
Λi: Price penalty factor of ith generator
Λ: Distribution factor
δ: Scaling factor
Γ(.): Gamma distribution function
σ: Standard deviation.
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Figure 16: Comparison of total generation cost for all cases using MA and IMA algorithm.

Computational Intelligence and Neuroscience 19



Abbreviations

BSDE: Bernstein-search differential evolution
CEED: Combined economic emission dispatch
ChOA: Chimp optimization algorithm
CHP: Combined heat and power
CHPED: Combined heat and power economic dispatch
CNO: Collective neurodynamic optimization
DCHPED: Dynamic combined heat and power economic

emission dispatch
DDG: Dispatchable distributed generator
DE: Differential evolution
DEED: Dynamic economic emission dispatch
DSM: Demand side management
ECED: Environment constrained economic dispatch
EED: Economic environmental dispatch
ELD: Economic load dispatch
EMA: Exchange market algorithm
FC: Fuel cell
FCDED: Fuel constrained dynamic economic dispatch
FP: Fractional programming
GA: Genetic algorithm
GWO: Grey wolf optimizer
HFA/HS: Hybrid Firefly and Harmony Search
IGWO: Improved grey wolf optimizer
IMA: Improved mayfly algorithm
ISA: Interior search algorithm
LPSP: Loss of probability of power supply
MA: Mayfly algorithm
MAACPSO: Modified adaptive accelerated particle swarm

optimization
MBGSA: Memory-based gravitational search algorithm
MG: Microgrid
MILP: Mixed-integer linear programming
MOVCS: Multiobjective virus colony search
MT: Microturbine
PPF: Price penalty factor
PSO: Particle swarm optimization
PV: Photovoltaic
QPSO: Quantum particle swarm optimization
SFS: Stochastic fractal search algorithm
SGEO: Social group entropy optimization
SOS: Sequential optimization strategy
SSER: System surplus energy rates
WOA: Whale optimization algorithm
WT: Wind turbine.

Data Availability

/e data used to support the findings of this study are in-
cluded in the article. Should further data or information be
required, these are available from the corresponding author
upon request.

Disclosure

/is study was performed as a part of the Employment of
Kombolcha Institute of Technology, Wollo University,
Kombolcha, Amhara, Ethiopia.

Conflicts of Interest

/e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

/e authors wish to thank the Hindustan Institute of
Technology & Science, Chennai, and Vellore Institute of
Technology, Chennai Campus, for their support and en-
couragement to carry out this work.

References

[1] N. I. Nwulu and X. Xia, “Optimal dispatch for a microgrid
incorporating renewables and demand response,” Renewable
Energy, vol. 101, pp. 16–28, 2017.

[2] N. Karthik, A. K. Parvathy, R. Arul, and K. Padmanathan,
“Economic load dispatch in a microgrid using interior search
algorithm, international conference on power and advanced
computing,” in Proceedings of the 2019 Innovations in Power
and Advanced Computing Technologies (i-PACT)., Vellore,
India, March 2019.

[3] N. Karthik, A. K. Parvathy, and R. Arul, “A review of optimal
operation of microgrids,” International Journal of Electrical
and Computer Engineering, vol. 10, no. 3, pp. 2842–2849,
2020.

[4] N. Karthik, A. K. Parvathy, R. Arul, and S. Baskar, “A review
of optimization techniques applied to solve unit commitment
problem in microgrid,” Indonesian Journal of Electrical En-
gineering and Computer Science, vol. 15, no. 3, pp. 1161–1169,
2019.

[5] I. N. Trivedi, P. Jangir, M. Bhoye, and N. Jangir, “An
economic load dispatch and multiple environmental dis-
patch problem solution with microgrids using interior
search algorithm,” Neural Computing & Applications,
vol. 30, no. 7, pp. 2173–2189, 2018.

[6] N Karthik, A. K Parvathy, and R Arul, “Multi-objective
economic emission dispatch using interior search algorithm,”
International Transactions on Electrical Energy Systems,
vol. 29, 2019.

[7] A. Rajagopalan, P. Kasinathan, K. Nagarajan,
V. K. Ramachandaramurthy, V. Sengoden, and S. Alavandar,
“Chaotic self-adaptive interior search algorithm to solve
combined economic emission dispatch problems with secu-
rity constraints,” Int Trans Electr Energ Syst, vol. 29, no. 2,
Article ID e12026, 2019.

[8] N. Karthik, A. K. Parvathy, and R. Arul, “Non-convex eco-
nomic load dispatch using cuckoo search algorithm,” Indo-
nesian Journal of Electrical Engineering and Computer Science,
vol. 5, no. No. 1, pp. 48–57, 2017.

[9] E. Ehab, “Elattar, Modified harmony search algorithm for
combined economic emission dispatch of microgrid incor-
porating renewable sources,” Energy, vol. 159, pp. 496–507,
2018.

[10] B. Dey, B. Bhattacharyya, and F. Pedro Garćıa Márquez, “A
hybrid optimization-based approach to solve environment
constrained economic dispatch problem on microgrid sys-
tem,” Journal of Cleaner Production, vol. 307, Article ID
127196, 2021.

[11] M. Kharrich, O. H. Mohammed, S. Kamel, M. Aljohani,
M. Akherraz, and M. I. Mosaad, “Optimal Design of
Microgrid Using Chimp Optimization Algorithm,” in Pro-
ceedings of the 2021 IEEE International Conference on

20 Computational Intelligence and Neuroscience



Automation/XXIV Congress of the Chilean Association of
Automatic Control (ICA-ACCA), pp. 1–5, Santiago, Chile.

[12] R. Alayi, M. H. Ahmadi, A. R. Visei, S. Sharma, and A. Najafi,
“Technical and environmental analysis of photovoltaic and
solar water heater cogeneration system: a case study of Saveh
City,” International Journal of Low Carbon Technologies,
vol. 16, no. 2, pp. 447–453, 2021.

[13] M. I. Alomoush, “Microgrid dynamic combined power–heat
economic-emission dispatch with deferrable loads and price-
based energy storage elements and power exchange,” Sus-
tainable Energy, Grids and Networks, vol. 26, Article ID
100479, 2021.

[14] B. Dey, S. K. Roy, and B. Bhattacharyya, “Solving multi-ob-
jective economic emission dispatch of a renewable integrated
microgrid using latest bio-inspired algorithms,” Engineering
Science and Technology, an International Journal, vol. 22,
no. 1, pp. 55–66, 2019.

[15] M. I. Alomoush, “Microgrid combined power-heat economic-
emission dispatch considering stochastic renewable energy
resources, power purchase and emission tax,” Energy Con-
version and Management, vol. 200, Article ID 112090, 2019.

[16] T. Wang, X. He, T. Huang, C. Li, and W. Zhang, “Collective
neurodynamic optimization for economic emission dispatch
problem considering valve point effect in microgrid,” Neural
Networks, vol. 93, pp. 126–136, 2017.

[17] F. Moazeni and J. Khazaei, “Dynamic economic dispatch of
islanded water-energy microgrids with smart building ther-
mal energy management system,” Applied Energy, vol. 276,
Article ID 115422, 2020.

[18] M. Kharrich, S. Kamel, A. S. Alghamdi et al., “Optimal design
of an isolated hybrid microgrid for enhanced deployment of
renewable energy sources in Saudi arabia,” Sustainability,
vol. 13, no. 9, p. 4708, 2021.

[19] A. A. E. Tawfiq, M. O. A. El-Raouf, M. I. Mosaad,
A. F. A. Gawad, and M. A. E. Farahat, “Optimal reliability
study of grid-connected PV systems using evolutionary
computing techniques,” IEEE Access, vol. 9, no. 1,
pp. 42125–42139, 2021.

[20] N. B. Roy and D. Das, “Optimal allocation of active and
reactive power of dispatchable distributed generators in a
droop controlled islanded microgrid considering renewable
generation and load demand uncertainties,” Sustainable
Energy, Grids and Networks, vol. 27, Article ID 100482, 2021.

[21] X.-G. Zhao, Z.-Q. Zhang, Y.-M Xie, and M. Jin, “Economic-
environmental dispatch of microgrid based on improved
quantum particle swarm optimization,” Energy, vol. 195,
Article ID 117014, 2020.

[22] H. Hou, M. Xue, Y. Xu et al., “Multi-objective economic
dispatch of a microgrid considering electric vehicle and
transferable load,”Applied Energy, vol. 262, Article ID 114489,
2020.
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+e evaluation of take-over performance and take-over safety performance is critical to improving the take-over performance of
conditionally automated driving, and few studies have attempted to evaluate take-over safety performance. +is study applied a
binary logistic model to construct a take-over safety performance evaluationmodel. A take-over driving simulator was established,
and a take-over simulation experiment was carried out. In the experiment, data were collected from 15 participants who took over
the vehicle and performed emergency evasive maneuvers while performing non-driving-related task (NDRT). +en, to calibrate
the abnormal trajectory, the Kalman filter is adopted to filter the disturbed vehicle positioning data and the belief rule-based (BRB)
method is proposed to warn irregular driving behavior. +e results revealed that the accident rate of male participants is higher
than that of female participants in the three frequency take-over experiment, and the overall driving performance of female
participants is higher than that of male participants. Meanwhile, medium and high take-over frequencies have a significant effect
on the prevention of vehicle collisions. In the take-over safety performance evaluation model, the minimum time to collision
(TTC) of 2.3 s is taken as the boundary between the dangerous group and the safety group, and the model prediction accuracy rate
is 87.7%. In sum, this study enriches existing research on the safety performance evaluation of conditionally automated driving
take-over and provides important implications for the design of driving simulators and the performance and safety evaluation of
human-machine take-over.

1. Introduction

In recent years, with the strong promotion of communi-
cation technology, computer technology, vehicle sensor
development, and vehicle positioning system, the research
and development of automated driving technology have
been continuously promoted. +ere has been an all-around
development whether it is the research on perception, de-
cision-making, control of automated driving vehicles, or the
real vehicle test carried out with enterprises as the core. In
February 2020, the “Smart Car Innovation Development
Strategy” issued by the National Development and Reform
Commission in conjunction with 11 departments [1]
pointed out that by 2025, the technological innovation,
infrastructure, regulations and standards, product

supervision, and network security system of China’s stan-
dard smart cars should be formed, and mass production of
conditionally automated vehicles is carried out to realize the
application of highly automated vehicles in related scenarios.
However, at the current stage, there are still many problems
to be solved in automated driving technology in terms of
driver acceptance and driving safety.

A study on the acceptance of automated vehicles in
Australia showed that although most respondents agree with
the potential benefits of automated vehicles, they still have
considerable concerns about automated vehicles [2]. Yuen et al.
[3] used the innovation diffusion theory of perceived value and
trust to establish a theoretical model, which identifies potential
factors and tests their interrelationships, using a structural
equation model to analyze the data obtained from the
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questionnaire.+e research results point out that the impact of
innovation diffusion attributes on public acceptance is com-
pletely mediated by the public’s perceived value of automated
vehicles, and the impact of perceived value on public accep-
tance is regulated to a certain extent by the public’s trust in
automated vehicles. By extending the technology acceptance
model (TAM) with social and personal factors, Zhang et al. [4]
proposed the automated driving acceptancemodel, which aims
to investigate the role of social and personal factors in the
acceptance of automated vehicles. +e results show that per-
ception factors have a significant impact on user intentions in
the initial stage of autonomous driving commercialization, and
social influence and initial trust have the greatest impact on
user acceptance. Haghzare et al. [5] showed that the older the
elderly, the lower the acceptance, but the overall acceptance of
automated driving for the elderly is very high.

Regarding the driving safety of automated vehicles, a re-
search report issued by the Insurance Institute for Highway
Safety (IIHS) in 2020 pointed out that in the analysis of the
causes of the 5,000major car accidents that occur in the United
States each year, the automated vehicles can only reduce the
accidents by 1/3. However, according to Tesla’s safety report for
the first quarter of 2021, Autopilot makes the car nearly nine
times safer. After Autopilot turns on, an accident occurs every
6.74 million kilometers, which is 8.66 times lower than the
national vehicle statistics. Wang et al. [6] evaluated the safety
and effectiveness of 9 common and important automated
driving technologies through meta-analysis and tested these
technologies in 6 countries to conduct a comprehensive and
quantitative assessment of the safety and effectiveness of au-
tomated driving technologies. +e results show that if all the
technologies were implemented in these six countries, an
average of 3.4 million accidents can be reduced, of which India
has the largest reduction (54.24%). Xiao et al. [7] studied theUS
cases based onmeta-analysis, and it is estimated that intelligent
and connected vehicles will reduce the number of fatal acci-
dents by 5% and 13% in 2025 and 2035, respectively.

Currently, automated vehicles are in the transitional
stage from L2 to L3. +e main factors affecting the take-over
performance of L3 automated vehicles are take-over requests
(TOR), driver age, and NDRT. Yoon et al. [8] designed 7
types of automated vehicle take-over prompts with visual,
auditory, tactile, and mixed sensations. +e experimental
results show that the take-over effect of driver is poor when
there are only visual prompts, and the mixed auditory
prompting method allows the driver to take over better. Chu
et al. [9] pointed out that among the various possible ways to
alert the driver about a TOR, vibrotactile alert provides a
significant advantage.

In terms of studying the influence of driver age on take-
over performance, the findings of Li et al. [10] show that
compared with younger people, older people take over
vehicles more slowly and unstable. Wu et al. [11] divided the
experimenters into three groups according to their ages and
performed non-driving task take-over experiments, and the
take-over performance of older drivers was lower than that
of younger drivers. However, both the elderly and the young
have shown positive views on L3 automation, and the elderly
are significantly more active than the young.

In terms of studying the impact of NDRT on take-over
performance, Klingegrd et al. [12] designed a human-
computer interaction platform to study the ability of drivers
to perform NDRT in L4 driving automated vehicles in real
traffic environments. NDRT is designed to have visual and
cognitive requirements, and manual interaction is required.
+e results show that drivers can participate in NDRT to a
large extent. Rauffet et al. [13] carried out a take-over ex-
periment in a driving simulator where the non-driving task
was playing video games. +e ratio of browsing time in the
game and the time between game sessions were used as
indicators of game participation. +e survey results showed
that the participants were highly involved in NDRT, and the
average take-over time was longer than if they were not
engaged in NDRT. Ou et al. [14] designed experiments to
allow drivers who are immersed in NDRTto detect TOR and
quickly brake. +e research results show that advanced
predictive interfaces that provide directional information
can significantly improve take-over performance.

When studying the take-over test of human-machine
codriving, it is necessary to use a simulation platform to
build relevant driving scenarios. Zhang and Zhu [15] used a
longitudinal research design on a driving simulator based on
Unity’s complete cab to study the changes in driver state and
behavior during multiple sessions of automated vehicle
operation. Calvi et al. [16] use STISIM for driving scene
simulation, plus a driving controller (wheels, pedals, and
gears) connected to the workstation of the control system to
convert it into a driving simulator. Experiments are con-
ducted to study the behavior of the driver after the driver is
inattentive and participating in secondary tasks during
highly automated driving. Yoon and Ji’s [17] driving sim-
ulator is based on the City Car software simulation scene,
equipped with a real car seat, a Logitech racing force
feedback wheel and pedal, and a 55-inch Samsung smart TV.
In addition, an SMI eye tracker was used to collect the eye
movement data of the participants.

In the research on the take-over performance of auto-
mated driving, Zhou et al. [18] proposed using eye tracking
and self-report data to predict the situation perception
during the transition of conditionally automated driving.
+e tree-integrated machine learning model light gradient
boosting machine (LightGBM) is used to predict the situ-
ation perception. +en, the Shapley additive explanation
(SHAP) value of the individual predictor variables in the
model is calculated.+e research on automated driving take-
over performance is mainly based on objective data and
selected relevant indicators for evaluation. In the study of
Wiedemann et al. [19], the performance evaluation of the
driver is divided into two parts: horizontal control and
vertical control. +e horizontal control index selects the
vehicle lateral displacement and steering wheel angle, and
the longitudinal control index selects the vehicle velocity. Du
et al. [20] predicted the take-over performance of drivers
before the TOR by analyzing physiological data such as
driver’s heart rate index, skin electrical response index, and
eye-tracking index, and external environmental data such as
scenario type, traffic density, and lead time of TOR. +e
study found that the random forest classifier can better
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predict the driver’s take-over behavior, using 3 s as the
optimal time window for predicting take-over performance,
with an accuracy rate of 84.3%.

In the human-machine codriving take-over experiment,
the importance of take-over safety evaluation analysis
cannot be ignored. Lin et al. [21] used binary logistic re-
gression to establish a take-over safety evaluation model to
evaluate the safety of L3 automated vehicles. +e research
results show that under the condition that the TOR time is
7 s, the main factors affecting the safety of take-over are the
take-over response time and second tasks. +e established
take-over safety evaluation model has a prediction accuracy
of 85.5%. As domestic automated driving is at an immature
stage, there are relatively few studies on the safety evaluation
of take-over.

+rough the above research, it is found that the selection
of driver behavior indicators in human-machine codriving is
mainly the driver’s visual characteristics and behavior
characteristics. At the same time, the driving simulation
platform can effectively reduce the cost of the experiment
and ensure the safety of the experiment. +erefore, this
article uses a driving simulator designed based on the
CARLA driving simulation platform and Logitech G29 force
feedback steering wheel pedal set to study the driver’s take-
over performance and its influencing factors when the driver
performs the take-over operation under the L3 of automated
driving (conditionally automated driving). Comparing the
conditions of the same non-driving-related tasks and dif-
ferent take-over frequencies, the evaluation of the driver’s
take-over performance is completed by analyzing factors
such as the average time to complete the tasks, the minimum
TTC, the distance to obstacle, and the maximum braking
acceleration. Combining the gender, age, temperament type,
driving style, and other conditions of driver, this study
studies the commonality and characteristics of automated
driving take-over performance of different groups of people.
Finally, the binary logistic model is applied to evaluate the
safety of the test and find out the factors that affect the safety
of the take-over.

2. Methodologies

2.1. Data Preprocessing Method

2.1.1. Kalman Filter Method. +eKalman filter is an efficient
autoregressive filter, which can predict the dynamic state of
the system in a series of incomplete and noisy measurement
values. +e Kalman filter can estimate the unknowns from
the measured values at different times regarding their joint
distribution, so the result obtained is more accurate than the
prediction method based on only a single measured value.
+e Kalman filter is based on the state matrix, the locali-
zation data are the input of the filter, the system state
prediction data are the output, and the prediction equation
and the measurement equation are used to establish the
relationship between input and output, which is a method of
calculating the value of the system state with input and

output. +e Kalman filter is composed of three parts: state
prediction equation, state observation equation, and re-
cursive equation. From k − 1 to k moments, the calculation
process is as follows.

+e state prediction equation is as follows:

Xk � AXk− 1 + Bμk + wk, (1)

where Xk represents the state vector of the system at time k,
A is the state transition matrix, B is the input gain matrix, wk

is the mean value of 0, and Q is the covariance matrix, and
equation obeys the process noise of normal distribution.

+e state observation equation is as follows:

Zk � HXk + vk, (2)

where Zk represents the observation vector of the system at
time k, H is the measurement matrix, vk is the mean value of
0, and R is the covariance matrix, and equation obeys the
measurement noise of normal distribution.

+e Kalman filter has three common kinematic models:
constant velocity (CV) model, constant turn rate and ac-
celeration model (CTRA), and constant acceleration (CA)
model. Compared with the CA model, the calculation ac-
curacy of CTRA model is improved slightly, but the cal-
culation amount is increased significantly. Considering the
calculation efficiency and accuracy comprehensively, the CA
model is selected as the kinematic model of the Kalman filter
in this study. Combined with the state prediction equation,
Xk can be expressed as follows:

Xk � AXk− 1 + wk, (3)

Xk � [xt, x·
t, x··

t , yt, y·
t, y··

t ]T, where xt, x·
t, x··

t represents the
position, velocity, and acceleration of the system in the x-
direction at time t, and yt, y·

t, y··
t represents the position,

velocity, and acceleration in the y-direction.
+e recursive equation is as follows:
+e linear estimate of the system at time k is predicted

using the state value at time k − 1:

x
’
� Axk− 1 + Bμk. (4)

+e new variance predicted by the error covariance and
system noise Q at the last moment is as follows:

Pk
′ � APk− 1A

T
+ Q. (5)

+e state correction process is as follows:

Kk � Pk
′HT

HPk
′HT

+ R 
− 1

,

xk � xk
′ + Kk Zk − Hxk

′( .
(6)

+e state covariance estimates are updated:

Pk � 1 − KkH( Pk
′, (7)

where xk is the Kalman estimation value, x’ is the prediction
value, Pk is the Kalman estimation error covariance matrix,
Pk
′ is the prediction error covariance matrix, and Kk is the

Kalman gain.
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2.1.2. *e Belief Rule-Based (BRB) Method. +e general
expression form of the BRB method is as follows: if
Ak
1∧Ak

2∧ . . .∧Ak
T, then (C1, βk1), (C2, βk2), . . . , (CN, βkN)

with a rule weight θk and attribute weights δ1, . . . , δT,


N
l�1 βkl ≤ 1, where A1, . . . , AT represents the premise attri-

bute of the BRB, C1, . . . CN represents the evaluation level of
the evaluation result, and Ak

j ∈ Cj1, . . . , CjTj
  is an evaluation

grade relative to the premise attribute Aj, j ∈ 1, . . . , N{ }. βkl

is the confidence level of the result under the kth rule in the
evaluation level Cl, l ∈ 1, . . . , N{ }, and Tl is the total number
of premise attributes under the kth rule. If 

N
l�1 βkl � 1, then

the BRB is considered complete, otherwise it is incomplete.
In this case, to establish a BRB, discrete evaluation levels
such as high, medium, and low need to be defined for each
premise attribute and result. Several types of parameters in
the BRB system structures such as confidence, rule weights,
and attribute weights can be obtained by training the col-
lected sample data (velocity and acceleration). +e sample
data are shown in Table 1. +e trained BRB system can now
be used to predict the authenticity of the target.

(1) BRB Input Conversion. +e input conversion of a
premise attribute value refers to converting this value into
different confidence levels and assigning these confidence
levels to different reference values of the premise attribute.
+is is equivalent to converting an input value into a
confidence distribution corresponding to the reference
value of the premise attribute. In particular, the input
value of a premise attribute Pi (its confidence level is set to
xi) can be transformed by the following confidence
distribution:

S Pi, xi(  � hin, αin( , n � 1, . . . , ni , i � 1, . . . , Tl, (8)

where S represents the distribution of the estimated confi-
dence level assigned to the input value of the premise at-
tribute, hin (the ith value) is the n-th reference value of the
input premise attribute Pi, and αin(αin ≥ 0) is the confidence
level corresponding to the reference value hin. Among them,


ni

n�1 αin ≤ 1(i � 1, . . . , Tl), where ni is the quantity of the
reference value.

In this study, the velocity and acceleration of the target
point are selected as the premise attributes in the BRB
framework. +eir input values can be obtained from the
radar data of the simulator, and the input values are con-
verted into the membership degree of the corresponding
premise attribute reference value. +e reference values
corresponding to velocity and acceleration are velocity (fast,
normal, and low) and acceleration (high, medium, and low).
At this point, these linguistic values (evaluation levels) can
be assigned to the confidence level αin through expert
evaluation, which is then distributed over the different
reference values of the premise attributes hin (high (H),
medium (M), and low (L)) in terms of confidence level αin.
+e input conversion process of the above can be explained
by formula.

High≥xi ≥Medium,

Medium �
High − xi

High − Medium
,High

� (1 − Medium), Low � 0,

Medium>xi ≥ Low, Low �
Medium − xi

Medium − Low
,

Medium � (1 − Low),High � 0.

(9)

Before the input conversion, the reference point value of
the premise attribute needs to be set. Assume that the
reference value distribution of the two premise attributes is
as follows: velocity� {(fast, 41.7), (normal, 27.8), (low, 16.7)};
acceleration� {(high, 8), (medium, 5), (low, 3)}. +en,
formula (9) is combined to complete the calculation of the
confidence level αin. For example, a sample with veloc-
ity� 36.34m/s and acceleration� 4.73m/s2 is selected, and
then, the degree of velocity belonging to (fast, 41.7), (normal,
27.8), (low, 16.7) is (0.614, 0.386, 0). +at is, medi-
um�(41.7–36.34)/(41.7–27.8)� 0.386,
high� 1–0.386� 0.614, and low� 0. In the same way, the
degree of acceleration belonging to (high, 8), (medium, 5),
(low, 3) is (0, 0.865, 0.135).

(2) Calculation of Activation Weight. Generally, in the BRB,
the connecting symbol “ ∧” is usually applied to represent
the logical relationship of the premise attribute. It means
that only when all the premises in the rule are activated the
results obtained at this time can be credible. According to the
calculation of the above confidence distribution, the acti-
vation weight ωk under the kth rule can be calculated by the
formula:

ωk �
θk 

Tk

i�1 αik( 
δi


L
l�1 θl

Tl

i�1 αil( 
δi 

δi �
δi

maxi�1,...,Tk
δi 

.

(10)

Among them, αik(i � 1, . . . , Tk) is the input confidence
level of the ith premise attribute, representing the individual
matching degree and evaluating the reference value Ak

i under
the kth rule. θk 

Tk

i�1 (αik)δi is the joint matching degree, which
reflects the matching degree between the input value of the
entire premise attribute and the reference value under the kth
rule. δi (or δi) represents the attribute weight. It is worth noting
that if δi � 0, then (αk

ik)δi � 1, which means that a premise
attribute of zero importance will not have any effect on the
activation weight; if δi � 1, then (αk

ik)δi � αk
ik, which means

most of the premise attributes have a significant impact on the
activationweight.With the calculation of the activationweights
completed, the estimated output for a specific input vector can
be inferred using ER theory.
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all the premise attribute data groups under the L rule, to
obtain the confidence level of each reference value in the
result attribute through the given premise attribute Pi input
value. +is study adopts the analytical ER algorithm, and its
output result is composed of the reference value of the result
attribute, as shown in the following formula:

O(Y) � S Pi(  � Cj, βj , j � 1, . . . , N , (11)

where βj represents the confidence level corresponding to a
result reference value Cj. +e calculation of βj is obtained by
the analysis formula (12) of the ER algorithm.

βj �


L
k�1 ωkβjk + 1 − ωk 

N
j�1 βjk  − 

L
k�1 1 − ωk 

N
j�1 βjk 


N
j�1 

L
k�1 ωkβjk + 1 − ωk 

N
j�1 βjk  − (N − 1) 

L
k�1 1 − ωk 

N
j�1 βjk  − 

L
k�1 1 − ωk( 

. (12)

+e final merged result or the output expression ob-
tained by ER inference is (C1, β1), . . . , (CN, βN) , where βj

is the final confidence level that belongs to the jth reference
value Cj in the result attribute. +e output distributions
selected in this study are the real target and the false target,
respectively. According to the sample data in Table 1,
combined with formula (12), the final BRB after training is
shown in Table 2.

+e BRB in Table 2 describes the causal relationship
between velocity and acceleration and the true target po-
sition. For example, rule 3 represents that the value of ve-
locity is in the fast range and the value of acceleration is in
the medium range at the current moment. +e confidence
level of the real target position and the false target position is
93.65% and 6.35%, and the confidence of this rule is 1.
+erefore, the results obtained under this rule can be fully
believed. +e rest of the rules can be explained in the same
way. Consequently, it has a certain degree of reliability to
combine velocity and acceleration to test the trajectory of the
target vehicle.

2.2. Binary Logistic RegressionModel. In Natural Inheritance
published in 1889, Francis Galton, a famous British biologist
and statistician, first proposed that “+e logistic regression
model derived from the logistic curve are probabilistic re-
gression, belonging to generalized linear regression.” +e
curve of the logistic function is a monotonously increasing
function with no breakpoints but good continuity. +e
horizontal coordinate range (sample input range) of the
curve is (− ∞, +∞), and the vertical coordinate ranges (0, 1).
+e function distribution trend is exactly what many
probability problems need to be or not. +e derived logistic
regression function, also known as the growth function,
more often uses a binary dependent variable. +e rela-
tionship between variables is used to make classification
judgments on the prediction results.

+e maximum-likelihood method is usually adopted for
the estimation of logistic regression parameters. +e basic

idea of the method is to establish the likelihood function and
the logarithmic likelihood function first and then solve the
parameter value corresponding to themaximum logarithmic
likelihood function. +e estimated value obtained is the
called maximum-likelihood estimation of the parameter. It
can be seen from formula (13) that the logistic model es-
tablishes the relationship between the probability of event
occurrence and explanatory variables.

ln
p

1 − p
� α + Xβ + ε, (13)

where p is the probability of the event, α �

α1
α2
⋮
αn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ is the

intercept term of the model, β �

β1
β2
⋮
βn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ is the parameter to

be estimated, X �

x11 x12 · · · x1n

x21
⋮

x22
⋮

· · · x2n

⋱ ⋮
xn1 xn2 · · · xnk

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠ is the explana-

tory variable, and ε �

ε1
ε2
⋮
εn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ is the error term.

3. Data Collection and Analysis

3.1. Experiment Design and Procedure

3.1.1. Apparatus. +e driving simulator uses the CARLA
driving simulation platform, 3ds Max, and Unreal 4 mod-
eling software to construct virtual driving scenes, external
Logitech G29 force feedback steering wheel pedal package,
DXRacer car seat, two 40-inch screen 2K monitors, and one
set of stereo, as shown in Figure 1. +e Logitech G29 force
feedback steering wheel pedal package includes a steering
wheel, a manual gear, and a racing pedal with a clutch. +e

Table 1: Experimental data sample.

Sample 1 2 3 4 5 6 7 8 9 10
Velocity (m/s) 36.21 36.34 36.63 37.04 37.59 38.48 39.44 40.66 41.88 43.13
Acceleration (m/s2) 4.86 4.73 4.88 4.61 4.69 4.77 4.94 4.83 4.66 4.72
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steering wheel has a 900-degree steering range, which can
simulate real driving behavior to the greatest extent. It also
provides programmable keys and direction control keys.
Two large-screen high-definition monitors serve as visual
feedback devices to display virtual driving scenes. +e ste-
reos act as auditory feedback devices and take into account
the Doppler effect to simulate real driving and environ-
mental sound.

3.1.2. Participants. A total of fifteen participants with a valid
driver’s license were recruited for the driving simulator
experiment. Nine participants were males, and six partici-
pants were females. +e average age of the participants was
22.07 years (SD� 1.69 years).+ey had on average 2.27 years
of driving experience (SD� 1.34 years). Before the experi-
ment, the participants were required to tell their health
conditions such as illness, fatigue, and drugmisuse. After the
experiment, monetary compensation (100 RMB) was offered
for their participation.

+e participants were required to take over for 1 time, 5
times, and 9 times, and the interval of each experiment was 3
minutes. +e NDRT of the experiment was set to watch a
video, which was playing on the tablet computer on the side
of the control platform in the vehicle.+e TOR time refers to
the TTC between the self-vehicle and the vehicle or obstacle
on the road ahead, which represents the urgency of the
taking over. In this experiment, the TTC is 5 s, leaving
enough time for the participants to react.

3.1.3. Scenario Design. +e test road is the same two-way
four-lane urban simulation road with a total length of about
5 km. +e limitation of road velocity is 30 km/h, and the
automated driving velocity is about 20–24 km/h. +e test
includes three different take-over frequencies (low take-over

frequency, medium take-over frequency, and high take-over
frequency). +e duration is 13 minutes, 16 minutes, and 18
minutes, respectively. +is article mainly studies dangerous
situations, the participant switches the automated driving
mode to manual driving mode, takes over the vehicle, and
bypasses obstacles or brakes. In this study, a simplified
“ghost probe” driving scene was designed in the simulator.
When the vehicle is driving to a certain position in the
automated driving mode, a pedestrian crossing the road
suddenly appears on the roadside ahead of the road. At this
time, the vehicle take-over system will issue a TOR. +e
participant needs to take over and break the vehicle; oth-
erwise, the vehicle will collide with a pedestrian in front of
the vehicle and cause a traffic accident as shown in Figure 2.

x1 is the lateral position where pedestrian appear, x2 is
the lateral position of the vehicle head, and the vehicle is
moving at a constant velocity. +e upper and lower limits of
the vehicle velocity v� are set as v1 and v2, respectively, y is
the longitudinal distance between the pedestrian and the
vehicle, and l is the width of the vehicle. Pedestrians cross the
road vertically at velocity v, and the vehicle collides with
pedestrian without braking, and the parameters should
meet:

x1 − x2

v2
>

y + l

v
>

x1 − x2

v1
. (14)

+e pedestrian velocity (v) in this study is set 2m/s, the
upper (v1) and lower (v2) limits of the velocity are 60 km/h
and 20 km/h, the vehicle width (l) is 2m, and the longi-
tudinal distance between the pedestrian and the vehicle (y)

is 1m. Combining formula (14), comprehensively consid-
ering the time required for the participant to take over and
operate, it is finally determined that the lateral distance
between the vehicle and the pedestrian (x1 − x2) is 16m.

+is study also assists the construction of dynamic and
complex traffic scenes through logical reasoning and the use
of vehicle kinematic models. For example, when a vehicle
stops in front of a zebra crossing, blocking the sight of the
following vehicle, the following vehicle changes lanes and
overtakes the preceding vehicle and collides with the pe-
destrian walking on the zebra crossing, as shown in Figure 3.

3.1.4. Procedure. Before the experiment, participants were
asked to sign an informed consent form and fill out a
questionnaire. +en, the test personnel needed to introduce

Table 2: BRB after training.

Number of rules Rule weight Velocity Acceleration Conclusion
1 1 Fast Medium [0.9164, 0.0836]
2 1 Fast Medium [0.9707, 0.0293]
3 1 Fast Medium [0.9365, 0.0635]
4 1 Fast Medium [0.9251, 0.0749]
5 1 Fast Medium [0.9339, 0.0441]
6 1 Fast Medium [0.9361, 0.0639]
7 1 Fast Medium [0.9228, 0.0772]
8 1 Fast Medium [0.9650, 0.0350]
9 1 Fast Medium [0.0632, 0.9368]

Figure 1: Driving simulator.
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the test content such as the switching operation of the
automated driving system, the scenes of emergency take-
over, and non-driving-related tasks to the participants. In
addition, about 10 minutes of practice time should be left for
the participants.+e practice content includes being familiar
with the sensitivity of the steering wheel, accelerator, and
brake pedal, being acquainted with the experimental road
environment, and practicing switching of automated driving
modes.

During the experiment, the vehicle was driving along the
calibrated line in automated driving status. +e participants
always performed NDRT, looking at the tablet computer,
with both hands relaxed on both sides of the body, and their
right foot relaxed and not placed on the brake or accelerator
pedal. When encountering an emergency take-over situa-
tion, the automated driving system issued the take-over
prompt sound of “please take over” mixed with buzzer and
human voice according to the set TOR time. At this time, the
participant pressed the switch button on the steering wheel
to switch to manual driving mode and bypassed the broken
down vehicle or obstacle in front. After that, the participants
drove the vehicle back to the middle lane as soon as possible
and switched to the automated driving mode.

3.1.5. Data Collection. +e data used in this article are
collected by the warning assistance system supporting the
CARLA driving simulation platform. +e collected pa-
rameters include the lane departure, vehicle velocity, ac-
celeration, heading angle, pitch angle, and tilt angle. +e left
and right data of the steering wheel, brake data, front-wheel
angle data, throttle depth, handbrake status, and gear status
of the driving simulator are shown in Table 3.

+e throttle depth and brake depth are both represented
by 0 or 1.+e various statuses of gears are 1, 2, 3, and reverse
(R). +e handbrake status has two states: “Yes (Y)” and “No
(N).”

3.2. Data Preprocessing. In Figure 4(a), the black line rep-
resents the actual displacement trajectory drawn according
to the vehicle position information and the blue line rep-
resents the target trajectory drawn by the position infor-
mation obtained by the GPS sensor. +e red line indicates
the GPS target trajectory filtered by the Kalman filter. X-
direction position refers to the distance that the vehicle
swings laterally, and y-direction position means the vertical
swing distance of the vehicle during automated driving. It
can be seen from the figure that due to the interference of
noise, some position measurement values obtained by GPS
have a comparatively larger slice offset than the actual value,
but the Kalman filter effectively filters the interference of
noise, making the filtered target trajectory becomes
smoother and more closely to fit the actual displacement
trajectory. +e position deviation of each measurement
point and the actual point filtered by the Kalman filter is
shown in Figure 4(b), and the deviations fluctuate within
0–10 meters.

+e result of using the BRB method to verify the velocity
and acceleration of the vehicle is shown in Figure 5. It can be
seen that the overall confidence level is maintained at a
relatively high level before the 11th second but showed a
significant downward trend after the 11th second. +is is
because the motion model of the vehicle in the simulation
adopts the constant acceleration model. At the beginning of
the simulation, the vehicle speed gradually exceeds the set

vvehicle

x2

l

y
v

x1

Figure 2: Dangerous traffic scene.

Figure 3: Complex dangerous scene.

Computational Intelligence and Neuroscience 7



RE
TR
AC
TE
D

range after driving for a short period of time. +e BRB
method judges that the simulated vehicle behavior is in-
consistent with the conventional vehicle behavior and
prompts that the vehicle is behaving abnormally at the 12th

second, so the confidence level continued to decrease.
Overall, it is satisfactory that the target trajectory is effec-
tively achieved by the verification of the simple kinematic
model combined with the Kalman filter and the BRBmethod
based on vehicle velocity and acceleration.

3.3. Performance Evaluation. In the low take-over frequency
experiment, the vehicles driven by participants No.1, No.2,
No.7, No.8, No.9, No.11, and No.14 on the driving simulator
collided with obstacles, resulting the corresponding take-
over failures. +erefore, in the descriptive statistics in
Figures 6–9, the low-frequency take-over items do not have
the data numbered above.

3.3.1. Performance Evaluation Based on Experimental
Parameters. Figure 6 is a statistical histogram of the average
time to complete take-over tasks of participants in the three
experiments. It can be seen that as the frequency of take-
overs increases, the average time for most participants to

Table 3: Data collection information sheet.

Sources Name Unit Frequency (Hz) Attribute

CARLA simulation platform

Velocity km/h, m/s 60 Continuous
Angular velocity rad/s 60 Continuous
Acceleration m/s2 60 Continuous

Vehicle position∗ M 60 Continuous
Lane offset M 60 Continuous

Front-wheel angle ° 60 Continuous

Driving simulator

+rottle depth None 60 Continuous
Brake depth None 60 Continuous

Handbrake status None – –
Steering wheel left and right corner ° 60 Continuous

Gear status None – –
∗+e lateral, vertical, and height positions of the vehicle are derived from the positioning system that comes with the CARLA simulation platform.
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Figure 4: Kalman filter trajectory comparison (a) and the position deviation of each measurement point and the actual point after KF (b).
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Figure 5: BRB verification confidence distribution.

8 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

complete the tasks decreases. In the high-frequency take-
over task, the participants performing the subtasks are more
focused on completing the driving tasks, which are more
efficient than the low-frequency and medium-frequency
take-overs. However, there are a small number of partici-
pants who become cautious as the frequency of take-overs
increases, resulting in a decrease in the efficiency of

completing tasks. For example, No. 3 and No. 5 participants
are more relaxed under the low- and medium-frequency
take-over intensity, and the complete efficiency of task is
higher.

+e minimum TTC reflects the risk acceptance level of
participants during deceleration. +e participants who
crashed in the low-frequency experiments compare the
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Figure 6: Average time to complete take-over tasks in each experiment of all participants.
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Figure 7: Average minimum TTC and change range in each experiment of all participants.
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Figure 8: Average distance to obstacle in each experiment of all participants.
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high-frequency data with the medium-frequency data, and
other participants compare the high-frequency data with the
low-frequency data. It can be seen from Figure 7 that the
minimum TTC average value of all participants increases to
varying degrees as the frequency of take-overs increases,
which means that the risk awareness of participants has
increased under the condition of increasing take-over
frequency.

Due to the experiments excluding the minimum TTC
data of the participants who collided in the low take-over
frequency test, the variation range of some participants from
low to medium take-over frequency is 0. It is not difficult to
see that except for the participants who collided in the low
take-over frequency, the minimum TTC change range of
most participants from low to medium take-over frequency
is significantly higher than the change range from medium
to high take-over frequency. +is shows that moderately
increasing the take-over frequency can significantly improve
the take-over effect of the participant, which is conducive to
the concentration of participants. At the same time, the high
take-over frequency does not significantly improve the
participant’s take-over performance compared with the
medium take-over frequency.

+e statistical results of the average distance to obstacle
in the three experiments of all participants are shown in
Figure 8.+e driving style of each participant is different and
there are differences between individuals, but with the in-
crease in the take-over frequency, the average distance to
obstacle of all participants increases to varying degrees.
Among them, No. 8 and No. 14 increased significantly,
which may be that the collision with obstacles in the low-
frequency experiment makes them more focused on the
take-over task in the high-frequency experiment. It shows
that the increase in high frequency is more significant than
that of low frequency. +erefore, it can be concluded that
after the take-over frequency is increased from low to
medium, the minimum TTC of the participant increases
significantly, but if the take-over frequency continues to
increase, the range of change is not obvious. In addition,
there are high-frequency data of Nos. 2, 9, and 15 that have
the same performance. +erefore, collisions cannot be used

as all the explanatory factors for the higher data in the
participant’s high-frequency experiment.

It can be seen from Figure 9 that the average maximum
braking acceleration during the take-over process does not
change regularly, which shows that the increase in the take-
over frequency has little effect on the participant’s braking
behavior during the take-over process.

3.3.2. Differentiated Performance Evaluation Based on Ex-
perimental Parameters. Under the task of watching the
video, the 5 s take-over request time can ensure the safety of
take-over, but under the condition of low take-over fre-
quency, 7 of 15 participants had a collision event, where 6 are
males and 1 is female. +e proportion of collision events
among 9 males is 66.67%, while the proportion of 6 females
is only 16.67%, and the total collision event rate is 46.67%.
+is shows that under the condition of low take-over fre-
quency, even if the secondary tasks being performed by the
participants and the take-over request time can ensure the
safety of take-over, the probability of a collision event is still
very high, and the participant is in a dangerous driving state.
+e collision probability of male participants is significantly
higher than that of female participants under low take-over
frequency, indicating that females have better risk awareness
than males when performing take-over tasks. It can ensure
the safety of the participant’s take-over under the conditions
of medium and high take-over frequency.

+e average minimum TTC and the average distance to
obstacles for male and female participants at three different
frequencies (excluding collision data) are shown in Fig-
ure 10. It can be seen that the changing trends of the two
parameters are very similar. In the low-frequency take-over
experiment, the two parameter values of female participants
are lower than the overall average level, but the males are
higher than the average level. +is indicates that the per-
formance of males at low take-over frequency is severely
polarized, and the take-over performance that can complete
the take-over task is better, while the rest of the male
participants have a collision. With the increase in take-over
frequency, the two parameters of male and female have
increased. Among them, the change in males is relatively
gentle, which is approximately a low-slope linear shape.
When the frequency of female take-over increases from low
to medium, the increase in the parameters is larger and
exceeds the average level. When the frequency of female
take-over increases from medium to high, the increase is
small, and the average level is slightly higher than that of
males. Considering that there are more collisions among
males at low frequency, females outperform males on av-
erage speed in the overall task.

+e average speed of the male and female tasks is shown
in Figure 11. +e average speed in the task is the average
speed of the participant during the period from taking over
to the end of switching to automated driving again. It can be
seen that under the conditions of low and medium fre-
quency, the average driving speed of females is higher than
that of males, and the average speed of both is significantly
improved when the frequency changes from low to medium.
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Figure 9: Average maximum braking acceleration in each ex-
periment of all participants.
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When the frequency changes from medium to high, the
average speed of males still increases significantly, while that
for females decreases slightly. +is means that when the
take-over frequency increases within a certain range, the
average speed of both males and females increases to a
certain extent. When this range is exceeded, females gen-
erally become very cautious and lead to decrease in the
average speed of the task, but males continue to increase, as
does the overall trend.

+e time to complete task and maximum braking accel-
eration of the participant at three different frequencies are
shown in Figure 12. It can be seen from (a) that with the
increasing frequency of take-over, the time for both males and
females to complete the take-over task has been decreasing, and
the change in frequency of take-overs from low to medium is
more significant, but the time for females to complete take-over
tasks is generally higher than that of males, indicating that
females are very cautious when performing take-over tasks. In
terms of maximum braking acceleration (b), males have the
highest value at medium take-over frequency while females
have the highest value at low frequency. +e value of both
males and females is the same at medium frequency. It can be
seen that the take-over performance of females is inferior to
that of males at low take-over frequency, and the other two
take-over frequencies are similar between males and females.

3.4. Binary Logistic Take-Over Safety Evaluation Model.
+e binary logistic regression method is used to construct
a take-over safety evaluation model. +e study in [22]
pointed out that the minimum TTC lower than 1s can be
used as an effective way to evaluate collisions. +e min-
imum TTC is selected as the dependent variable, and the
minimum TTC of 1s should be used as the boundary
between the dangerous group and the safety group.
However, the test driving scenes concluded in the ref-
erences are mostly urban road scenes, and the vehicle
speed is 50 km/h. Due to the limitation of the simulated

map, the vehicle velocity is 20–24 km/h, and the average
value is 22 km/h. Under the same safety distance, the
minimum TTC division limit should be taken as
50 × 1/22 ≈ 2.3 s. +erefore, this study chooses the mini-
mum TTC less than or equal to 2.3 s as the dangerous
group and more than 2.3 s as the normal group. Input
variables select the time from the alarm to the braking
reaction time, the maximum braking acceleration to take
over, the gender of the participant, the distance to ob-
stacle, and the duration of a single take-over. +e method
of selecting variables is “Backward Stepwise Regression:
Maximum Partial Likelihood Estimate Likelihood Ratio
Test (LR),” which means that all independent variables are
first entered into the equation and then removed by the LR
test. +e probability cutoff value is set to 0.5. When the
predicted probability value is greater than 0.5, the clas-
sification prediction value of the explained variable is
considered to be 1 (dangerous group), and when it is less
than 0.5, the classification prediction value is considered
to be 0 (safe group).

+e inspection results of model fitting are shown in
Tables 4 and 5. Table 4 shows the Omnibus test of model
coefficients, in which the “model” line outputs the like-
lihood ratio inspection results of whether all parameters
in the logistic regression model are 0. A significant
P < 0.05 indicates the variables included in the fitted
model. Among them, the OR value of at least one variable
is statistically significant, and the overall model is
meaningful.

Table 5 shows the test results of Hosmer and Lemeshow,
indicating the goodness-of-fit results of the test model.
When the P value is not less than the inspection level (i.e.,
P> 0.05), it is considered that the information in the current
data has been fully extracted, and the model has a high
degree of goodness of fit.

+e likelihood values and significance changes when the
model removes variables are shown in Table 6. If the sig-
nificant change when removing a variable is less than 0.05, it
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Figure 10: Average minimum TTC (a) and distance to obstacle (b) in each experiment (excluding collision data) of male and female
participants.
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means that the item is significantly related to the model and
cannot be removed. In step 1 and step 2, the reaction time
and braking acceleration with a significant change greater

than 0.05 are removed. In step 3, the significant changes
when all independent variables are removed are less than
0.05, so they can no longer be removed.
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Figure 11: Average speed during the task in each experiment of male and female participants.
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Figure 12: Time to complete take-over task (a) and maximum braking acceleration (b).

Table 4: Omnibus test of model coefficients.

Chi-square Degree of freedom P value

Step 1
Step 23.974 5 0.000
Block 23.974 5 0.000
Model 23.974 5 0.000

Step 2
Step − 0.435 1 0.510
Block 23.539 4 0.000
Model 23.539 4 0.000

Step 3
Step − 1.731 1 0.188
Block 21.808 3 0.000
Model 21.808 3 0.000

Table 5: Hosmer and Lemeshow test.

Step Chi-square Degree of freedom P value
1 8.248 8 0.410
2 4.155 8 0.843
3 5.643 8 0.687
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+e variable coefficients in the model regression process
and their influence on the model are shown in Table 7. It can
be seen that in the final model, gender and the distance to
obstacle have a greater impact on the model. P (gender)� P
(distance to obstacle), but Wals (gender)>Wals (distance to
obstacle), and Exp (B) (gender)>Exp (B) (distance to ob-
stacle), so the distance to obstacle is the variable that has the
greatest impact on the model. After the simulation of the
binary logistic model, it is concluded that the distance to
obstacle is the variable that has the greatest impact on the
participant’s take-over performance. Among all the selected
variables, the distance to obstacle is the variable that can
most directly reflect the participant’s take-over effect, which
is consistent with the facts, and indicates that the results of
model fitting are consistent with normal logical judgments.

In this model, females are set to 0, males are set to 1, and
gender is the second most influential independent variable.
Its regression coefficient B is negative, indicating that the
female’s take-over performance is poor. +is is because the
collision data are used in the model data. Excluding, in 3.3.2,
the statistical results show that the number of female col-
lisions is significantly less than that of males. However, in
this model, taking the minimum TTC as the criterion for

take-over performance, it can only be concluded that the
reaction time and operating time required by female par-
ticipants are higher than those of male participants without a
collision, which does not mean that male participants have
significantly better take-over performance than female
participants.

+e final logistic regression equation is shown in
equation (15), the model prediction accuracy rate is 87.7%,
and the logistic classification table is shown in Table 8.

Logit(p) � − 2.243 − 1.663x1 + 0.282x2 + 0.154x3, (15)

where x1 is the gender, x2 is the distance to obstacle, and x3
is the time taken for a single take-over.

Considering the effects of gender, reaction time, braking
acceleration, distance to obstacle, and take-over time, the
binary logistic model is applied to evaluate the take-over
safety of L3 automated vehicles. +e model is established
with the minimum TTC as the dependent variable, and the
Omnibus test and Hosmer and Lemeshow test are per-
formed on the model coefficients to verify the validity and
high fit of the model. +e fitting results of the model are
consistent with normal logic, and the prediction accuracy

Table 6: Model changes when variables are removed.

Independent variable Model log-likelihood − 2 change in log-likelihood Significant change

Step 1

Gender − 43.234 4.904 0.027
Reaction time − 41.000 0.435 0.510

Braking acceleration − 41.709 1.853 0.173
Distance to obstacle − 44.021 6.477 0.011

Take-over time − 42.793 4.023 0.045

Step 2

Gender − 43.756 5.513 0.019
Braking acceleration − 41.865 1.731 0.188
Distance to obstacle − 46.519 11.038 0.001

Take-over time − 43.279 4.558 0.033

Step 3
Gender − 44.652 5.573 0.018

Distance to obstacle − 46.657 9.583 0.002
Take-over time − 43.714 3.698 0.049

Table 7: Variables in the equation.

Independent variable Partial regression coefficient B Standard deviation of error (S.E) Wald test P value Exp (B)

Step 1

Gender − 1.592 0.817 3.796 0.051 0.203
Reaction time − 0.645 0.974 0.439 0.508 0.525

Braking acceleration − 0.084 0.060 1.939 0.164 0.919
Distance to obstacle 0.282 0.117 5.865 0.015 1.326

Take-over time 0.168 0.093 3.237 0.072 1.182
Constant − 0.384 3.343 0.013 0.909 0.681

Step 2

Gender − 1.663 0.812 4.191 0.041 0.189
Braking acceleration − 0.082 0.061 1.808 0.179 0.922
Distance to obstacle 0.316 0.105 9.144 0.002 1.372

Take-over time 0.177 0.093 3.665 0.056 1.194
Constant − 2.166 1.994 1.180 0.277 0.115

Step 3

Gender − 1.663 .810 4.214 0.040 0.190
Distance to obstacle 0.282 0.098 8.236 0.004 1.326

Take-over time 0.154 0.088 3.090 0.079 1.166
Constant − 2.243 1.925 1.357 0.244 0.106
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According to the analysis of the model, the variable that has
the greatest influence on the participant’s take-over per-
formance is the distance to obstacle, which is also the
variable that most directly reflects the participant’s take-over
effect among all the variables selected. In addition, gender, as
the second most influential variable predicted by the model,
also occupies a large proportion in performance analysis and
safety evaluation. +e reaction time, braking acceleration,
and take-over time are also significantly related to take-over
performance through model verification. +erefore, these
factors are also indispensable when evaluating take-over
performance and reflect the take-over effect to a certain
extent. +e influence mechanism of the above factors is
complex and multidimensional.

According to the results obtained by the model, looking
at the distance data of the participant to the obstacle in
Figure 10(b), the take-over effect of males at low take-over
frequency is significantly better than that of females, but the
take-over frequency at medium and high take-over fre-
quencies is roughly the same. Based on the evaluation of
take-over performance in 3.3, both males and females
perform better in the frequency of take-overs, which pro-
vides a reference for the study of the safety of conditionally
automated driving.

4. Discussion

+is study studies the impact of take-over operations on take-
over performance when the participant performs NDRTunder
L3 automated driving and evaluates the take-over safety of the
experiment. To this end, by carrying out a simulation exper-
iment on a driving simulator, collecting relevant driving data,
and using the processed data to evaluate the take-over effect of
the participant. Finally, the safety of take-over is evaluated
based on the binary logistic model. With the deepening of the
research, the results show that various factors affect the per-
formance of the take-over, and the reasonable mode of control
switching between the automated driving system and the driver
needs to be further explored. +is research promotes the re-
search of data preprocessing methods, explores the research on
take-over performance in L3 automated driving, and enriches
the research on take-over safety.

A data preprocessing method based on the Kalman filter
and BRB method is proposed. +e target trajectory filtered
by the Kalman filter is smoother and more suitable for the
actual displacement trajectory. +e BRB method associated
with vehicle velocity and acceleration data is used as a
trajectory tracking method to check the target position with
high reliability and can effectively calibrate the abnormal
behavior of the vehicle. +e use of the Kalman filter is
consistent with the current method of eliminating

interference in the literature [23], but more and more lit-
erature [24] combines the Kalman filter and other methods
to track the trajectory or use other methods to achieve target
tracking [25].

Descriptive and differential analysis of data such as the
average time to complete the task, the minimum TTC, the
distance to obstacle, and the maximum average braking
acceleration shows that the take-over effect of females at
low take-over frequency is weaker than that of males.
However, the take-over performance of the medium and
high frequencies is roughly equivalent. Due to males
having too many collisions at low take-over frequency, the
overall take-over performance of females is better than
that of males. At present, most documents [26] are sta-
tistical analysis based on data, but there are also docu-
ments [27] that evaluate the take-over performance by
constructing a structural equation model to provide new
ideas for performance evaluation.

When evaluating the safety of take-over, a binary logistic
model is applied to find out the variables that have a greater
impact on the participant’s take-over performance and
further evaluate the safety of take-over based on these
variables. Most of the take-over studies of L3 automated
vehicles are based on test data for descriptive and differential
analysis to evaluate take-over performance. In take-over-
related research, take-over performance evaluation is mainly
based on data [28]. At present, there are relatively few
documents that determine the more significant variables
through prediction.

5. Conclusion

+is study designs an urban road take-over scenario in a
dangerous scenario based on a driving simulator, uses the
data preprocessing method of the Kalman filter and BRB
method, analyzes the impact of NDRT on take-over per-
formance in L3 automated driving, and establishes a take-
over safety evaluation model, and the specific conclusions
are as follows.

+e data preprocessing methods of the Kalman filter and
BRB method have smaller deviations, are closer to the real
trajectory, have certain reliability, and can effectively cali-
brate the abnormal behavior of the vehicle.

+e overall driving performance of the participant im-
proves as the frequency of take-overs increases. Under low
take-over frequency conditions, it may be necessary to take
appropriate measures to prevent the participant from fo-
cusing on the secondary task for a long time, such as in-
termittently reminding the participant to pay attention to
the road conditions ahead, limiting the time for the par-
ticipant to perform secondary tasks, etc. +e overall driving
performance of females is higher than that of males.

Table 8: Logistic classification table.

Minimum TTC≤ 2.3 s Minimum TTC> 2.3 s Percentage correction (%)
Minimum TTC≤ 2.3 s 5 14 26.3
Minimum TTC> 2.3 s 1 102 99

Total percentage (%) 87.7
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+e binary logistic model uses the minimum TTC as the
dependent variable to analyze that the variable that has the
greatest impact on the take-over performance of participants
is the distance to the obstacle, and gender is the second most
influential variable. +e prediction accuracy of the model is
87.7%, which has a high degree of credibility and validity.
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*e state vigorously develops the application of community sports and takes it as an important unit of social and economic
development.With the development of the economy, residents’ living standards are getting better, which also greatly promotes the
development of community public sports. Community public sports have made great progress in terms of scale, hardware, and
services, and their impact on society is getting worse. Come bigger. However, there are still some deficiencies in the development
of community sports. How to accurately evaluate and predict its facilities, construction, and service levels and put forward
corresponding development strategies is an urgent problem to be solved in the field of community public sports. In this paper, an
iterative simulated annealing algorithm is proposed to evaluate the level of public sports services and help community public
sports institutions identify their own development deficiencies. *rough the simulation analysis of the community sports or-
ganizations, community members, venue facilities and funds, venue facilities and funds, administrators, and the community
sports activities, it is found that the identification accuracy of the evaluation results of the five indicators is above 95%, while the
initial threshold of community public sports and social and economic development and the prediction accuracy required by the
standard of development status are both 10%. At the same time, the recognition time of the evaluation results in the five indicators
is less than 7 seconds. In community public sports development trend prediction and service level judgment, the identification
time of the evaluation result is less than 4 seconds, and the overall judgment result is better.

1. Introduction

With the development of digitization and computers, public
sports and other related industries have developed rapidly,
showing the characteristics of rapidity, diversity, and in-
telligence shown by Sadegh Barkhordari and Tehranizadeh
[1]. Community sports mainly refer to the regional mass
sports carried out nearby in a certain area where people live
together, taking the natural environment and sports facilities
of the jurisdiction as thematerial basis, taking all community
members as the main body, and taking meeting the sports
needs of community members, increasing the physical and
mental health of community members, and consolidating
and developing community feelings as the main purpose.
Community sports have six elements: community sports
organizations, community members, venues, facilities and
funds, administrators, instructors, and community sports

activities. Public sports are affected by external and internal
factors and cannot be accurately evaluated and analyzed by
traditional data analysis methods, which affects the evalu-
ation effect of service level (Bourliva et al. [2]) and limits the
development of intelligent public sports. Some scholars
believe that the purpose of the intelligent development of
community public sports is to meet the development needs
of the industry. *erefore, starting from the prediction of
development trend, operation status, and the development
of community public sports (Donoso [3]), a comprehensive
evaluation of the public sports service level can provide a
reference for the formulation of a service strategy. Some
scholars also believe that the accuracy of intelligent evalu-
ation in community public sports is low, and the proportion
of unstructured data is high (Durmus [4]).

We can improve the accuracy of intelligent evaluation of
public sports and reduce the interference of unstructured
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data by extracting eigenvalues. Based on the above back-
ground, this paper uses metropolis acceptance criteria and a
simulated annealing algorithm to analyze the eigenvalues
and analyzes the service level of community public sports
from the perspective of intelligence so as to improve the
evaluation accuracy of public sports services. Based on the
above reasons, this paper mainly introduces it from three
aspects. Firstly, it describes the service level in the com-
munity of public sports mathematically, and introduces the
intelligence of service level, the parameters of service level,
and the processing of service level-related data. Secondly, a
prediction model of public sports service level based on a
simulated annealing algorithm is constructed. *e con-
straints of the simulated annealing algorithm, the accuracy
of public sports service level, and the prediction steps of
public sports service level are analyzed. *irdly, the simu-
lation of public sports service level prediction model is based
on a simulated annealing algorithm.We describe the cases of
public sports services and analyze the accuracy and calcu-
lation time of prediction results.

From the above analysis, it can be seen that the rapid
development of community public sports can promote the
development of the social economy and make its decision-
making develop in a positive direction. In order to better
carry out the research of community public sports and make
them play a role in economic promotion, it is necessary to
introduce comprehensive judgment methods to improve the
accuracy of calculation, which is of great practical signifi-
cance. In addition, the comprehensive analysis of commu-
nity public sports can also enhance the coupling between
community public sports and economic development and
provide support for development decision-making.

2. The Mathematical Description of Service
Level Prediction in Community, Public
Sports, and Social Economy under Simulated
Annealing Algorithm

*e iterative simulated annealing algorithm is a compre-
hensive calculation method, which can carry out iterative
analysis on community public sports. *is algorithm has the
advantages of a simple calculation process and fast analysis
speed. Compared with the classical simulated annealing
algorithm, the iterative simulated annealing algorithm can
carry out progressive calculation, eliminate redundant data,
make the calculation result more accurate, and avoid local
extremum.

2.1. �e Intelligent Description of Service Level. Intelligent
service level has two characteristics: on the one hand, it
processes massive information, uncertain data, and diverse
data, and the proportion of controllable data is >50%; on the
other hand, multisource data are analyzed and dynamic
information is obtained. *e public sports data structure is
as follows: the diversity of data sources, the comprehen-
siveness of public sports, and the diversity of calculation,
observation, and measurement (Fitriningsih [5]), as shown
in Figure 1.

*e structure of public sports data is mainly in the form
of controllable and uncontrollable factors and is combined
with the economic data sources of public sports-related
industries to form a large amount of public sports data.
Public sports should start from the industry, conduct in-
telligent analysis in combination with industry development
capacity, industry service status and trend, and improve the
accuracy of public sports assessment.

It can be seen from Figure 2 that although the demand
for sports for community public sports fluctuates, it is in-
creasing on the whole. *erefore, community public sports
play a vital role in the development of sports. Some scholars
also believe that community public sports can also promote
the development of a social economy. *e specific contents
are shown in Figure 3.

It can be seen from Figure 3 that there is a certain
correlation between social public sports and the social
economy, and the correlation is increasing year by year. In
summary, community-based public sports play a supportive
role in sport development and are somewhat correlated with
social and economic development. In order to better carry
out the development of community public sports and give
play to their social promoting role, it is necessary to conduct
in-depth research on community public sports. At the same
time, depending on the current situation of public com-
munity sport, foresee its future development, in order to
improve the development of sport and the social economy.
As a result, a thorough analysis of community public sports
is of great practical and theoretical importance.

2.2. Description of Service Level Metrics. *e digitization of
the level of public sports services and the diversification of
the factors influencing demand increasingly highlight the
characteristics of public sports data. *e traditional level of
service method cannot fully address the intelligent devel-
opment needs of community-based public sports. Under the
background of intelligent development, public sports pre-
diction algorithms such as particle swarm optimization and
support vector can meet the needs of large volume and
multiple types and realize the prediction and analysis of
public sports service level, community public sports service
status, and public sports development trend.*e parameters
of the community public sports are set as follows (Haghverdi
[6]): community sports organizations, community mem-
bers, venue facilities and funds, administrators, directors,
and coordinators of community sports activities.

(1) Assume the community sports organizations are xi,
the community members are xj, community outdoor
fitness venues and funding are xk, venue facilities and
funds are xl, administrators are xm, the community
sports activities is xn, and the intelligent dataset of
the community public sports service level is C. *e
result of the calculation shall be drawn up in ac-
cordance with the following formula:

C � c1, c2, . . . . . . ci , (1)

where ci is shown in the following formula:
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ci � 

n

i,j,k

xi + xj + xk + xl + xm + xn, (2)

where I, j, k, l, m, n belongs to natural numbers.
*e different data for the public service of sport come
from different sectors.

(2) Suppose n is an intelligent collection, i is the
industry of data source, j is the structure type of
data (uncontrollable factor data � 1, oth-
erwise � 0), k is the data acquisition method
(qualitative method acquisition � 1, quantitative
method acquisition � 2, comprehensive acquisi-
tion method � 0), l is the intelligent development
level (Note: 1∼5 levels, the higher the value, the
higher the level), and M is each data collection
organization, then the data acquisition item can be
described as Ni,j,k,l,M,i, j, k, l, M � (1, 2, . . ., n), and
n is a natural number.

(3) Different public sports institutions divide similar
industry sources, structure types, acquisition
methods, and economic development level data into
community public sports data sets.

(4) Data from all data institutions are analyzed centrally
by the Centre for Economic Analysis of Community
Public Sport. Under the constraints of forecast ac-
curacy, prediction time, and safety, the data obtained
are classified according to the relevant weights and
thresholds.

(5) *e collection time of health data and the intelli-
gence level of health data in any given data orga-
nization are the same or similar (Han [7]).

Community
sports activities

Multivariate 
data.

Diversity
database.

Massive data.
Massive
database.

External
database.

A variety of algorithms for
health intelligent prediction.

Sports organization

Community members

Site facilities and funds

admini
strators

Instructor

Figure 1: *e data source of intelligent prediction of public sports in sports.
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socioeconomic development.

Computational Intelligence and Neuroscience 3



RE
TR
AC
TE
D

(6) For the stability of the data organization and analysis,
the Fourier series method shall be adopted to reduce
the interference of data organization, personnel, and

other nonresistance factors as shown in the following
formula:

P(t) � a0 + 

n

i�1

yiziui − yi−1zi−1ui−1(  

2
+

yiziui + yi−1zi−1ui−1( 

2
+ ξ, (3)

where P is the antiinterference ability described by
the intelligent analysis of health data, it is the
measured time of health data, why is the degree of
intelligence, z is the interval of health data collection,
you are the sports health standard, and ξ interference
coefficient.

2.3. Simplified Processing of Health Information Data. *e
data gathered by the various public sports institutions must
first be processed by K-means. *e result is indicated in the
form equation as follows:


n

i�0
Ii � |S|. (4)

Among them, S is the clustering range, the lower the
value, the better the clustering effect. I is the data collected by
the data organization, and I is the number of the data. In
addition, S can be replaced by similarity J so as to improve
the efficiency of the calculation. In order to simplify the
process, the weight can be judged by using the frequency of a
certain date, the data threshold collected by the data in-
stitution can be judged according to the previous historical
data or the data frequency in the community public sports
database, that is shown in the following formula:

wi �
H · Gij

Gi + Gj

, (5)

where Gij is the number of times J data organization
collects I data, Gi is the number of times I data appears in
the community public sports database, Gj is the frequency
j data organization sends data, and WI is the threshold of
my data.

3. Construct a Public Sport Intelligence
Prediction Model Based on a Simulated
Annealing Algorithm

3.1. �e Limitations of the Simulated Annealing Algorithm.
Prior to the analysis of intersectoral data institutions in the
community, public sports, all data institutions should be
classified and judged according to applicable standards. In
this paper, the metropolis acceptance criteria (Harkut et al.
[8]) are adopted. If community-based public sports meet real
needs, relevant data will be collected, otherwise, data or-
ganizing data will not be accepted. Metropolis accepts the
judgment of the criteria and can save the resources of the
community public sports, reduce the amount of data

processing, and improve the speed of intelligent develop-
ment (Luo et al. [9]). Assuming that the state of the com-
munity public sports is the, we conduct metropolis
acceptance criteria analysis to determine whether the state
needs to be changed, that is, from my state to i+ 1 intelli-
gence. *e calculation formula shall be

R(T)
R(T) � 0 ∼ 0.5,

R(T) � 0.5 ∼ 1.
 (6)

*e limitations of formula (2) appear in formula (7)as
follows:

f(i)⟶ f(i),

f(i + 1)⟶ f(i + 1),

exp
f(i) − f(i + 1)

Ti

 ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

where exp() is the expected function of service intelligence,
which is to judge whether to be smart; R(T) is the result
function of intelligence in community public sports. If the
result of R(T) is 0∼0.5, it indicates that the degree of in-
telligence is low and the original state can be maintained. If
the result ranges from 0.5 to 1.

3.2. �e Appropriateness between Collective Sports and the
Recut Algorithm. *e adjustment of communal public
sports and the annealing algorithm is divided into (Luo [10])
local adjustment CP and global adjustment MP, which
reflect the adjustment of the two under different aspects,
which is also the premise of the calculation of the eval-
uation results. *e larger the values of PC and Pm, the
better the data fit. Since metropolis in 2.1 accepts the
limitation of the criterion and requires both data to be
optimized in order to become the calculation data, the
calculation formula is as follows:

Pc

N1,1,0,1, Rc � Rmg,

φc Rc − Rmin( 

Rmg − Rmin 
, Rc <Rmg,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(8)

Pm

N1,1,1,0, Rm � Rmg,

φm Rm − Rmin( 

Rm − Rmin( 
, Rm <Rmg,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ (9)
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where N1,1,0,1 is the initial value of Pc, N1,1,1,0 is the initial
value of Pm, Rmin is the minimum value of the whole data, Rc

is the local minimum value, and Rm is the overall minimum
value. φc is the local fitting coefficient and φm is the overall
fitting coefficient.

3.3. �e Accuracy of the Results for Predicting the Level of
Public Sport Intelligence. *e corresponding datasets should
be constructed before the prediction results are calculated. In

this paper, the appropriate function is used to clarify the
relationship between the simulated annealing algorithm and
community public sports (Martin-Fernandez [11]). Under
the conditions of preset accuracy and threshold constraints,
the moderate function performs multiple iterative analyses,
guides the operator to calculate in the positive direction,
reduces the occurrence rate of local extreme values and “false
eigenvalues” (Petroff [12]), and improves the accuracy of
predictive results, as shown by the following formula:

f(x⟶ y) � min 
n

i,j


n

i�1
max F xi( , F xi+1( ( , 

n

j�1
max yj , yj+1 ⎡⎢⎢⎣ ⎤⎥⎥⎦ + ∲

i
sin ξi( , (10)

where f(x⟶ y) is the relationship function between
simulated annealing algorithm and community public
sports, that is, the appropriate function, which reflects the
matching degree between them. *e maximum value of any
two service data is as follows:



n

i�1
max F xi( , F xi+1( .( (11)

*e maximum value expected from any level of intel-
ligence is as follows:



n

j�1
max yj , yj+1 . (12)

*e level of information provided by public sports in-
stitutions to obtain the maximum orminimum of two points
is as follows:


n

i,j


n

i�1
max F xi( , F xi+1( , 

n

j�1
max yj , yj+1 ⎛⎝ ⎞⎠⎛⎝ ⎞⎠.

(13)

*e minimum of all extreme values is set out as follows:

min 
n

i,j


n

i�1
max F xi( , F xi+1( ( , 

n

j�1
max yj , yj+1 ⎡⎢⎢⎣ ⎤⎥⎥⎦.

(14)

3.4. Steps in Predicting Community Public Sports Based on
a Simulated Annealing Algorithm. Using the above math-
ematical description, the following calculations are
needed:

(1) We set initial C� {c1, c2, . . ., ci} values of community
public sports, thresholds of data fitting (local fitting
Pc, overall fitting Pm) and calculation accuracy,
intelligent prediction results Ni, j, k, l, m values, and
initial metropolis acceptance criteria;

(2) Gradient 200 iterative tests were performed on the
fitted data (Reinaldi [13]);

(3) We verify the calculation results according to me-
tropolis acceptance criteria and constraints, incor-
porate the qualified results into the total scheme, and
calculate the recognition accuracy and calculation
time of the prediction results of the overall scheme
(Ren e al. [14]);

(4) We determine whether all the data we are going
through will stop the calculation, otherwise proceed
to step 3;

(5) Finally, the minimum value should be taken out. *e
overall diagram and output of the computation
process are shown. *e specific process is presented
in Figure 4.

4. Case Analysis of the Public Sports
Information Prediction Model Based on a
Simulated Annealing Algorithm

4.1. �e Case Introduction. We take 4 provincial public
sports establishments, 5 municipal public sports establish-
ments, and 6 county public sports establishments from
January 1, 2020, to December 2021 as examples. Song et al.
[15] analyze the impact of the simulated annealing algorithm
on the current state and trend of development of public
sports services and determine the accuracy of the discrim-
ination and time of the prediction results. *e accuracy and
calculation accuracy of data fitting (partial fitting PC and
overall fitting PM) are set to 0.1 and the number of iterations
is 200. Among them, the data collection is the statistical
yearbook of public sports institutions, the website of public
sports institutions, and a questionnaire survey (reliability
and validity >0.7).*e intelligence level is level 3 and follows
the guidelines for the development status of community
public sports (GB/T 31464) in 2015, *e IP addresses of
public sports institutions are 192.168.1.102∼192.168.1.202.

4.2. �e Fit between Community Public Sports and Simulated
Annealing Algorithm. *rough K-mean clustering and
metropolis acceptance criteria, the data of intelligent and
public sports industries are standardized, and 20 iterative
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analyzes are carried out to obtain the data fitting results, as
shown in Table 1.

It can be seen from Table 1 that both local fitting and
overall fitting are >95%, while the overall fitting is high and
meets the threshold of 10% set by K-mean clustering and
metropolis acceptance criteria. *e results of the specific
couplings are presented in Figure 5.

It can be seen from Figure 6 that there is a strong
correlation between community public sports and social
economy, which shows that community public sports
present a large-scale and high-level development trend and
can promote economic development and make it develop in
a positive direction. At the same time, the rapid development
of the economy also promotes the upgrading and devel-
opment of community sports. For the classical simulated
annealing algorithm, the iterative simulated annealing al-
gorithm has a higher correlation, indicating that the cor-
relation between social public sports and economic
development is stronger, which lays the foundation for
accurate calculation in the later stages.

4.3. Community Public Sports and the Social Economy.
*e results show that although the correlation between
social public sport and social economy fluctuates in a small
range, the overall correlation is high, between–20% and
180%. As a result, there is a strong relationship between
community public sports and the social economy. *e small
fluctuation between community public sports and social
economy is mainly determined by the whole society’s sports
policy and social-economic policy, and has nothing to do
with the simulation results of the annealing algorithm in this
paper. *e specific outcomes are presented in Figure 6.

4.4. �e Accuracy of Prediction Results. *e community
sports organizations are xi, the community members are xj,
the venue facilities and funds are xk, the venue facilities and
funds are xl, the administrators are xm, and the community
sports activities are xn. *e accuracy of the identification of
predictive results in the five indicators directly determines
the effectiveness of the entire model.

*rough MATLAB simulation analysis, it can be seen
that the recognition accuracy of the prediction results in the
abovementioned five indicators is >95%, while the initial
threshold and the requirements in the criteria for the current
service situation of community public sports are 0.1. At the
same time, in the process of 40∼50 iterations, the calculation
accuracy changes greatly, which is mainly caused by the
jumping change in social and economic development and
does not affect the final calculation accuracy. So, the sim-
ulation results are better, and the results are shown in
Table 2.

Initial public health industry

�e fitted data were subjected
to gradient 200 iterations

Metropolis acceptance criteria
and constraints 

Whether the maximum
number of iterations

reached

Intelligent prediction results 

Output calculation results

Local extremum and global
extremum

Adjust accuracy and threshold

YES

NO

Figure 4: Community public sports analysis steps.

Table 1: Degree of adjustment of the various figures.

*e adequacy of predictive data on
the level of public athletic
information

Iteration (times) Fitting
degree (%)

Local fitting 0∼50 97.3
50∼100 98.7

Global fitting 0∼50 97.2
50∼100 99.6

Total fitting degree 0∼100 98.3
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Figure 5: Results of local and global adjustment.
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Figure 6: *e correlation between community public sport and
social economy.
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*e precision of the specific calculation can be derived
from the data in Table 2, and the results are illustrated in
Figures 7–9.

It can be seen from Figure 8 that the service judgment
result of social public sports is better, which is between 75
and 99% as a whole, better than 82∼89% of the classical
simulated annealing algorithm. We can see that the com-
putation result of the iterative simulation annealing algo-
rithm is better.

It can be seen from Figure 9 that the economic devel-
opment trend is relatively stable, but there are significant
changes in 10∼20 iterations and 50∼60 iterations, mainly
due to the changes in economic policies at that time.
However, the accuracy of the overall evolution meets the
demands.

4.5. Judgment Time of Prediction Results. *e characteristic
of intelligence is that the data has a large amount of data
processing and high processing complexity, so the identi-
fication time of prediction results is another verification
index. *e results show that the identification time of
prediction results in community public sports service ca-
pability xi, community public sports service status judgment
xj, and public sports service trend judgment xk is less than 40
seconds. Compared with 0∼10 iterations, the calculation
time of 10∼20 iterations is longer, mainly due to the large

amount of postprocessing data and the relatively complex
calculation process. However, the identification time of the
overall prediction results meets the requirements of the
guidelines for the status of services in community public
sports, and the results are shown in Table 3.

*e overall calculation time of the level of public sports
information can be derived from Table 3, as shown in
Figure 10.

We can see in Figure 10 that the overall mounting time of
the calculation result is better, between 0 and 1 s. *at is, the

Table 2: Accuracy of forecast outcomes.

Judgment index Iteration (times) Fitting degree (%)

*e community sports organizations 0∼50 98.23
50∼100 97.23

*e community members 0∼50 96.62
50∼100 98.82

Venue facilities and funds 0∼50 97.02
50∼100 98.32

Administrators 0∼50 97.12
50∼100 98.24

*e community sports activities 0∼50 97.22
50∼100 97.12

Total fitting degree 0∼100 98.62
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overall mounting time is short. At the same time,
under different iteration and accuracy requirements, the
fitting time has not changed, indicating that the overall
calculation time is relatively stable, which further proves
the effectiveness of this method. Compared to the tra-
ditional simulated annealing algorithm, the computa-
tional time of the iterative simulated annealing algorithm
is shorter.

5. Conclusion

*e social economy is the basis for the development of
community public sports. With the improvement of the
economic level, the development of community public sports
is getting better and better. *e development and improve-
ment of community public sports promotes the development
of the social economy to a large extent and have an insep-
arable relationship. *e rapid development of the intelligence
level of the community public sports makes the intelligence
level higher and higher (Tubishat [16]), and the data volume
and complexity show characteristics (Twahirwa and Wang
[17, 18]), which makes traditional analytical methods unable
to meet the analytical requirements of relevant data institu-
tions.*e studies of Yagmur and Kesen [19] have resulted in a
significant decline in the accuracy of forecast results. A
method of analysis based on a simulation annealing algorithm
is proposed in this document [20]. *rough the standardized
processing of public sports service data, fitting data with an
accuracy of 0.1 is obtained (Svalina et al. [20]). *en, using
iterative calculation, the prediction results and identification
rates of public sports service capability judgment xi, public
sports service status judgment xj, public sports service trend
judgment xk, and other indicators are obtained by Zolfi and
Jouzdani [21, 22]. *e MATLAB simulation results show that
the recognition accuracy of the prediction results in the five
indicators is >95% (Ilin [23]), while the initial threshold and
the requirements in the guidelines for the development status
of community public sports are 0.1. At the same time, the
identification time of the prediction results in the five indi-
cators is less than 7 seconds, and the identification time of the
prediction results in the judgment of public sports service
trend and intelligence level is less than 4 seconds (He and Ye
[24]). So, the overall judgment result is better (Chen et al.
[25]). *e global adjustment time of the calculation result is
better, between 0 and 1 s, i.e., the global adjustment time is
short. At the same time, under different iteration and accuracy
requirements, the fitting time has not changed, indicating that
the overall calculation time is relatively stable, which further
proves the effectiveness of this method. Compared with the
classical simulated annealing algorithm, the calculation time
of the iterative simulated annealing algorithm is shorter.
However, there is still insufficient research on the coupling
between public sports intelligence level indicators and in-
telligent judgment in this paper. In future research, we will
focus on the analysis of the above contents.
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Table 3: Judgment time of forecast results.

Judgment index Iteration
(times)

Fitting
degree (%)

*e community sports
organizations

0∼10 0.61 ± 1.23
10∼20 0.53 ± 0.92

*e community members 0∼10 0.32 ± 2.01
10∼20 0.72 ± 2.32

Venue facilities and funds 0∼10 0.62 ± 1.72
10∼20 0.72 ± 0.93

Administrators 0∼10 0.61 ± 1.91
10∼20 0.73 ± 0.12

*e community sports activities 0∼10 0.64 ± 1.84
10∼20 0.71 ± 0.82

Total fitting time 0∼20 0.72 ± 2.01
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With the development of mobile Internet technology and the continuous popularization of the network, various kinds of network
software come out constantly and people are becoming more and more dependent on them, while role authority management is of
great importance for the security of software, the control of management process, and the usability of users. In terms of system
implementation, virtual machine technology is often faced with problems such as high virtualization overhead, poor scalability, and
long deployment time in spite of its good isolation effect. Container technology represented by Docker can well solve these problems
and make it possible to quickly build, deploy, operate, and maintain as well as expand services. Based on Docker technology, this
research compares and chooses from various authority control models and finally decides to take the role authority management
model as the infrastructure. It designs the role authority control model based on cloud computing and Docker technology in
combination with the Task Controller Function, the Project Controller Function, and the User Controller Function and realizes this
model by adopting the MongoDB database combined with HTML/CSS/Javascript syntax and the Boor Strap framework. After the
test, it is found that the Docker technology based role authority management system has satisfactory test performance consistent with
expected outputs as well as strong robustness, which can meet the requirements of different objects and subjects.

In the era of data nowadays, role authority management is
no longer limited by region or system but is gradually ap-
plied to all kinds of systems and has become one of their
important components. Role authority management is ap-
plied in various systems with the purpose that the module
can control and manage the system authorities [1–5]. System
management authorities, if not rationally and effectively
controlled and managed, will bring about system bugs,
information leakages, and other problems that cause serious
loss of users [6–10]. .erefore, in order to avoid such
problems, it is of great necessity to strengthen the control
and management of system authorities. .is paper studies
the design and realization of the role authority management
system based on the cloud computing platform and obtains
the implementation interface of the role authority man-
agement system based on the cloud computing platform,
which enhance the robustness of role authority management
system design and development and lower risks.

1. Research Status

With the development of mobile Internet technology and the
continuous popularization of the network, various kinds of
Web software come out in the sight of the public one after
another. As the most commonly used function in Web
systems, user role authority management is constantly
studied.

Research on user role authority in software systems
began in 1996 when Professor Ravi Sandhu et al. proposed
the RBAC (Role-Based Access Control) model [11], where
the concept of user role is introduced for the first time. At
present, there are discretionary access control models,
mandatory access control models, and role-based access
control models. As cloud computing technology and dis-
tributed storage technology develop rapidly with the advent
of the big data era, data security has become the focus of
people’s attention, and the access control of cloud systems
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has become an urgent problem to be solved. In order to
improve the security of traditional access control technol-
ogy, constraint research based on role access control has
become a research hotspot nowadays.

In 1997, Professor Ravi Sandhu proposed the ARBAC97
model (distributed RBAC management model) [12]. On the
basis of these two models, the ARBAC99 model and the
ARBAC02 model [13] improved the management function
of RBAC. After the RBAC96 model, another famous RBAC
model is the RBAC2001 model [14] proposed by the
American National Institute of Standards and Technology.
Up to now, RBAC is still a topic concerned and studied by
relevant scholars. According to the relevant research of
Mohsen Saffarian et al., they organically integrated DAC and
RBAC model to construct the OB-RBAC model. .is model
can be more applicable to the settings of organizations with
higher flexibility or those with lack of standardization.
However, when authorities and users increase gradually, this
authorization management method will become highly
complicated [15, 16].

In China, researchers mainly put forward improvements
to the RBAC model in specific practical studies. In order to
strengthen the further management of user roles in the
system, Fan et al. proposed a role management method
based on the RBAC model in 2012 [17]. Zhang et al. pro-
posed a dynamic role access control model based on at-
tribute value variation in 2016 by setting attributes for roles
[18], thus realizing the conversion between dynamic roles
and static roles. On the basis of retaining the easy autho-
rization and hierarchical management of roles of the RBAC
model and in view of the SaaS (Software-as-a-Service) [19]
multitenant mode, Xiong et al. proposed a multitenant,
multidomain, and secure interoperation access control
method based on the role-level tree [20]. In view of the
limitations and complementarity of RBAC and ABAC
(Attribute-Based Access Control) in large-scale environ-
ments, Zhou and Ren proposed an access control model
combining attributes and roles in 2018. On this basis, the
existing models are divided into three types: dynamic role
models, attribute-centered models, and role-centered
models [21].

.rough the analysis of research status, problems such as
low execution efficiency, unbalanced distribution of re-
sources, and complex deployment process are found in the
studies abovementioned. Docker provides great convenience
to developers with not only standard container specification
technology and image specification but also a series of user-
friendly container management platforms. It quickly takes
up a large market share and many systems have been
deployed on Docker. .erefore, this paper employs the
operation layer to realize the interaction of front page data,
makes advantage of the related methods in the Dao layer to
process background data, takes Docker technology as the
basis for designing the technical framework, and combines
the Task Controller Function, the Project Controller
Function, and the User Controller Function to meet the
requirements of different objects and subjects. .e research
idea and themodel and framework designed also become the
innovation point of this paper.

2. Overview of Docker Technology

In cloud computing, PaaS (Platform as a Service) is a
service mode that can provide users with software
platforms and development environments [22–25].
Docker is an open-source project realized on the basis of
Golang and the application of Docker can accelerate the
realization of PaaS mode [26]. In software development,
we usually encounter software reuse failures caused by
development environment difference, while Docker can
effectively solve such problems. Whether during the
development stage or test stage of software, Docker can
create the same environment. In other words, it inter-
venes in the container configuration to guarantee the
consistency of the dependence of all configurations
within the container and to enable that the development,
test, and release of software all occur in the same en-
vironment. Docker has three advantages. First, it can use
the image repository. Second, it can conduct continuous
deployment test. .ird, it possesses high level of resource
utilization. In this paper, the role-based authority
management system is deployed on the Docker platform.
After the server is started and the images are obtained,
the installation of operating systems, repositories, and
application services will be completed, which greatly
shortens the system development process. Just because
Docker does not need to start the slave operating system,
enough disk space is spared, abundant system resources
are saved, and the utilization rate of system resources is
improved. It can also be considered that the virtuali-
zation of virtual machines is manifested in hardware
level and the virtualization of Docker is manifested in
operating system level. .e architecture of Docker is as
shown in Figure 1.

It can be seen in Figure 1 that the Server Docker is the
kernel daemon which can be deployed not only locally but
also in remote servers. .e communication bridge between
Server and Client is Rest APL. As the Client, Client Docker
CL1 can, besides providing corresponding interfaces for
users, manage containers and images. After images are
packaged, users can create containers by virtue of images
and then operate them, during which Server can be invoked
to control disk resources. Compose in Docker is employed to
conduct rapid arrangement of container clusters before the
operation of multiple containers. Practically, it is hard to
provide sound operating conditions for the system by re-
lying on only one single container, and the database and
server need to be started simultaneously to guarantee the
sound system operation. Besides, service and project are two
important concepts in Compose. .e first means that it can
define the services required by the application in terms of the
name, network, configuration environment, dependence
condition, etc. Service is conducted in the granularity of
container and each container carries one service..e second
refers to the whole project that needs to be implemented by
users. .e content (container deployment, container man-
agement, etc.) disclosed in YMAL file can be deemed as a
project and Compose will usually manage the project
without extra interference.
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3. Model Building and Design of Background
Authority Functions

3.1. Basic Model Building. Build the authority management
system model on the basis of the role-based access control
technology. Due to the large scale of the system, we can not
conduct authority setting and role division for every user in
traditional ways. .e concept of user group should be in-
troduced and users with the same authorities and charac-
teristics should be divided into the same user group without
changing the many-to-many relationship in role-based ac-
cess control. One user can be divided into multiple user
groups and one user group relates to multiple users..is can
not only reduce the heavy and complicated workload but
also facilitate subsequent management. Take the task
management system as an example. Users can be divided
into two user groups: first, the project participant user group,
and second, the project administrator user group. Different
user groups have different authorities. For example, roles in
the administrator user group have authorities to modify and
delete the project while roles in the participant user group
only have authorities to preview and edit the tasks but
cannot modify or delete the project. See Figure 2.

3.2. Comparison and Option of Authority Control Models.
In user information management systems, authority control
is one necessary link. .e so-called authority means that
users need to access authorized content in accordance with
the security rules set by the system. Authority control can
effectively identify user identity and avoid illegal invasion;
therefore, authority control has been widely promoted in
numerous user login systems. Current authority control
technologies can fall into two categories: the system level
security management, such as operating system level se-
curity management and database level authority manage-
ment, etc., and the application-level security management
which generally is closely related to specific system

requirements. From the perspective of implementation,
authority control mainly employs three types of models: (1)
the discretionary access control model; (2) the mandatory
access control model; and (3) the role-based access control
model.

3.2.1. Discretionary Access Control. It means that the subject
with control power can authorize the access right of the
object to other subjects [27]. In such access management
model, one user can have different authorities to different
resource objects while different users can have different
authorities to one same resource object; one user can au-
thorize his authority to other users without any limitation. In
the discretionary access control model, users can formulate
corresponding protection strategies for the resource object
to be protected according to system requirements. Discre-
tionary access control has advantages such as flexible au-
thority distribution, simple and easy-to-use models, and
strong expansibility; however, the discretionary pattern of
authorization leads to low security level of the whole system
while the high complexity of discretionary authorization is
also a hard nut to crack.

3.2.2. Mandatory Access Control. Its main function is to
prevent virus attacks and ensure the confidentiality and
security of information [28]. .e access control method is to
mark the security of the elements in the system, that is, to
give each subject (user, process) and object (file, data) a
security level and restrict the access behavior of the subject to
the object by comparing their different security levels. In the
mandatory access control model, access control is executed
mandatorily by the system and users do not have authority
to change their security level. .e most typical mandatory
access control model is the Bell-LaPadula model, the rele-
vant access control rules of which are as shown in Table 1.

It can be seen in Table 1 that there are four security levels
for objects and subjects which are A (top-secret), B (secret),

imagecontainer

manages

Client docker CLI

REST APInetwork

manages manages

Data volumes

Server docker daemon

Figure 1: Architecture of Docker.

Computational Intelligence and Neuroscience 3



RE
TR
AC
TE
D

C (confidential), and D (unclassified) successively from top
to bottom. Read and write operations are represented by I
and Q in Table 1, respectively. .e access control rules are as
follows: (1) when the security level of the subject is higher
than that of the object, the subject can execute the read
operation to the object; (2) when the security level of the
subject is lower than that of the object, the subject can
execute the write operation to the object. Such feature is
usually called “Read Down,Write Up.” Such access rules can
effectively prevent subjects of lower security level from
accessing resources of higher security level, which guaran-
tees information confidentiality.

3.2.3. Role-Based Access Control. Such model successfully
integrates the concept of role into users and authorities
[29–31]. Users can play their required part of roles in a
reasonable scope and all roles have their authorities and then
work accordingly. .e core structure of this model is as
shown in Figure 3.

In this model, users and authorities are not completely
corresponding for one user can play the part of multiple
roles and one role can have multiple users on the contrary.
As well, the relation between roles and authorities is not
single but has many-to-many characteristics. .e relation of
the three is as shown in Figure 4.

Role-based access control has advantages such as in-
creasing the flexibility of the system and facilitating the
distributed management of the administrator. Such model
can effectively solve the problems of system management
complexity and security defects in access control and
meanwhile design authority schemes that satisfy the re-
quirements of roles by virtue of database interfaces. From
this, such model can be regarded as a user + role + authority
model.

In summary, comparing with the discretionary access
control model and the mandatory access control model, the
robe-based authority management model has remarkable
advantages in terms of flexibility, security, and management
modes; therefore, the role authority management model is
selected as the system authority control model in this paper.

3.3. Design of Background Authority Functions. In the
background architecture, the operation layer can facilitate
the interaction of front page data and the related methods in
the Dao layer can help with the processing of background
data. .erefore, three types of background authority control
functions are set here, namely, the Task Controller Function,
the Project Controller Function, and the User Controller
Function, so as to meet the requirements of different objects
and subjects.

4. Design and Realization of Cloud Computing
Based Role Authority Management Systems

4.1. Design of Cloud Computing Based Role Authority
Management Systems

4.1.1. Design of Database. After the authority control
scheme is implemented, the background database side is
needed to conduct tests. For MongoDB database belongs to

User group 1

User group 2

User group n

User

Authority

Resource sharing

Figure 2: Basic model architecture of the authority management system.

Table 1: Decision rules.

Object security level
A B C D

Subject security level

A I/Q I I I
B Q I/Q I I
C Q Q I/Q I
D Q Q Q I/Q

4 Computational Intelligence and Neuroscience
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distributed file storage NoSQL database, interactive orders
can be employed for the goal of operating and accessing the
database; meanwhile the storage structure is flexible and
changeable, and therefore Spring Boot is utilized to facilitate
the design and realization of MongoDB database. Besides, to
guarantee the effectiveness of authority control, the view
mode is utilized to measure the authority of user groups.
Specifically speaking, directly see the authorities possessed
by roles in every user group in the form of views and then
operate in the page accordingly.

4.1.2. Design of Database Background Architecture. .e
database background architecture is mainly composed of the
Dao layer, the entity layer, and the operation layer..e entity
layer here includes three entity classes, namely, the project,
task, and user. .e Dao layer enables operations such as
deleting, adding, modifying, and querying of the database.
.e operation layer contains three related files, namely, the
project, task, and user files. .is layer can realize the front
page data interaction; besides, it can also reasonably invoke
the background data. And corresponding methods can be
quickly found in the project class.

4.1.3. Front Page Design and Parameter Passing.
HTML/CSS/Javascript grammars are utilized to realize the
development of front pages and the Boor Strap framework is
introduced to obtain better front pages. To guarantee the
effective interaction between the front-end and rear-end
pages, Spring Boot is also utilized here. Besides, in returning
JSON objects to the front end, the parameter passing em-
ploys the value of Ajax function in JQuery.

4.2. Realization of Cloud Computing Based Role Authority
Management Systems. For the test system utilizes Docker

during the deployment, the environment and dependence
required by the project should be stored. After the image
construction is completed, the whole set of service can be
obtained by directly operating images. Everyone who wants
to test the project effect can test on his own simply by laying
Docker environment in his host to build images and thus to
reduce the tedious test process for the test personnel.

4.2.1. Configuration Environment. .e hardware environ-
ment package of the cloud computing platform has multiple
physical hosts matched with X86-64 chips. All the physical
hosts carry Docker environments, chose Linux as the bottom
layer operating system, and support 64-bit environment.
Under the Ubuntu system, there are three steps in the
configuration environment flow. First, examine the prepa-
ratory condition “uname-a” of the machine, upgrade the
system kernel when it is found that the system kernel cannot
meet the requirements of the design, and execute relevant
installation operations only after the upgrading is com-
pleted. Meanwhile, to guarantee the normal installation of
Curl order, add APT repository for assistance. Second, add
GPG keys, renew the APT source, and then complete the
installation of Docker software packages. .ird, test the
installation effect of Docker and execute “sudo docker info”
order if the installation is determined to be normal.When no
container or image is found in the order, the Docker en-
vironment is not completely installed, and we need to wait or
reinstall it; otherwise, the installation of Docker environ-
ment is completed.

4.2.2. Deployment File Writing. Docker-compose.yml and
Dockerfile are the two core files necessary for the system
deployment. In docker-compose.yml file, two types of im-
ages need to be written-in. .e first is the images of the

ResourceAuthorityRoleUser

have authority

Figure 3: Model core structure.

Usern

User1 Role1

Role2

Rolen

User2

Authority1

Authority2

Authorityn

Many–to–manyMany–to–many
… … …

Figure 4: Relation diagram of users, roles, and authorities.
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Spring Boot project. Spring Boot is a new framework de-
veloped by the Pivotal team to ease the difficulty of devel-
oping and building new Spring. Spring Boot is configured in
a specific way rather than in traditional ways, avoiding
manual configuration by developers. With this advantage,
Spring Boot has been greatly promoted in the field of ap-
plication development and has become the first choice of
developers for system development. Spring Boot not only
inherits the advantages of the Spring framework, but also
optimizes the configuration, which further eases the diffi-
culty of developing and building Spring applications. In
addition, after the integration of a large number of frame-
works, the problems of dependent package version conflict
and application uncertainty are solved. .e second is the
images of MongoDB, the customization process of which is
as follows: first, customize an nginx image and store the
image in /usr/share/nginx/html/index.html file; second,
input the From order and the RUN order; and third, execute

the building action under the storage directory of Dockerfile.
After the images are successfully built, it is necessary to set
the context path and construct the image instructions, such
as constructing the parameter instructions, defining the
anonymous data volume instructions, constructing the port
declaration instructions, and establishing the working di-
rectory instructions. .e system can only operate normally
after the two types of images are written-in, while in
Dockerfile, the environment and dependence required by
the project should be defined to realize the independent
compilation of Docker.

4.2.3. Project Deployment. Invoke and execute the “docker-
compose up-d” order in the project, and then relevant
images are obtained and the system is operated. .e op-
eration state of the containers can be directly checked
through the “docker logs” order other than conducting

Table 2: System test results.

Item Input/action Expected output Actual test result
Authority
management

Users clicking the “Authority
Management” button

Entering the role authority
management interface

Test result consistent with the
expected output

Finding relevant content in the Find
bar as needed Displaying information found Test result consistent with the

expected output

Clicking the “Modify” button Displaying “Modify Authority” Test result consistent with the
expected output

Role management Users clicking the “Role Management”
button

Entering the role management
interface

Test result consistent with the
expected output

Clicking the “Add” button Displaying the user addition interface Test result consistent with the
expected output

Clicking the “Modify” button Displaying the user role modification
interface

Test result consistent with the
expected output

Node management Clicking the “Query” button Displaying all node definition
information

Test result consistent with the
expected output

Clicking the “Delete” button Displaying corresponding node to
delete interface

Test result consistent with the
expected output

Figure 5: A part of the implementation interface of the cloud computing platform based role authority management system.
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secondary examination of the MongoDB containers because
the information ofMongoDB is integrated into the images of
the Spring Boot project. When MongoDB fails to start, the
start of the project will terminate. .e specific working
process of the project is as follows: first, monitor the user’s
URL request; second, analyze the user request and filter the
URL content; third, complete the selection of back-end
processing functions according to different parameters and
request contents; fourth, call the back-end processing
function and get response; and fifth, transfer the content that
needs to be returned to the user and present it on the front
page.

5. System Test

After the deployment is completed, the system is tested to
verify the sound interaction between the cloud computing
platform and the role authority management system. .e
interaction service is carried out at the entrance of the user
access system, which enables users to visually learn about the
real-time status of the project and the requests of users can
be processed accordingly. Details are as shown in Table 2.

It can be seen that the cloud computing platform based
role authority management system has satisfactory test re-
sults consistent with expected outputs as well as strong
robustness. A part of the implementation interface of the
cloud platform based role authority management system test
is presented as shown in Figure 5.

It can be seen that the cloud computing platform based
role authority management system has complete functions
and can effectively disclose member information. .e cloud
computing platform and role authority management system
have good interaction, which confirms the feasibility of the
design of this paper.

6. Conclusion

.is paper first gives an overview of the research in this field,
analyzes authority control models, Docker, and other related
technologies, determines the role authority control model
based on the basic framework of Docker, and designs the
role authority management system on this basis. Finally, the
cloud computing platform is deployed, its interaction with
the role authority management system is completed, and the
core authority function is realized. .rough the test, the
function of the cloud computing platform based role au-
thority management system is fully verified, and the feasi-
bility of the model design is confirmed. With the continuous
research and development as well as optimization of the
model, the basic framework can completely replace tradi-
tional role authority management modes and then promote
the development of role authority management.

Docker is a lightweight virtual technology with advan-
tages of shorter deployment time and higher resource uti-
lization rate than virtual machines. .e deployment of the
project on Docker enables the system to realize the purpose
of multiple operations at one time, which greatly shortens
development and testing time, improves work efficiency, and
is highly practical. However, this technology also has some

problems such as poor isolation performance and serious
waste of storage resources, which affects the performance of
the design architecture in this paper and indicates the di-
rection for future research.
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+e protection of intangible cultural heritage has gradually attracted people’s attention. In today’s digital information age, the use
of digital technology in the protection of intangible cultural heritage has become the focus of research in the field of intangible
cultural heritage protection. For the protection of intangible cultural heritage to become the key goal of the continuous inheritance
of China’s traditional culture, this paper fully analyzes the problems existing in the inheritance and protection of intangible
cultural heritage, and applies the high-performance computing method to the digital protection and development of intangible
cultural heritage, which provides a strong basis for the protection of intangible cultural heritage. +e accurate identification and
protection of intangible cultural heritage can be achieved by using high-performance computing methods. In addition, the digital
protection and development system of intangible cultural heritage is also designed. Finally, the example results show that the
digital protection and development system of intangible cultural heritage proposed in this paper can effectively protect intangible
cultural heritage and promote the continuous development of domestic local economy. At the same time, it can also strengthen the
public awareness of the protection of intangible cultural heritage and effectively promote the inheritance and development of the
protection of intangible cultural heritage.

1. Introduction

China’s intangible cultural heritage has rich cultural con-
notation and cultural heritage value. In the process of
continuous excavation, it can reproduce historical events
and development tracks. Meanwhile, intangible cultural
heritage also carries Chinese traditional cultural beliefs and
inherits historical culture in a variety of ways, carries the
historical culture with diversity and flexible development as
a long-term development system of Chinese civilization. It
can reflect the value of national tradition, cultural value and
aesthetic value. +e protection and inheritance of intangible
cultural heritage are inherent spiritual needs of human
beings [1–3]. However, the aesthetic status of intangible
cultural heritage deserves further consideration, which is
confirmed in the In terms of the continuous development of
society, the continuous economic growth, the inheritance of
traditional culture and the awareness of cultural values, and
can be carried out in the protection and development of
traditional intangible cultural relics, and the electronic

archives of intangible cultural heritage is established and
other multi-channel protection methods are utilized to
protect and develop the traditional intangible cultural
heritage [4–6]. With the continuous progress of society, in
the process of development and protection of intangible
cultural heritage, digital protection will become the goal of
in-depth research and exploration by Chinese and foreign
scholars. +e digital technology is used to electronically
archive intangible cultural heritage, not only effectively
processing massive data, be conducive to data storage and
query, but also effectively avoid the loss and damage of data
and information caused by natural and man-made disasters
[7, 8]. +e data mining technology can be used to deeply
analyse the stored intangible cultural heritage data, provide
valuable information data for visitors or users, and then
complete the exchange and application of culture around the
world. the high-performance computing and identification
can be performed for the intangible cultural heritage as one
of the most popular types of visual aggregation, which has
become the focus of Chinese scholars’ research [9–11].
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However, how to obtain specific content sources from the
initial intangible cultural heritage data that lacks the defi-
nition of intangible cultural heritage content has become a
huge challenge for current high-performance computing of
intangible cultural heritage, because intangible cultural
heritage signals follows the way of time -sorting, which can
use the high-performance computing in accordance with its
stealth. At present, other classificationmethods are relatively
simple, and the characteristics of intangible cultural heritage
obtained are not accurate.

+is paper proposes the digital protection and devel-
opment of intangible cultural heritage. +is method uses
high-performance computing methods to extract the
characteristics of intangible cultural heritage, calculate the
weight of its protection space, integrate the space with high
similarity in meaning, and build an intangible cultural
heritage protection and development model. Intangible
cultural heritage preserves cultural integrity through digi-
tization, which is different from traditional cultural ex-
pressions and forms, because it is not a physical existence,
but an information exchange across regions and countries. It
covers scientific culture, social environment, civilized sci-
ence and other cultures.

2. Technologies and Methods

2.1. High-Performance Computing Methods. +e high-per-
formance computing system can realize the I/O operation of
the hard disk as little as possible based on the memory
computing technology, and can also perform operation data
analysis in the memory. Hadoop’s MacReduce calculation
engine saves the calculated intermediate value in the
memory. In the next calculation, the original I/O request
must be stored externally. Since high-performance com-
puting directly stores intermediate values in memory and
repeats them, high-performance computing reduces the
time of data transmission as a whole compared with pre-
vious MapReduce, thereby ensuring the work efficiency of
tasks [12, 13].

In view of the accuracy and diversity characteristics of
intangible cultural heritage based on high-performance
computing algorithms, the comprehensive analysis standard
representation of data based on high-performance com-
puting algorithms is defined, including

Eval πp  � λAcu πp  +(1 − λ)Di v πp . (1)

In the formula λ ∈ [0, 1], the correctness and diversity of
data processing are important degrees in the comprehensive
analysis standard.

Formula (1) calculates the probability pro(πp) that each
data basic processing algorithm is selected as the analysis
basic processing based on the diversity Div(πp) of the basic
processing of the high-performance computing algorithm.
+e calculation formula is as follows.

pro πp  �
Div πp 


B
p�1 Div πp 

. (2)

+e purpose of the data processing network module is to
make the color and spatial position of each reconstructed
data to restore the inherent color and texture of the data.+e
loss function Lip of the data processing network module is
defined by the formula. +e above shown are processing loss
for unmasked regions, processing loss for masked regions,
perceptual loss, style loss, antiloss, and total difference loss.

L
inp

total � 2Lvalid + 12Lhole + 0.04Lper + 100 L
1
style + L

2
style 

+ 100La dv + 0.3Lvar.
(3)

+e weight of each loss item is determined by analyzing
the results of 50 independent experiments.

Manhattan distance uses the unmasked region of both
the processed mode and the real mode to process the loss. In
the equation, Idam is the damage mode, M is an irregular
binary mask (the corresponding processing area in the mask
is 0, the others are 1), and Iinp is the processing result mode.
Ireal actually indicates there is no damage mode. +e pro-
cessing loss function for masked regions is similar to the
expression:

Lvalid � M × Iinp − Ida m 
�����

�����1
,

Lhole � (1 − M) × Iinp − Ida m 
�����

�����1
.

(4)

High-performance computing algorithms dynamically
adjust appropriate parameter values based on the identifi-
cation complexity of different regions of the data, so that the
high-performance computing algorithm maintains a con-
stant speed, and the generated metadata is more neatly
unified in subsequent processing. In order to reduce the
impact of the difference in the shape of the super data on the
algorithm, this parameter does not need to be specified.
Compare the Ireal reduction identification points of intan-
gible cultural heritage. h is the junction point of the first data,
which is located in the data corresponding to the intangible
cultural heritage database. 0≤ k≤ h(vx2k+1,i

′ , vy2k+1,i
′ ), the

following mining operations are performed on all identifi-
cation points:

dxk
′ � vx2k1,i
′ vxk,i

dyk
′ � vy2k+1,i
′ − vyk,i

⎧⎨

⎩ ,

vx2k+1,i
′

vy2k+1,i
′

⎡⎣ ⎤⎦ �
vxk,i

vyk,i

  +
cos(−θ) −sin(−θ)

sin(−θ) cos(−θ)
  ×

dxk
′

dyk
′

⎡⎣ ⎤⎦.

(5)

For each piece of data Pi and Pi, calculate the barycentric
coordinates after removing the last point:

vxi
′ �

1
hi
′ − 1



hi
′−1

k�1
vxk
′

vyi
′ �

1
hi
′ − 1



hi
′−1

k�1
vyk
′

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vxi �
1

hi − 1


hi−1

k�1
vxk,

vyi �
1

hi − 1


hi−1

k�1
vyk,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)
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In the formula, h is the length (number of nodes) of the
i-th piece of data after the intangible cultural heritage da-
tabase is divided; the hi

′ data is embedded in the identified
length, and the following two offset values are calculated:

Δxi �
1

2hi − 2


hi−1

k�1
vxk+1 − vxk( pk,

Δyi �
1

2hi − 2


hi−1

k�1
vyk+1 − vyk( pk,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

According to formula (12)∼formula (15), calculate the
identification point of the vertical and horizontal coordi-
nates of each piece of data respectively.
① Δxi ≠ 0, Δyi ≠ 0

qxj � 

i|i/c�j{ }

vxi
′ − vxi

Δxi

� 

i|i/c�j{ }

biα � cbj ∘ α,

qyj � 

i|i/c�j{ }

vyi
′ − vyi

Δyi

� 

i|i/c�j{ }

biα � cbj ∘ α.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

② Δxi � 0, Δyi ≠ 0

qxj � 

i|i/c�j{ }



hi−2

k�1

vxk,i − vxk,i

vxk+1,i − vxk,i pk

� 

i|i/c�j{ }

biα � cbjα,

qyj � 

i|i/c�j{ }

vyi
′ − vyi

Δyi

� 

i|i/c�j{ }

biα � cbjα.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

③ Δxi ≠ 0, Δyi � 0

qxj � 

i|i/c�j{ }

vxi
′ − vxi

Δxi

� 

i|i/c�j{ }

biα � cbjα,

qyj � 

i|i/c�j{ }



hi−2

k�1

vyk,i − vyk,i

vyk+1,i − vyk,i  ∘pk

� 

i|i/c�j{ }

biα � cbjα.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

④ Δxi � 0, Δyi � 0

qxj � 

i|i/c�j{ }



hi−2

k�1

vxk,i − vxk,i

vxk+1,i − vxk,i pk

� 

i|i/c�j{ }

biα � cbjα,

qyj � 

i|i/c�j{ }



hi−2

k�1

vyk,i − vyk,i

vyk+1,i − vyk,i  ∘pk

� 

i|i/c�j{ }

biα � cbjα.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

Calculate the cultural information value for each piece
of data:

mj �

1,
qxj + qyj

2
> 1,

0,
qxj + qyj

2
< 1.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(12)

After extracting the cultural information, check the
authenticity of the identification. +is process uses the
correlation coefficient cor(m, m) to detect the similarity
between the original recognition and the extraction
recognition:

cor(m, m) �


n−1
i�0 mi mi( 

�������


n−1
i�0 m

2
i

 �������


n−1
i�0 m

2
i

 . (13)

In the formula, m is the cultural information extracted
from the identified graphics; cor(m, m) is the correlation
coefficient of the cultural informationm and m. When high-
performance computing optimizes the BP algorithm, the
roulette method is usually chosen. If the fitness of the i-th
individual is fi, the probability Psi of the i-th individual
being left behind is

Psi �
fi


n
j�1 fj

. (14)

In this paper, as shown in (9), an overall crossover
scheme is chosen.

α �

fmax − fi

fmax − favg

, fi ≥favg,

0.35, fi <favg.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(15)

In the formula, α represents the gene-encoded combi-
nation coefficient, fi represents the fitness value of the i-th
individual in the parent population, fmax and favg represent
the maximum and average fitness values of the individuals in
the parent population, respectively.

+e final high-performance computing process is shown
in Figure 1.

Effectively combining the compatibility of high-per-
formance computing with more distributed systems, the
main operating modes of the system can be divided into
single-point mode and dispersion mode. +is mode
mainly uses YARN, Mesos or EC2 for resource allocation
and scheduling. RDD is computed by using high-per-
formance computing, and the memory with prominent
operation characteristics can effectively improve the
calculation efficiency of the model. RDD has the data
characteristics of compatibility and parallelism, and can
interact with the memory and external memory. If the
storage cannot meet the requirements of a single RDD, the
RDD will be transferred to the external memory. +e
digital protection and development algorithm can obtain
better performance in the process of data mining. +is
algorithm can be used for training data to reduce the
accuracy and performance. In order to solve this problem,
the data mining method is used to directly determine the
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first category as the final data. As a result, the tie situation
that cannot be solved by the average value cannot be
fundamentally solved, so the drawbacks of the model can
be effectively avoided. +e classification performance of
each classifier is protected using the Berius equation. +e
formulas that can be used are:

weigth(i) � 1 −
1/con(i)


T
j�1 1/con(j)

−
N − 2

N
. (16)

In formula (1), N represents the total number of clas-
sifiers, con(k) represents the posterior probability of the
classification result of the kth classifier in the Bagging al-
gorithm, and weight(i) represents the weight of the i-th
classifier.

Two properties of the formula:

(1) +e higher the classification accuracy rate, the higher
the weight of the high-performance computing

(2) Conform to the formula 
T
j�1 weight(i) � 1, that is,

all high-performance computing can meet the
normalization conditions

+e Bagging algorithm can be analyzed through out-off-
bag data. +e F1 value of out-off-bag is smaller than the
Bayes formula according to the calculated verification
probability. +erefore, in order to reduce the amount of
calculation and give up the post-probability of the classifi-
cation result, the F1 of Out-of-bag is used to judge the
correctness of the classification. You can obtain formula (12)
by modifying formula (11):

weight(i) �
2
N

−
1/oobF1


T
J�1 1/oobF1(j)

. (17)

In formula (2), N represents the total number of clas-
sifiers, oobF1(k) represents the F1 value of the out-of-bag of
the kth classifier, and weight(i) represents the weight of the
i-th classifier.

From the perspective of industrial connections, the col-
lection of enterprises generally appears as a vertical chain
connection, upstream and downstream enterprises are effec-
tively linked through production links, and the cooperation and
competition relationship is the center between enterprises. +e
SDA method assumes that n sample sets X are processed.

X � x1, x2, · · · , xn . (18)

+e index used is p, and fuzzy clustering is performed
according to the classification:

xk � xk1, xk2, · · · , xkp , xkj � akj, bkj , 1≤ k≤ n, 1≤ j≤p.

(19)

+e relative membership degree of the matrix of the
model is represented by U:

U � uik , (i � 1, 2, · · · , c; k � 1, 2, · · · , n). (20)

uik indicates the membership degree of sample point k to
category i, and satisfies the following conditions.



c

i�1
uik � 1,∀k,

0≤ uik ≤ 1,∀k, i.

⎧⎪⎪⎨

⎪⎪⎩
(21)

+e cluster center of the i-th category can be represented
by gi:

gi � gi1, gi2, · · · , gip , gij − αij, βij , 1≤ i≤ c, 1≤ j≤p.

(22)

Here, the weight of the cluster is expressed by importing
the adaptive parameter λ:

λm
k � λm

k1, λ
m
k2, · · · , λm

kp . (23)

+e expression of comprehensive weight is

W � 
c

i�1


n

i�1
uik( 

2Φ xk, gi(  � 
c

i�1


n

i�1
uik( 

2

· 

p

j�1
λm

k

akj + bkj

2
−
αkj + βkj

2
 

2
⎡⎣ ⎤⎦,

(24)

which satisfies

λm
ij ≥ 0,



p

j�1
λm

ij � 1.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(25)

+e Lagrangian method is used to derive the aggregation
function to obtain

learning sample input

Weight and threshold
initialization

Hidden layer output layer
assignment

The output of each unit of the
output layer

Error solving

Inverse Generalization Error
Calculation

Adjustment of weights and
thresholds between layers

cross

choose

fitness calculation

Figure 1: High-performance computing flow chart.
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αij �


n
i�1 uik( 

2
akj


n
i�1 uik( 

2 , βij �


n
i�1 uik( 

2
bkj


n
i�1 uik( 

2 ,

λm
ij �


p

h�1 k�1 uik( 
2

akh + bkh/2 − αih + βih/2( 
2

 
1/p

k�1 uik( 
2

akj + bkj/2 − αij + βij/2 
2 ,

uik � 
c

h�1


p

j�1 λm
ij akh + bkh/2 − αih + βih/2( 

2
 


p
j�1 λm

hj akh + bkh/2 + αih + βih/2( 
2

 

⎡⎢⎢⎣ ⎤⎥⎥⎦.

(26)

Generally speaking, the effect of enterprise concentration
mainly comes from various factors such as natural resources,
geographical environment and process technology.+e initial
integration mainly reflects the production and operation
cooperation between different enterprises. Geographical lo-
cation integration among enterprises is essentially based on
competitive and cooperative relations, and the clustered
enterprise matching degree is used for integrating internal
resources of the enterprise, reducing trade costs as much as
possible, and maximizing profits at the same time.

High-performance computing can build the most seri-
alized time series models and use them on a large scale in the
process of digital protection and development of intangible
cultural heritage. +e N states existing in the model can be set
to S � S1, S2, · · · , Sn , then the state at time t is represented by
qt. Using A � aij  in the transition matrix between different
states, the following expression can be obtained:

αij(k) � P qt+1 � Sj|qt � Si , 1≤ i, j≤N. (27)

For some samples, any state can reach other states in one
transition; other samples, In other samples, only transitions
between certain states can occur, that is, aij > 0 occurs only
for some i,j.

+e difference between the sample and the random
forest graph chain is that for each state, only one external
value can be used for the observation, and the obtained
observation vector is related to the state of the system, and
this relationship can be discrete or continuous.

But for continuous distribution observation, the prob-
ability distribution of the observation vector corresponding
to its state j:

bj vt(  � P vt|qt � Sj , 1≤ j≤N. (28)

Generally, the probability distribution is taken as the
mixed Gaussian distribution, namely

bj vt(  � 
M

m�1
ωj,mN ot, μj,m,Σj,m . (29)

M represents the number of mixed Gaussian distribu-
tions, and w represents the positive mixture weight, but use
N(ot, μj,m,Σj, m) to represent the n-dimensional Gaussian
distribution.

πi � P q1 � Si , 1≤ i≤N. (30)

+erefore, the samples can be summarized into three
groups λ�(A, B, π). +en the observation sequence gener-
ated by this model can be expressed as O � o1o2 · · · oT, ot

represents the vector that can be observed at time t, and T
represents the total observation length.

2.1.1. Digital Protection and Exploitation. +e time com-
plexity and space complexity of high-performance com-
puting of intangible cultural heritage are mainly affected by
the dimension of the feature vector of intangible cultural
heritage. In order to effectively improve the protection ac-
curacy of the constructed model, the extraction of the model
space can be determined by reducing the dimension of the
intangible cultural heritage. In this paper, the information
gain algorithm is used to calculate the average amount of
information of the constructed model:

G(w) � − 
N

k�1
P c

k
 log2 P c

k
 

+ P(w) 
N

k�1
P c

k
|w log2 P c

k
|w  

+ p(w) 

N

k�1
p c

k
|w log2 p c

k
|w .

(31)

In the formula, represents the complementary set of w. w
corresponds to the number of spaces T: the average number
of heritages in the intangible cultural heritage is trained. In
the preprocessing stage, the preprocessed intangible cultural
heritage is represented by word2 vec as a vector, and the
intangible cultural heritage vectors with high similarity are
combined to record the number of heritages. During the
process of space selection in this paper, the meaning in-
formation of spatial agglomeration vectors is considered.

For built HPC, the space is traversed during state
transitions.+e sequence of the spatial output is expressed as
using k, and k is expressed as the spatial sum that meets the
similarity threshold. +erefore, in obtaining the interme-
diate state si of this model, the corresponding observation
value distribution in the class ck can be expressed as

b
i
ck

wci
  � p k|si � wci

 . (32)

Taking into account that the distribution of bi
ck

and
spatial frequency is constrained, with the increase of spatial
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distance in the whole processing process, the aggregation of
different intangible cultural heritage will also be lower.

b
i
ck

wci
  � IFI DF(i) �

Dck(i) + 1
ckDck(i) +|C|

×
Nck(i) + 1

ckNck(i) +|C|
.

(33)

In the formula, Dk
c (i) represents the intangible cultural

heritage business items containing wci
in ck; Nk

c (i) repre-
sents the number of occurrences of space wci

in the ck

category, then the number of occurrences in the same
category will have +e role of regularization.

For the state transition matrix, due to the high-perfor-
mance computing of ck, it can be summarized as the in-
tangible cultural heritage in this category, then it will be
transferred from the first state to the second stage state until
the end of the state. +e matrix of state transition Ak

c can be
expressed as

aij �
1, j � i + 1,

0, j≠ i + 1.
 (34)

Specify the probability π � 1, 0, · · ·{ } of the initial state s0.
High performance computing for the category ck can be
expressed as

λk � Π, Ack
, Bck

 . (35)

2.1.2. Digital Protection and Development of Intangible
Cultural Heritage. Because of the randomness of the col-
lected data and the splitting of the node characteristics, it can
ensure that there is no connection between the obtained
deterministic numbers, and meanwhile, it can be used for
the visual aggregation method of scientific computing, so
that it has the characteristics of initial parallelism. Digital
protection and development algorithms can effectively
provide feedback on decision parallelization, node paralle-
lization and feature selection.

+e scientific computing visualization aggregation
method is used to parallelize the collected data, which can
realize the method of dispersing multiple computer nodes
for the sample data during the operation. Compared with the
traditional single machine identification method, it can
effectively save I/O operations, and can reduce the use of
more network bandwidth. According to the data obtained by
parallel computing, the idea of parallelization of scientific
computing visualization aggregation method is used in this
paper, and combining the framework characteristics of high-
performance computing, a parallel implementation strategy
for scientific computing visualization aggregation is
designed.

(1) Sample Sampling Statistics of Feature Cut Points.
According to the optimal feature of the decision tree that
needs to be determined, the cut point is selected for the
selected feature, and the distribution feature of the data is
used to sample and analyse different data features, and fi-
nally summarize to the master node of the data. +is op-
eration is mainly to perform the whole process of

computation based on different node pairs, but only a
smaller bandwidth is used in the final stage of integration.
+erefore, for the value of the entire eigenvalue of the data,
during the process of sorting the data, the use of larger
bandwidth and I/O operations should be avoided as much as
possible.. +e method of data collection will have a direct
impact on the accuracy of the data.

(2) Layer-By-Layer Training of Data Samples. +e deep
optimization of high-performance computing in a single-
sample mode is transformed into a priority strategy as the
essence of each layer of training. In a distributed environ-
ment, in order to realize the training of each layer, the
number of different loops that need to be constructed is the
same as the maximum layer of the tree. In addition, during
the loop stage, it is necessary to perform parameter statistics
and judge on the split points of nonleaf nodes, according to
the characteristics.

It is necessary to initialize the RFM parameters, and then
use the Baum-Welch algorithm to perform operations.
According to the use of the scientific computing visuali-
zation aggregation algorithm, the results obtained have a
great relationship with the initial parameters. +e trans-
formation matrix needs to be initialized to determine
whether the transition matrix is 0 or that after the iterative
operation is 0. Define the observation sequence as

P(O|λ)≥P(O|λ). (36)

+e way to compute P(O|λ) is a forward-backward al-
gorithm. For the sample parameter λ and state i, define the
forward probability αt(i):

αt(i) � P o1o2 · · · oT, qt � i|λ( . (37)

+at is, αt(i) is the probability that the parameter A
produces the sequence (o1o2 · · · ot) and the state at time t is
ot.

P(O|λ) can be calculated by the following forward
algorithm.

(1) Initialization

α1(j)�jbj o1( , 1≤ j≤N. (38)

(2) Recursion

αt(i) � bi ot(  

N

j�1
αt−1(j)αji

⎡⎢⎢⎣ ⎤⎥⎥⎦, 2≤ t≤T, 1≤ i≤N. (39)

(3) Termination

P(O|λ) � 
N

j�1
αT(j). (40)

Define both βt(i) and ξt(i, j)

βt(i) � P ot+1ot+2 · · · oT|qt � i, λ( ,

ξt(i, j) � P(qt � i, qt + 1 � j|O, λ).
(41)

From the forward-backward calculation method, ξt(i, j)

can also be expressed as [11, 12]:
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P qt � i, qt+1 � j|O, λ( 

P(O|λ)
�
αt(i)αijbj ot + 1( βt+1(j)

P(O|λ)

�
αt(i)αijbj ot+1( βt+1(j)


N
i�1 

N
j�1 αt(i)αijbj ot+1( βt+1(j)

.

(42)

+e probability ct(i, m) that the system is in the m-th
mixed component of state i at time t is:

ct(i, m) �
αt(i)βt(i)


N
i�1 αt(i)βt(i)

 
μj,mN ot, μj,m,Σj, m 


M
m�1 ωj,mN ot, μj,m,Σj, m 

⎡⎢⎣ ⎤⎥⎦.

(43)

First, the labeled training set is used to train samples of
various classes, respectively. Let the class that requires high-
performance computing be k � 1, 2, · · · , K{ }}, and each class
corresponds to the model parameters λk. +e maximum
likelihood criterion is used to maximize the posterior
probability, while considering the Bayes formula, then

k � arg max
1≤k≤K

P λk|O(  � arg max
1≤k≤K

P O|λk( P λk( 

P(O)
. (44)

Assuming that the prior probability P(λk) of each type is
the same, because P(O) and k are not related, the decision is
omitted as follows.

k � arg max
1≤k≤K

P O|λk( . (45)

Because P(O|λk) is very small, floating-point underflow
will occur during computer operations, so logarithmic
values are usually taken from it. For multiple observation
sequences, only each formula needs to be weighted [14].

In the current intangible cultural heritage space iden-
tification industry, in order to meet the different needs of
enterprises, i the individual needs of enterprises need to be
responded to in a timely manner, and the intangible cultural
heritage is mainly divided into two parts: development and
design. On the basis of fully analyzing the changes in market
demand, personalized services can be provided to enter-
prises in terms of the development process and design cycle
of emerging intangible cultural heritage; meanwhile, per-
sonalized design of intangible cultural heritage can be
carried out according to the actual needs of enterprises. +e
goals of these two links are not the same as the main tasks,
but there is an internal connection. In the process of in-
tangible cultural heritage space identification, modular and
standardized design is carried out as the basis for the

intangible cultural heritage space identification process.
Regarding the nonsegmented pieces of clothing in the
process of intangible cultural heritage space identification, it
should be transformed into a provincial virtual reality
model, and it should include knowledge to support the
development of new intangible cultural heritage and
knowledge of corporate design according to corporate needs.

High-performance computing, which is based on virtual
reality, “enhances” the real world by superimposing com-
puter-generated virtual objects, scenes or system cues on the
actual scene. High-performance computing can not only
introduce virtual objects into the actual environment, but
also dynamically show the position and posture of virtual
objects to maintain the consistency of virtual objects and
actual scenes, therefore the habit of observing high-per-
formance computing environments with more personal eyes
can be cultivated.+is way of interaction looksmore natural.
On the other hand, since HPC keeps the actual scene, the
output is more realistic [15–17].

If the high-performance computing is used, the cameras
can be used to capture real-world situations to obtain video
streams. +e tracking method is used to process each frame
in the video stream, the actual coordinates and state of the
camera are calculated using geometric calculation methods,
and the coordinates and states of the virtual objects regis-
tered in the actual background are used to form a virtual
scene. +e technology of video combination is used, to
combine the virtual scene and the real background video
stream are combined, and the combined result is transmitted
to the display in time.

3. Experimental Results and Analysis

Each parallel frame in this experiment is constructed in the
environment of high-performance computing cluster, the
storage in the experiment is carried out by Hadoop, and the
calculation of the data in the experiment is presided over by
the high-performance computing program. +e various
development programs and their version numbers used in
this experiment are shown in Table 1.

In order to verify the institutional hypothesis in the
previous sentence, the verification model is set as follows.

ITUsijkt � α + β1fincolijkt + β2Xijkt + ϑi + τj + φt + εijkt.

(46)

In the formula, k, i, j, and t, respectively represent the
enterprise, industry, region and year; ITUsijkt represents the
transformation result of manufacturing enterprises;

Table 1: Experimental environment parameters.

Development program Version
Operating system Centos7.3
JDK 1.8.0–144
Internet 2GB
Hadoop 2.7.0
High-performance computing 2.12.4
Master node 4 cores, hard disk 256G, 8G memory, one node
Worker node 1 core, 250G hard disk, 2G memory, five nodes
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fincolijkt represents the spatial synergistic distribution be-
tween intangible cultural heritage and manufacturing; Xijkt

represents the control variable; α represents the constant
term; εijkt is the random disturbance term. In addition,

industry fixed effects ϑi, region fixed effects τj and time fixed
effects φt are added to the model.

+e above combines the mathematical relationships
between all attributes to validate the resulting attributes

Table 2: Confusion matrix.

Positive Negative
True True positive (TP) True negative
False False positive (FP) False negative

Table 3: Experimental results.

Experiment
High-performance computing Traditional algorithm

Correct rate (%)
Identify correctly Identify errors Identify correctly Identify errors

1 19 0 0 2 90.02
2 1 0 13 1 92.87
3 8 0 8 1 93.74

Figure 2: System interface display.

Figure 3: Text + audio and video augmented reality renderings.
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obtained from the results of the classification model and
evaluate the model performance against the metrics of the
confusion matrix. Table 2 is the confusion matrix.

+e experimental results are shown in Table 3. +e
experimental results show that the comparison of the ac-
curacy of the protection of intangible cultural heritage is
achieved by using the two algorithms to compare the ex-
periments. Experiments also fully demonstrate the reliability
of this method.

Figure 2 is an interface diagram of the ARmodule and the
VR module. +e module is introduced, and the interactive
functions of video, voice, and intangible cultural heritage
introduction are added. +e origin of traditional cultural
works, the production technology and development are de-
scribed. Figure 3 is the effect of voice and text explanation.+e
VR module provides a detailed display function of VR 3D
models. Users can enter the display page of VR 3D models of
traditional cultural works by clicking the photos of traditional
cultural works Save the model screen of interest. +e AR
module strengthens the relevant information of traditional
cultural works through user scanning, and meanwhile paints
for design on the traditional cultural works card, which
enhances the interest and interaction of AR experience.+is is
to strengthen the display effect of the mobile terminal before
and after the card is painted. In the feedback module, users
can give feedback on the usage of the APP. Further enrich the
functions of the APP to meet the needs of users.

In addition, the postcard design method using AR still
contains traditional culture. In order to further protect the
inheritance of intangible culture, the AR Postcard designed
with traditional design methods according to Figure 4 can
understand the traditional culture from the designed
postcard. As an effective carrier of culture, the postcard can
further improve the inheritance of intangible cultural in-
heritance, Users can use the mobile terminal to query and
design ar postcards containing traditional cultural works. Ar
postcards enhance the display of reality. Traditional hand-
icrafts combine modern digital and interactive media
technology to attract the younger generation to understand
the production process and aesthetic characteristics of
traditional handicrafts.

It is held to further publicize and popularize the pro-
tection of intangible cultural heritage. Traditional cultural
works enter campus activities. +rough activities in kin-
dergartens, primary schools and other places around the
city, the origin and manufacturing technology of traditional

cultural works are displayed in 3D models of traditional
cultural works. +e mobile augmented reality APP test
designed in this paper stimulates enthusiasm for learning
from students and teachers to understand the intangible
cultural heritage.. Compared with the traditional intangible
cultural protection method, this system improves the user’s
sense of experience and mutuality (Figure 5).

4. Conclusion

In the process of the development of modern society,
human’s sense of inferiority towards traditional culture is
not only the preservation, recording and display of cultural

Figure 4: Augmented reality renderings of cards before and after coloring.

Figure 5: AR postcard display of traditional cultural works.
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)e networking scale and traffic have exploded. At the same time, the rapid development of virtualization and cloud computing
technologies not only poses a considerable challenge to the endurance of the network, but also causes more and more problems to
the traditional network architecture with IP as the core. Cloud computing is a supercomputing model based on the Internet. With
the rapid growth of network access and data traffic, the processing power and computing intensity will also increase, and a single
server cannot afford the increase in business. In order to reduce network pressure and improve computing efficiency, load
balancing for network computing is particularly important. )is paper uses ant colony algorithm to design cloud computing load
balance. )e ant colony algorithm runs in the controller. According to the real-time network load situation provided by the
controller, it calculates the link with the smallest load and provides a dynamic data stream forwarding strategy. )e result of the
experiments shows that the load-balanced ACO optimized technique can significantly provide an improved computational
response. In the ACO algorithm, the average response time is about 30% lower than that in other algorithms. )is shows that the
use of the ant colony algorithm achieves a good optimization effect.

1. Introduction

Cloud computing is a relatively new technology based on
software services such as electricity and computing. It does
its job by providing service and feedback. Service provision
and use conditions are important features that distinguish
it from the previous complex. Low database efficiency will
affect system performance, reduce system response time,
and even more seriously cause node downtime. For the
scheduling of cloud resources, the diversity of cloud
components and the diversity of user needs make some
nodes overloaded, affecting the use of the entire system and
resources. Cloud computing can realize the sharing of
resources, can process massive amounts of data, and can
provide an unlimited amount of storage space. )erefore,
cloud computing is applied to military, school, medicine,
scientific research, and other fields. However, when cloud
computing faces such a large number of users, it has to deal
with a lot of data and tasks. When a large number of re-
quests are processed at the same time, this will affect the

performance of the entire system. )erefore, how to
achieve source access load balancing has become one of the
most important issues in the implementation of cloud
computing.

Cloud computing is already a significant area of research
as a computer scientist. Load balancing technology is
considered to be one of the most vital research directions in
cloud computing and is a popular research direction that is
constantly evolving. In cloud computing, the evolution must
rely on the development of load balancing technology. So
far, there is no ideal research result for downloading load
balancing technology used in cloud environment, so it can
be studied from different aspects. Due to its positive feed-
back mechanism and robustness, ant colony algorithm has
been extensively studied and improved since it was pro-
posed, especially for combinatorial optimization problems
in application. Ant colony algorithm shows great advan-
tages, so this article will use ant colony algorithm as the basis
to apply it to the resource allocation problem in cloud
computing.
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A large amount of research has been done by domestic
and international experts on the application of ant colony
algorithms. Zhao et al. proposed a fault classification
technique for neutral and invalid grounding systems based
on binary ant colony algorithm (BACA) with fuzzy neural
network (FNN). Test samples and field experimental find-
ings indicate the high accuracy and good adaptability of the
proposed fault classification method [1]. Vu et al. proposed
the development of a quantum ant colony algorithm
(QACA) to improve silent human transmission from dan-
gerous areas to safe areas. Compared to the ACO (ant colony
optimization) method, QACA has the ability to find better
solutions faster using fewer individuals due to quantum
representation and pheromone information and has a
stronger potential. Experimental results show that the
proposed method has more effective performance [2]. Pham
et al. proposed a new algorithm that combines scene filtering
procedures, precise algorithms, and parallel ant colony al-
gorithms. Experiments show that building multiple initial
solutions with reduced scene sets for the ant colony algo-
rithm can significantly reduce the total time required to find
the best solution.)e proposed algorithm can be used for the
automated construction of reliable control systems [3]. Jiang
et al. used the ACO algorithm, which uses anaerobic di-
gestion (AnD) for combination to increase biogas produc-
tion to increase the release of organic waste from various
waste sources in real time. An enrichment plant has been
developed based on a virtual case study of organic waste
affecting urban wastewater treatment plants and agri-food
operations. Studies have shown the importance of the ACO
method in supporting decision-making processes that help
improve organic waste management and SWS control [4].
As for load balancing methods, there are fewer related
studies. Hajiesmaili et al. proposed a traffic load balancing
framework that seeks to strike a balance between network
applications (such as total delivery delays) and green energy
consumption. )e statistical results show that the proposed
traffic load balancing process can achieve adjustable com-
pensations between the use of grid power and the total traffic
delivery delay and saves a lot of network-connected energy
at a certain cost [5]. Sarma et al. reviewed the program
documentation proposed by current load balancing tech-
nologies. In addition, the advantages and disadvantages
associated with many load balancing algorithms are also
discussed, and the main challenges of these algorithms are
identified, so that more efficient load balancing systems can
be developed over time [6]. Akbari et al. proposed another
algorithm with less complexity for the load balancing
problem. )e algorithm provides worst-case performance
guarantees and describes a simple way to approximate user
associations for a given input by a bias factor. Next, there is a
small-scale algorithm for the overall optimization problem,
with an algorithm based on the following approximate
method, which has been used for nonextension optimization
problems [7]. Zhao J proposed a new heuristic method for
the physical host selection problem of the deployment re-
quest task, which is called Bayesian and clustering-based
load balancing. As demonstrated by the results of the
simulation, the proposed approach significantly reduces the

failures of the mission deployment incidents, improves the
amount of throughput, and optimizes the outside-in service
performance of the hybrid service in the cloud data center
compared to existing work [8]. )ese studies provide a great
reference for this article, but there are few studies on the
application of ant colony optimization algorithms to cloud
computing loads.

)e article introduces the basic knowledge of cloud
computing and the problem of resource allocation in the
cloud computing environment. )e objective function is
proposed, and the improved genetic ant colony algorithm
proposed is applied to the resource allocation problem. )e
operation steps and process of the algorithm are listed in
detail. We integrate file size, file access speed, CPU per-
formance, memory size, bandwidth, and other factors and
perform data migration based on comprehensive load. )e
article takes the functional characteristics of the cloud
computing platform as the background and, on the basis of
the preliminary development of the current cloud com-
puting platform resource management technology, further
researches the elastic load balancing technology under the
cloud computing platform.

2. Cloud Computing Load Balancing Method

2.1. Cloud Computing. Cloud computing is a super-
computing model based on the Internet. It realizes the
sharing of resources, and the resources and software in the
cluster are allocated to users on demand. )e goal of cloud
computing is based on network technology to bring together
traditional scattered computers to form a cluster. )is
combined cluster strengthens the processing capacity of the
entire system.

)e basic idea of cloud computing is that, in a distributed
computing environment, each user can freely find the ser-
vices he/she needs in this system quickly [9]. How to im-
prove the average service response rate of the system has
become a crucial issue in cloud computing [10]. )e results
of the cloud computing system are shown in Figure 1.

Cloud computing can be roughly divided into three
categories, called the SPI model: software as a function,
platform as a function, and infrastructure as a function. )e
infrastructure as a service provides the basis for platform
services [11].)e platform as a service uses the infrastructure
as a service to provide software as a service [12]. )e
platform as a service is similar to the web hosting service in
the web hosting market. )e corresponding relationship is
shown in Figure 2.

Cloud computing has the following three characteristics:

(1) Cloud computing is based on virtualization tech-
nology to realize rapid deployment of resources and
access to services.

(2) Cloud computing is provided to users in the form of
services that are oriented to massive amounts of
information and provided through the Internet.

(3) )e resources of cloud computing can be dynami-
cally expanded and configured according to the
needs of users and paid according to the actual use of

2 Computational Intelligence and Neuroscience
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users. Users do not need to manage them themselves,
which can reduce the burden of users’ processing
and dependence on IT expertise.

Cloud storage uses grid technology, aggregation tech-
nology, or file sharing technology to fully organize and
coordinate multiple clouds of different storage devices on
each device in the cloud-covered data center [13]. Cloud
storage is a cloud computing storage system. User data is
stored in the cloud. For users, local storage systems and
storage devices are not required [14]. More specifically,
cloud storage is a service in which data is provided by a
collection of multiple storage devices and servers, and users
purchase services on demand.

Cloud storage deals with massive amounts of data, and it
is necessary to complete the storage and management of
massive amounts of data. )e storage layer is composed of
storage devices and storage device management systems.)e
storage application management system mainly completes
the maintenance and upgrading of storage facilities and the
monitoring of storage equipment. )e structure of the cloud
storage system is shown in Figure 3.

Cloud data centers usually include thousands of servers;
these server nodes are heterogeneous and unevenly dis-
tributed. )e storage and scheduling of resources are co-
ordinated bymany servers, and the user’s access to the server
is random, diversified, and complicated. )e existence of

these factors can easily cause some server nodes to be idle.
While other server nodes are in a state of overload satu-
ration; that is, the load of server nodes is not balanced. )e
load of server nodes includes not only the load of data
storage, but also the load of resource scheduling. Obviously,
the existence of this imbalance will cause a waste of cloud
resources, increase the burden on the network, and affect the
use of users. )erefore, it is essential that the issue of load
balance in relation to cloud computing is addressed. A
suitable load balancing strategy allows for optimal config-
uration of services and increased working power.

2.2. LoadBalancingAlgorithm. Load balancing is realized by
monitoring the usage of resources on each physical node and
then analyzing the collected resources; by analyzing the
algorithm of load balancing, the load on the node is dy-
namically migrated to the node with a small load; and finally
the purpose of load balancing is achieved. Any computer or
server source can be optimized, the response time can be as
short as possible, and the processor performance can be as
high as possible. Under normal circumstances, the user
partition is finally obtained by analyzing the source of each
controller (such as CPU usage, memory space, and band-
width). Normally, the architecture of load balancing is
shown in Figure 4.

A load balancing system is mainly composed of three
parts: the cloud platform of the IaaS layer realizes the col-
lection of resources, the realization of the load balancing
strategy in the PaaS layer, and the web customer service
terminal of the SaaS layer makes requests. At the IaaS layer,
the underlying virtualization is mainly realized through the
OpenStack cloud platform, and the monitoring function is
mainly used to monitor and collect the resources of each
node through Ganglia.

)e PaaS layer is the core module to achieve load bal-
ancing, which is achieved through load balancing based on
the dynamic load balancing algorithm mentioned in Section
3. In this layer, the dynamic scheduling of virtual machines
on the nodes is realized through WSO2 software. )e PaaS
layer is mainly used to implement load balancing strategies
and scheduling. )e core processing module is the strategy
controller and the queue manager. )e strategy selection is
mainly to analyze the load data collected by the server. By
analyzing which physical machines and virtual machine
resources are overloaded, underloaded, etc. and saving the
data in the database, the corresponding data needs to be
fetched from this database during scheduling. However, the
queue manager mainly queues data.

Common load balancing algorithms include round-
robin balancing algorithms, weighted round-robin sym-
metry, temporary balancing algorithms, and mechanical
balancing algorithms.

)e rotation balance algorithm used is to determine the
rotation frequency before sending the request and then
divide the request, rotation, etc. on the respective servers
according to this process.

At the weighted round-robin balancing algorithm, the
performance of each server is not considered in the round-
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Figure 1: Cloud computing system.
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robin balancing algorithm.)e performance of each server is
inconsistent, and greater configuration and processing ca-
pacity mean greater weight; then, the load allocated to the
server will be more, and the higher the load, the more ef-
ficient the operation.

)e concept of load balancing is first introduced at
each server node in the static payload trading algorithm,
and then the corresponding function is allocated to each
server, rather than the estimated resource power alloca-
tion. In the process of adjusting the concept and load
balancing, the load status of each server is taken, but a
value is assigned to the load, and this value will not change
with the change of the load.

Consequently, the dynamic burden balancing method is
a very good solution. )e animated workload trading al-
gorithm overcomes the weaknesses of static payload trading.
)e algorithm balances by monitoring the source status of
each server and analyzing the load capacity adjustment of
each node.

)rough the above analysis and comparison of several
load balancing algorithms, this article chooses a dynamic load
balancing algorithm to achieve resource load balancing. )e
collection of PM (physical machine) and VM (virtual ma-
chine) data of each node in the cluster is the basis of load
balancing, because algorithm balancing can be completed
through the loading function of each node, and finally load
balancing is determined. Because load balancing is imple-
mented dynamically, real-time collection is required when
collecting node resource information.)rough analysis of the
collected data, the causes of uneven load of virtual machine
resources can be efficiently analyzed and processed. While
collecting nodes, it is necessary to monitor the resource status
of each node in real time, and the related scheduling work can
be realized at the end through monitoring.

3. Ant Colony Algorithm

For the network, load balancing technology is the basis for
the stable operation of the network and the saving of op-
erating resources.)e article will use ant colony algorithm to
achieve load balancing of network links. At the same time,
through the experimental analysis and selection of some
parameters in the ant colony algorithm, we finally obtain a
better load balancing effect.

)e principle of the ant colony algorithm is that when
insects carry food, they will leave a recognizable pher-
omone on the street, and other ant colonies can recognize
this pheromone and know the concentration of the
pheromone. )en, a pathway with a high pheromone
concentration will be more likely to be selected, other ant
colonies will pay attention to this pathway accordingly,
and the pheromone concentration will increase accord-
ingly, thus forming a positive feedback system. )erefore,
the pheromone on the street will also change over time,
and the pheromone concentration will decrease
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Figure 3: Cloud storage system structure.
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accordingly, which will affect the choices of other insects.
)en, in the area where the insects search for food and
bring the food back to the nest, because a large number of
ants continue to carry the food, it is likely that the
shortest route from the nest to the foraging location will
appear, and the food will eventually be collected suc-
cessfully [15].

)e specific expression of the ACO algorithm is shown
in the following equation:

P
K
ij(t) �

ταij(t)∗ κβij(t)

s ∈ allowedk ταis(t)∗ κβis(t), s ∈ allowedk.

0, s ∈ allowedk

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

Among them, κβij is the heuristic factor of the distance
perceived by the ants between i and j, and the size is related
to the distance between the two cities.

κij(t)�
1
dij

. (2)

It can be seen from this formula that if the distance
between (i, j) is smaller and the heuristic factor is greater,
then the transition probability is greater. )e calculation
formula of dij is as follows:

dij� xi − xj 
2

+ yi − yj 
2
. (3)

At all times in the ACO algorithm, there are pheromone
updates on the path. With the following equation, the
pheromones are updated:

τij(t + 1) � (1 − c)∗ τij(t) + c∗Δτij(t, t + 1). (4)

c represents the pheromone volatilization coefficient
between (0–1). )e specific formula of is as follows:

Δτij(t, t + 1) � 
m

k�1
Δτij(t, t + 1). (5)

Accordingly, in order to prevent the ants from traversing
town i again after traversing town i, a contraposition table
would be added to the ant colony algorithm to record the
towns that have been traversed by the ant in a time period.
After the round of traversal is complete, it will be cleared and
a new round of traversal will be performed. )e calculation
model formula is as follows:

Δτij(t, t + T) �

K,

Ln,

0,

k ∈ (i, j),

other.

⎧⎪⎪⎨

⎪⎪⎩
(6)

In the initial stage of path search, ants can choose more
paths to ensure the diversity of solutions and expand the
search space of solutions. Here, the k-th ant can transition
from state i to state j with the following probability:

j �
arg max τ(c)

ρ
 ,

J.
 (7)

)e article studies the mathematical principles, theories,
and related applications of the ant colony algorithm. In
particular, it proposes an improved ant colony algorithm for
the shortcomings of the algorithm that is prone to stag-
nation, and finally verifies its effectiveness with specific
TSPs.

)rough simulation experiments, the influence of pa-
rameter range on the optimal solution is studied. )e main
parameters are as follows: α is the relative importance of
pheromone (pheromone heuristic factor); β is the relative
importance of heuristic factor (expected heuristic factor); ρ
is the pheromone volatilization coefficient ((1− ρ) represents
the persistence coefficient of pheromone); m is the number
of ant colonies.

In the cloud computing environment, the problem of
resource allocation is still a combination optimization
problem. In the cloud computing environment, there are
many factors affecting resource allocation, which corre-
spond to the length of the intercity path in the traveling
salesman problem. From the above application experiment
of genetic ant colony algorithm (GACA) which improves ant
colony algorithm through genetic algorithm, it is known that
the fusion of intelligent algorithms is a more efficient and
correct way to solve the problem. However, the merged
algorithm can still have premature convergence in the later
stage. )erefore, we need to maintain the diversity of the
population in the iterative process and expand the search
solution space to a certain extent, so as to prevent the oc-
currence of premature convergence to a certain extent. )e
definition of matching factor is introduced to express the
matching degree of each task and each resource node.

Matchij �
1

���������������


4
n�1 Txi − Vyj 

2
 . (8)

Supposing X is a mapping sequence of tasks and re-
sources, the degree of load balance is defined as follows:

Load(X) �

��������������



n

i�1
1 − C1

Yi

Lvi

 

2



. (9)

Among them, Yi indicates how many tasks are allocated
to resource node i.

Approximate nondeterministic tree search (ANTS) is an
ACO algorithm that uses mathematical programming ideas.
)e ANTS algorithm uses a new action selection rule and
pheromone update rule, as shown in the following formula:

p
k
ij �

cτij +(1 − c)ηij

i∈Nk
i
cτij +(1 + c)ηij

,

τij←τij + 
k�1
Δτk

ij,

Δτk
ij �

θ 1 −
C

k
− LB

Lavg − LB
 

0

.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(10)
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Among them, θ is a parameter, and LB is an optimal
solution calculated at the beginning of the algorithm.

For any given data, there is a uniquely determined
membership function value μA(x) ∈ [0, 1] corresponding to
it, which can be expressed as follows:

μA(x): X⟶ [0, 1]. (11)

Usually, the expression is as follows:

A �
μA

x1( 

x1
+
μA

x2( 

x2
+ · · · +

μA
xn( 

xn

. (12)

)is kind of representation can be represented by se-
quential even representation:
A � x1, μA

x1(  , x2, μA
x2(  , . . . , xn, μA

xn(   , (13)

or using vector notation:
A � μA

x1( , μA
, . . . μA

xn(  . (14)

In the cloud computing system t, there are N tasks that
need to be allocated to M nodes for processing, and the
current load status of each server is different. )e load
balancing strategy is to find the most reasonable task
allocation plan, so that the average processing time of
tasks is the shortest, and the service quality of the cloud
computing system is improved. )e load deviation rate is
used to measure the system load distribution after
assigning tasks, and the load deviation rate is calculated as
follows:

E(x1, x2, . . . , xn) �
1
n

����



M

i�1
e
2
i




. (15)

Among them, M represents the predicted value of the
resource load required on the i-th server under this task
allocation plan, and the calculation formula is as follows:

ei � fi xi, Li(  − F x1, x2, . . . , xn( . (16)

Among them, fi(xi, Li) represents the predicted value
of resource load required on the i-th server under this
task allocation plan, and the calculation formula is as
follows:

fi xi, Li(  � xi + 1( ∗Li. (17)

In the current server running state, the calculation
formula for the impact of allocating a unit of computing
resource on the load is as follows:

F x1, x2, . . . , xn(  �
1

M


M

i�1
fi xi, Li( . (18)

According to the above calculation formula, the load
deviation rate takes a value in the range of 0 to 1.)e smaller
the value, the more balanced the load distribution of the

cloud computing system, and the better the performance of
the current system [16].

4. Experiments andResults ofCloudComputing
Load Balancing

4.1. Experiment Preparation. )e cloud computing simu-
lation platform is selected to conduct experimental analysis
and evaluation of the cloud computing load balancing
process based on virtual machine relocation. )e main
performance indicators are the load balance of CPU,
memory, and other sources and the average operating time.
By monitoring the load situation in the network in real time,
the ant colony algorithm can give the forwarding link with
the smallest load, so as to realize the relative balance of
dynamic link load. )is can optimize the configuration of
limited network resources and effectively solve the problems
of low network bandwidth utilization and low throughput.
In order to simplify the processing and reflect the reliability
of the experimental results of different strategies, in this
simulation experiment, the cloud computing data center is
configured with the same type of servers, virtual machines
with the same parameters, and the same network envi-
ronment and performs a set of the same tasks. )e specific
conditions are shown in Table 1.

It is measured by the load standard deviation for the
CPU and memory of the system. )eir corresponding uti-
lization standard difference will be calculated by detecting
the CPU or memory utilization at a given time for each host.

)e level of memory load balancing is compared be-
tween layered management-based virtual machine migra-
tion strategy (MLVM) and agent-based virtual machine
migration strategy (PAVM). After that, the entire CPU
utilization of the system is read at different time points, and
the standard deviation of the system CPU load balance is
calculated. )e experimental results are shown in Table 2.

)rough experiments, the task response time for dif-
ferent task requests is counted, and the average task response
time is calculated. )e average task response time of the two
strategies is shown in Table 3.

4.2. Algorithm Optimal Solution. We perform statistics on
the optimal solutions for different α values in the ant colony
algorithm, and the results are shown in Figure 5.

)e heuristic factor α characterizes the relative im-
portance of the pheromone accumulated by the ants in the
process of constructing the solution for the path selection
in the ant search. )e larger the value of α, the more likely
the ants will pick the previous paths they traveled and the
searching paths will be less stochastic. When α takes
different values, the corresponding optimal iterative op-
timal solution and number of iterations are shown in
Figure 6. When α� 1, the iterative optimal solution gets
the minimum value, and then as α increases, the iterative
optimal solution value also increases; the number of
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iterations also decreases as α increases. )is reflects the
overall impact of α on the algorithm, that is to say, the
larger the value of α, With the greater likelihood of
selecting previously traveled paths, the more likely the
ants are to choose previously walked paths; there will be
less randomness in the search paths, they will converge
faster, and they will be easily restricted to limiting
themselves to locally optimal solutions.

We carry out statistical analysis on the load quantity of
each resource of MLVM and PAVM, and the results are
shown in Figure 7.

It can be seen that PAVM accepts the criteria to increase
the possibility of finding a better allocation method, which is
subject to certain restrictions on the execution time of the
algorithm, but there is a certain improvement in the
scheduling time. We compare the task time spans of several

Table 2: System CPU load standard deviation at different time points.

Time/s MLVM CPU load standard deviation PAVM CPU load standard deviation
100 0.23 0.24
200 0.20 2.25
300 0.23 0.24
400 0.21 0.23
500 0.18 0.21
600 0.16 0.21
700 0.10 0.15
800 0.09 0.14

Table 3: Task response time.

Number of tasks MLVM average response time PAVM average response time
20 5.97 5.99
50 6.01 6.02
100 6.23 6.21
150 6.51 6.65
200 7.34 7.82
250 7.64 7.92
300 8.01 9.25
400 8.54 9.73

Table 1: Comparative experimental parameters.

Parametric variable Parameter value
Host quantity 40
Host core number 2
Host memory 4GB
Core computing speed 2GHz
Initial number of virtual machines 250
Number of tasks 300
Total CPU demand 2500GHz
Total memory requirements 4GB
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Figure 5: )e value of the heuristic factor solution.
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most commonly used algorithms, such as ant colony al-
gorithm, genetic ant colony algorithm, and improved al-
gorithm, and the results are shown in Figure 8.

In a load balancing system, validity is an important
criterion for judging the quality of its algorithm, so it is

particularly important to verify this criterion. Due to the
instability of the experimental results, the method of seeking
a tie for each set of experiments is used to obtain the final
result. We judged the effectiveness of different methods by
the response time when reading files of different sizes. )e
experimental results are shown in Figure 9.

It can be seen that the response time for reading each file
varies, and this time is not completely related to the file size,
which means that not all large files have a long response
time, and not all small files have a short response time.
However, in the ACO algorithm, the average response time
is about 30% lower than that in other algorithms.)is shows
that the ACO algorithm can play a role.

5. Discussion

In order to avoid data loss and improve system reliability,
copy technology is usually used in cloud storage systems.)e
copy technology is to make multiple copies of a data block,
store them on multiple nodes, and use data redundancy to
ensure data reliability. )e use of copy technology can well
solve the load balancing problem of the system. Multiple
copies are distributed on different server nodes. By accessing
the copy, the load of a single server node is distributed to
multiple nodes, thereby reducing the load of the nodes and
achieving load balancing.

)e ant colony optimization algorithm has undergone
more than ten years of development since it was proposed
and has achieved remarkable results in algorithm theory
research and application. Its application scope involves
various optimization fields such as routing problems, allo-
cation problems, scheduling problems, subset problems,
machine learning problems, and emergence of ant colony
algorithm bionic hardware, showing the strong vitality and
broad development of ant colony optimization algorithm
prospect.

With the continuous update and development of
computer technology, the number of users has doubled, the
architecture of traditional IP networks has becomemore and
more complex, and the development of the network
structure is relatively lagging. In this paper, the load balance
is realized by using the ant colony algorithm, which is
implanted in the controller, and the network load is
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Figure 6: )e relationship between the optimal solution and the number of iterations.
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monitored in real time through the traffic monitoring
software. )rough the execution of the ant colony algorithm
in the controller, the data stream will be transmitted along
the link with the least load at a certain moment, which can
effectively use network resources, reduce network conges-
tion, increase network throughput, and realize network
dynamic load balancing of each link in the network. We also
carried out theoretical experimental research and analysis on
the heuristic factor, the pheromone volatilization coefficient,
and the number of ants in the ant colony algorithm.)rough
the selection of parameters, the performance of the ant
colony algorithm was improved, and the load balancing was
also able to obtain better results. We conduct load balancing
experiments on the self-defined network topology. )rough
the analysis of experimental data, the introduction of ant
colony algorithm can achieve dynamic load balancing of
each link.

6. Conclusion

For the purpose of this paper, we will be looking at the
allocation of resources for cloud computing. According to
the existing algorithm, the intelligent algorithm is fused, and
the pheromone initial allocation of the ant colony algorithm
is introduced to solve the blind search problem and avoid the
later local optimal solution problem. )e improved algo-
rithm was applied to the specific problem of cloud com-
puting resource allocation, and experimental calculation and
analysis were performed. It was found that the time span
performance and resource load degree had relatively good
results, which proved the applicability of the algorithm. )e
improved algorithm proposed in this paper has certain
performance optimization but also has certain disadvan-
tages. )e algorithm becomes slightly more complicated and
has a great test on the execution speed. Moreover, the actual
situation should be fully considered in the actual application
process; for example, issues such as more diverse and dy-
namic user needs and complexity of resources require
comprehensive consideration of the needs and interests of
users and providers. In addition, the ant colony algorithm is
often aimed at a certain type of special problem, and its
versatility is poor. In future research, if we want to use the

ant colony algorithm in other fields, we need to improve its
universality. In addition, the research in this paper only
considers the small network with few hosts and single
controller and does not consider the load balancing of the
large network with multiple hosts and multiple controllers,
and the researcher hopes that this part of the research can be
completed through corresponding experiments in the
future.
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In recent years, with the rapid development of the Internet, online social networks have been continuously integrated with
traditional interpersonal networks and research on information dissemination in social networks has gradually increased. *is
article studies and analyzes the multidimensional information network big data mining algorithm based on the finite element
analysis method. *is paper firstly introduces the finite element analysis and calculation process, a finite element data mining
simulation application software management system will integrate current data, calculation, and background data into one, then
analyzes the data mining clustering algorithm, and conducts an experimental exploration of the influential node mining algorithm
in complex networks. *e experimental results show that the LIC algorithm is better than the CC algorithm, the DC algorithm,
and the BC algorithm; its overall performance is improved by 30%, and the effect is better. *e LIC algorithm can effectively and
quickly determine the influential nodes, which is helpful for social network analysis.

1. Introduction

*e important purpose of the research on the mining al-
gorithm for the number of nodes with far-reaching influence
in the social Internet is to excavate the number of k im-
portant nodes with far-reaching influence in the number of
nodes in the entire social Internet and finally make these k
nodes in an important position. Under this transfer
mechanism, as many network nodes as possible are affected.
In a word, the problem of important network nodes that are
discovered from social networks and have a huge social
influence also constitutes a problem of maximizing social
influence to some extent. Among them, mining influential
nodes in the network can inhibit or accelerate the dis-
semination and diffusion of information in the network. It
takes the mined top-k nodes as a set of known seed nodes
and finally maximizes the influence through a certain
propagation strategy.

Due to the development of social Internet technology,
the Internet has completely changed the way people com-
municate. Social networking on the Internet is recognized by
more and more people, especially by young people, which

directly results in the rapid expansion of the social Internet.
*e corresponding results are roughly as follows: First, the
number of user groups in the social Internet is huge, and the
interpersonal network established between user groups and
user groups is becoming more and more complex; the
update and change speed of community Internet informa-
tion content is increasing, and the relationship between
users and applications is also dynamic, which makes it more
difficult to predict information content. *erefore, the re-
search and development of social Internet-oriented data
mining algorithms with the characteristics of efficiency and
practical value has practicality and great scientific signifi-
cance for solving real problems in the community. At the
same time, the research on the mining algorithm and in-
formation dissemination model of influential nodes in social
network has certain scientific research value and significance
for real life.

According to the research progress at home and abroad,
different scholars have also carried out certain cooperative
researches in finite element analysis, multidimensional in-
formation network and big datamining inside the dormitory.
Elliott and *omas defined a new finite element method for
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numerical approximation of the solution of partial differ-
ential equations in the volume domain and surface partial
differential equations lying on the boundary of the volume
domain. *e key idea is to perform a polyhedral approxi-
mation to the whole region containing the union of simplexes
and to use piecewise polynomial boundary surfaces as the
approximation of the surface [1]. Salonitis et al. proposes a
new user-friendly optimization method for lattice compo-
nent design for weight minimization, which combines finite
element analysis and evolutionary calculations [2]. Li et al.
analyzes the higher-order, central, finite-difference scheme of
the diffusion equation in a finite interval. *ey analyzed
stability through Gustafsson, Kreiss, and Sundström theories
and eigenvalue visualization methods for semidiscrete and
fully discrete schemes, followed by numerical tests to prove
and validate the analytical results [3]. In order to retain
important information related to mining of large data sets in
multidimensional information networks, Xu presented an
algorithm for constructing association rule mappings. On
this basis, he proposed a multidimensional information
network big data mining subalgorithm and an association
rule generation algorithm, which were used for multidi-
mensional information network big data mining and asso-
ciation rule generation, respectively. Finally, he
demonstrated the feasibility and effectiveness of the algo-
rithm through theoretical analysis and experimental com-
parison [4]. Wang proposed an indoor localization algorithm
combining RSSI and nonmetric multidimensional scaling
(NMDS) (RSSI-NMDS) to solve the problem that the indoor
target localization algorithm based on received signal
strength (RSSI) is susceptible to interference and large
fluctuations in the Internet of *ings environment [5]. Xu
et al. takes a broader perspective on privacy issues related to
data mining and studies various methods that help protect
sensitive information. He identified four different types of
users involved in data mining applications: data providers,
data collectors, data miners, and decision makers [6].
However, these scholars did not rely on the finite element
analysis method to study and analyze the multidimensional
information network big data mining algorithm but only
discussed its significance unilaterally.

*e innovation of this article is as follows: (1) First, the
finite element analysis calculation process is introduced. (2)
*e data mining clustering algorithm is analyzed, and the
clustering analysis method refers to the analysis method of
studying and processing the given object by means of
computational mathematics. (3) Experimental analysis of
the mining algorithm of influential nodes in complex net-
works is carried out.

2. Materials and Methods

A finite element data mining simulation uses a software
management system that integrates current data, computing
and background data. In the actual work of the finite element
simulation analysis system, it first allows the user to use the
software system to perform the preliminary data processing
work of the finite element calculation with the help of the
finite element data mining front-end. During this period, the

structural model must be added first, and then the automatic
mesh generation program is called directly to complete the
setting of the finite element mesh pattern, and finally sets
important technical parameters such as material properties
through communication with users [7]. Finally, a scripted
document of the initial data model can be obtained as input
to the finite element calculation program. In the finite el-
ement calculation process, due to the deformation caused by
the finite element meshing, after the finite element data
mining is completed, the meshing programmust be called to
obtain the calculation data. Finally, after using the program,
the user can perform an in-depth study and statistical
analysis of the results of the finite element calculation
process. In the entire finite element calculation process, the
most important is the finite element solver. Other functional
modules are used for the calculation of finite element so-
lutions, but they are also an integral part of the system.
Without any module, the system cannot work properly.
Figure 1 shows the service mode diagram of the finite ele-
ment analysis and simulation system.

Although the finite element operation processing pro-
gram is the most important part of the whole set of finite
element analysis methods, the finite element operation
processing program alone cannot provide an effective ex-
planation for the actual project engineering. *erefore, on
the one hand, the finite element calculation method involves
many types of practical problems and a large amount of data
and information. In themanual method to complete the data
processing, the workload is large, the work efficiency is
reduced, and errors are prone to occur; on the other hand,
because the amount of information generated by the finite
element operation is large and complicated, it is quite
troublesome to analyze and use [8]. *e finite element pre-
and postprocessing software is a software technology that
has flourished under this historical background.

Behavior is a series of purposeful, organized activities.
*ere are usually two types: extrinsic behavior and intrinsic
behavior. Learning behavior refers to the sum of activities
that students undertake to achieve a certain learning effect
under the guidance of a certain motivation. It is usually a
series of activities in which students interact with their
surroundings. Online learning behavior refers to the online
learning that students conduct around certain learning
goals, which can be set by themselves or designated by
teachers. It is a collection of various explicit or implicit
behaviors in learning activities. For example, uploading and
downloading learning resources, learning courses on de-
mand, publishing learning and troubleshooting, and com-
municating with other students [9, 10].

A large number of research results and applications in
the field of data analysis and mining can be regarded as an
important result of the natural evolution of technology.
Strictly speaking, “data mining” usually refers to a broad
concept in the industry, which should be more accurately
called “mining knowledge from data” or “discovering
knowledge from data”; the “data mining” in the strict sense is
only a basic work stage in the entire scientific research
workflow [11]. *e general process of mining knowledge
from data is shown in Figure 2.
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*e goal of data analysis and mining is to find mean-
ingful or potential content from the information database.
*e main service functions are as follows:

(1) Concept description: concept description can also be
called data synthesis. Its main purpose is to extract
and compress data, and then describe the complete
information, or compare it with other objects.
Summary Statistics gives a general overview of the
statistics.

(2) Analysis methods and predictions: classification
methods and predictions are two completely dif-
ferent forms of statistical analysis data, which can be
used to establish models to describe important sta-
tistical categories and to predict the future devel-
opment of analysis methods [12]. In practical
applications, classification prediction is widely used.
For example, a classification model can be estab-
lished to classify mobile users and return visits to
high-frequency attrition groups as soon as possible
to reduce user attrition; it is also possible to classify
traffic flow information by establishing a classifica-
tion model to predict future traffic congestion.
Cluster analysis: *e basic principle of cluster

analysis is high cohesion and low mutual coupling.
*e final conclusion is that it has a high similarity to
the same class of objects and a low similarity to other
class objects [13].

(3) Lonely point analysis: some objects in the database
system may be different from the general behavior
and model of data analysis, for this kind of object, we
call it a lonely point. When people design data
mining algorithms, they usually try to minimize the
harm of lonely points, but in some special applica-
tions, the lonely point itself can also be an important
judgment information. For example, in telecom-
munication spoofing checks, lonely spots can indi-
cate spoofing activity [14].

(4) Time series analysis: in time series analysis, the at-
tribute values of data are constantly changing with
time. *ese data are generally obtained at the same
time interval but may be obtained at different time
intervals. Data can be more visualized with time
series plots.

Clustering refers to the process of distinguishing data
signals according to specific conditions and rules. In this
step, there is no prior knowledge of the relevant type, and

Computational resources

Model creation service

Numerical computing
services

Numerical management
service

Integrate Virtualization

Other terminals

Personal computer

Intelligent Terminal

Figure 1: Service mode diagram of the finite element analysis simulation system.
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Figure 2: *e whole process of knowledge discovery in data.
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there is no teacher’s guidance, so it is in the scope of un-
supervised classification.

Cluster analysis method refers to an analysis method that
uses computational mathematics to study and process a
given object. Clustering is an important and human act
because a person’s developmental process learns to recog-
nize things by constantly reshaping subconscious aggrega-
tion patterns. *e traditional cluster analysis method strictly
defines various statistical objects to be aggregated, and the
boundaries between classifications are very clear, so we can
call it hard classification [15]. However, in general practical
use, because most objects lack strict characteristic attribute
definitions, and there is an unclear intermediary between the
form and the class characteristic attributes, they have the
characteristics of one and the other, so they are suitable for
implementing soft classification.

2.1. Mathematical Model of Cluster Analysis. Supposing A �

a1, a2, . . . , am  is the whole object to be clustered (i.e.
domain of discourse), among them, each object ai(1≤ i≤m)

is called a sample, and the object is described by a plurality of
parameter values, which represent a feature of the object. So
each object ai corresponds to a vector V(ai) � (ai1,

ai2, . . . , ain), where aij(1≤ j≤ n) is the assignment of ai on
the jth feature andV(ai) is called the feature vector of ai [16].
Cluster analysis is to analyze the spatial distance between the
feature vectors corresponding to the samples in the universe
A and their distribution and divide them into l disjoint
pattern subsets according to the distance relationship be-
tween each sample and satisfy the following formula
conditions:

A1 


A2 


. . . 


Al � A,

Ai 


Aj � ∅ (1≤ i, j≤ l, i≠ j).

(1)

Membership function uij represents the membership of
sample aj(1≤ j≤m) with respect to subset (class)
Aj(1≤ i≤ l), as follows:

uai
aj  � uij �

1 aj ∈ Ai ,

0 ai ∈ Aj .

⎧⎪⎨

⎪⎩
(2)

As shown in the previous formula, the membership
function must satisfy uij ∈ Nsl, that is, each sample can only
belong to one of the classes, and each subclass is required to
be a nonempty set.

Nsl � uil|uij ∈ 0, 1{ }, 

l

i�1
uij � 1,∀j; 0< 

m

j�1
uij <m,∀i

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (3)

In the real world, the membership degree of a sample
may not be either one or the other. From this, fuzzy theory is
introduced, which becomes a fuzzy set class, and the sample
set A is divided into multiple fuzzy subsets A1,

A2, . . . , Al,
and the membership function uij of the sample is extended
from the binary case of {0, 1} to the [0, 1] interval, satisfying
the conditions:

sup v Ai  � A, uij ∈ [0, 1],



l

i�1
uij � 1(∀j), 0< 

m

j�1
uij < n,

(4)

where sup represents the support set of the fuzzy set.

2.2. Fuzzy Clustering Objective Function. Mathematical
model based on cluster analysis, if fuzzy concept is intro-
duced. It uses the membership degree oil of the sample point
al and the sample prototype of the i-th class as the weight to
weight the distance. At this time, the objective function of
the cluster analysis is given as follows:

J1(O, V) � 

b

i�1


m

l�1
oil hil( 

2
, O ∈ Rs. (5)

After fuzzy clustering the objective function of the hard
clustering analysis method, it uses the sum of squares of
membership to transform the objective function of the sum
of squares of errors into the objective function of all
weighted sums of squares of errors, namely,

J2(O, V) � 
b

i�1


m

l�1
oil

2
hil( 

2
, O ∈ Rs. (6)

2.3. Objective Function of General Fuzzy Cluster Analysis.
Among the more general expressions are

Jn(O, V) � 

b

i�1


m

l�1
oil

n
hil( 

2
, O ∈ Rs, (7)

where hil is a distance norm, and the distance hil between the
sample point al and the cluster center vi of the i-th class
represents the similarity between the sample point and the
cluster center, which can generally be expressed as follows:

hil
2

� al − viX

� al − vi( 
Q

X al − vi( ,
(8)

where n ∈ [1,∞) is the weighting index, also known as the
smoothing parameter, which controls the fuzzy degree of
fuzzy clustering. *e larger the n is, the larger the blurring
degree is; the smaller the n is, the smaller the blurring degree
is [17]. Because n controls the degree to which membership
is shared among classes, the larger n, the greater the am-
biguity. After research, it is found that for different appli-
cation scenarios, the optimal n can be in the range of 1 to 5,
and n� 2 is usually selected.

2.4.Analysis andSolutionProcess Based onObjective Function
Clustering Algorithm. In order to obtain the optimal solu-
tion of the objective function of fuzzy clustering, the cri-
terion of clustering can be taken, that is, 

b
i�1oil � 1 and

min Jn(O, V)  are obtained under the constraints of the
mechanism, namely,
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min Jn(O, V)  � min 
m

l�1


l

i�1
oil( 

n
hil( 

2⎧⎨

⎩

⎫⎬

⎭

� 
m

l�1
min 

b

i�1
oil( 

n
hil( 

2⎧⎨

⎩

⎫⎬

⎭.

(9)

*erefore, this problem can be understood as follows:
under the condition of membership degree, 

b
i�1oil � 1,

obtain

min 
b

i�1
oil( 

n
hil( 

2⎧⎨

⎩

⎫⎬

⎭. (10)

Using Lagrange’s theorem to solve, we can get the ex-
pression of the membership degree corresponding to the jth
object:

oil �
1


b
i�1 hjl/hil 

2/n−1. (11)

*e fuzzy classification matrix usually satisfies the fol-
lowing conditions:

(1) oil ∈ [0, 1], that is, each element in the matrix is
between 0 and 1 closed interval

(2) 
b
i�1oil � 1, the sum of the elements of each column

is 1, that is, the sum of the membership degrees of
each element to all classes is 1

(3) 
b
i�1oil > 0, this condition ensures that each class is

not empty

Similarly, the cluster center of fuzzy clustering can be
obtained as follows:

Vi �


m
l�1 oil( 

n
al


m
l�1 oil( 

n . (12)

It can be seen that the cluster center can be obtained
from the membership degree.*e purpose of cluster analysis
is to discover the implicit grouping information in the data.
In order to represent this accuracy well, the effectiveness of
clustering needs to be analyzed. When evaluating clustering
results, the optimal number of clusters is usually an im-
portant indicator of effectiveness [18, 19].

In the process of optimizing the objective function,
people have tried many methods such as dynamic pro-
gramming, but the large storage space and long running time
limit its popularization and application. *e most widely
used in practice is the iterative optimization algorithm,
which is easy to enter the extreme point of the local area, so it
is more sensitive to initialization, and one of the important
input parameters is the number of clusters k. Although the
exact value of k may not be known, it is usually possible to
approximate the value of k by evaluating the quality of the
clustering results at different k. Given an ideal cluster index,
such as average radius or diameter, as long as the number of
an imaginary cluster is less than or greater than the actual
number of clusters, the index will tend to rise very slowly
[20]. However, when trying to acquire far fewer clusters than

the true number, the index increases rapidly. A schematic
diagram of the above idea is shown in Figure 3.

Among them, for the evaluation of fuzzy clustering, the
separation coefficient is expressed as follows:

G(O, h) �
1
m



m

i�1


h

j�1
oij 

2
, (13)

where oij is the fuzzy membership degree of data object i
belonging to cluster j, assuming all clustering results here,
then the number of clusters k is given by the following
formula:

max maxG(O; h){ }, h � 2, 3, . . . , m − 1. (14)

Similarly, a variant of the separation coefficient can be
obtained, the separation entropy index:

L(O, h) � −
1
m



m

i�1


h

j�1
oijlog oij . (15)

*e corresponding number of clusters is given as
follows.

If oij is close to 0 or 1, the smaller the entropy value and
the better the clustering result. If oij is close to 0.5, the
clustering ambiguity is high, the entropy value is large, and
the corresponding clustering result is not good. *ese two
indicators are proposed for partition-based fuzzy clustering,
which is sensitive to fuzzy factors [21].

In the fuzzy k-means algorithm, due to the introduction
of 

b
i�1oih � 1, in the case that the sample set is not ideal, it

can be assumed that there are several isolated points far away
from the clustering center of each class. Because the isolated
point itself actually belongs to a certain class, under the
original constraints, it will have a large degree of mem-
bership to various types or be approximately equal to each
type of membership degree. *is situation will affect the
correctness of the final clustering results [22]. To overcome
this shortcoming, we can relax the constraint and change it
to


b

i�1


m

h�1
oih � β, β ∈ [1, m). (16)

*at is, the sum of themembership degrees of all samples
to each category is β, a positive integer value. At this time, on
the premise of Formula (16), obtain min Jn(O, V) , and the
solution method is the same as above. At this point, the
membership degree should be

oih � β
1


b
i�1

m
i�1 sjh/sih 

2/n−1. (17)

Obviously, this condition is completely different from
the membership function in the traditional sense, and the
membership degree estimated by the improved fuzzy
k-means algorithm may exceed 1. If necessary, the obtained
membership value can be normalized, which will not affect
the final clustering result under normal circumstances.
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*e improved method has better adaptability than the
original algorithm. It can not only obtain better processing
results for clustering in the case of special isolated points but
also relax the constraints of membership degree. As a result,
the original result is less sensitive to the predetermined
number of clusters than the clustering result. When the
number in the cluster analysis method determined in ad-
vance is much lower than the value of the theoretical number
of clusters, the fuzzy k-means calculation using this method
can obtain a more accurate cluster analysis method center
result.

However, if a certain cluster center is very close to a
certain sample in the iterative process, then a cluster con-
taining only one sample may be obtained in the end. To
prevent this from happening, a nonlinear process can be
added to the distance operation in oih, so that the minimum
calculated distance is not less than a certain threshold.

*e usual distance measure in classical k-means clus-
tering algorithm and fuzzy k-means clustering algorithm
adopts Euclidean distance or Manhattan distance. *e
Kowski distance is a generalization of these two distances,
and it is defined as follows:

s(i, j) � ai1 − aj1




t

+ ai2 − aj2




t

+ . . . + aiv − jv



t

 
1/t

. (18)

When t� 1, it is the Manhattan distance, and when t� 2,
it means the Euclidean distance.

In cluster analysis, often fields in a data set may maintain
an established or obvious weighting relationship. For ex-
ample, in the cluster analysis of mobile customers, the age,
income, and other classification weights of customers are
significantly larger, while the weight of noise points is sig-
nificantly smaller. So, we get the weighted Euclidean
distance:

s(i, j) � u1 ai1 − aj1




2

+ u2 ai2 − aj2




2

+ . . . + uv aiv − jv



2

 
1/2

.

(19)

*e advantage of this method is that it can find more
accurate cluster centers than the original algorithm, the
disadvantage is that it is difficult to determine the size of the

weights. In order to realize the automation and intelligence
of weight judgment, it can consider weighting each sample
through the improved membership function. *e weights of
noise samples after relaxing the membership constraints are
usually small, so the expected purpose is achieved. *en, the
minimum value of the objective function is obtained to
realize cluster analysis. Figure 4 shows the cluster analysis
process.

3. Results and Analysis

3.1. Influential Node Mining Algorithm for Complex
Networks. *e evaluation of the influence of nodes in
complex networks can make information spread faster and
more widely, which is of great significance in practical
applications. According to the characteristics of complex
networks, this article proposes a Local Importance Cen-
trality Algorithm (LIC), which is a new method for evalu-
ating the influence of nodes in complex networks based on
network local characteristics, such as degree and clustering
coefficient. *e local importance centrality algorithm can
more effectively identify influential nodes.

3.2. Experimental Data Set. *e data sets used in this
experiment are collected from real networks: Netscience,
E-mail, and Power.

Netscience data set publishes a topological graph of
collaborations between authors of articles on topic networks,
in which scientists represent nodes and collaborations
represent edges. *e data set contains a total of 1589 sci-
entists, using the largest subgraph with 379 nodes in it. *e
basic data parameters of the data set are shown in Table 1.

E-mail data set represents the topology of e-mail for-
warding relationships among Rovira University members,
where Rovira University members represent nodes and
forwarding relationships between members represent edges.
*e data parameters are shown in Table 2.

Power data set contains an undirected and unweighted
topology map of the National Grid in the western United
States. Nodes represent transformers, substations, and
generators, and the relationship is a high-voltage trans-
mission line. *e basic data parameters of the network are
shown in Table 3.

3.3. Experimental Results and Analysis

3.3.1. Relationship between the Rank Evaluated by Various
Centrality Algorithms and the Average Influence Value < F(t) >.
In this article, the SIR infectious disease model is used to
simulate the propagation on three real network data sets, and
the top-rank of the influence ranking obtained by the DC
algorithm, the BC algorithm, the CC algorithm, and the LIC
algorithm is compared experimentally.

Only one node is selected as the initial infection node for
each execution of influence propagation, and other nodes
are susceptible nodes.*en, the information or virus spreads
according to the mechanism of the SIR infectious disease
model. After n executions (each node has one and only one
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Figure 3: Trend diagram of the number of k versus the average
diameter of clusters.
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initial infection node), the correlation between the node
influence value F(t) and the four centrality algorithms can be
examined. In order to further clarify the performance of
several centrality algorithms, calculate the average influence
value <F(t)> of the top-k nodes of each algorithm, where
<F(t)> is the average of all F(t)s after n executions.

Comparisons are made on the Netscience data set. As
shown in Figure 5, if the propagation performance of the
centrality algorithm is good, then the top-k ranking Rank
and <F(t)> should be negatively correlated, and the curve is
downward sloping. *at is, as the Rank increases, the nodes
can influence (infect) fewer nodes.

Figure 6 shows the curves of the four algorithms are all
downward sloping, and the curve of the degree centrality
algorithm (DC) fluctuates greatly, which shows that the
Rank calculated by the DC algorithm is quite different from
the actual influence value. *e curve of the DC algorithm is
at the bottom of the four curves, which further shows that
the top-k nodes discharged by the DC algorithm have a
relatively low influence. *e betweenness centrality algo-
rithm (BC) also has a large curve and performs worse than
the closeness centrality algorithm (CC) and the locally
important centrality algorithm (LIC). *e performance of
the LIC algorithm is slightly better than that of the CC
algorithm, and the two curves are relatively close.

On the E-mail data set, Figure 6 shows that the exper-
imental results of the four centrality algorithms in this data
set are all good. *e top-k nodes sorted by the four algo-
rithms can affect many nodes. It can be seen that the effect of
the LIC algorithm is the best among the four centrality
algorithms, and its curve fluctuation is relatively smooth.
*e effect of the CC algorithm in the figure is also very good.
*e <F(t)> of the BC algorithm and the DC algorithm are
very high, but the curve fluctuations of the two are relatively
large and the correlation is poor.

3.3.2. Comparison of the Influence of Top 10 Nodes Based on
the Sorting of Several Centrality Algorithms. In this round of
experiments, the random sorting algorithm was added for
comparison. *is article compress the influence F(t) of
different nodes in the top-10 node list evaluated by these five
algorithms. Because the same nodes in the top-10 list are
excluded, the performance of each algorithm can be com-
pared better. Figures 7 and 8 show that on the Netscience
data set, the LIC algorithm is compared with the BC al-
gorithm, the CC algorithm, the DC algorithm, and the
random algorithm. *e total number of infected and im-
mune nodes increases with time t and eventually reaches a
stable value. It can be seen that although the convergence
speed of the LIC algorithm is slightly lower than that of the
CC algorithm and the DC algorithm, it can infect more
nodes than the two algorithms. *e LIC algorithm can
obviously infect more nodes than the Random algorithm.

Figure 9 shows the comparison of the influence F(t) of
the LIC algorithm and the DC algorithm at time t on the
E-mail data set and the Power data set, respectively. *e
convergence speed of the LIC algorithm is significantly
higher than that of the DC algorithm.

In Table 4, the average F(t) value of the top-10 nodes of
the four algorithms is calculated. It can be seen that the
average value of F(t) of the LIC algorithm is slightly better
than that of the CC algorithm, its performance is improved
by 30%, and the effect is better, and both are better than the
DC algorithm and the BC algorithm.

Unstructured Data Unstructured Data

Unstructured datasets

Semi-structured dataset

Data set to be displayed

Visually display the results

record metadata record metadata

Cluster analysis based on content information features

Further data analysis

Develop a visualization strategy

Figure 4: Cluster analysis.

Table 1: Basic network parameters of the Netscience data set.

Statistical item Statistics Statistical item Statistics
Number of nodes
(n) 381 Maximum degrees 36

Number of sides
(m) 916 Clustering coefficient 0.39

Average degrees 4.79 Average shortest
distance 5.98

Table 2: Basic network parameters of E-mail data set.

Statistical item Statistics Statistical item Statistics
Number of nodes
(n) 1098 Maximum degrees 69

Number of sides
(m) 5469 Clustering coefficient 0.13

Average degrees 9.57 Average shortest
distance 3.697

Table 3: Basic network parameters of the Power data set.

Statistical item Statistics Statistical item Statistics
Number of nodes
(n) 5021 Maximum degrees 20

Number of sides
(m) 6603 Clustering coefficient 0.13

Average degrees 2.58 Average shortest
distance 19.02

Computational Intelligence and Neuroscience 7



*is article proposes a new centrality algorithm based on
network local importance for mining the influence of nodes
in social networks. To verify the effectiveness and superiority
of the algorithm, it uses the SIR infectious disease model to
simulate the actual spreading influence of sorted list nodes
evaluated by different centrality algorithms. *e experi-
mental results on three real social network data sets show
that the influence nodes mined by the local importance
centrality algorithm (LIC) are significantly better than the
betweenness centrality algorithm (BC) and the degree
centrality algorithm (DC). *e influence effect is close to the
closeness centrality algorithm (CC) and is much lower than

the closeness centrality algorithm (CC) in computational
time complexity. *is shows that the LIC algorithm can
solve the shortcomings and deficiencies of the existing
centrality algorithms and can effectively and quickly de-
termine the influential nodes, which is helpful for social
network analysis and has important practical significance.

4. Discussion

*e current research results show that some network
nodes in social portals have great social influence, which
can promote or limit the dissemination of information to
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Figure 5: Comparison of the correlation between Rank and <F(t)> on the Netscience data set.
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a certain extent. *ese network nodes reduce the energy
consumption of traditional Internet computing re-
sources to a certain extent and give full play to the
function of effectively optimizing traditional Internet
information resources. *erefore, finding and classifying
influential network nodes has become an urgent problem
for many experts and scholars. *e characteristic of the
social network analysis method compared with the other

two methods is to analyze the network characteristics
without destroying the network structure. *is method is
universal and suitable for most social networks. *e
social network analysis method mainly relies on ana-
lyzing the basic topological characteristics of the net-
work, such as the degree of the node, the shortest path,
the eigenvector, and other indicators to evaluate the
influence of the node.
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Figure 7: Comparison of the number of infected nodes between the LIC algorithm and other algorithms in time t (1).
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5. Conclusion

In this article, the influence of nodes is approximated by
the local importance of nodes in the network, and a new
algorithm based on the local importance centrality of the
network (LIC algorithm) is proposed. *e local impor-
tance of nodes is calculated and evaluated according to
local information such as network moderateness and
aggregation coefficient, so the computational time
complexity is relatively low. By comparing it with the
degree centrality algorithm (DC), the betweenness
centrality algorithm (BC) and the closeness centrality
algorithm (CC), it proves that it has a high influence
correlation with the local important centrality algorithm,
so that important influential nodes can be well mined. In
this article, the research on mining key nodes in the
social Internet is mainly based on the current more
common way to evaluate the influence of nodes through
node centrality. But in real, online, social networking
sites, users’ influence is not only evaluated by topological
characteristics among users, but some more personalized
characteristics, such as user attributes, preferences, and
the like. *erefore, the next research work is to add
attributes such as user personalization characteristics on
the basis of complex network topology characteristics to
evaluate user influence.
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Most of the existing region-matching algorithms need tomatch all regions, resulting in a waste of computing resources, increasing
the cost of simulation technology and data redundancy, and resulting in the reduction of network data stream transmission
efficiency. +is paper presents a parallel region-matching knowledge recognition algorithm. Combined with the shortcomings of
existing matching algorithms, a simulation technology is constructed to realize the parallel matching of multiple regions in HLA
distributed simulation.+e algorithm can realize the parallel matching calculation of multiple changed regions in one simulation.
At the same time, the basic idea based on mobile intersection is adopted in the matching calculation, and the historical in-
formation before and after the region range is moved is used. +e matching is limited to the moving interval, and the moving
crossover theory is applied to the matching calculation to realize the relevant historical information before and after the region.
Simulation results show that the parallel region-matching knowledge recognition algorithm can support HLA distributed
simulation evaluation. In the matching calculation, the basic idea based on moving intersection is adopted, and the matching is
limited to the moving interval by using the historical information before and after the region is moved, which reduces a large
number of irrelevant calculations.+eoretical analysis and experimental results show that the algorithm is particularly suitable for
the application needs of building large-scale distributed simulation based on multi-core computing platform.

1. Introduction

With the continuous development of social economy, en-
gineering construction projects have started to be imple-
mented one after another [1, 2]. For large-scale construction,
relying only on traditional design drawings may not fully
meet the needs [3–5]. +erefore, experts within the industry
have introduced computer simulation technology to further
shorten the corresponding period, improve the corre-
sponding training quality, and save the corresponding ex-
penditure. It has been widely applied in many fields [6–8].
+ere are also many in-depth explorations in China and
other countries, such as proposing corresponding high-level
architecture (HLA), creating corresponding distributed
simulation based on a flexible and customized architecture,
and realizing the interoperability and reusability of various

modules and simulation bodies. For HLA, it mainly includes
rules, interface specifications, and object templates. In the
specific simulation process, distributed simulation can be
regarded as a complete dataset, and each simulation com-
ponent can be called a member [9, 10]. In the existing HLA
simulation process, if the relationship between the simu-
lation models is coupled, it will cause the corresponding
system to lack a certain degree of flexibility and cause the
overall simulation efficiency to decrease [11, 12]. +erefore,
if the dynamic and orderly allocation of resources is to be
achieved, the simulated client terminal and the server need
to be effectively separated. Some scholars integrate grid
technology and simulation technology to improve the above
shortcomings and use the separation of the simulated client
terminal and the server to achieve dynamic adjustment
[12, 13]. Such a fusion method has certain advantages, such

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 1514396, 9 pages
https://doi.org/10.1155/2022/1514396

mailto:zhugh@jhun.edu.cn
https://orcid.org/0000-0002-0492-3406
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1514396


as dynamic adjustment and automatic allocation of data
resources, full-process support for the entire life cycle of
simulation, strong support for security performance, adapt-
ability to dynamic changes of the grid, automation of resource
selection, performability of operating data, automatic col-
lection of simulation results, enhancement of fault tolerance
performance, and so on [14, 15].

As the scale of simulation continues to increase, the
efficiency of simulation calculation has declined. For sim-
ulation entities with a huge amount of data, they all have
considerable communication or connection with each other,
and these data volumes often show exponential changes or
growth. Especially in a specific practical application envi-
ronment, how to achieve effective data distribution and data
simulation in such a situation is a problem worthy of in-
depth study [16, 17]. +e first is to filter a large amount of
data based on related data filtering methods, aiming to
reduce the transmission and reception of redundant data
during the data simulation operation, thereby reducing the
feasibility and data flow of the unit to receive the corre-
sponding redundant data [18–20]. Secondly, as the number
of simulation entities increases, HLA distributed simulation
experiments will have a large amount of data movement
during each simulation experiment [21, 22]. In order to
ensure the effectiveness and rationality of data distribution,
it is necessary to perform reasonable overlap matching on
the overlapping relational areas. Meanwhile, the more the
number of entities in the simulation entity, the greater the
difficulty of matching. +erefore, the matching algorithm
directly determines the efficiency of the simulation and also
affects the scalability of corresponding simulation. In view of
these needs and deficiencies, based on the parallel region-
matching knowledge recognition algorithm, the corre-
sponding simulations are used to achieve parallel matching
of multiple regions through combining the business logics of
HLA distributed simulation, and the theory of mobile in-
tersection is used in matching calculations to achieve the
historical information related to forward or backtracking
region, which is limited to a fixed threshold, reducing invalid
operations and aiming to improve the effectiveness of HLA
distributed simulation.

1.1. HLA Distributed Evaluation Method

1.1.1. Concepts Related to Regional Matching. In view of area
matching, in the specific simulation specification, the
management of data distribution is based on the corre-
sponding area. +e data collector or producer uses the ef-
fective designation of the fixed area to achieve data
production, and the data user uses search for a specific area
to achieve reception of the data. Take a specific area overlap
as an example, as shown in Figure 1.

Definition 1. Dimension: the so-called dimension is based
on a specific named interval, which is essentially a non-
negative interval. +e downward limit is 0, and the upward
limit varies according to the specific dimensions. Its value
needs to be defined in the corresponding dimension table.

Definition 2. Range: it is different from dimension. It is a
continuous integer half-open interval and is a sub-dataset of
related dimensions. It is specifically defined by an ordered
integer. +e specific first number can be considered as the
downward limit of the range, and the second integer is the
upward limit.

Definition 3. Region description: it is a specific range
dataset, that is, the corresponding dimension described by
the range contained in the area is used. For each dimension
described in a specific area, it can only have one range.

Definition 4. Region realization: the so-called region reali-
zation is to realize attribute update, interactivity, data query,
etc. through specific associations.

Definition 5. Region: it is the general term for the de-
scription and realization of the region.

Definition 6. Update region (publish region): +e parallel
area mainly realizes the real-time update of data to meet the
conditions of data query.

1.1.2. Parallel Region-Matching Knowledge Recognition
Algorithm. +e essence of the so-called region-matching
algorithm is to determine whether there is a corresponding
overlap in the individual interest units of the region, and the
specific matching efficiency and accuracy determine the
relevant efficiency of specific interest matching [23, 24]. +e
specific typical matching algorithm can be divided into
direct matching, grid matching, mixed matching, classifi-
cation matching, mobile intersection matching, etc.
according to the matching principle or method [25, 26].

For direct matching, its essence is to use a separate data
structure to update the range of data and the specific range of
query subscriptions. When users query specific data, the
algorithm in this paper will identify the corresponding data
information according to specific conditions and then cal-
culate the overlapping area with the identification. +is
method is relatively simple, not requiring additional in-
formation, and can ensure accurate matching. However, this
algorithm has a relatively large computational complexity.
For a large number of areas of large-scale simulation, this

y

x

Figure 1: Description of overlapping regions in a two-dimensional
interest space.
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algorithm is difficult to adapt to this simulation calculation
[27, 28].

For grid matching, the essence is to use the simulation
system to divide the full-dimensional regular grid in advance
and set the corresponding data-related channel for each
network logic, especially for the specific calculation of the
regional boundary to determine the correlated network
covered by the region, so as to clarify the relevant channels of
data transmission. If the data update area and the query data
area have the same unit, then grid matching can be per-
formed. +e complexity of the network matching algorithm
is relatively simple compared with direct matching, but
network matching often generates redundant links and
requires manual data filtering. From the overall effect, the
specific network matching algorithm is difficult to reconcile
in the specific matching speed and accuracy to a certain
extent, and the size of the grid affects the efficiency of the
overall algorithm.

In regard to the limitations of the direct matching and
network matching algorithms, some scholars have proposed
a related algorithm of hybrid matching, which uses specific
network matching to achieve one-to-one mapping of all
regions to a specific network and realizes the exact matching
simple compared with specific network. On the one hand,
this hybrid algorithm can ensure the accuracy of matching
but also reduce the complexity of the entire direct matching
algorithm. However, consistent with the network algorithm,
the integrity of the hybrid matching algorithm still needs to
be restricted by the size of the network.

For the classification matching algorithm, its essence
is to use all areas of the system to perform multi-di-
mensional projection sorting, realize the overlap analysis
of two or more dimensions on the projection, and in-
dicate that these ranges have a certain intersection and
overlap. +e complexity of the classification matching
algorithm is relatively moderate, that is, the classification
matching algorithm can be used to complete the overlap
judgment of the corresponding area at one time. +is
judgment can realize the misalignment of the operation
and the improvement of the matching efficiency. How-
ever, because parallel matching recognition is to effec-
tively detect the corresponding region, in the actual
simulation process, if some recognition regions change,
the system will be recalculated, resulting in the decline of
recognition rate.

+e specific mobile matching is used to achieve dy-
namic matching, the essence of which is that only part of
the region of the large-scale simulation system changes, so
it only needs to change according to the information
before and after the area change to realize the information
movement of the matching calculation and the effective
change of matching range, while effectively reducing the
amount of specific matching calculations. During the
process of mobile matching, the specific algorithm
matching degree only needs to be related to the number of
change regions and has nothing to do with the total
number of regions of the entire system. +erefore, it can
be seen that mobile matching is not only dynamic but also
accurate and efficient.

+erefore, it is necessary to use multi-core CPUs for
actual processing. When the computing platform becomes
multi-core and uses distributed interactive simulation on a
larger scale, specific high-performance parallel computing
can be used to improve specific simulation performance and
achieve support for complex systems. Although the above
matching algorithm causes certain restrictions and limita-
tions to large-scale simulation calculations, there are also
certain limitations, which are restricted by the bottleneck of
computational complexity. +erefore, it is worthy of in-
depth exploration and research to realize efficient parallel
computing on a multi-core, distributed computing platform.

First, a specific domain scanning method is used to
collect data, and the specific sequence is shown in Figure 2.
When there is overlap between p and the surrounding area
pixels, it is necessary to fully consider the scanning speed to
avoid repetitive scanning. Figure 2(b) shows a specific
scanning scheme, in which the shaded parts of the diagonal
lines are overlapping areas. During scanning, these parts do
not need to be scanned repeatedly, and only important grid
parts are scanned for specific pixel point judgment. [1, 8] is
used to determine the scan template.

A specific two-dimensional array is used as a scanning
template, each specific row is used as a scanning template,
each column of data is used as the number of scanning
points included, and the rest are filled with 0. When a
specific pixel point is scanned, the adjacent points need to be
assigned to the specific periphery, and the circular labeling is
realized according to the specific point.

+e breadth-first method is used to search the parallel
region-matching knowledge recognition algorithm. As-
suming that the image is a two-dimensional image with M
rows and N columns, the valueless represents black pixels,
and value 1 represents white pixels. +e specific steps are
shown below.

(1) First, create a specific tag array to indicate whether
the pixels of the image have been processed. When
the image is scanned, the array with tag attributes
gives different tag values for each specific area.

(2) +e principle of left-to-right and top-to-bottom is
used to effectively scan the image. When realizing a
specific marked pixel scan, if the pixel is marked, it
needs to be recorded for subsequent mark analysis.

(3) When searching for the area at the starting point of
the area, a fixed algorithm needs to be specifically
called, and the label value of the area is set to a fixed
value; when the function completes the specific call,
the coordinates of all pixels in the area can be
obtained.

(4) Scan the image through p, repeat steps 2 and 3 it-
eratively, until the specific image is scanned, and the
algorithm process ends.

On the basis of the above steps, the specific number of
regions can be obtained, and the corresponding parameters
can be used to mark each part of the region to achieve the
specific mark value to obtain the corresponding region
containing points. In the specific steps, it is necessary to
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implement the algorithm call of the connected region
through the algorithm, and the single-region binary graph is
shown in Figure 3.

In order to realize the flow of the algorithm, the serial
number is marked according to the specific search order. As
shown in Figure 4, when the image is scanned to a specific
value (1), the value of the corresponding array is recorded as
0, and it is taken as the starting point and ending point of the
new region, the total number of corresponding regions is
increased accordingly, and in the meantime, the value of the
array is recorded as the corresponding array. On the one
hand, it can indicate that this point has been scanned ac-
cordingly; on the other hand, it also belongs to certain
region.

(1) Use the corresponding queue to record the coor-
dinates of the corresponding recording point and the
scan mark.

(2) +e circular identification is performed for the
corresponding queue; it is necessary to ensure that
the queue is not null. When reading the point value
at the head of the queue, it needs to be identified
according to the specific scan template, and the
inspection and marking are given in the corre-
sponding order. Meanwhile, the marked points that
are not scanned are appended to the queue through
the corresponding array value, and then the scanned
point is removed.

+e specific calling process is shown in Figure 5, the
number in the circle represents the specific label of the scan
template at a certain point, and the specific underlined point
can be identified as the critical point of the same point. It can
be seen from the running results of Figure 5 that if a different
scanning sequence is used to scan the region of pixels, it is
often unnecessary to traverse the surrounding points, and
only 5 points need to be traversed at most. +is scanning
method effectively improves the operating efficiency. +ere
is no specific mark conflict in the whole scanning process,
and the final region will be scanned in the corresponding
order from top left to bottom right.

As the computing performance of the computer has been
significantly improved, in order to facilitate the use of the
computer, make maximum use of computing power, use

connectivity detection to analyze the effectiveness of each
pixel, and analyze the specific connection relation between
the pixels before and after. +e specific region merging is
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Figure 2: Pixel 8 neighborhood priority order, scan template, and two-dimensional array. (a) Scan-line order. (b) Scanning templates for p’s
different neighborhoods. (c) Array of the scanning templates.

Figure 3: Binary graph of a single region.
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Figure 5: Points of the regional operation process.
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realized through related parallel algorithms, and different
algorithms are used to realize the different complexity of
parallel algorithms in dealing with specific region overlaps. If
a specific function is called directly, you can directly obtain
the relevant computing performance of the computer and
divide the image according to the computing power. If it is a
two-core computing power, it is divided into two parts, and
the region detection of the two parts is performed according
to the above method. When the calculation is completed, the
overlapping region is effectively scanned, and then the
relevant regions are merged.

By setting the corresponding image size, using multiple
computers for calculation, and using specific parameters to

represent specific threads, formulas (1) and (2) are used to
calculate the start lines and end lines of the thread.

starline � (threadNum − 1) × H/N, (1)

endline � threadNum × H/N − 1. (2)

HLA-distributed simulation data are collected by sensor
equipment and stored in large capacity data storage
equipment. After data processing, it is sent to the corre-
sponding program for operation.
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where T(a, a1) is the set of characteristic attributes of HLA
distributed data and HLA distributed characteristic ex-
pression; qi is the number of data features after classification
for HLA distributed data; and s is the feature content of the
HLA distribution. It is a numeric argument, a property
specific to HLA distributed data. After identifying the
characteristics of HLA distributed data, non-characteristic
attributes must be removed. It can reduce the error and
improve the speed when collecting. +e redundant data
removal formula is as follows:
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where L defines the removal benchmark and removes those
that meet the benchmark; q

→ indicates the filter request to be
used when removing; e represents an existing redundant
data removal request. +e features of the data can be ob-
tained by filtering.
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where α represents the ownership value of the data feature
and β represents the correlation coefficient of the balance
factor. Assume input vectors xi and label values yi. +e
softmax loss function expression used in this paper is
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where xi represents the ith HLA distributed simulation
evaluation efficacy image feature; yi represents the real
category label corresponding to ith HLA distributed simu-
lation evaluation efficacy image; Wj represents the category

weight; bj represents the error value of the category; m and n

represent the number of training samples and the number of
categories in turn; and fj represents the inner product re-
lationship fj � WT

j xi + bj between the category weight Wj

and the bias value bj when the fully connected layer is ac-
tivated. +e HLA distributed simulation evaluation efficacy
identification technology should satisfy the following con-
ditions in the HLA distributed simulation evaluation efficacy
feature value: the distance between the same HLA distributed
simulation evaluation efficacy features needs to beminimized,
and the distance between different HLA distributed simu-
lation evaluation efficacy features needs to be maximized.

+e corresponding sequential marking algorithm is used
to mark the overlapping regions, which cannot ensure the
sequential arrangement, so the process of merging the re-
gions will be more complicated. +erefore, this paper
proposes a reverse merging algorithm for this limitation.
+at is, in the process of reverse merging, the processing is
performed from the second-to-last overlapping row, and
each time a row is processed; the corresponding thread will
analyze and correspond to determine whether the merging
process is required.

In view of the limitations of existing region-matching
algorithms, this paper constructs a parallel region-matching
algorithm for HLA distributed simulation, which integrates
mobile matching and parallel computing methods and di-
vides the tasks of multiple mobile matching in the simulation
into different cores, and the multi-threading methods are
used to achieve specific parallelized calculation of region
matching, so as to improve the calculation of region-
matching ability. Similarly, in each specific thread calcula-
tion, the method of using a mobile region to match the
region is realized, to reduce the number of redundant cal-
culations and improve the actual efficiency of matching.

For the parallel region-matching knowledge recognition
algorithm, its specific principles are as follows. First, when a
specific single region is effectively moved, the overlap change
between other regions and the part of the region is actually
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related to the movement of the single region. +erefore,
when updating a specific region, there is no need to consider
the range outside the actual region movement region. +e
overlap of these regions cannot be directly changed; in the
specific simulation process, there is certain irrelevance in
regions of the same type. +e changes in multiple regions of
the same type are overlapped by multiple calculations, as
shown in Figure 6.

Figure 6 shows the changes in the overlap of the two-
dimensional region during the specific simulation ad-
vancement process. When a specific change occurs in the
corresponding region, a specific update region can be re-
alized through the boundary of the region, and specific
overlapping parallel calculations can be realized from the
specific region, and the parallel computing performance can
be effectively realized.

When a specific region changes to a certain extent, the
relevant core of the matching calculation is caused according
to the region, and the position query before and after the
movement is realized to ensure the region where the region
moves. Here, the dimensional data stored in the region are
realized in an orderly manner through a specific index, that
is, the data of each dimension in a specific multi-dimen-
sional space are used along with the index for storage. On the
one hand, it uses the indexed ordered table to store the
specific update region data. On the other hand, it is used to
store the range boundary value of various region projections
in specific dimensions. Each group is combined through two
specific ordered tables, one index table stores the closed
point of lower boundary of the range, and the other index
table is used to store the opening point of the upper
boundary. +e definition of the specific data structure of the
node is as follows:

struct Node {
int id; //range id
Struct Node∗Next; //Node pointer
}

+e ordered list of each index implements a specific
pointer array index, uses the size of the array to set the
dimension, and compares the boundary value with the
corresponding index value of the array element, as shown in
Figure 7.

It can be seen from Figure 7 that for fixed nodes with no
moving range, redundant operation analysis that is not
within the operating range can be achieved without effective
matching, which effectively saves related computing re-
sources and can achieve accurate analysis and matching in
specific ranges, and there is no specific false connection
problem.

From the framework of Figure 8, in view of multi-
threading, the calculation of overlapping regions is realized,
including control threads and multiple computing threads,
to complete the calculation task through the task queue.
After a specific movement range occurs in the control
thread region, it is responsible for the specific task gen-
eration node, and it is listed in the specific task queue, and
the calculation of the result is completed by the calculation

of the control thread. In each simulation advancement
process, the first thing that each computing thread needs to
process is the update region, until all tasks are processed.
+e semaphore mechanism is used to synchronize between
the threads.

+e specific steps of the so-called control thread algo-
rithm are as follows.

For (every simulation advancement process)

(1) For each announcement range am, if am moves,
insert am into the announcement task queue pq.

(2) For each order range bn, if bn moves, insert bn into
the order task queue sq.

(3) If pq is not null, for each computing thread 1, release
the semaphore m_publish_i, which is used to notify
the computing thread to start processing and update
the task queue.

(4) Wait for the completion semaphore m_publish_-
finish_i of each computing thread i until all update
tasks are processed.

(5) If sq is not null, for each calculation line i, release the
semaphore m_subscribe_i, which is used to notify
the calculation thread to start processing the order
task queue.

(6) Wait for the completion semaphore m_sub-
scribe_finish_i of each calculation thread i until all
the subscription overlap calculations are completed.
end for

1.1.3. Simulation Experiment. In order to verify the effec-
tiveness of the parallel region-matching knowledge

y

x

Computing thread 1 Computing thread n

7
2 2

33
6

9

8

Figure 6: Schematic diagram of the intersecting changes of re-
gional movement.
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Figure 7: Range representation based on indexed ordered list.
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recognition algorithm, the following simulation experiments
are set up in this paper. First, a specific two-dimensional
space is generated according to specific user input, and a
specific publishing region and ordering region are generated

in the two-dimensional space, and corresponding algorithm
comparison experiments are designed.

Corresponding tests are carried out for the algorithm
performance in different numbers of regions, and the HLA

Control thread 1

Computing thread 1 Computing thread 2 Computing thread 3 Computing thread n

task1 task2 task3 Task m......

Figure 8: Parallel region-matching method framework.
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Figure 9: Algorithm performance test results for different numbers
of regions (2000, 4000, 8000).
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Figure 10: Algorithm performance test results at different di-
mensional upper limits.
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distributed simulation evaluation changes of the matching
algorithm in the corresponding cases of 2000, 4000, and
8000 are calculated, respectively, as shown in Figure 9. It can
be seen from the results that the parallel region-matching
knowledge recognition algorithm is relatively appropriate in
terms of time consumption.

For different upper dimensional limits, as shown in
Figure 10, the performance of parallel region-matching
knowledge recognition algorithm is obviously better than
other algorithms. When the upper limit of dimensionality is
greater than 5000, the algorithm performance is the same as
the grid matching performance with a grid number of 100,
and there is no false connection phenomenon in grid
matching.

+e parallel region-matching knowledge recognition
algorithm is closely related to the number of threads of
calculation. From the corresponding simulation experiment
results, compared with the traditional method, the parallel
region-matching knowledge recognition algorithm does not
change the performance with the increase of the specific
number of regions, but in terms of specific dimensions, it has
a change relationship with the specific upper limit of the
dimension. +rough multi-core computing power, better
acceleration ratio is realized, especially for large-scale re-
gional changes. +erefore, the parallel region-matching
knowledge recognition algorithm is more suitable for HLA
distributed simulation evaluation.

2. Conclusion

+e development of industry requires HLA distributed sim-
ulation to provide specific support for the long-term, stable,
and healthy development of industrial economy. Most of the
existing region-matching algorithms need to match all regions,
resulting in a waste of computing resources. At the same time,
it is difficult to give full play to the parallel computing ad-
vantages of multi-core platform mainly based on the idea of
serial matching. In view of these needs and shortcomings,
based on the parallel region-matching knowledge recognition
algorithm, this paper realizes the parallelism of region-
matching calculation throughmulti-core platform. At the same
time, for HLA distributed simulation, this paper constructs a
simulation system to realize multi-region parallel matching. In
thematching calculation, themobile crossover theory is used to
realize the relevant historical information of regional prepo-
sitions or backtracking, and it is limited to a fixed threshold
range to reduce invalid operations. It has efficient matching
and good acceleration performance and can support HLA
distributed simulation evaluation. +e experimental results
show that the algorithm has high matching efficiency, does not
cause false connections, and has good acceleration perfor-
mance. It can give full play to the computing performance of
multi-core computing platform and meet the needs of large-
scale distributed simulation data distribution andmanagement.
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+e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

References

[1] J. Sauter, U. V. Solloch, A. S. Giani, A J. Hofmann, and
A. H. Schmidt, “Simulation shows that HLA-matched stem
cell donors can remain unidentified in donor searches[J],”
Scientific Reports, vol. 6, no. 1, pp. 119–129, 2016.

[2] Y. Park and D. Min, “HLA-DDS API transformation for DDS
communication based HLA simulation,” Advanced Science
Letters, vol. 21, no. 3, pp. 244–252, 2015.

[3] Y. Bouteraa, I. B. Abdallah, A. ElMogy, A. Ibrahim, U. Tariq,
and T. Ahmad, “A fuzzy logic architecture for rehabilitation
robotic systems,” International Journal of Computers, Com-
munications & Control, vol. 15, no. 4, pp. 1–17, 2020.

[4] A. Falcone, A. Garro, S. . Taylor, and A.. .. Anagnostou,
“Experiences in simplifying distributed simulation: the HLA
development kit framework,” Journal of Simulation, vol. 11,
no. 3, pp. 208–227, 2017.

[5] S. Jung-Yong and H. Soumg, “An implementation of HLA
standard for weapon system simulation[J],” Communications
of the Korean Institute of Information Scientists & Engineers,
vol. 86, no. 3, pp. 309–321, 2016.

[6] X. Feng and J. Gao, “Gene sequences parallel alignment model
based on multiple inputs and outputs,” International Journal
of Computers, Communications & Control, vol. 14, no. 2,
pp. 141–153, 2019.

[7] Y. Wu and G. Gong, “A real-time scheduling algorithm for
HLA-based simulation models[J],” International Journal of
Modeling Simulation and Scientific Computing, vol. 22, no. 1,
pp. 95-96, 2015.

[8] Gorecki, Bouanan, and Zacharewicz, “Integrating HLA-based
distributed simulation for management science and BPMN,”
IFAC-PapersOnLine, vol. 51, no. 11, pp. 655–660, 2018.

[9] Q. Wang, A. I Li-Rong, and A. Z. Gong, “Study on load
balancing in hla-based distributed simulation system,”
Computer Technology and Development, vol. 3, no. 2,
pp. 16–19, 2019.
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)e Internet of vehicles (IoV) is an important research area of the intelligent transportation systems using Internet of things
theory. )e complex event processing technology is a basic issue for processing the data stream in IoV. In recent years, many
researchers process the temporal and spatial data flow by complex event processing technology. Spatial Temporal Event Pro-
cessing (STEP) is a complex event query language focusing on the temporal and spatial data flow in Internet of vehicles. )ere are
four processing models of the event stream processing system based on the complex event query language: finite automata model,
matching tree model, directed acyclic graph model, and Petri net model. In addition, the worst-case response time of the event
stream processing system is an important indicator of evaluating the performance of the system. Firstly, this paper proposed a core
algorithm of the temporal and spatial event stream processing program based on STEP by Petri net model. Secondly, we proposed
a novel method to estimate the worst-case response time of the event stream processing system, which is based on stochastic Petri
net and queuing theory. Finally, through the simulation experiment based on queuing theory, this paper proves that the data
stream processing system based on STEP has good dynamic performance in processing the spatiotemporal data stream in Internet
of vehicles.

1. Introduction

Internet of vehicles is an important application of intelligent
transportation with Internet of things, and it is also an
important part of smart city [1–6]. In Internet of vehicles
system, there are various types of data sources that produce
large amounts of temporal and spatial uninterrupted data
flow. Processing these data stream is an important research
direction of big data [7]. Now, there are some products of
processing the data flow of Internet: Twitter’s Storm system
[8], Yahoo’s simple scalable streaming system (S4) [9],
Facebook’s Data Freeway and Puma system [10], LinkedIn’s
Kafka system [11], and an interactive real-time computing
systems Berkeley’s Spark [12].

Because the data stream of Internet of vehicles is dif-
ferent from the Internet, therefore, we cannot directly use
the Internet data stream processing method to process the
temporal and spatial data stream of Internet of vehicles. In
recent years, there is some progress in processing the

temporal and spatial data streams of Internet of vehicles
using the complex event processing technology. In the event
driven architecture Internet of vehicles, all kinds of temporal
and spatial data stream generated by the sensing devices
were abstracted into basic temporal and spatial events.
)rough a complex event query language, the system will get
the meaningful complex event from the basic temporal and
spatial event by certain pattern matching filter. Moody
proposed a complex event query language SpaTec, and it will
be applied to London’s bus monitoring system [13, 14]. Jin
et al. have proposed a complex event query language CPSL,
and it can describe a variety of spatial and temporal
properties of the event [15]. Li and Chen have proposed a
temporal and spatial constraints event query language STEP,
which can effectively describe the Temporal and Spatial
constraint information of Internet of vehicles [16]. Xu et al.
have proposed a spatiotemporal event interaction model
STEIM to express the spatiotemporal information of the
spatiotemporal event flow in the V2X [17].
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)ere are four types processing model of the event
stream processing system based on complex event query
language: finite automata model, matching tree model, a
directed acyclic graph model, and Petri net model.)e worst
response time of the event stream processing system is an
important indicator of the performance evaluation of the
system. Akili and Weidlich began to focus on the worst
response time of the event stream processing system [18].
Um et al. have proposed an associated constraint labelling
method to estimate the worst response time of the event
stream processing system [19]. Jiang et al. present a model of
the outward transmission of vehicle blockchain data and
then give detailed theoretical analysis and numerical results
[20]. Hu et al. present a novel double-layered federation
model to analyze the performance of the data processing
system of Internet of vehicles [21].

)e current work has not analyzed the dynamic per-
formance of the stream processing algorithm. In this paper,
the dynamic performance of the algorithm is analyzed
through the queuing theory model, thereby verifying the
feasibility of the algorithm theoretically. In this paper, we
proposed a method to estimate the worst case response time

of the STEP event stream processing system, which is based
on stochastic Petri net and queuing theory. )e simulation
results demonstrate the effectiveness of the method. )e
remainder of this paper is structured as follows: Section 2
introduces the complex event query language STEP. Section
3 introduces the stochastic Petri net theory and queuing
theory. Section 4 gives the architecture of the STEP event
stream processing system and the core algorithms. Section 5
analyzes four types structured event stream processing
program instances by queuing theory. Section 6 verifies the
relevant conclusion is correct through the simulation. Fi-
nally, the last section concludes this paper.

2. Event Query Language: STEP

STEP is a Spatial-Temporal Constraint Event Query Lan-
guage, which focuses on processing the spatial and temporal
constraint data of the Internet of vehicles. )e syntax of
STEP contains five types of Boolean expressions, and the
event instances of Boolean expression EBEXP were com-
posed by the others. Syntax rules of STEP are as follows:

)e object identifier Boolean expression OBEXP:

obexp∷ � TRUE|FALSE|xid � ID xid! � ID


obexp1 ∧ obexp2|obexp1 ∨ obexp2. (1)

)e general numerical attributes Boolean expression
ABEXP:

abexp∷ � TRUE|FALSE|xa � A xa! � A


 xa >A


xa <A,

abexp1 ∧ abexp2


abexp1 ∨ abexp2.

(2)

)e temporal properties Boolean expression TBEXP:

tbexp∷ � TRUE|FALSE|xt BEFORET xt EQUALT


 xt



OVERLAPT|xt DURINGT,

tbexp1 ∧ tbexp2


tbexp1 ∨ tbexp2.

(3)

)e spatial properties Boolean expression LBEXP:

lbexp∷ � TRUE|FALSE|xt EQ LOC xt OPLOC


xt IN LOCxt NORTH LOC,

lbexp1∧lbexp2


lbexp1∨lbexp2.
(4)

)e event instances Boolean expression EBEXP:

ebexp∷ � TRUE|FALSE|obexp|tbexp||lbexp|abexp ebexp1∧ebexp2


ebexp1∨ebexp2. (5)

3. Stochastic Petri Net and Queuing Theory

3.1. Stochastic Petri Net. Stochastic Petri net model linked a
randomdelay timewith each transition between the case where
it can be implemented and its implementation. )e perfor-
mance analysis of stochastic Petri net is built on the foundation
that its state space is isomorphism as the Markov chain.
Stochastic Petri net provides a good description means of the

performancemodel of the system, andMarkov randomprocess
provides a solid mathematical foundation of its evaluation.

Definition 1. In continuous time stochastic Petri net, a
transition requires a delay time from the case where it can be
implemented to the case where it has implemented. It is seen
as a continuous random variable xi (take a positive real
number). Because of the speed of the data flow in the

2 Computational Intelligence and Neuroscience
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queuing system subjecting to the Poisson distribution,
therefore, the delay time subject to an exponential distri-
bution function is as follows:

∀t ∈ T: Ft � 1 − e
−λtx. (6)

Stochastic Petri net is denoted as SPN� (S, T; F, M0, λ),
where ((S, T; F, M0) is a Petri net system, and λ� {λ1, λ2, . . .

λm} is the average implementation rate collection of the
transition. Among them, the real parameter λt> 0 is the
average implementation rate of the transition t, and it in-
dicates the average implementation times per unit time. )e
inverse of the average implementation rate of the transition
ti is called average implementation delay or average service
time.

)ere are three performance equivalence formulas of the
series, parallel, and selection structured stochastic Petri net
model, and the relevant conclusions are as follows:

Theorem 1. &e system B consists of n series transitions.
Assume that the delay times of the n series transitions are the
independent random variables, and they were subject to
exponential distribution function with parameters λ1, λ2 . . .

λn. So, the total equivalent delay time is as follows:

1
λ

� 
n

i�1

1
λi

. (7)

Theorem 2. &e system B consists of n parallel transitions.
Assume that the delay times of the n parallel transitions are
the independent random variables, and they were subject to
exponential distribution function with parameters λ1, λ2 . . .

λn. So, the total equivalent delay time is as follows:

1
λ

� 

n

i�1

1
λi

− 
n−1

i�1

n−1

j�i+1

n

k�j+1

1
λi + λj + λk

+ . . . . (8)

Theorem 3. &e system B consists of n selection transitions.
Assume that the delay times of the n selection transitions are
the independent random variables, and they were subject to
exponential distribution function with parameters λ1, λ2 . . .

λn. Assume that the implementation probability of the
transition ti is αi. So, the average delay time of the n selection
transitions and the total equivalent delay time are as follows:

1
λ

� 
n

i�1

αi

λi

. (9)

3.2. Queuing &eory. Queueing theory, also known as sto-
chastic service system theory, is a mathematical discipline
that studies crowding phenomenon. It solves the optimal
system design and optimal control through the probabilistic
characteristics of a variety of services in queuing system.
Queuing theory is an important branch of operational re-
search and an important branch of applied probability. )e
research has a strong practical background, which originated

by the Danish telecommunication engineer A. K. Erlang’s
research in the 20th century. Now, it is a mature theory.

Queueing phenomenon consists of two aspects: one
obtains services, and the other tries to give services. )e first
one is called customer, which requires services. )e servers
give others services. )e customers and servers constitute a
queuing system.

Definition 2. )e queuing system consists of three parts: the
input process, queuing rules, and servers. )ese three parts
of the queuing system are an organic whole, which describes
the queuing system from different aspects.

(1) )e input process describes how the customer
arrives at the queuing system. It is usually de-
scribed by the probability distribution of the
customer arrival time. )e common distribution is
as follows: fixed-length input, negative exponential
input (Poisson stream), geometric input, Erlang
input, and so on.

(2) )e queuing rules of the queuing system are the
order of the customers accepting services. And it can
be divided into first come first serve (FCFS), last
come first serve (LCFS), and so on.

(3) )e structure of the server means the number of the
servers and the service time of a customer. )e
common customer service time distributions are as
follows: fixed-length distribution, the negative ex-
ponential distribution, and geometric distribution.

)e queuing system model is as follows (see Figure 1).
)e mathematical representation of the queuing system is
given in )eorem 4.

Theorem 4. A queuing system can be expressed with a three-
letter symbol A/B/C. A represents the customer arrival time
distribution, B shows the distribution of the service time, and
C represents the number of the servers. A and B will be M, D,
and G. M represents a negative exponential distribution, D
represents the distribution of fixed length, and G represents
the general distribution.

)e key performance indicators of a queuing system are
as follows:

(1) )e average queue length L, that is, the number of
customers of the queuing system and its mathe-
matical expectation formula, is as follows:

E[L] �
ρ

1 − ρ
�

s
μ − s

. (10)

(2) )e average staying time of the customer W, that is,
the processing time of each customer in the system
and its mathematical expectation formula, is as
follows:

E[W] �
1

μ − s
. (11)
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the waiting time of each customer of the system and
its mathematical expectation formula, is as follows:

E[Wq] �
ρ

μ(1 − ρ)
. (12)

4. The STEP Event Stream Processing System

4.1.&eArchitecture of STEP Event Stream Processing System.
)e architecture of spatial and temporal event stream
processing system based on STEP in Internet of vehicles is
shown in Figure 2. Firstly, the user writes the event query
expressions by STEP and sends these expressions to the event
stream processing system. Secondly, the event stream pro-
cessing system receives the event query expressions and
converts the expressions into event stream processing model.
)en, the event stream processing system generates the cor-
responding event stream processing program according to the
event stream processing model. )e event stream processing
program will begin processing the received event stream and
producing the query results. Event stream processing program
begins processing the received event stream and producing
query results. Finally, the query results will be sent to the user.

To complete the event stream query, we need to convert
the event query expression into the event stream processing
model. )ere are four types of event stream processing
models: tree model, directed acyclic graph model, automata
model, and Petri net model. )e Petri net model can be used
to simulate the concurrency, asynchronous, distributed,
nondeterministic, and parallelism systems. )erefore, we
used Petri net to model the event processing system.

4.2. &e Core Algorithm of STEP Event Stream Processing
System. )e main function of the STEP event stream pro-
cessing system is to receive the event stream processing Petri
net model and return the processing results. )e core al-
gorithm of the system is shown in Table 1.

In the algorithm, all input transitions of the Petri net
model are divided into three categories: the beginning
transition (TransitionStart), the middle transition (Tran-
sitionMid), and the end transition (TransitionEnd). )e
function of the TransitionStart is to detect the attribute
values of the received event instance. )e TransitionStart
transmits the information through sharing the Place with the
connected TransitionMid: the output Place of the Tran-
sitionStart shares the same variable with the input Place of
the TransitionMid. )e TransitionEnd is a special kind of
transition: it has no successor.

In the algorithm, the TransitionStart will be imple-
mented firstly, and the other transitions will be implemented
step by step until the TransitionEnd along the Petri net
structure. Because the number of the transitions is limited
from the TransitionStart to the TransitionMid, therefore, the
algorithm is terminated for an event instance. Assume that
there are n transitions in the Petri net model, and then the
complexity of the algorithm is O (logn).

4.3. &e Queuing &eory Model of the STEP Event Stream
Processing System. )e queuing theory model of the STEP
event stream processing program based on Algorithm 1 is
shown in Figure 3. It can clearly express the overall
framework and processing process of Algorithm 1 in the
queuing theory model.

We analyze the dynamic performance of the system by
queuing theory. )e dynamic performance of the queuing
system mainly refers to the degree of change in the pro-
cessing time of the service system when the speed of input
data changes. Firstly, the event stream is transferred into the
system memory, and these event instances will queue in
there. )en, they will be processed by the event stream
processing program one by one.)e event stream in Internet
of vehicles can be seen as Poisson stream. )e service rule is
first come first serve (FCFS), and the queuing system model
of event stream processing system is an M/M/1 queuing
system.

customers servicequeue

queuing rules serving rules

Figure 1: Queuing system model.

event
stream

event stream 
processing
programs

STEP
event query expression

event processing modelsevent query results

Figure 2: Architecture of the event stream processing system.

4 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

)ere are two important parameters to analyze the
dynamic performance of the queuing system: the parameter
s of the Poisson event stream and the parameter μ of the
service time distribution of the event stream processing
system.

Because the physical meaning of the parameter s of the
Poisson event stream is the data transfer rate of networks,
the parameter can be determined according to the network
transmission environment. Next, we focus on the parameter
μ of the service time distribution.

)e stochastic Petri net is a powerful tool to analyze the
dynamic performance of the system. According to Defini-
tion 1, we can build the stochastic Petri net model of the
event stream processing system. And we can analyze the
dynamic performance of the event stream processing system
by )eorem 4.

)e example is shown as follows:
As shown in Figure 4, there are three independent

random variables of the transition’s delay time, and they
were subject to parameters λ1, λ2, λ3 exponential distri-
bution functions. )e three random variables represent the
processing time in each step of the computation in the data
stream processing system.

Assume that the overall delay time of the stochastic Petri
net obeys the exponential distribution function with pa-
rameter λ. According to the )eorem 4, we get

1
λ

�
1
λ1

+
1
λ2

−
1

λ1 + λ2
  +

1
λ3

. (13)

So, we can get the value of parameter λ in the end.
Assume that the processing rate μ of event stream

processing program is proportional to the speed λ of the
stochastic Petri net model: μ� k λ (where k> 0 and the value
of k is related to the processor speed of the operating en-
vironment). So, we can analyze the dynamic performance of
an event stream processing program according to the speed
parameter μ of the event stream processing program and the
transmission rate parameter s of the event stream.

5. Case Study

)ere are four different structured event stream processing
program models, shown in Figure 5. And we analyze these
examples by stochastic Petri net model and the queuing
theory.

As shown in Figures 5(a)–5(d), there are four event
stream processing programs: Example 1, Example 2, Ex-
ample 3, and Example 4. In the examples, structure a rep-
resents a mixed calculation process of two AND operations.
Structure b represents a mixed calculation process in which
an OR operation is performed first, and then an AND
operation is performed. Structure c represents a mixed
calculation process in which an AND operation is performed
first, and then an OR operation is performed. Structure d
represents a mixed calculation process in which an OR
operation is performed first, and then an AND operation is
performed. In these examples, the transmission rate of the
event stream is s1, s2, s3, and s4. )eir event stream pro-
cessing rate is μ1, μ2, μ3, and μ4. Because the service in-
tensity of the queuing system ρ� s/μ, and the necessary and
sufficient conditions of the queuing system have the steady
state distribution as ρ< 1, so assume that ρ1� s1/μ1< 1,
ρ2� s2/μ2< 1, ρ3� s3/μ3< 1, and ρ4� s4/μ4< 1.

In order to compare these four structural examples’
performance, we set the parameters as in Table 2. In the
stream data processing structure of this paper, the former
data processing generally takes less time, while the latter data
processing takes more time. )erefore, according to this
situation, we assume the parameter settings as shown in
Table 2. According to )eorem 4, we can get the overall rate
of these examples shown as the λ column of the table.
Assume that the transition probability of each branch is
equal in the selection structure.

According to the )eorem 4, the dynamic performance
of the example 1 can be calculated as follows:

Assume that the event stream transmission rate is s1, and
the processing rate of the event processing program is
μ1� 33/23 k.

)e queuing system’s service intensity
ρ1 � s1/μ1 � 23s1/33k;

Table 1: )e core algorithm of the STEP event stream processing
system.

Algorithm event stream processing algorithm based on Petri net
model
Input: event stream, petri net model of the query expressions
Output: query results
(1) while TRUE do
(2) Event← the pointer point the current event;
(3) foreach Event.Attribute do
(4) TransitionStart.InputToken←Event.Attribute;
(5) end
(6) foreach TransitionStart do
(7) if TransitionStart.InputToken meet current guard then
(8) OutputToken← InputToken;
(9) else
(10) End the query and jump to statement 28;
(11) end
(12) end
(13) foreach TransitionMid do
(14) if TransitionMid.InputToken meet guard then
(15) OutputToken←OutputToken⊙ InputToken;
(16) else
(17) End the query and jump to statement 28;
(18) end
(19) end
(20) foreach TransitionEnd do
(21) if TransitionEnd.InputToken meet guard then
(22) OutputToken←OutputToken⊙ InputToken;
(23) return TransitionEnd.OutputToken;
(24) else
(25) End the query and jump to statement 28;
(26) end
(27) end
(28) Delete the current event, the pointer point the next
event;
(29) end

Computational Intelligence and Neuroscience 5
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)e amount of the waiting events of the queuing system
E[L1] � ρ1/1 − ρ1 � s1/μ1 − s1 � 23s1/33k − 23s1;
)e residence time of each event of the queuing system
E[W1] � 1/μ1 − s1 � 23/33k − 23s1;
)e waiting time of each event of the queuing system
E[Wq1] � ρ1/μ1(1 − ρ1) � 529s1/(33k − 23s1)33k;
)e proportion of waiting time of the queuing system
E[Wq1]/E[W1] � 23s1/33k;

Similarly, according to the )eorem 4, the dynamic
performance of example 2 can be calculated as follows:

Assume that the event stream transmission rate is s2, and the
processing rate of the event processing program is μ2 � 16/5k,

)e queuing system’s service intensity
ρ2 � s2/μ2 � 5s2/16k;
)e amount of the waiting events of the queuing system
E[L2] � ρ2/1 − ρ2 � s2/μ2 − s2 � 5s2/16k − 5s2;
)e residence time of each event of the queuing system
E[W2] � 1/μ2 − s2 � 5/16k − 5s2;
)e waiting time of each event of the queuing system
E[Wq2] � ρ2/μ2(1 − ρ2) � 25s2/(16k − 5s2)16k;
)e proportion of waiting time of the queuing system
E[Wq2]/E[W2] � 5s2/16k;

Similarly, according to )eorem 4, the dynamic per-
formance of example 3 can be calculated as follows:

Assume that the event stream transmission rate is s3, and
the processing rate of the event processing program is
μ3 � 12/5k,

)e queuing system’s service intensity
ρ3 � s3/μ3 � 5s3/12k;
)e amount of the waiting events of the queuing system
E[L3] � ρ3/1 − ρ3 � s3/μ3 − s3 � 5s3/12k − 5s3;
)e residence time of each event of the queuing system
E[W3] � 1/μ3 − s3 � 5/12k − 5s3;
)e waiting time of each event of the queuing system
E[Wq3] � ρ3/μ3(1 − ρ3) � 25s3/(12k − 5s3)12k;
)e proportion of waiting time of the queuing system
E[Wq3]/E[W3] � 5s3/12k;

Similarly, according to the )eorem 4, the dynamic
performance of example 4 can be calculated as follows:

Assume that the event stream transmission rate is s4, and
the processing rate of the event processing program is
μ4 � 168/83k,

)e queuing system’s service intensity
ρ4 � s4/μ4 � 23s4/33k;
)e amount of the waiting events of the queuing system
E[L4] � ρ4/1 − ρ4 � s4/μ4 − s4 � 83s4/168k − 83s4;
)e residence time of each event of the queuing system
E[W4] � 1/μ4 − s4 � 83/168k − 83s4;
)e waiting time of each event of the queuing system
E[Wq4] � ρ4/μ4(1 − ρ4) � 6889s4/(168k − 83s4)168k;
)e proportion of waiting time of the queuing system
E[Wq4]/E[W4] � 83s4/168k;

In order to more clearly analyze the dynamic perfor-
mance of the above examples, the discussion is now divided
into two scenarios:

5.1.ApplicationSceneOne. )e event stream’s arrival rate s is
changing, and the processing speed of the computer k is not
changing. Assume that the constant k� 100 and the dynamic
performance of the system are as shown in Table 3.

)e diagrams of the data in the Table 3 are shown in
Figure 6. )ere are four subgraphs in the Figure 6. )e
diagram of the average amount of the waiting events in the
queuing system of the four examples is Figure 6(a). )e

event
stream

event stream
processing program

system
memory

results

queue serve

STEP
Query expression

Figure 3: )e queuing theory model of STEP event stream processing program.

p1

p2

t2

t1

t3

p3

p5

p4

λ1

λ2

λ3

Figure 4: An example of event stream processing program’s
stochastic Petri net model.
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diagram of the average residence time of the events in the
queuing system of the four examples is Figure 6(b). )e
diagram of the average waiting time of the events in the
queuing system of the four examples is Figure 6(c). And the
diagram of the proportion of the waiting time of events in
the queuing system of the four examples is Figure 6(d).

As can be seen in Figure 6 when the computer processing
rate is not changing, so there is an increase in the event
stream transmission rate, the average amount of the waiting
events, the average residence time of the events, the average
waiting time of the events, and the proportion of the waiting
time of events, which is in the queuing system of the four
examples. In addition, it can be seen from the figure that it
takes the maximum processing event time in example 1 and
the minimal processing event time in example 2.

5.2. Application Scene Two. )e event stream’s arrival rate s
is not changing, and the processing speed of the computer k
is changing. Assume that the constant s� 200 and the dy-
namic performance of the system are as shown in Table 4.

)e diagrams of the data in the Table 4 are shown in
Figure 7. )ere are four subgraphs in Figure 7. )e diagram
of the average amount of the waiting events in the queuing
system of the four examples is Figure 7(a). )e diagram of
the average residence time of the events in the queuing
system of the four examples is Figure 7(b). )e diagram of
the average waiting time of the events in the queuing system

of the four examples is Figure 7(c). And the diagram of the
proportion of the waiting time of events in the queuing
system of the four examples is Figure 7(d).

As can be seen in Figure 7, when the event stream
transmission rate is not changing, there is an increase in the
computer processing rate, the average amount of the waiting
events, the average residence time of the events, and the
average waiting time of the events, and the proportion of the
waiting time of events is reducing, which is in the queuing
system of the four examples. In addition, it can be seen from
the figure that it takes the maximum processing event time
in example 1 and the minimal processing event time in
example 2.

6. The Simulation and Results

In order to verify the derivation results of the dynamic
performance of the previous section about the four examples,
we build the four simulations of the examples by the queuing
theory simulation tools Java Modelling Tools v0.9.1. For each
example, the simulation program will run 100,000 times, and
we get the average value of the results. In the simulation
experiments, the boundary conditions are k� 100 and s> 0.

6.1. Simulation Experiment One. )e experiment corre-
sponds to the application scenario one. When the event
stream arrival rate is changing, and the computer processing

p1 p3

p2 p4

p6

p7

p8

p5

λ1

λ2

λ3

λ4

λ5

(a)

p1 p3

p2 p4
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p2 p4
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p1 p3
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p6

p7

p8
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λ6

λ4
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Figure 5: Four examples of event stream processing program’s stochastic Petri net model.

Table 2: )e parameters of four examples.

No. λ1 λ2 λ3 λ4 λ5 λ6 λ7 λ
Example 1 2 4 10 20 20 None None 33/23
Example 2 2 4 10 20 20 20 20 16/5
Example 3 2 4 10 20 20 20 None 12/5
Example 4 2 4 10 20 20 20 None 168/83
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speed is not changing (here set k� 100), the simulation
results are shown in Tables 5–8.

We plotted the simulation results in scatterplot and
compared them with the diagram of theoretical reasoning
results in Figure 8.

As can be seen from the above figure, the simulation
results have agreed well with the previous theoretical results.
In addition, as can be seen from the scatterplot of the ex-
perimental results, along with the event stream’s arrival rate
getting closed to the threshold, the event processing time has

Table 3: )e dynamic performance of the examples in application scene one.

No. μ s E (L) E (W) E (Wq) E[Wq]/E[W]

Example 1 143.5 (0, 143.5) 23s1/3300 − 23s1 23/3300 − 23s1 529s1/10890000 − 75900s1 23s1/3300
Example 2 320 (0, 320) 5s2/1600 − 5s2 5/1600 − 5s2 25s2/2560000 − 8000s2 5s2/1600
Example 3 240 (0, 240) 5s3/1200 − 5s3 5/1200 − 5s3 25s3/1440000 − 6000s3 5s3/1200
Example 4 202.4 (0, 202.4) 83s4/16800 − 83s4 83/16800 − 83s4 6889s4/282240000 − 1394400s4 83s4/16800
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Figure 6: )e diagram of dynamic performance of the examples in application scene one.

Table 4: )e dynamic performance of the examples in application scene two.

No. μ k E (L) E (W) E (Wq) E[Wq]/E[W]

Example 1 (200, +∞) (200,+∞) 4600/33k1 − 4600 23/33k1 − 4600 105800/1089k2
1 − 151800k1 4600/33k1

Example 2 (200, +∞) (62.5,+∞) 125/2k2 − 125 5/16k2 − 1000 625/32k2
2 − 2000k2 125/2k2

Example 3 (200, +∞) (83,+∞) 250/3k3 − 250 5/12k3 − 1000 625/18k2
3 − 1500k3 250/3k3

Example 4 (200, +∞) (98.8,+∞) 2075/21k4 − 2075 83/168k4 − 16600 172225/3528k4 − 348600k4 2075/21k4
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dramatically increased. But the ratio of the waiting time and
the processing time has uniformly changed.

6.2. Simulation Experiment Two. )e experiment corre-
sponds to the application scenario one. When the event
stream arrival rate is not changing (here set s� 200), and the

computer processing speed is changing, the simulation re-
sults are shown in Tables 9–12.

We plotted the simulation results in scatterplot and
compared them with the diagram of theoretical reasoning
results as shown in Figure 9.

As can be seen from the above figure, the simulation
results have agreed well with the previous theoretical results.
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Figure 7: )e diagram of dynamic performance of the examples in application scene two.

Table 5: )e results of example 1 of the simulation experiment one (μ�143.5).

No. S1 E (L1) E (W1) E (Wq1) E[Wq1]/E[W1] No. S1 E (L1) E (W1) E (Wq1) E[Wq1]/E[W1]

01 14 0.106 0.0077 0.0008 9.72% 06 84 1.418 0.017 0.0098 57.76%
02 28 0.246 0.0087 0.0017 19.45% 07 98 2.169 0.022 0.015 68.18%
03 42 0.406 0.0096 0.0029 29.78% 08 112 3.532 0.032 0.025 78.13%
04 56 0.64 0.011 0.0044 40.09% 09 126 7.545 0.059 0.053 89.83%
05 70 0.955 0.014 0.0068 48.36% 10 135 15.621 0.114 0.107 93.86%

Table 6: )e results of example 2 of the simulation experiment one (μ� 320).

No. S2 E (L2) E (W2) E (Wq2) E[Wq2]/E[W2] No. S2 E (L2) E (W2) E (Wq2) E[Wq2]/E[W2]

01 32 0.112 0.0035 0.0003 9.94% 06 192 1.498 0.0078 0.0048 60.66%
02 64 0.249 0.0039 0.0008 20.03% 07 224 2.318 0.01 0.0073 72.9%
03 96 0.43 0.0044 0.0014 30.61% 08 256 3.999 0.016 0.012 75%
04 128 0.662 0.0052 0.0021 39.46% 09 288 9.404 0.031 0.028 90.32%
05 160 0.987 0.0062 0.0032 50.64% 10 310 30.149 0.099 0.096 96.97%
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Table 7: )e results of example 3 of the simulation experiment one (μ� 240).

No. S3 E (L3) E (W3) E (Wq3) E[Wq3]/E[W3] No. S3 E (L3) E (W3) E (Wq3) E[Wq3]/E[W3]

01 24 0.112 0.0046 0.0005 10.11% 06 144 1.494 0.01 0.0062 61.7%
02 48 0.252 0.0052 0.001 20% 07 168 2.312 0.014 0.0097 69.57%
03 72 0.429 0.006 0.0018 29.95% 08 192 3.959 0.021 0.017 80.95%
04 96 0.663 0.0069 0.0028 39.97% 09 216 8.649 0.041 0.036 87.8%
05 120 0.987 0.0083 0.0041 49.94% 10 230 20.773 0.097 0.093 95.88%

Table 8: )e results of example 4 of the simulation experiment one (μ� 202.4).

No. S4 E (L4) E (W4) E (Wq4) E[Wq4]/E[W4] No. S4 E (L4) E (W4) E (Wq4) E[Wq4]/E[W4]

01 20 0.11 0.0055 0.0005 9.89% 06 120 1.444 0.012 0.0072 59.75%
02 40 0.244 0.0061 0.0012 20.03% 07 140 2.255 0.016 0.011 68.75%
03 60 0.42 0.007 0.0021 30.1% 08 160 3.786 0.024 0.019 79.17%
04 80 0.652 0.0082 0.0032 39.19% 09 180 8.042 0.044 0.04 90.91%
05 100 0.978 0.0097 0.0048 49.02% 10 195 24.98 0.135 0.13 96.3%
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Figure 8: )e comparison chart of dynamic performance of the examples in application scene one.
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Table 9: )e results of example 1 of the simulation experiment two.

No. μ1 E (L1) E (W1) E (Wq1) E[Wq1]/E[W1] No. μ1 E (L1) E (W1) E (Wq1) E[Wq1]/E[W1]

01 215 12.737 0.062 0.059 95.16% 06 359 1.248 0.0063 0.0035 54.82%
02 244 4.402 0.022 0.018 81.82% 07 387 1.064 0.0053 0.0028 52.64%
03 273 2.768 0.014 0.01 71.43% 08 416 0.925 0.0046 0.0022 48.03%
04 301 1.968 0.0099 0.0066 66.13% 09 445 0.826 0.0041 0.0019 45.37%
05 330 1.527 0.0076 0.0047 61.26% 10 473 0.722 0.0036 0.0015 42.27%

Table 10: )e results of example 2 of the simulation experiment two.

No. μ2 E (L2) E (W2) E (Wq2) E[Wq2]/E[W2] No. μ2 E (L2) E (W2) E (Wq2) E[Wq2]/E[W2]

01 256 3.672 0.018 0.014 77.78% 06 608 0.493 0.0025 0.0008 32.54%
02 326 1.585 0.0079 0.0048 61.19% 07 678 0.425 0.0021 0.0006 29.53%
03 397 1.025 0.0052 0.0026 50.29% 08 749 0.364 0.0018 0.0005 26.14%
04 467 0.738 0.0037 0.0016 42.23% 09 819 0.321 0.0016 0.0004 24.66%
05 538 0.592 0.0029 0.0011 37.76% 10 890 0.288 0.0014 0.0003 22.71%

Table 11: )e results of example 3 of the simulation experiment two.

No. μ3 E (L3) E (W3) E (Wq3) E[Wq3]/E[W3] No. μ3 E (L3) E (W3) E (Wq3) E[Wq3]/E[W3]

01 216 13.328 0.065 0.059 90.77% 06 468 0.748 0.0037 0.0016 42.9%
02 266 3.044 0.015 0.012 80% 07 518 0.628 0.0031 0.0012 39.42%
03 317 1.703 0.0086 0.0053 61.88% 08 569 0.536 0.0027 0.001 35.59%
04 367 1.189 0.0059 0.0033 55.05% 09 619 0.48 0.0024 0.0008 31.88%
05 418 0.924 0.0046 0.0022 47.82% 10 670 0.429 0.0021 0.0006 30.19%

Table 12: )e results of example 4 of the simulation experiment two.

No. μ4 E (L4) E (W4) E (Wq4) E[Wq4]/E[W4] No. μ4 E (L4) E (W4) E (Wq4) E[Wq4]/E[W4]

01 304 1.903 0.0096 0.0062 65.14% 06 455 0.777 0.0039 0.0017 44.1%
02 334 1.469 0.0074 0.0045 60.83% 07 486 0.694 0.0035 0.0014 40.97%
03 364 1.187 0.006 0.0033 55.24% 08 516 0.635 0.0031 0.0012 39.3%
04 395 1.037 0.0051 0.0026 50.58% 09 547 0.583 0.0029 0.0011 36.77%
05 425 0.891 0.0045 0.0021 46.98% 10 577 0.528 0.0026 0.0009 34039%
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Figure 9: Continued.
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In addition, as can be seen from the scatterplot of the ex-
perimental results, along with the computing speed in-
creasing, the event processing time has quickly reduced. But
the ratio of the waiting time and the processing time has
uniformly changed.

7. Conclusions

In this paper, we proposed the architecture and the core
algorithm of STEP event stream processing system at first.
Secondly, we analyzed the dynamic performance of the
event stream processing system with stochastic Petri net
and queuing theory. )ese dynamic performances include
the queue length of the event stream, the processing time
of each event instance, the waiting time of each event
instance, and the proportion of the event waiting time.
Finally, we gave four structured examples and gave their
theoretical dynamic performance. We also built their
simulation program to verify the correctness of the rea-
soning results, which shows the effectiveness of the rel-
evant methods.
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Figure 9: )e comparison chart of dynamic performance of the examples in application scene two.
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Federated learning has demonstrated strong capabilities in terms of addressing concerns related to data islands and privacy
protection. However, in real application scenarios, participants in federated learning have difficulty matching. For example, two
companies distributed in different regions do not know that the other party also needs federated learning in the case of in-
formation asymmetry.0erefore, it is difficult to build alliances. To enable suppliers and consumers to find one or more federated
learning objects that are relatively satisfactory in a short time, this paper considers the idea of establishing a federated learning
advertising platform, where data transactions need to consider privacy protection. A sponsored search auction mechanism design
method is introduced to solve the problem of ranking the presentation order of participant advertisements. Due to the potential
malicious bidding problem, which occurs when using the classic sponsored search auction mechanism under the federated
learning scenario, this paper proposes a novel federated sponsored search auction mechanism based on the Myerson theorem,
improving upon the ranking index used in the classic sponsored search auction mechanism. A large number of experimental
results on a simulation data set show that our proposed method can fairly select and rank the data providers participating in the
bidding. Compared with other benchmark mechanisms, the malicious bidding rate is significantly decreased. In the long run, the
proposed mechanism can encourage more data providers to participate in the federated learning platform, thus continuously
promoting the establishment of a federated learning ecosystem.

1. Introduction

In recent years, with the application of artificial intelli-
gence in all walks of life [1], data privacy protection has
become increasingly valued by individuals and organi-
zations. On the one hand, people are unwilling to share
data that contain personal information any more, due to
the potential risk of privacy leakage. On the other hand,
regulatory agencies in various regions and countries have
also issued a series of policies and regulations to protect
the security of private data. For example, the General Data
Protection Regulation (GDPR) [2], officially implemented
by the European Union in May 2018, puts forward the
most stringent requirements for data privacy and security.
0is is currently the most comprehensive and widely used
privacy protection law in the world. In China, the

“Implementation Regulations of the Consumer Protection
Law of the People’s Republic of China”, promulgated in
August 2016, applies to most companies that deal with
consumer data, forcing companies to take responsibility
for their obligations to protect consumer personal
information.

Federated Learning (FL) has demonstrated strong ca-
pabilities in addressing data islands and privacy protection.
Within the past few years, federated learning has developed
rapidly, in terms of algorithms, frameworks, platforms, and
applications, since Google first proposed the concept in
2016. To incentivize high-quality data providers to con-
tribute their data to the federation, researchers have
designed different incentive mechanisms. However, in the
real environment, data are stored at the edge nodes of
various institutions.
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For a certain federated learning task, some uncertain
information exists in the following aspects:

(1) Which data providers have the willingness to con-
tribute data? What is the sample size that they can
provide?What are the features? Howmuch will it cost?

(2) Which data users have a demand for data? What
types of data do the data users need? What is the
quantity demand? How much will they pay for it?

To enable suppliers and consumers to find one or more
FL objects that are relatively satisfactory in the shortest time,
it is necessary to provide a Federated Learning advertising
platform. 0e data provider, on the supply side, can publish
a brief introduction about their data on the advertising
platform. Data users, on the demand side, can also find their
intended customers on the platform. After matching, the
data provider and the data user will train a machine learning
model together using federated learning. As shown in
Figure 1, the federated learning advertising platform pro-
vides advertising slots and charges advertising fees. Data
providers post advertisements on the platform and pay the
fees. Data users then browse the advertisements, and send
out invitations to intended customers for federated learning.

Generally speaking, some data providers want their ads to
appear in themost attractive slot: the first place in the result page.
However, the slots for displaying advertisements are limited.
0erefore, for each search, the FL advertising platform faces the
problem of matching advertisements with slots. In addition, the
FL advertising platform also needs to determine the price that
each data provider needs to pay. Data providers naturally prefer
eye-catching slots.0erefore, to allocate a slot and determine the
corresponding bid, the FL advertising platform needs a ranking
system. 0ere are an increasing number of data providers who
want to post ads on the platform, but the number of available ad
slots remains the same. To solve this problem, we can use an
auction mechanism.0ese auctions are called Sponsored Search
Auctions [3]. In a typical sponsored search auction, the data
provider is invited to bid on the keywords, that is, for each click
on the advertisement, the advertiser expresses the maximum
amount they are willing to pay.0is is usually referred to as cost-
per-click (CPC). According to the bid submitted by the ad-
vertisers for a specific keyword, the search engine selects a set of
advertisements and determines their presentation order. 0e
actual price of the search engine also depends on the bid
submitted by the customers. However, the sponsored search
auction mechanism (GFP, GSP, VCG) mentioned above is not
directly applicable to the scenario of federated learning as, if the
bid is the only factor considered in the allocations of data
providers, itmay lead tomalicious bidding and the emergence of
monopoly issues. Many data providers which have noisy data in
their data set will make higher bids to occupy the top slots on the
advertising platform. Obviously, this is irresponsible to both the
suppliers and consumers. In the long run, the advertising
platform will suffer serious losses.

To resolve the above problems, we propose a new
mechanism, called Federated Sponsored Search Auction
Mechanism (FSSA), which is specific to the scenario of
federated learning. Based on the bids, this paper also adds an

index to reflect the average contribution of data providers in
their previous federated learning scenarios, and assign
certain weights to these two indices. 0us, a new ranking
index is formally defined, ranking scores, which is more in
line with the scenario of federated learning. 0e core idea is
to consider both the bid and contribution to rank the data
providers, such that some data providers whose data quality
is poor but have strong economic strength can gain higher
ad slots in the advertising platform; in the same way, some
participants who lack money but who have better data
quality can also rank highly on the advertising platform.
Most importantly, this mechanism curbs the monopoly
problem, to a certain extent, and secures the platform’s long-
term prosperity. Extensive experimental results on a sim-
ulation data set show that the FSSA can filter and rank the
data providers participating in the bidding. Compared with
the classic sponsored search auction mechanism, the
malicious bidding rate can be significantly decreased, ef-
fectively avoiding the problem of inconsistency between the
bid and the actual contribution ability.

Our contributions can be summarized as follows:

(i) In response to the difficulty of matching data
providers and data users in federated learning, we
first propose the idea of establishing an FL adver-
tising platform. 0is platform can help both the
suppliers and consumers to find a relatively satis-
factory federated learning object in the shortest
time. Furthermore, a new ranking mechanism is
proposed to solve the problem of ranking adver-
tisement slots.

(ii) For the classic sponsored search auction mecha-
nism, only bids are considered for the ranking, thus
leading to malicious bids. We propose a new
ranking index—ranking scores—which considers
both the bids and historical average contributions of
federated learning participants. To a certain extent,
the problem of malicious bids can be avoided.

(iii) We conduct extensive experiments on different
simulation data sets to verify the effectiveness of our
proposed method. 0e experimental results show
that our method can effectively rank data providers.
Compared with the classic sponsored search auction
mechanism, the rate of malicious bidding is sig-
nificantly decreased.

0e remainder of this paper is arranged as follows: We
summarize the related literature in Section 2. 0e method
and results are detailed in Section 3. In Section 4, we
conclude the paper and discuss some prospects for future
work. To the best of our knowledge, this is the first time that
the theory of sponsored search auctions has been applied to a
federated learning scenario. 0e factors which we consider
are not only the bids of data providers but also a compre-
hensive survey of their contributions. A novel mechanism is
proposed to ensure that the data providers of the FL ad-
vertising platform are treated fairly, as well as to encourage
more data providers to participate in the federated learning
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platform, in order to promote the establishment of the
federated learning ecology.

2. Literature Review

We review the related literature from the following three
aspects: Federated learning, mechanism design, and spon-
sored search auctions.

2.1. Federated Learning. Federated learning is a distributed
machine learning framework [4, 5], which aims to solve the
problems of user privacy and data islands which occur in the
process of machine learning. Without data transmission, this
method can train amachine learningmodel through using data
from various devices. Since Google first proposed federated
learning in 2016 [6], it has been favored by many technology
companies, and many specialized research teams have been
established. Not only have they achieved a lot of research results
in frameworks and algorithms but also have actively explored
and advanced the business landing applications of federated
learning. Yang et al. [7] have expanded the concept and ap-
plication of federated learning. According to the distribution
features of data islands, federated learning can be divided into
three types: horizontal federated learning, vertical federated
learning, and federated transfer learning.

Recent research into federated learning has mainly focused
on privacy protection and incentivemechanisms. To prevent the
leakage of private data during gradient and parameter sharing in
federated learning, researchers have applied traditional privacy
protection techniques to federated learning, mainly divided into
the following aspects: Secure multi-party computing [8–10],
homomorphic encryption [11, 12], and differential privacy
[13–15]. Some studies have begun to use the immutability of
blockchain technology [16, 17] for privacy protection in fed-
erated learning. In terms of incentive mechanism design, Cong
et al. [18] have established a research framework for the design
and reasoning of federated learning incentive mechanisms, and
proposed a precise definition of the FML incentive mechanism
design problem.0ey divided this big problem into demand and
supply-side problems for research and design. Zeng et al. [19]
conducted a comprehensive research review on the design of

federated learning incentive mechanisms. 0ey showed that the
Federated Shapley value retains the desirable properties of the
canonical Shapley value; it can be calculated without incurring
additional communication costs, and it can also capture the
influence of the participation order on data value. Different from
the above works, Wei et al. [20] have proposed the concept of
contribution index—a new metric based on Shapley value—
which is suitable for evaluating the contribution of each data
provider in the jointmodel of joint learning training. To solve the
problem related to the large amount of calculations needed for
the contribution index, they proposed two gradient-based
methods. In addition, many scholars have introduced auction
theory into the design process of the reward mechanism of
federated learning. Kim et al. [21] have studied the incentive
mechanism and privacy protection of federated learning from
the perspective of mechanism design. Jiao et al. [22] have
proposed an auction-based market model to encourage data
owners to participate in joint learning, and designed two auction
mechanisms for the federated learning platform tomaximize the
social welfare of the federated learning service market. In this
paper, when defining the ranking scores of the FL advertising
platform, we use a federated learning participant contribution
index, which was defined and used by Wei et al. [20]. 0e
contribution of each participant in federated learning can be
measured fairly, to a certain extent, which, to some degree,
represents the quality of the data held by the participant.

2.2. Mechanism Design. Hurwicz [23] first proposed the
concept of mechanism design in the 1960s. He defined
mechanism design as systems that can communicate with
each other. It is the process of assigning results to partici-
pants, based on pre-made rules and information received in
each round. In 1961, Vickrey published a paper on the
second-price sealed-bid auction (i.e., a Vickrey Auction)
[24], which was a milestone in the field of mechanism de-
sign. 0ree papers on incomplete information game theory,
published by Harsanyi in the 1960s [25, 27], laid a solid
foundation for mechanism design. Hurwicz introduced the
concept of incentive compatibility into the field of mecha-
nism design in 1972, thus opening up a period of rapid
development in mechanism design [28]. Soon after, Clarke

Data provider jData provider 2

FL Client FL Client FL Client

...

FL Client

Federated Learning Advertising Platform

Data provider n...Data provider 1

Figure 1: Schematic diagram of the Federated Learning Advertising Platform.
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[29] and Groves [30] extended the Vickrey mechanism to a
more general quasilinear environment, and developed a
more general incentive compatibility. In the 1970s, thanks to
the joint efforts of a group of outstanding scholars, such as
Gibbard [31] and Maskin [32], mechanism design made
great progress in the revelation principle and imple-
mentation theory. As time progressed, mechanism design
has been applied to many different disciplines, such as
auctions, design of markets and trading institutions [33, 34],
social choice theory [35], computer science [3], and so on.

2.3. Sponsored Search Auctions. 0e auction is the core
content of mechanism design research, and sponsored
search auctions have been a hotspot in the field of computer
science over the past decade [36]. For traditional revenue
optimization, Myerson [37] solved the single-term problem
in the Bayesian–Nash equilibrium environment. Krysta et al.
[38] have studied the multi-unit optimal auction. Since the
first sponsored search auction was initiated in 1997, a series
of auction mechanisms have been proposed, such as
Overture’s Generalized First Price (GFP) auction [39] and
Google’s Generalized Second Price (GSP), which has caused
sponsored search auctions to become an important source of
income for online platforms. Due to the inauthenticity of
GSP, Garg et al. [40], based on the previous work, modeled
the sponsored search auction on the Internet as a mecha-
nism design problem, and designed a novel optimal auction
mechanism (OPT), which can maximize the expected
benefits of search engines while achieving Bayesian incentive
compatibility and individual rationality. Lahaie et al. [41]
have proposed another idea of compressing GSP parameters
to increase income. Ostrovsky et al. [42] applied these works
and studied the impact on Yahoo using auctions with the
best reserve price. Zhang et al. [43] proposed an online
reverse auction scheme for cloud computing service allo-
cation based on Vickrey–Clarke–Groves (VCG) mechanism
and online algorithm (OA), which can help cloud users and
providers to build workflow applications in the cloud
computing environment. 0is analytical approach has im-
portant implications for measuring the performance of the
proposed algorithm without assuming the distribution of
cloud provider bids.

As for the trade-off between different goals, some related
studies can be found in the literature. Sundararajan et al. [44]
have considered a convex combination of income and
welfare to improve the forecast. Li et al. [45] constructed an
integrated system with a mixed arrangement of advertising
and organic items, and determined the best trade-off be-
tween instant income and user experience. In addition, for
different settings and actual requirements, they extended the
proposed optimal truthful allocation mechanism to meet
these realistic conditions. With the help of real data, they
verified the advantages of the proposed mechanism over the
classic Myerson optimal advertising mechanism. Lian et al.
[46] have optimized the advertising pruning of sponsored
search based on reinforcement learning. 0is is the first time
that reinforcement learning technology has been used to
address this problem. More importantly, it has been

successfully implemented in Baidu’s sponsored search sys-
tem, and online long-termA/B tests have shown a significant
increment in revenue.

3. Method and Results

3.1. Preliminary Knowledge and definition

3.1.1. Typical Service Process of FL Advertising Platform

Step 1. As shown in Figure 2, the federated learning client
enters keywords to search for a certain learning task on the
advertising platform.

Step 2. After receiving the keywords, the federated learning
advertising platform ranks the n bids b(j) associated with the
keywords of data providers using the ranking allocation
rules, which are set in advance. After ranking, m data
providers are selected, who are then ranked according to
their ranking scores r(j).

Step 3. 0e customer browses the data set information
provided by data providers on the advertising platform,
selecting one or more data providers that they are satisfied
with. 0en, the client sends them an invitation for federated
learning, and matches them according to their intentions to
form a federated learning alliance.

Step 4. 0e paired data providers and customers conduct
federated learning as an alliance, and the benefits are allo-
cated according to the profit allocation rules set in advance
(not the focus of this paper, and will not be repeated). After
completing federated learning, the final contribution index
c(j) of each participant is the output.

Step 5. 0e FL advertising platform charges the data pro-
viders for advertising fees pj, in accordance with the pay-
ment rules.

3.1.2. Mechanism Design Environment Setting. In this pa-
per, we propose an ad-sponsored search platform for
federated learning. Aiming to solve the matching problem
of participants in the federated learning scenario, our goal
is to find a set of optimal allocation rules and payment
rules to maximize the benefits of the FL advertising
platform and meet certain constraints on the design of
sponsored search auction mechanisms. Our assumptions
were as follows:

(1) 0ere are n data owners j who are interested in a
certain federated learning task, where J � 1, 2, . . . ,{

n} represents a set of data providers. In addition, the
alliance has m advertising slots k, where data pro-
viders can place their own basic data information
(e.g., sample size, characteristics, data quality, and
data cost), where K � 1, 2, . . . m{ } denotes the set of
these advertising slots.

(2) αjk is the probability that a data user clicks when the
data provider j is in the kth advertisement slot, where
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slot 1 represents the highest slot (the most prominent
slot). We assume that αjk satisfies the following
conditions:

1≥ αj1 ≥ αj21≥ · · · ≥ αjm ≥ 0∀j ∈ J∀k ∈ K. (1)

(3) For any federated learning task, each data provider j

who is interested in this task makes a bid b(j) ≥ 0,
where b(j) depends on their economic behavior in
the real market environment, with a certain degree of
randomness.

(4) Each data provider knows exactly how much value
they can get when any data user clicks on their
advertisement once. We assume that this value has
nothing to do with the ad position, and this value
only depends on whether the data user clicks on its
ad. 0e data provider j does not know the value that
other data providers get from one click of the data
user. Formally, we assume that the value that data
provider j gets from each click of a data user is v(j).
0e parameter v(j) is called the valuation of data
provider j, and the set of possible valuations of this
provider is denoted as V(j).

(5) Each data provider j has a federated learning con-
tribution index c(j), which measures the quality of
their own data. It is worth noting that the contri-
bution degree represents the true contribution ability
of the data provider; it has nothing to do with the bid
and can truly reflect the value of the data owned by
the data provider. 0is contribution can be calcu-
lated through a variety of mechanisms. In this paper,

we use the method proposed by Wei et al. [20] to
calculate the contribution index based on the Shapley
value.

(6) Each data provider j is rational and intelligent, which
means they pursue the maximum expected value of
the utility function u(j), which we define later.

According to the above model assumptions, the spon-
sored search auction problem of the FL advertising platform
can be accurately described as follows. Whenever the FL
advertising platform receives the keywords of this federated
learning task, it uses the bid profile b � (b(1), b(2), . . . b(j) . . . ,

b(n)) and contribution index profile c � (c(1), c(2), . . .

c(j) . . . , c(n)) to determine: (1) Which data providers can win
the slots to present their advertisements, as well as the order in
which their advertisements are presented and (2) when data
users click on their advertisements, the amount of money
each data provider should pay to the platform. 0e former is
the allocation rule, and the latter is the payment rule.

We define the problem environment of the sponsored
search mechanism design in a typical FL advertising plat-
form as follows:

(i) Result set X : A result of the federated advertising
sponsored search auction is a vector x � (yjk, pj),

∀j ∈ J;∀k ∈ K, where yjk is the probability that data
provider j is assigned to slot k, and pj is the cost-
per-click paid by the data provider to the FL ad-
vertising platform. 0erefore, the feasible result set
can be expressed as:

X � yjk, pj |yjk ∈ 0, 1{ }; 
n

j�1
yjk ≤ 1; 

m

k�1
yjk ≤ 1;pj ≥ 0,∀j ∈ J;∀k ∈ K

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (2)

User Input

Platform Ranking

Federated Learning Participant Matching

Federated Learning & Contribution Index Generation

User Pays

Figure 2: Schematic diagram of the advertising space of the FL advertising platform.
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(ii) Utility function u(j)(•): Given a result x, the utility
function of data provider j can be expressed as:

u
(j)

x(r), b
(j)

  � 
m

k�1
yjkαjk

⎛⎝ ⎞⎠ b
(j)

− pj . (3)

(iii) Social surplus function W: In this case, the utility of
all data providers constitutes the social surplus
function of the entire alliance. 0is is expressed as:

W � 
n

j�1
u

(j)
x(r), b

(j)
 , ∀j ∈ J. (4)

For convenience, we summarize the defined symbols and
their meanings in Table 1.

3.2. Federated Learning Advertising Platform Sponsored
SearchAuctionMechanismDesign. We define the sponsored
search mechanism design problem of a typical federated
learning advertising platform as follows:

Let b � (b(1), b(2), . . . b(j) . . . , b(n)) and c � (c(1), c(2), . . .

c(j) . . . , c(n)) be the bid profile and contribution index profile
of data provider j, respectively. Let b(− j) and c(− j) denote the
bid and contribution index profile of all other participants
except for data providerj, respectively. As the bid profile is
affected by multiple factors in actual production and the real
world, it has a certain degree of randomness, which may lead
to the problem of malicious bidding. For this reason, we
propose a new ranking index, r � (r(1), r(2), . . . , r(n)), which

is composed of the bid profile b(j) and the contribution index
profile c(j), that is,

r
(j)

b
(j)

  def βφ(j)
b

(j)
  +(1 − β)c

(j) φ(j)
b

(j)
   , (5)

where c(j)(•) is contribution index function. In Ref. [20],
Wei et al. proposed an effective federated learning contri-
bution index calculation method based on the Shapley value.
We also use a similar method to calculate the contribution
index:

c
(j) φ(j)

b
(j)

  

� 

S⊆J\ j{ }

|S|!(|J| − |S| − 1)!

|J|!
v′(S∪ j ) − v′(S) ,

(6)

where S is a subset of J,

v′(S∪ j ) � 

j′∈(S∪ j{ })

φ j′( ) b
j′( )  � 

j′∈(S∪ j{ })

b
j′( ) −

1 − F
j′( ) b

j′( ) 

f
j′( ) b

j′( ) 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠,

v′(s) � 

j′∈S

φ j′( ) b
j′( )  � 

j′∈S

b
j′( ) −

1 − F
j′( ) b

j′( ) 

f
j′( ) b

j′( ) 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠,

(7)

where φ(j′) represents the virtual value of data provider j′,

φ j′( ) b
j′( )  � b

j′( ) −
1 − F

j′( ) b
j′( ) 

f
j′( ) b

j′( ) 

, (8)

where F(j′)(b(j′)) is the cumulative distribution of its bid,
and the corresponding probability density function is
f(j′)(b(j′)). 0ese need to satisfy the following assumptions:

Assumption 1 (Distribution of bid). For each data provider
j, we assume that their bid b(j) is independently—but not
necessarily identically—drawn from a known cumulative
distribution F(j)(b(j)), where the corresponding probability
density function is f(j)(b(j)).

Assumption 2 (Monotonicity of virtual value). For each data
provider j, we assume that the cumulative distribution of its
bid F(j)(b(j)) satisfies the regular condition; thus, the virtual
value φ(j)(b(j)) is monotone nondecreasing.

Note that β ∈ [0, 1] is a variable parameter indicating the
proportion of virtual value φ(j)(•) to the contribution index
c(j)(•). We provide its calculation method later.

After the FL advertising platform receives the partici-
pant’s bids, the platform calculates the ranking score r, and
then ranks the participants according to their ranking score.
0erefore, a mechanism X � (x(r), p(r)) consists of two
rules, the allocation rule x(r) and the payment rule p(r);
more specifically, x(r) � (x1(r), x2(r), . . . , xn(r)) and
p(r) � (p1(r), p2(r), . . . , pn(r)), where xj(r) �


m
k�1 yjkαjk.∀jεJ;∀kεK, yjk is the probability that the data

provider j is assigned to the kth slot, and pj is the cost-per-

Table 1: List of mathematical symbols and their definitions.

Symbol Meaning
j Index of the data provider
k Index of the advertising slot
αjk Probability that the data user clicks the kth ad slot
b(j) Bid from data provider j

v(j) Valuation from data provider j

c(j) FL contribution index of data provider j

r(j) Ranking score of data provider j

x � (yjk, pj) Result set
u(j)(•) Utility function of data provider j

W Social surplus function

6 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

click that the data provider pays to the FL advertising
platform. 0erefore, the feasible result set, X, can be
expressed as:

X � yjk, pj |vyjk ∈ 0, 1{ }; 
n

j�1
yjk ≤ 1; 

m

k�1
yjk ≤ 1; pj ≥ 0,∀j ∈ J;∀k ∈ K

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (9)

It is worth noting that random results are also included
in the above result set, which means that random mecha-
nisms are also part of the mechanism space.

Given the result x, the utility function u(j)(•) of the data
provider j can be expressed as:

u
(j)

x(r), b
(j)

  � 
m

k�1
yjkαjk

⎛⎝ ⎞⎠ b
(j)

− pj . (10)

In the FL advertising platform system, to ensure that data
providers always have the willingness to auction, we require
that the utility of data provider j should not be less than zero,
that is, we demand that each data provider satisfies indi-
vidual rationality. We define this as follows:

Definition 1 (Individual Rationality).

u
(j)

x(r), b
(j)

 ≥ 0, ∀j ∈ J; ∀k ∈ K. (11)

In addition, to avoid malicious bidding by data pro-
viders, we impose Bayesian Incentive Compatibility (BIC)
constraints on the designed mechanism:

Definition 2 (Bayesian Incentive Compatibility).

u
(j)

x(r), v
(j)

 ≥ u
(j)

x(r), b
(j)

 , ∀j ∈ J. (12)

If and only if a mechanism meets the conditions of IR
and BIC, we call it a feasible mechanism. Myerson’s theorem
gives equivalent expressions for IR and BIC. Similarly, we
can also design a mechanism with IR and BIC on the FL
advertising platform, as shown below:

Lemma 1 (Myerson theorem) [37]. If and only if a mech-
anism satisfies IR and BIC, for any advertisement item from

data provider j and bids of other items b(− j), the allocation
rule yj(b(j), b(− j)), is monotone nondecreasing on b(j), and
the payment rule is as follows:

pj(b) �

b
(j)

−


b(j)

0 yj x
(j)

, b
(− j)

 dx
(j)

yj(b)
, yj(b)≠ 0.

0, else.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(13)

In summary, we have the following mechanisms.

(1) Allocation rules

yjk(b) �
1, if r

(j)
b

(j)
 is k

th highest ranking score, k ∈ K,

0, else.

⎧⎨

⎩

(14)

(2) Payment rules

pj(b) �
b

(j)
−


b(j)

0 yj x
(j)

, b
(− j)

 dx
(j)

yj(b)
, yj(b)≠ 0.

0, else.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(15)

Now, we give the calculation method for the coefficient
β. Specifically, in such a mechanism, we require that
the total social utility should be maximized, that is, the
total social surplus W is maximized under certain
constraints, making the malicious bidding rate μ
(defined later) lower than that in classic sponsored
search auction mechanisms.

maxW. (16)

s.t.

u
(j)

x(r), b
(j)

 ≥ 0;

u
(j)

x(r), v
(j)

 ≥ u
(j)

x(r), b
(j)

 ;



m

k�1
yjk ≤ 1;



n

j�1
yjk ≤ 1;

0≤yjk ≤ 1;
pj ≥ 0;
∀j ∈ J;
∀k ∈ K.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)
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For the above constrained programming, we use the
Lagrange multiplier method to solve the equation. Ae
Lagrange function can be expressed as follows:

L � W + λ
n

j�1
u

(j)
x(r), b

(j)
  + 

n

j�1
u

(j)
x(r), v

(j)
  − u

(j)
x(r), b

(j)
  ⎛⎝

+ 
n

j�1
1 − 

m

k�1
yjk

⎛⎝ ⎞⎠ + 
m

k�1
1 − 

n

j�1
yjk

⎛⎝ ⎞⎠ + 
n

j�1


m

k�1
1 − yjk  + 

n

j�1


m

k�1
yjk + 

n

j�1
pj

⎞⎠,

(18)

where λ is the Lagrange multiplier, λ � (λ1, λ2, . . . ,

λ4n+m+2mn).
For ease of the descriptions, we use Ω to represent all the

constraints. Aus, the Lagrange function can be expressed as
follows:

L � W + λ ·Ω, (19)

where Ω≥ 0.
As W is a linear function of y, the constraints are also

linear in y, and the result set is a convex set, and the con-
strained program in (16) and (17) consists of convex opti-
mization. We can obtain the optimal value of the coefficient β
in the equation of ranking score by Lemma 2.

Lemma 2 (Optimal estimation of coefficient) [45]. Fe con-
strained program with constraints given in (17) is equivalent
to the unconstrained programming with coefficient β∗ and,
when the optimal Lagrange multiplier is λ∗, the coefficient can
be expressed as β∗ � 1/(||λ∗|| + 1) We obtain ‖λ∗‖ by Al-
gorithm 1. Aen, we can obtain β∗.

Algorithm 1 shows the detailed process for calculating
the ranking score r(j) of each data providerj. Specifically,
lines 1–12 are the calculation of coefficient β, while lines 13
and 14 are the calculation of the ranking score r(j).

Theorem 1 (FSSA). When a federated learning advertising
platform satisfies Assumptions 1 and 2 under the conditions of
Definitions 1 and 2, and takes Equation (5) as the ranking
score, an optimal mechanism can be obtained.

Proof. When Assumptions 1 and 2 are satisfied, we can
construct a ranking score based on contribution index and
virtual value with the help of Equations (6) and equation (8),
that is, Equation (5). As it is under the conditions of Def-
initions 1 and 2, Lemma 1 holds, and the calculation ex-
pressions of allocation rules and payment rules can be
obtained. As the linear program constructed under the above
conditions satisfies convexity, Lemma 2 holds, and the
optimal estimate of the coefficients in the ranking score can
be obtained. Q.E.D.

3.3. Simulation Experiment Design. To evaluate the perfor-
mance of our proposed federated learning advertising
platform sponsored search auction mechanism (FSSA)

algorithm, we carried out many simulation experiments
using Python. To verify whether themalicious bidding rate of
FSSA had changed, we compared it with four classic
mechanisms based on bid bi ranking, under the same
simulation data set and experimental environment settings.
0e experiment was run on a Windows 10 desktop with
32GB main memory, an Intel Xeon E5-2690 v3
@2.60GHz(X2) CPU with 12 cores and 24 threads, and an
NVIDIA GeForce GTX1060 6GB graphics card.

3.3.1. Data Set. In a real market environment, a data provider’s
bid is related to many factors, and the data provider may not
report its bid b(j) in a truthful way. 0erefore, in this experi-
ment, we assumed that each bid b(j) obeys a uniform distri-
bution, that is, b(j) ∼ U(0, 1). Moreover, as the number of data
providers and the number of advertising slots cannot be de-
termined, we divided it into two situations to conduct separate
experiments: (1) When n>m, assume that the number of data
providers n is 8, and the number of ad slots m is 5, 6, or 7. 0e
method of setting the click-through rate obeys the following
principle: the click-through rate increases at equal intervals from
0.1 to 0.9, according to the number of ad slots (e.g., whenm � 5,
the click probabilityαjk of each advertising spot, frombottom to
top, is from 0.1 to 0.9, having the same interval of 0.2 increases
successively) and (2) when n≤m, assume that the number of
data providers n is 5, and the number of ad slots is m and the
click probability αjk are the same as when n>m.

Algorithm 2 shows the detailed process for generating
the training data set. Specifically, line 1 is the process of
generating all possible ranking results set. As for each sample
in the training data set, lines 3–17 show its generation
process. Lines 18–20 show the process of generating a label
for each training data sample, initializing the set r(j)  to set
r

(j)

order  first, then ranking the elements in it in the
descending order, using rorder � (r

(1)
order, r

(2)
order, . . . ,

r
(j)

order, . . . , r
(n)
order) ∈ listl|l � 1, 2, . . . , (min(m, n))!  to rep-

resent the ranking result. Finally, rorder is matched in the set
listl , and the index of the matched listl is taken as the label
of the training data sample.

3.3.2. Comparison Algorithm. We compared the malicious
bidding rate of the proposed method with those of three
classic sponsored search auction algorithms, which have
been summarized by Narahari et al. in Ref. [3]. Due to space
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limitations, we do not review these algorithms in detail;
instead, brief summaries are provided in the following.

GFP. 0is algorithm is the generalized first price auction
mechanism. Under this mechanism, the m advertising po-
sitions are allocated to advertisers in the descending order,
according to their bids.

GSP. 0is algorithm is the generalized second-price
auction mechanism, which is adapted from the general-
ized first price auction mechanism. Due to the instability
of the generalized first price, the entire system has low

allocation efficiency; thus, GSP was proposed. 0is
mechanism is completely consistent with the GFP allo-
cation rules, but changes its payment rules. 0e partici-
pant who gets slot 1 pays the bid of the participant who
wins slot 2, and so on.

VCG. 0is algorithm is the abbreviation of the Vick-
ery–Clark–Groves mechanism, which is the most widely
used mechanism in the field of mechanism design. In a
quasilinear environment, the VCG mechanism not only has
allocation efficiency but also incentive compatibility.

Input : bid b(j)of each data provider j; cumulative distribution
F(j)(b(j)); probability densityfunctionf(j)(b(j)); any positive numberδ; initial upper bound ||λ||upwhichmakesΩ≥ 0;

lower bound||λ||low.

Output : b(j).

(1) Initialize||λ||to0andβto1respectively.

(2) ifΩ≥ 0then
(3) ‖λ∗‖←0.
(4) else
(5) ‖λ‖low←0.
(6) while||λ||up − ||λ||low > δ do:
(7) ‖λ‖temp←mean(||λ||up, ||λ||low).
(8) A Assign||λ||tempto||λ||upwhen itmakesΩ≥ 0, otherwise assign it to ‖λ‖low.
(9) endwhile:
(10) ‖λ∗‖←‖λ‖temp.
(11) end if
(12) β∗←1/(‖λ∗‖ + 1).
(13) Use Equations(1 − 3)to obtain r(j).
(14) return r(j)

ALGORITHM 1: Calculation of the ranking score.r(j).

Input : ranking score r(j)of each data provider j, bid b(j) of each data provider j,∀j ∈ J, training data set sizeN.

Output : training data set xi wherexi � (yjk, pj)i,∀j ∈ J,∀k ∈ K; label labeliof each training data sample , i � 1, 2, . . . , N.
(1)Generate all possible ranking results set listl|l � 1, 2, . . . , (min(m, n)!) of set r(j)|∀j ∈ J  by full permutation operation.
(2) for each i ∈ range(N) do
(3) for each j ∈ range(n) do
(4) for each k ∈ range(m) do
(5) if r(j)(b(j))is the kthhighest ranking score then
(6) yjk←1.
(7) else
(8) yjk←0.
(9) end if
(10) end for
(11) if yj � 1then
(12) pj←b(j) − 

b(j)

0 yj(x(j), b(− j))dx(j)/yj(b).
(13) else

(14) pj←0.

(15) endif
(16) end for
(17) xi←(yjk, pj)i.
(18) Initialize r(j) to r

(j)

order .

(19) Rank the elements in r
(j)

order in descending order.
(20) Match r

(j)

order with each element in set listl to obtain labeli.
(21) return xi, labeli.
(22) end for

ALGORITHM 2: Training data set generation.

Computational Intelligence and Neuroscience 9
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3.3.3. EvaluationMetrics. To evaluate whether our proposed
algorithm can effectively reduce the probability of malicious
bidding problems or not, we defined a new evaluation index,
the malicious bidding rate μ, which represents the cumu-
lative number of malicious bidding events happening in N

bidding scenarios.

μ def
1
N



N

i�1
M, (20)

where M represents a malicious bidding event. We define
the distance between the result of the bid b or the ranking
score r and the benchmark ranking c as the similarity d. If
the similarity d is not 0, it indicates that a malicious bidding
event M has happened, that is,

d r(·), r(c)  def

1
score r(·), r(c) 

, if score r(·), r(c) ≠ 0,

+∞, else,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(21)

where r(·) represents the result of ranking by bid b or
ranking score r; r(c) represents the result of ranking by the
contribution index c, which we call benchmark ranking;
and score(r(·), r(c)) represents the matching score between
the ranking results. 0at is, for two sequences with the
same length of m, starting from the first slot, if the kth slot
of r(·) and r(c) is the same, then the match of this slot is
successful, and 1 point is counted; otherwise, 0 points are
counted. Formally, we define the rank score as score
score(r(·), r(c)) def 

m
k�1 Match(r(·), r(c)), where

Match(r(·), r(c)) represents the matching situation, which
is:

Match r(·), r(c)  def
1, if r

(k)
(·) � r

(k)
(c)

0, else,
, ∀k ∈ K.

⎧⎨

⎩ (22)

Algorithm 3 shows the calculation process for the
malicious bidding rate. In lines 1–7, we use Equation (22) to
calculate the matching score and, in line 8, we use Equation
(21) to calculate the similarity. Finally, we use Equation (20)
to calculate the evaluation index malicious bidding rate μ in
lines 9 and 10.

3.3.4. Experimental Setup. In this paper, a convolutional
neural network (CNN) model was used for training. Al-
gorithm 4 shows the training process of the convolutional
neural network (CNN) model, using the training data set
and label set generated in Algorithm 2. Lines 1–3 show the
initialization of the model parameters and the setting of the
learning rate, while Lines 4–10 show the process of obtaining
the optimal parameters of the neural networkmodel through
the backward propagation algorithm. Specifically, the model
consists of two convolution layers and three fully connected

layers. 0e output of each hidden layer is activated by the
ReLU activation function, the dropout is set to 0.5. 0e
backward propagation algorithm is used to solve the pa-
rameters, the optimizer is set to Adam, the loss function is
set to sparse categorical crossentropy, and the learning rate is
set to 0.001. 0e training batch size is set to 124, and the
number of iterations is 200 rounds.

3.3.5. Analysis of Results. As shown in Figure 3, the ex-
perimental results under different simulation experimental
data sets confirmed that the performance of the FSSA
mechanism proposed in this paper was better than that of
the other benchmark mechanisms. 0is further proves the
effectiveness and robustness of the FSSA mechanism for the
ranking of the advertising slots in federated learning ad-
vertising platforms.

Specifically, when n≤m (i.e., n � 5), from the horizontal
perspective, m continues to increase. 0e accuracy of the
four mechanisms showed little change. In this case, the
number of participants was always less than the number of
advertisements, so the participants were always fully allo-
cated, and the complexity of the model changes mainly
depend on min(n, m). 0erefore, even if the number of
advertising slots continues to increase, the accuracy of the
model does not change much, and the model is relatively
stable.

When n>m (i.e., n � 8), from a horizontal perspective,
with the continuous increase of m, the accuracy of the four
mechanisms gradually decreased, and the speed of con-
vergence also decreased. In this case, the number of par-
ticipants was always greater than the number of
advertisements, so there was the situation where there were
remaining participants. 0e complexity of the model mainly
depends on min(n, m). 0erefore, with the continuous in-
crease of m, the allocation rules that need to be considered
are more complicated and the model complexity is high. In
the end, the model converges slowly and the accuracy of the
convergence is also reduced, in accordance with the actual
situation.

For each case of m, with m is fixed, vertical comparison
between n � 5 and n � 8 indicated that, when n � 5, the
number of participants is less than the number of advertising
slots, and the advertising slots cannot be fully allocated.
Compared with n � 8, the latter had a richer allocation and a
higher allocation efficiency, thus facilitating model
convergence.

In Table 2, our testing accuracy of the model in different
situations is shown. It can be seen that, no matter the sit-
uation, the testing accuracy of our proposed FSSA mecha-
nism was higher than that of the benchmark.

As can be seen from Figure 4, when n � 5, that is,
participants were always less than the number of adver-
tisements. With the increase of m, the accuracy of the four
mechanisms showed little change, and this is because the
remaining advertising space is always sufficient. For each
participant, they are not sensitive to the dynamic changes of
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allocation rules or payment rules in the process of com-
petition. 0erefore, the learning degree of the model to the
data features contained in the sample data tensor tends to be
saturated. And, in this scenario, the testing accuracy of our
proposed FSSA mechanism was higher than others. 0is
means that FSSA can still learn the data distribution law
relatively deeply when the data features are not obvious, so as
to estimate the model parameters more accurately.

As can be seen from Figure 5, when n � 8, that is,
participants were always more than the number of ad-
vertisements. With the continuous increase of m, the
testing accuracy of various mechanisms varies. And, in
this scenario, there were remaining participants, and the
complexity of the model mainly depends on min(n, m).
Due to the fierce competition, the data tensor contains
rich features, but it is also easy to cause the phenomenon
of over fitting of model parameters, which makes the
generalization ability of the model insufficient. In this
case, GFP mechanism and GSP mechanism are difficult to
deal with such problems, while VCG mechanism and
FSSA mechanism alleviate the over fitting phenomenon
on the premise of ensuring relatively high accuracy, and
FSSA mechanism can still maintain relatively high testing
accuracy. 0us, the feasibility and stability of the model
are trustworthy.

We summarize the malicious bidding rates in different
situations in Table 3. It can be seen, from the table, that the
malicious bidding rate under our proposed FSSA mecha-
nism was as low as 0.01016. Compared with the classic
sponsored search auction mechanisms, the malicious bid-
ding rate was greatly decreased under the same conditions,
effectively reducing the probability of malicious bidding in
the auction process for advertising slots on the Federated
Learning advertising platform.

In addition, it can be seen, from Figure 6, that when
n � 5, m increased, as all participants were allocated, and
they had no motivation to lie. 0erefore, the trend of the
malicious bidding rate for the four mechanisms was not
obvious. Within the same group of m and n, the malicious
bidding rate under the conditions of GFP mechanism and
GSP mechanism is relatively high. 0erefore, it can be seen
that the response ability of these two mechanisms to the
phenomenon of malicious bidding is insufficient. In con-
trast, VCGmechanism reduces the malicious bidding rate to
about 0.077, which is relatively obvious. Even so, the
malicious bidding rate of our proposed FSSA mechanism
was still far lower than other benchmark mechanisms, and it
is always lower than 0.04. As shown in the figure, this
mechanism has a significant effect on reducing the malicious
bidding rate.

Input : label set labelri
  based on r; label set labelci

  based on c , i � 1, 2, . . . , N; label set labeli, i � 1, 2, . . . , N; all possible ranking
results set labeli, i � 1, 2, . . . , (min (m, n))!

Output : malicious bidding rateμ.

(1) for each i ∈ range(N) do
(2) for each j ∈ range(n) do
(3) if list(j)

labelri

� list(j)

labelci

then
(4) score←score + 1.

(5) end if
(6) end for:
(7) end for
(8) Take the reciprocal as measurement and record the independent cases by count.
(9) μ ← (count/N).
(10) return μ.

ALGORITHM 3: Calculation of themalicious bidding rateμ.

Input : training data set xi , label set labeli, i � 1, 2, . . . , N.

Output : model parametersω, τ,whereω is weight coefficient and τ is bias coefficient.
(1) PAR←list of all parameters.
(2) InitializePAR.

(3) Set learning rate toη.

(4) for each t ∈ range(iterations)do
(5) Set the loss function to Loss.
(6) Feed Forward(Loss).
(7) Backward Propagation(Loss).
(8) δ � dLoss/dPAR

(9) PAR ← PAR − η ∗ δ.
(10) end for
(11) return ω, τ.

ALGORITHM 4: CNNTraining.

Computational Intelligence and Neuroscience 11
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Figure 3: Training accuracy of different mechanisms in various situations.

Table 2: Testing accuracy of different mechanisms in various situations.

(n,m) GFP GSP VCG FSSA
(5,5) 0.76434 0.76551 0.77223 0.78366
(5,6) 0.76509 0.76601 0.77206 0.78949
(5,7) 0.76584 0.76706 0.77270 079063
(8,5) 0.76634 0.76449 0.79811 0.80984
(8,6) 0.76676 0.76427 0.79907 0.80877
(8,7) 0.76716 0.76494 0.78411 0.80143
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Figure 4: Testing accuracy of different mechanisms at n � 5.
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However, Figure 7 shows that, at n � 8, due to the surplus
of participants, participants had greater motivation to lie.
0erefore, when m increase linearly, the rate of malicious
bidding also gradually increased; however, that of the pro-
posed mechanism was still lower than those of the other
benchmark mechanisms, in line with our expectations.
Moreover, when we compare the experimental results shown
in Figure 7 with those shown in Figure 6, we find that when m

takes the same value, that is, when the same number of

advertisements are supplied, the competition among partic-
ipants is fierce, that is, as shown in Figure 7, the response
ability of GFP, GSP, and VCG to malicious bidding is
weakened, and only FSSA has not received any negative
impact. Compared with the experimental results shown in
Figure 6, its response ability to malicious bidding rate is more
significant, and the malicious bidding rate is further reduced.

In summary, compared with other benchmark spon-
sored search auction mechanisms, our proposed FSSA
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Figure 5: Testing accuracy of different mechanisms at n � 8.

Table 3: Malicious bidding rate of different mechanisms in various situations.

(n,m) GFP GSP VCG FSSA
(5,5) 0.12566 0.11449 0.07777 0.03634
(5,6) 0.12491 0.11399 0.07794 0.03051
(5,7) 012416 0.11294 0.07730 0.02937
(8,5) 0.22366 0.21551 0.15199 0.01016
(8,6) 0.22324 0.21573 0.15093 0.01123
(8,7) 0.22284 0.21506 0.16589 0.01857
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Figure 6: Malicious bidding rate under different mechanisms at n � 5.
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mechanism can effectively curb the generation of malicious
bidding in the process of sponsored search auctions for
federated learning advertising slots without imposing in-
centive-compatible constraints, which still allows for the
social resources to be fully allocated.

4. Conclusions

In this paper, we proposed a novel Federated Sponsored
Search Auction Mechanism (FSSA) for the scenario of
federated learning. Based on the original bidding, the av-
erage contribution index of the data providers in their
previous federated learning scenarios is considered, and a
certain weight is assigned to them. A new ranking index is
formally defined, that we call ranking scores, whichmake the
proposed mechanism more in line with the scenario of
federated learning. We conducted a large number of ex-
periments on different simulation data sets to verify the
effectiveness of our proposed method. 0e experimental
results demonstrated that our method can rank data pro-
viders fairly. Compared with classic sponsored search
auctionmechanisms, themalicious bidding rate was reduced
significantly through the use of the proposed mechanism.
0e social resources were effectively allocated, and the es-
tablishment of the federated learning ecology was promoted.

However, when studying slot allocation in an FL ad-
vertising platform, we only considered the situation where
there are a small amount of data providers and advertising
slots. When the number of participants continues to in-
crease, the stability of the model will decrease and the
generalization ability of the model needs to be improved. In
addition, due to the experimental cost and the requirements
of data privacy protection regulations, we did not obtain a
real experimental data set and only conducted our experi-
ments on a simulated experimental data set. Our future work
will focus on optimizing the parameters in order to improve
the generalization ability of the used neural network models
as well as to obtain real experimental data.
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MICE tourism has received the attention and support from relevant departments and tourism industry with the growth rate of
recent years. In this paper, the dynamics mechanism of urban exhibition tourism development is studied by using high-per-
formance computing, and the dynamics mechanismmodel of exhibition tourism is constructed. To improve the performance, the
solution constructed in the adaptive joint algorithm is used as the initial solution, and then the initial solution is improved using
the method proposed by the new neighborhood strategy. It promotes the development of MICE tourism and urbanMICE tourism
by combining research on theoretical aspects related to tourism development, such as the relationship between tourism de-
velopment and exhibition, and the development dynamics and stages of MICE tourism. ,e research results show that, in the
assessment of the development mechanism of urban MICE tourism, tourism resources, economic, and policy factors have a
relatively large weight, among which the weight coefficient of tourism resources factor is 0.2411. It can be seen that the de-
velopment power of MICE tourism should start from tourism resources, so that the development power mechanism of urban
MICE tourism can be optimized and improved, which not only provides new methods and new ideas for the transformation and
upgrading of tourism industry but also promotes tourism enterprises and related departments to creatively develop tourism
resources and design competitive tourism products, so as to improve the supply quality of MICE tourism, and then continuously
promote the process of supply-side reform of MICE tourism.

1. Introduction

Scheduling and scheduling tools for high-performance
computing (HPC) machines have a key role in mapping jobs
to available resources, trying to maximize performance and
quality of service (QoS). Bridi et al. demonstrated the first
search-based HPC machine job allocation and scheduling
method, working in a production environment. ,e
scheduler is based on constraint programming, which is an
effective programming technique for optimization prob-
lems. Tests on various operating conditions show that, in
midlevel HPC machines equipped with the most advanced
business rules-based scheduler, waiting and QoS have been
significantly improved. In addition, Bridi et al. analyzed the
conditions under which their method was superior to
commercial methods to create a combination of scheduling
algorithms that ensure robustness, flexibility, and scalability.
Although their method has certain reference value for the

study of this article, it is of little value [1]. Computational
models can easily promote the mechanical understanding of
multiscale biological processes, such as cell proliferation in
constantly changing biological tissues. Although there are
tools for constructing and simulating multiscale models, the
statistical inference of unknown model parameters is still an
open question. Jagiella et al. demonstrated and bench-
marked the Parallel Approximate Bayesian Computing
Sequential Monte Carlo (pABC SMC) algorithm, which is
tailored for high-performance computing clusters. ,eir
research proved the principle of robust data-driven mod-
eling of multiscale biological systems, and the feasibility of
multiscale model parameterization through statistical in-
ference. ,e algorithm is too complicated, and errors may
occur in the calculation [2]. Wang et al. discussed the design
trade-offs of extremely scalable system software. ,ey
proposed a general system software classification method by
deconstructing general HPC system software into its basic
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components. ,ey provided a system method for building
scalable system software by decomposing it into basic
components, allowing system software to be classified
according to the characteristics of these components for
design evaluation through simulation or actual imple-
mentation. ,e results show that it helps to lay the foun-
dation for the development of next-generation HPC system
software for extreme scale. But this research is still in its
infancy, and it is too basic [3]. ,e high-performance
computing (HPC) community has spent decades developing
tools and teaching practitioners to use the power of parallel
and distributed computing. In order to create a scalable and
flexible educational experience for practitioners at all stages
of their careers, Mullen turned to Massive Open Online
Courses (MOOC). He introduced in detail the design of a
unique self-paced online course, and the course materials are
presented through the lens of common HPC use cases and
parallelization strategies. Using a personalized path, he
teaches researchers how to identify the consistency between
scientific applications and traditional HPC use cases so that
they can focus on learning parallelization strategies that are
critical to their workplace success. However, the high-per-
formance computing method he proposed is not specific
enough to be discussed in depth [4]. Fu’s et al. research
examines the potential dimensions of place attachment in
the exhibition environment and its impact on participant
satisfaction. ,e study took the China (Shenzhen) Inter-
national Cultural Industry Expo as a case and proposed and
tested a series of multiple intermediary models, divided into
two groups: first-time participants and repeat participants.
,e exhibition attachment determines a function-emotion-
identity sequence, examining direct and mediating effects
andmultiple group comparisons. Althoughmost hypotheses
have been confirmed, emotional attachment plays a negative
role in predicting exhibition satisfaction, and visit frequency
shows significant differences in the impact of exhibition
dependence on satisfaction. ,e research provides specific
theoretical and management enlightenment for the exhi-
bition attachment and exhibition satisfaction of the par-
ticipants. However, the model they put forward is too
dependent on the subjective opinions of users and cannot
objectively obtain the satisfaction of participants [5]. Lai and
Wong developed a ternary reciprocal causality model to
study how the knowledge created by customers affects the
quality of the relationship and guarantees the perceptual
performance of the report. Partial least squares analysis was
performed on the data collected by 395 exhibitors in Macau.
,e results show that the participation of exhibitors in the
preparation work has a positive impact on the three factors
of relationship quality (satisfaction, trust, and commitment),
and these three factors have a positive impact on the per-
ceived performance of the report. Compared with exhibitors
at public exhibitions, trust has a greater impact on exhibi-
tors’ commitments at trade shows. Research shows the in-
tegration of relationship quality theory, customer
engagement theory, and social knowledge theory. Only for
the three factors of the quality of exhibition participation
relations, further research can be done. Yi’s research draws
on the theory of place attachment and puts forward an

innovative concept of exhibition attachment. Based on an in-
depth literature review, a conceptual model of exhibition
attachment was constructed, including push/pull motiva-
tion, attachment, and loyalty. To test the model, empirical
data was collected from the participants of the trade show.
,e results show that there is a certain degree of correlation
between the participants’ push motivation and pulling
motivation. Pulling motivation has a significant impact on
exhibition dependence, which in turn has a positive and
strong impact on the identity of the exhibition. ,e push-
pull motives he studied have little correlation [6]. Harris and
Dieringer conducted an economic analysis of a proposed
zoning change that would allow the City of Treasure Island,
Florida, to attract more visitors. ,e proposed zoning
change will result in hotel renovations and new hotel
construction in Treasure Island, Florida. Harris uses tax
analysis to understand how this change will increase taxable
property values as well as increase tourism development tax
revenues [7]. Giampiccoli et al. explored the intersection
between sustainable tourism and community-based tourism
(CBT) and revealed a serious mismatch in the concept of
sustainability and that addressing its negative environmental
impacts is a fundamental requirement for tourism.
A. Giampiccoli argues that sustainability in tourism should
be an intrinsic and universal principle that governments
should implement for all forms of tourism. In fact, tradi-
tional tourism causes most of the environmental damage
and because of this, it should upgrade its role to become a
solid promoter of sustainable measures that promote en-
vironmentally friendly and sustainability-friendly practices
[8]. Wang et al. proposed a method to supplement fixed
lockers with mobile parcel lockers to meet last-mile delivery
needs. With the objective of minimizing operational costs,
the location and route optimization problems of mobile
delivery lockers are integrated into a nonlinear integer
programming model. Embedded GA has been developed to
simultaneously and optimally determine the location of
delivery points, the number of mobile parcel lockers re-
quired at each delivery point, and the schedule and route of
mobile parcel lockers [9]. Li et al. proposed a novel com-
bined parametric modeling and design optimization tech-
nique for microwave components using neural networks.
,e proposed technique provides an iterative mechanism
between artificial neural network model training and design
optimization updates. ,is iterative mechanism is fully
automated and does not require human intervention. In
addition, the proposed technique overcomes the limitation
of common artificial neural network optimization strategies,
where the fixed training area of the artificial neural network
model limits the degrees of freedom for design optimization.
,e proposed technique automatically expands the ANN
training region until an optimized solution satisfies the user
design specification [10]. In order to improve the thermal
efficiency of blast furnace to achieve the goal of energy saving
and consumption reduction, Zha Ng and Li optimized the
blast furnace combustion control process by collecting a
large amount of field data and introducing isolated point
removal strategy for preprocessing with semisupervised
clustering algorithm. ,e method has been experimentally
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validated and shows significant energy savings compared
with the traditional data preprocessing strategy [11]. Wang
et al. proposed a multiobjective evolutionary algorithm
based on a decomposition-based differential evolutionary
strategy to solve the multiobjective model. A series of
nondominated solutions are obtained, which represent the
optimal spare parts supply solutions. In order to measure the
performance of these solutions comprehensively, suitable
quantitative metrics are selected and the efficiency of the
obtained optimal solutions is evaluated using a cross-effi-
ciency data envelopment analysis (DEA) model based on
secondary objectives [12]. Ramazan proposed an adaptive
particle filter (APF). In the APF, the adaptive fuzzy square
root untraced Kalman filter (AFSRUKF) is used to generate
the proposed distribution. In APF, the resampling process is
done based on particle swarm optimization (PSO) in order
to increase the diversity of particles. With this resampling
strategy, particles with small weights are modified to par-
ticles with large weights without duplicating and eliminating
particles [13].

,e innovation of this paper is to use high-performance
computing technology to study the dynamic mechanism of
urban exhibition tourism development and establish the
dynamic mechanism model of urban exhibition tourism
based on the theory of tourism dynamic mechanism and
tourism stakeholder theory. At the same time, it combines
theoretical research and actual cases of city exhibition
tourism to analyze and propose implementation plans.
According to the evaluation system and the dynamic
mechanism of exhibition tourism development, the dynamic
characteristics of various types of power are sorted out, the
development path is planned, and development suggestions
are put forward. According to the weight difference of each
factor of the index, the corresponding countermeasures are
proposed to provide preliminary theoretical reference for
tourism development researchers. From the load balancing
scheduling mechanism, the overall load balancing algorithm
can be divided into three categories: static load balancing
algorithm, dynamic load balancing algorithm, and adaptive
load balancing algorithm.

Convention and exhibition tourism is an important di-
rection of world tourism development, an important part of
urban tourism, and a model for the development of urban
related industries. Convention and exhibition tourism has
now become an important channel for economic and trade
exchanges between countries. ,e convention and exhibition
industry, including convention and exhibition industry, ex-
hibition industry, and incentive tourism industry, is a huge
industry in the world. Related industries with about 1% of the
world’s total GDP benefit from the report, and the exhibition
industry contributes 8% to the global economy.,erefore, the
tourism departments of various countries attach great im-
portance to the development of exhibition tourism.

2. Optimization of Urban Exhibition
Tourism Development

,e characteristics of exhibition tourism are that exhibitors
have strong spending power, the tourism industry benefits

more, tourists stay for a long time, there are more travel
opportunities, and there are more potential participants,
which can provide a broad platform for the development of
the tourism industry.

,e developmental dynamic mechanism refers to the
organic collection with specific functions formed by the
interaction of elements. ,e internal mode of interaction
between elements is the structure of the system, in which
each element is organized into a process for a specific
purpose. ,e current research on the dynamic system of
tourism development mainly involves the research on the
dynamic mechanism of urban tourism development. ,ese
studies determine the supply of urban tourism products and
the core competitiveness of urban tourism. We will jointly
guide the emergence and development of urban exhibition
tourism under the interaction of various dynamics such as
stimulating the demand for exhibition tourism, protecting
the urban environment, and supporting the country.
Figure 1 is a model of the dynamic mechanism of urban
exhibition tourism development.

,e development of urban convention and exhibition
tourism is driven by different forces, so as to realize the rapid
development of convention and exhibition tourism. ,e
factors that affect the development of urban exhibition
tourism are divided into two types: driving factors (re-
sources, economy, location, services, etc.) and supporting
elements (policy, technology, culture, etc.), and their effects
on urban exhibition tourism are presented as driving forces
and guiding force. ,e figure shows the law of behavior
among various factors affecting the development of exhi-
bition tourism from the analysis of the entire city system.
Among them, policy, technology, culture, economy, re-
sources, location, and service are regarded as development
driving factors.

,e shift-share analysis method usually takes the eco-
nomic development status of the region where the city is
located as a reference, uses the gross national product as an
index to evaluate the economic aggregate, and studies the
change process of the regional economic industrial structure
through the dynamic development process [14, 15]. When
constructing the shift-share model, three indicators of the
total economic volume of the case are generally selected: the
first is the amount of change in the standardization industry
department of the case study area based on the average
growth rate of the region, that is, the deviation share W; the
second is the impact of the structural difference between the
case area and the regional economy, that is, the deviation of
the industrial structure from the share R; the third is the
difference in the level of economic activity caused by the
difference in economic growth between the various indus-
trial sectors within the region and the corresponding in-
dustrial sector in the case, that is, the deviation of
competitiveness from the share L. Suppose that, in time s, in
region A, the overall economic aggregate and industrial
structure of the region have undergone some changes, and
suppose that the overall economic aggregate and industrial
structure of the region have undergone some changes.
Assuming that the economic aggregate of this time period is
Tall and the economic aggregate of the last year is Fall, then
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the relevant mathematical model of the deviation-share
analysis method of area A can be expressed as

Ha � Wa + Ra + La � Tall + Fall,

Wa �
Ta

Fa

∗Tall − Fall,

Ra � 
N

a�1

Ta

Fa

× Tall,

La � Tj,a − 
n

a�1

Ta

Fa

× Tall + Fall( .

(1)

Among them, Wa is the deviation share of region a, Ra is
the deviation share of the industrial structure of region a,
and Ra is the competitiveness share of region a.

(R + L)a � Ra + La � Tall −
Ta

Fa

,

η �
Ti,a


n
a�1 × Ta/Fa(  × Fj,a

.

(2)

η is the regional competition effect index, which can
more accurately analyze the status quo of the industrial
structure of the economic development of region a.

High-performance computing refers to a device with a
very powerful computing capability to complete a specified
amount of computing work in a short period of time, mainly
used to deal with complex calculation problems, and the
development dynamic mechanism of exhibition tourism in
this paper needs to calculate various dynamic factors in

exhibition tourism. At present, high-performance com-
puting is widely used in scientific research fields, such as
national defense and military industry, molecular chemistry,
computer engineering assistance, global long-term meteo-
rology, weather and disaster forecasting, process improve-
ment and environmental protection, biological information
technology, and medical and new drug research. Currently,
the data is growing massively, from the Internet of ,ings to
cloud computing, from big data to artificial intelligence,
from Bitcoin to blockchain [16, 17], and the information
revolution is rapidly promoting the development of the
industry, subverting traditional concepts, and affecting
around the world. Often companies need to make faster
development and greater innovation in their business, ac-
companied by fast, stable, strong, and more demand for new
computing capabilities. In the field of artificial intelligence,
the rapid development of deep learning technology repre-
sented by graphics, images, audio, and video requires high-
performance computing power to provide support [18, 19].

Figure 2 is the general architecture of the high-perfor-
mance computing hardware platform.

With the deepening of scientific research, fierce com-
petition, and rapid growth of data volume, digital and analog
calculations are becoming more and more accurate, and the
demand for computer resources is also increasing. Higher
and more comprehensive requirements are put forward for
data storage, computing speed, response time, and network
bandwidth. Simulation has become an indispensable tool for
researchers to explore the system without resorting to actual
experiments. In any case, increasing the size and accuracy of
the model will increase the amount of calculation [20, 21].
Consider computing, storage, and networking from three

Policy Technology Culture

Resource ServiceEconomy Location

Shrinking Expansion

Push factor

Supporting elements

Development
motivation

Figure 1: ,e dynamic mechanism model of city convention and exhibition tourism development.
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perspectives. IT mainly includes computer nodes, acceler-
ation nodes, auxiliary nodes, connection nodes, and man-
agement nodes. ,ere are three network levels in the
network: high-speed computer network, storage network,
and management network; separate the management levels
inside and outside the area, and the management network
system and business system do not share the same level
[22, 23]. When the business system fails, the administrator
can also manage the server through the offline management
network console [24].

From computers, minicomputers, to mainframes, the
rapid development of computers is still unable to meet the
needs of computing. Scientific computing, network com-
puting, terminal computing, cloud computing, super-
computing, intelligent computing, GPU (Graphics
Processing Unit) computing, and other computing modes,
concepts, technologies, and applications dominate the
progress and development of science and technology.
Quantum computing, brain-like computing, borderless
computing, human-machine-object ternary fusion com-
puting, data-intensive computing, etc. have brought com-
puting into the multielement era [25, 26]. Calculations allow
humans to explore the unknown. ,e future development is
no longer simply a certain technology or a certain type of
calculation; it must be a combination of multiple calcula-
tions, and multiple theories cooperate with each other to
develop together [27]. Figure 3 shows the workflow of high-
performance computing.

,e terminal allocates the work and sends a message to
each node to let them perform their own part of the work.
,e work is put into the high-performance computing unit
and sent to each node at the same time, and each node is
usually expected to give a result at the same time as a re-
sponse. ,e results from each node are returned to the host
application through another message provided by MPI, and
then all messages are received by the application.

2.1. Balanced Load. Load balancing refers to the processing
of a large amount of data requests or a large amount of data
requests in a short period of time through resource
scheduling and task allocation. It balances the distribution of
load and avoids overload, so as to maximize the use of
system resources, maximize system throughput, and mini-
mize task idle time. Generally speaking, load balancing is a
global optimization scheduling problem. Load balancing
scheduling is classified according to types and can be divided
into local and global scheduling strategies. Global scheduling
strategy is divided into dynamic load balancing and static
load balancing; dynamic load balancing is divided into
centralized and distributed scheduling strategies, etc. Here
from the load balancing scheduling mechanism, the overall
load balancing algorithm can be divided into three cate-
gories: static load balancing algorithm, dynamic load bal-
ancing algorithm, and adaptive load balancing algorithm.
,e balanced load model is shown in Figure 4.

Calculate node

Acceleration node Secondary node
Management

node
Login
node

Management
network

High-speed
computing network

Storage IO
server

Storage network
Storage
device

Figure 2: General architecture of high-performance computing hardware platform.
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Supposing a represents an effective task scheduling
strategy, then K(a) represents all the time the task set K is
executed on the server node R, and the goal that the task
scheduling needs to meet is to require the optimal span.
Here, make K(a) as small as possible.

Let H denote the set of load balancing indicators, and set
H � H1, H2, ..., Hn ; then,

Hi(a) �
1

K(a)


s

i�1
Sij × Tij, (3)

where i ∈ 1, 2, ..., n{ }, and you can get 0<Hi(a)≤ 1, and
suppose that the standard deviation ϕ(a) of the load index is
defined as ϕ(a),

Internet

Router Firewall
Switch

Local area
network

Remote control High-speed switch

Ethernet switch

Parallel storage

Computing cluster Console

Figure 3: High-performance computing job workflow.
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Figure 4: Balanced load model.
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φ(a) �

�����������������������

1
m

Hi(a) −
1
m



m

i�1
Hi(a)⎛⎝ ⎞⎠

2



. (4)

According to 0<Hi(a)≤ 1, 0≤ϕ(a)< 0.5 and c(a) is the
standard deviation of the load index; then c(a) is defined as

c(a) � 1 − (2 × φ(a)). (5)

According to 0≤ϕ(a)< 0.5, 0< λ(a)≤ 1 can be obtained.
According to the mathematical model, the task sched-

uling algorithm can be described as looking for a task
scheduling strategy that makes K(a) as small as possible and
c(a) as large as possible, which is the optimal solution.

In order to improve performance, the solution con-
structed in the adaptive joint algorithm is used as the initial
solution x, and then the method proposed by the new
neighborhood strategy is used to improve x. First, determine
and select the last scheduled task on all nodes, and the first
improvement has been made. ,is method involves finding
all the inactive time intervals of the node and trying to insert
the operation of the selected task while respecting the
constraints.,e optimal time selection parameter represents
the processing time of tasks on all nodes. ,e processing
time from the first to the last vertex of the path is expressed
as

WL(a, b) � 
i∈eab

Wa,b
⎛⎝ ⎞⎠ + Wi. (6)

Among them, Wa,b is the collection of all the data before
the job; calculate the workload of each operation, and
according to the total workload, sort the jobs in the order of
the highest workload to the lowest workload.

WL(a)
arg maxa∈E(a) δk

i 
j

 ,

s> s0.

⎧⎪⎨

⎪⎩
(7)

Among them, s represents the information between
paths, δk

i represents the heuristic distance between them, and
E(a) represents a random number uniformly distributed in
[0, 1].

δij(a + 1) � (1 − g)δij(a) + ∇δij, 0<g< 1,

Δδij(a) � 

ij

k�1
δk

ij(a).
(8)

When all the data in the job distribution process con-
structs a complete path from the beginning to the last vertex,
each data will be marked to provide pheromone for each
directional arc.

∇δk
ij(a) �

WL(a), (ij, ea) ∈ υk
(a),

0, others.

⎧⎨

⎩ (9)

2.2. Task Division. Task division has a significant effect on
data-intensive applications, but its ability to execute complex

data structures and control flow instructions is not good.
When the problem scale is small or the frequency of use is
low, different task division methods are used.

Consider the program running time; suppose s is the
program running time, scpu is the CPU preprocessing time,
scopy is the data copy time, sgpu is the kernel execution time,
and sret is the return time of the abnormal data copy
function. ,en when the exception copy is not used, there
are

S � Scpu + Scopy + Sgpu. (10)

When using asynchronous data copy, there are

s � max scpu + sret , scopy + sgpu  . (11)

Neglecting the execution time of kernel and the return
time of the asynchronous data copy function, it can be
expressed as

s �
scpu + scopy,

max scpu, scopy .

⎧⎨

⎩ (12)

It is not difficult to see from the formula that when the
preprocessing time is close to the data copy time, the use of
asynchronous data copy can shorten the program running
time by half. ,e concurrent operation of data copy and
execution has the effect of the pipeline, which can effectively
hide the delay and improve the report and document
classification program performance.

For a single job in the system, without considering the
impact of other jobs, there may be a time interval between
the occurrence of communication events during its execu-
tion. ,e analysis of communication characteristics in the
time dimension of parallel applications mainly focuses on
the interval distribution of the communication interval, and
the interval is

g f(p, w + 1)  − f(p, w) � P(a),

W(a) � (w − 1)f(w − 1, a) − wf(w, a) ,
(13)

where g represents the mathematical expectation and P(a) is
the proportional coefficient. If the a+ 1 interval appears in
the middle of the previous a interval, it will increase on the
basis; then,

g f(1, a + 1)  − f(1, a) � ε − P(a)f(1, a) (0< ε(a + 1)< 1).

(14)

It can be seen that there is an intersection of the
communication intervals of multiple communication
events. When there is no noncommunication interval
among them, no communication event occurs.

Using the principles and steps of analytic hierarchy
process, construct the quantitative evaluation index system
of the urban exhibition tourism development dynamic
mechanism to determine the weight of its evaluation factors.
,e development motivation factor is used as the first-level
evaluation index, including policy, technology, culture,
economy, resources, location, and service, expressed in
T1–T7. ,en the factors under the first-level indicators are

Computational Intelligence and Neuroscience 7



RE
TR
AC
TE
D

used as the second-level indicators, and the detailed eval-
uation indicators are shown in Tables 1 and 2.

,e secondary indicators of the development momen-
tum of exhibition tourism include economics, policies, re-
sources, services, location, technology, culture, and other
content. ,e level of economic and industrial development
reflects the inherent support for the development of urban
exhibition tourism. ,e urban economy has the early ad-
vantages of urban construction. Convention and exhibition
tourism uses typical industries as growth engines. It is
understandable that typical industrial development drives
urban development. Especially as a tourist city, the devel-
opment of tourism affects all aspects of urban construction.
,erefore, the level of economic development and the de-
velopment of typical industries directly affect the develop-
ment of tourist cities. Among them, the stable and healthy
development of the exhibition tourism industry requires a
good market order, which requires the government to
formulate relevant laws and regulations to regulate various
commercial behaviors in the industry. On the basis of im-
proving the current industry standards and regulations, the
government has formulated more comprehensive qualifi-
cation assessment standards, evaluation mechanisms,
market competition, market supervision, and related laws,
regulations, and preferential policies in the exhibition and
tourism industry. It is used to coordinate the interest re-
lationship between all parties and prevent the vicious
competition in the market caused by the interests of all
parties, so as to create a good market order and realize the
healthy and stable development of Guilin convention and
exhibition tourism.

According to the quantitative nature of the indicators,
construct indicators for the dynamic development mecha-
nism of urban exhibition tourism. ,e first-level indicators
are elements of support and promotion, and the second-level
indicators are improvements to the first-level indicators,
which can more fully reflect the reporting situation of the
city, judging the relative importance of each element at each
level, and expressing the judgment in the form of a digital
table to create a judgment matrix. ,e structure of the
judgment matrix is shown in Figure 5.

By constructing a judgment matrix, calculating the factor
weights layer by layer, and then obtaining the ranking of the
importance of the factors that affect the complex problem,
the evaluation of the development momentum of urban
conventions and exhibitions is mainly based on the weight
difference of various factors, and the corresponding devel-
opment path of the convention and exhibition tourism
planning will not have a major impact on development
trends and changes due to factors such as time.

From the perspective of tourists’ recognition, this study
established a city exhibition tourism satisfaction evaluation
system through questionnaire surveys and expert interviews.
,rough the analysis of the development factors of exhi-
bition tourism, the development process of urban exhibition
tourism is analyzed. ,e problems and effective ways to
improve the competitiveness of city exhibition tourism are
put forward. In this task, we distributed 150 questionnaires
to different target groups and collected first-hand raw data

through the questionnaires. We selected evaluation indi-
cators through on-site visits and inspections, participation in
relevant exhibitions, study and research of relevant de-
partments, and the perceived satisfaction of exhibition ex-
hibitors, tourists, and local residents. We used the data
collected from the survey to directly collect the original data.
Figure 6 shows a framework for analyzing and investigating
MICE tourism satisfaction.

3. Optimization Results of Urban Exhibition
Tourism Development

,e exhibition tourism industry is a huge driving force for
urban development and product brand building. With the
increasing frequency of economic and trade cooperation and
exchanges in various regions, large-scale exhibitions in
various cities have become important promoters of eco-
nomic and trade cooperation, economic introduction, and
products going abroad. Convention and exhibition tourism
has gradually developed into an important industry in the
economic development of each city. At the same time,
according to the increasingly fierce competition in urban
development location and the continuous segmentation of
products and markets, it has a clear position in the devel-
opment of exhibition tourism.,e positioning of these cities
for the development of exhibition tourism undoubtedly
determines the trend and positioning of the city in the future
development. It also determines the trend pattern of future
exhibition tourism development and the overall strength of
the city’s development.,e tourism development of city A in
recent years is shown in Figure 7.

Figure 7 shows the tourist arrivals and growth rate of city
A in recent years. It can be seen that, from 2015 to 2019, the
annual tourist arrivals and tourism growth rate of city A
have increased significantly. According to statistics, the
annual profit of exhibition tourism in the tourism market of
city A is more than 20%–25%, and there are more than 400
large-scale exhibitions each year, which is in the upper
reaches of the country.

From Figure 8, combined with the number of tourists in
Figure 7, it can be seen that the exhibition tourismmarket in
city A has shown great development potential. Among
tourists, conference tourists account for 10.3% of the total
tourists, second only to vacation and sightseeing tours. Its
unique tourism resources, rich leisure, and entertainment
activities and perfect service system have exerted a strong
pull on the development of exhibition tourism in city A.

According to the first- and second-level evaluation in-
dicators of the development momentum of exhibition
tourism constructed in the previous article, the weight co-
efficients contained in each indicator are calculated. Table 3
is the judgment matrix of the first-level index weight co-
efficient, which determines the weight of each evaluation
factor and then improves and optimizes its development
motivation mechanism, so that the exhibition tourism can
develop in a healthy and orderly manner.

Analyzing the weights of the first-level evaluation in-
dicators, it can be seen that tourism resources and economic
factors and policy factors have a relatively high weight.
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Among them, the weight coefficient of tourism resources is
0.2411, which has the highest weight. After the judgment and
analysis of the index matrix, and the consistency test of the
single-level and total rankings, the weight coefficients of the
secondary indicators are analyzed. Figure 9 shows the
weights of the secondary evaluation indicators of the ex-
hibition tourism development dynamic mechanism.

From the perspective of system science, the analysis of
tourism power mainly includes the attraction system based
on tourism demand, the attraction system based on tourism

supply power, the tourism promotion power system, and the
supporting power formed by its development. ,erefore, the
development of exhibition tourism has common charac-
teristics. Secondly, from the internal analysis of the dynamic
system, these factors are not independent, nor are they
purely linear. ,ere is a certain causal effect and feedback
influence between them. Refer to the previous evaluation
index composition, combined with the relevant data of
the current situation, to obtain the power index of the
power factor index of the exhibition tourism development.

Table 1: Evaluation indexes for the development motivation mechanism of convention and exhibition tourism.

Factor First-level evaluation index Factor Secondary evaluation index Sort

T1 Economy
S1 Capital investment

3S2 Featured industry cluster
S3 International level

T2 Resource

S4 Travel resources

1S5 Exhibition facilities
S6 Infrastructure
S7 Human resources

T3 Location
S8 Political culture

2S9 Natural economy
S10 Regional market

T4 Service S11 Travel services 6S12 Expo services

Table 2: Construction of evaluation indexes for motive mechanism of exhibition tourism development.

Factor First-level evaluation index Factor Secondary evaluation index Sort

T5 Policy
S13 Industrial policy

4S14 Exhibition system
S15 Government resources

T6 Culture
S16 Citizen quality

7S17 ,e image of a city
S18 City safety

T7 Technology
S19 Exhibition technology

5S20 Management technology
S21 Information technology

(T) S1

S1

S2

Sn Sn1 Sn2 Sn3 Snn

S11

S21

S12

S22

S13

S23

S2 S3 Sn

S1n

S2n

...

...

...

...

..................

Figure 5: Evaluation index judgment matrix.
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Table 3: Judgment matrix of first-level index weight coefficient.

Power T1 T2 T3 T4 T5 T6 T7 W
T1 1.97 1.85 2.68 2.12 1.11 2.08 2.86 0.1523
T2 1.55 2.85 1.98 1.82 2.96 2.98 1 0.2411
T3 1.66 1.33 2.2 1.11 2.1 2.05 1.36 0.1804
T4 2.79 2.39 2.58 2 1.42 1.33 2.59 0.0993
T5 2.89 1.76 2.5 1.17 2.33 1.8 1.73 0.1458
T6 2.6 1.66 2.02 1.01 1.53 1.6 2.05 0.0769
T7 1.32 2.75 1.71 1.54 1.23 2.97 2.82 0.1042
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Figure 10: Motivation factors and index assignments for the development of exhibition tourism.
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,e power index and the index assignment are shown in
Figures 10 and 11.

Use index assignment to determine the weight of dy-
namic factors and determine the degree of influence of
different dynamic factors on the development of exhibition
tourism.,at is, the evaluation of the dynamic factor and the
index assignment mainly adopt the analytic hierarchy
process.

After calculating the weights of the indicators, the in-
dexes of the dynamic factors at various levels are obtained. It
can be seen that although the tourism resources of city A are
relatively rich, the actual power is more, and the location and
environmental factors are relatively strong. However, in

view of the current driving force of the development of
exhibition tourism in which resources play a major role, the
driving force of resource factors on the development of
exhibition tourism is still relatively strong.

,e most important thing in MICE tourism is the degree
of satisfaction of tourists during their travel. Only when the
tourists are satisfied can they attract more tourists to travel.
,rough the survey of tourist satisfaction in exhibition
tourism, we can analyze and study the development di-
rection of Hu Zhan tourism and the improvement of ex-
hibition tourism service quality. Figure 12 is the
questionnaire analysis on the satisfaction of exhibition
tourism.
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In the questionnaire for residents’ satisfaction, urban
factors, exhibition facilities, exhibition environment, tour-
ism resources, tourism costs, and other indicators are set to
analyze the satisfaction of exhibition tourism. ,rough the
analysis of survey statistics, we can use evaluation indicators
to make it clearer that customers attach great importance to
those issues in the development of exhibition tourism, but
the customer perception evaluation is very low. ,ese need
to be strengthened and improved by the exhibition man-
agement department and related organizers.

4. Conclusions

,is paper analyzes the dynamic mechanism of urban ex-
hibition tourism development through high-performance
computing and conducts research on the optimization
countermeasures of exhibition tourism. Under the premise
of clarifying the differences in the development of city
convention and exhibition tourism, the dynamic factors of
the development of convention and exhibition tourism
industry are analyzed. Regarding the main characteristics
and content of the seven main driving factors of exhibition
tourism development, refer to the relevant evaluation index
system to subdivide the driving factors of exhibition tourism
development, economic factors, selection policy factors and
resource factors, and other location factors. Taking into
account the factors of the investigation, the concept and
composition of each element are refined layer by layer, and
finally a multifactor evaluation system for the development
of exhibition tourism is formed. We used surveys and de-
tailed layering procedures to determine the weights of all
levels of measurement. From the weighted results, we can see
the characteristics of the power structure of the city’s ex-
hibition tourism in the emergence stage. ,e load balancing
algorithm is mentioned in the article, and load balancing is a
global optimization scheduling problem. Combined with the
principle of dynamic factors, it analyzes and summarizes the
characteristics and main development paths of exhibition
tourism under the combined effect of various factors.
However, there are still some shortcomings in the article
research, such as the lack of depth in the current research on
the dynamic mechanism of the development of exhibition
tourism in the city, and the selection of evaluation factors
and mechanism research on the dynamic mechanism of
exhibition tourism are not perfect. We hope it can be im-
proved in the future work.
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To attract customers and landlords to join the platform is an important problem to be solved when expanding the size of the
shared accommodation platform, and subsidy policies have been proven to be an effective approach in many areas of sharing. In
order to analyze the strategies of all parties in the subsidy policy of the shared accommodation platform, a three-party evolutionary
game model of shared accommodation platform, consumers, and landlords was built. ,e strategy stability of each game subject
was analyzed, and the equilibrium point stability was explored based on Lyapunov’s method. ,e game model and influencing
factors were simulated and analyzed byMATLAB 2016. Results demonstrated that the consumers and landlords were promoted to
join the shared accommodation platform by increasing subsidies to consumers and landlords and reducing consumers’ time costs
and landlords’ service fees from the early stage to the rapid development stage of the shared accommodation platform; with the
increase of the proportion of landlord’s share in expenses and the decrease of the opportunity loss of platform nonsubsidizing, the
strategy of the platform gradually evolves from subsidy to nonsubsidy. ,e conclusions of this study provide guidance for the
mature path of the shared accommodation platform and also give suggestions for the development of the sharing economy.

1. Introduction

,e comprehensive application of emerging technologies
such as the Internet and big data in the market brings special
operation mode, effective realization tools, and high-quality
value creation, which have opened up a new road for the
development of market industries and accelerated the
evolution of the global economic format. In recent years,
benefiting from technological advances and the increasing
awareness of people’s awareness towards sustainability, the
ranges of shared products have increased dramatically [1].
Sharing has turned from a “nonreciprocal prosocial be-
havior” [2] to a unique economic model [3], which brings
innovation and efficiency to local development [4].
According to Juniper Research, the global market for the
sharing economy is expected to reach $40.2 billion in 2022
[5]. Sharing platforms are springing up all over the world,
and the emerging business model of “Internet Plus” is

gradually becoming the important engine for global eco-
nomic upgrading and transformation. ,e sharing economy
has started to develop in many industries around the world,
such as Airbnb, an online travel and housing rental company
established in 2008, and Uber, an online car service estab-
lished in 2009. As an important trend for future develop-
ment [6], the sharing economy has had a profound impact
on the social economy to change people’s consumption
behavior and consumption patterns [7] and develop many
new models by integrating with various industries [8].
Among the industries, the development of the shared ac-
commodation industry has been remarkable [9].

,e traditional accommodation industry is an important
sector of the service industry, providing entertainment and
dining services to travelers. However, with rapidly changing
market conditions and competition, shared accommodation
is a new way for the industry to develop as a result of the
deep integration of the accommodation industry with
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information technology. According to the “China Sharing
Economy Development Report 2020,” the market size of
shared accommodation in China was about 22.5 billion
yuan, increasing of 36.4% over the previous year, and the
revenue of the shared accommodation industry accounted
for 7.3% of the total revenue of the accommodation industry
in 2019. ,e growing shared accommodation industry is
bound to have a profound impact on the development of the
industry. ,erefore, it is important to analyze the devel-
opment law of shared accommodation and understand the
model in the development stage, which will be guiding
significance for promoting the shared accommodation in-
dustry and socioeconomic development.

As a disruptive innovation, shared accommodation has
become an important model to allocate urban accommo-
dation resources, revitalize the rural tourism industry, and
activate the development potential of the service industry
[10–12]. Some companies have already achieved success in
shared accommodation, represented by HomeAway and
Airbnb Inc. [13]. ,e research on shared accommodation
has gradually increased since 2013, with the market size of
shared accommodation expanding [14]. ,e development of
the shared accommodation industry in many areas imitated
Airbnb, but the process is difficult for the trust barriers and
legal regulation problems among various stakeholders [15].
Some scholars have proposed that the development of
shared accommodation in China draws on the successful
experience of Airbnb [16, 17], but it also faces the dilemma of
“acclimatization” [18]. ,erefore, how to keep the
market alive of shared accommodation has become a
problem that needs to be solved by shared accommodation
companies in the global.

Shared accommodation is a type of nonstandard ac-
commodation in which homeowners rent out their idle
rooms to travelers for a short period through an online
network platform [19]. Compared to traditional accom-
modation, shared accommodation has a wider variety of
room types and caters to travelers’ desire to “live like a local”
with an authentic destination experience [20], which makes
it popular among customers [21]. ,ere are three parties
involved in shared accommodation: the landlord (the op-
erator providing the room for rent), the shared accom-
modation platform, and the consumer (the renter) [22]. ,e
shared accommodation platform is the intermediary con-
necting landlords and consumers, increasing the efficiency
for matching and reducing the search costs. As the inter-
mediary organization, the platform charges the service fee
for both landlords and consumers. Due to the characteristics
of nonneutral, cross-network externalities in bilateral
market pricing, shared accommodation platform usually
charges the service fee on one side and no frees on the other
[23]. However, compared with hotel staff, most of the
landlords attracted by shared accommodation platforms are
untrained, nonprofessional training staff [24], and they also
face ordinary consumers. ,ere are many problems such as
short development time, weak foundation, small develop-
ment size, low participation enthusiasm in the development
of the shared accommodation platform. Some scholars’
studies have found that the profit has a greater influence on

professional landlords in the operation process and the price
level of their rooms is higher by comparing the operating
conditions of the sellers operating a single room with those
operating multiple rooms at the same time [25, 26]. ,ere is
a lack of research on how to change landlords’ pricing
strategies and develop reasonable pricing strategies.

As a successful sharing economy model, the shared
accommodation platform is widely recognized in the world,
and the reasonable operation strategy is the key to the de-
velopment of the platform. Given the characteristics of
sharing platforms, the products served by the sharing
economy are different from traditional bilateral markets. In
order to expand the size of the platform, many platforms
consider using subsidies to regulate the balance between the
supply and demand of bilateral users during their devel-
opment phase, which has laid a good foundation for the
successful operation of platforms, for example, Uber sub-
sidized drivers and DiDi subsidized passengers. Subsidies
can also be used as an incentive method to promote the
increase of the number of participants in the development of
shared accommodation platforms. It has been studied in the
field of sharing economy platforms that the equilibrium
market size obtained by subsidizing suppliers is larger than
that obtained by subsidized customers [27]. As shared ac-
commodation platforms adopt subsidies to expand the
market size, subsidy policies need to be updated accordingly.
,erefore, it is relevant and urgent to research the subsidy
policies of shared accommodation platforms.

In order to promote the development of the accom-
modation industry in the context of big data and build a
bilateral accommodation platform based on information
technology, to make up for the insufficiency of previous
research with two parties as game subjects, the behavioral
strategies of all parties in the operation of the shared ac-
commodation platform should be more comprehensive and
systematic considered. ,is paper adopts evolutionary game
theory to analyze the evolutionary mechanism and process
among platform, landlord, and consumer under subsidy
policy of the platform from a dynamic perspective and
explores the influences of subsidy amounts, landlord service
fee, consumer time cost, and the proportion of landlord’s
share in expenses on system stability. Finally, corresponding
countermeasures are suggested for the subsidy mechanism
of the platform. ,is paper answers the following three key
questions: (1) How to determine the strategic conditions for
shared accommodation platforms to conduct subsidies and
the utilities obtained by consumers and landlords partici-
pating in shared accommodation. (2) How to achieve the
equilibrium strategies of shared accommodation platforms,
landlords, and consumers under platform subsidy mecha-
nism. (3) To explore the factors affecting the equilibrium
strategies.

2. Related Literature

Most of the research on shared accommodation focuses on
the factors of willingness to participate of consumers and
landlords and the factors influencing the price of shared
accommodation.
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Many scholars have explored consumers’ willingness to
participate based on different perspectives, and the studies
have found that the material, energy-saving, psychological,
and social interaction willingness promote consumers to
participate in shared accommodation [28]. Extrinsic ma-
terial benefits positively attract consumers to participate in
shared accommodation platforms [29], and low-priced
housing is the choice of most frugal consumers, which
explains the attitude of consumers to use Airbnb [30].
Consumers tend to use rather than own products, which
avoids the waste of social resources, and such behavior is
expected to alleviate social problems such as excessive
consumption and environmental pollution by reducing the
cost of economic coordination [31]. Trust, familiarity, loy-
alty, authenticity, and hedonistic can also influence con-
sumer participation in shared accommodation [32–34].
Social interactivity attracts consumers to share and helps to
develop new social relationships during consumption
[29, 35], enhancing social interaction stickiness [36]. Al-
though the consumers’ willingness to participate is affected
by many factors, few studies consider the cross-network
externalities between consumers and landlords.

Existing studies on landlords’ willingness to participate
are mostly centered on the economic value, functional value,
security value, and trust value dimensions. ,e prerequisite
for landlords to join the platform is the platform’s sus-
tainable development prospects, functional values of oper-
ational compatibility, and ability to respond to crises and
solve problems [37]. By registering room resources online,
the rental of idle rooms can be realized, and the participation
enthusiasm of landlords can be stimulated by monetary
value so that the landlords can directly obtain economic
benefits [38, 39]. But landlords still have doubts about the
safety and security of personal property in the platform [40].
Trust is the key factor to overcome uncertainty and reduce
[41], so the importance of information security governance
is particularly prominent [42]. It is necessary to clarify the
influencing factors of landlords’ participation in home-
sharing so that the platform can formulate corresponding
strategies to attract landlords to join.

,e factors influencing the pricing of shared accom-
modation platforms are mainly the structure characteristics
and accommodation facility features of the room, location
characteristics, trust, and sociality [43–45]. ,e rental price
is mainly determined by the landlord [43]. At the same time,
the rental price is affected by the comment score and room
quality, with higher pricing for high star rating listings [46].
,e improvement in one room quality has the spillover effect
on the prices of the other room [47]. ,ere is a correlation
between external factors and room rental prices.,e internal
facilities of the room and the supply of parking spaces have a
positive impact on the room rental price, while instant
booking has a negative effect on room rental prices [43, 48].
,e authenticity of the photo has a significant impact on the
rental price of the shared room; the more authentic the
photo, the more purchase opportunities and economic
benefits it brings [49]. However, few studies have discussed
how to formulate reasonable strategies for sharing accom-
modation platforms to take into account the interests of all

parties in sharing accommodation and achieve the optimal
system utility.

,e existing research methods on shared accommoda-
tion platforms are mainly to analyze the dynamic optimal
allocation of idle rooms in the platform [50] and the game
research between the participants of shared accommodation.
However, most of the game models are studied from the
perspective of two subjects, and there are few comprehensive
studies on shared accommodation platforms, consumers,
and landlords. ,e dynamic evolution law of the three
stakeholders in the development process of the shared ac-
commodation platform has not been deeply discussed; es-
pecially, the subsidy strategy of shared accommodation
platforms has not been well explained.,is study attempts to
fill the gap by analyzing the impact of subsidy policies of
shared accommodation platforms on the dynamic evolution
of strategies among platform, consumer, and landlord, ex-
plores the evolution stage and influencing factors of plat-
form subsidy implementation, and puts forward
corresponding suggestions for platform development.

3. Materials and Methods

3.1. Problem Description. ,e shared accommodation plat-
form can realize the sharing of information and resources and
promote the rapid development of the shared accommodation
industry. Currently, the shared accommodation industry is in
the development stage, the platform’s capacity is insufficient,
the landlords are not dependent on the platform, and the
consumers have limited access to information about room
resources. ,erefore, shared accommodation platform com-
panies can give some subsidies for landlords and consumers to
promote them to join the platform. ,e landlords share their
idle rooms through the platform and obtain certain utilities,
and consumers find satisfactory rooms through the shared
accommodation platform. In this study, “platform” refers to
the shared accommodation platform, “consumer” refers to the
demander of the rental idle room, and “landlord” refers to the
supplier of the rental idle room. ,e landlord (L) posts his or
her idle room on the shared accommodation platform (P), and
the consumer (B) rents it through the platform. ,e platform
charges fees to the landlord and the consumer.

,e shared accommodation platform, landlords, and
consumers are very important stakeholders in the devel-
opment of the shared accommodation industry, and the
three parties are connected through the rooms for rent, as
shown in Figure 1.

3.2. Model Assumptions. In order to build the subsidy
strategy model of a shared accommodation platform based
on the evolutionary game in the context of big data, each
party’s strategy and the equilibrium point of the evolu-
tionary game system are analyzed, and the following as-
sumptions are made.

Assumption 1. In the network transaction system consisting
of “shared accommodation platform-consumer-landlord,”
each game participant is finite rational, and their
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information is asymmetric. In the game, the behaviors of the
participants are random and interactional, which means that
the participants cannot obtain the optimal strategies through
one game but needs to go through trial and error and learn
and improve their past strategies in the multiple rounds
game. ,is means that each participant cannot obtain the
optimal strategy through one game and needs to improve
their strategies through continuous trial and error and
learning in multiple rounds of games so as to make be-
havioral decisions that best match the current situation.

Assumption 2. tIn this paper, the goal of all parties is to
maximize benefits under the subsidy policy of the platform.,e
platform determines whether to provide subsidies to consumers
and landlords based on profit maximization; consumers decide
whether to participate in sharing platform transactions based on
their own needs to obtain the maximum utility of participating
in sharing accommodation; landlords choosewhether to join the
platform based on the maximum net income of participating in
the sharing platform. ,e maximum amounts of subsidy pro-
vided by the platform to landlords and consumers are, re-
spectively, SL and SB. ,e platform determines the intensity of
subsidies according to the participation of landlords and con-
sumers, and the proportion of subsidies provided by the plat-
form to consumers and landlords is, respectively, α and β.
Subsidies are given to landlords and consumers in the form of
coupons or cash.

Assumption 3. In the process of operation, the sharing
platform will charge corresponding fees to the landlords and
consumers. PB is the total cost paid by consumers to par-
ticipate in shared accommodation, including the service fee
charged by the platform and the fee charged by the landlord.

,e proportion of landlord’s share in expenses paid by
consumers is ϕ. ,e fee charged by the landlord is ϕPB, and
the service fee charged by the platform is PB(1 − ϕ). PL is the
service fee charged by the platform to the landlord, and the
service includes priority recommendation of room infor-
mation, taking photos of the room, and providing smart
locks.

Assumption 4. ,e strategy choice of shared accommoda-
tion platform is subsidy and nonsubsidy, the proportion of
platform implementing subsidy is represented as
x(0≤ x≤ 1), and the proportion of implementing nonsubsidy
is denoted as (1 − x); the strategy choices of consumer are
participation and nonparticipation, the proportion of con-
sumer implementing participation is represented as
y(0≤ y≤ 1), and the proportion of implementing nonpar-
ticipation is denoted as (1 − y); the strategy choices of the
landlord are sharing and unsharing, the proportion of
landlord implementing sharing is represented as z(0≤z≤ 1),
and the proportion of implementing unsharing is denoted as
(1 − z), where x, y, z ∈ [0, 1].

Assumption 5. ,e purpose of adopting the subsidy is to
enable consumers and landlords to participate in the shared
accommodation platform, and the platform mainly obtains
benefits by charging landlord service fees and the proportion
of consumers paying room fees.,erefore, the initial subsidy
of the platform needs to be more than the reputation benefit
in order to better attract consumers and landlords to join the
shared accommodation, that is, αSB >RB and βSL >RL. Due
to more contact with landlords on the sharing platform, the
cross-network externalities utility of consumers received
from participating in shared accommodation is more than
the price paid by consumers, that is, NB >PB.

3.3. Model Building. ,e parameters of this paper are de-
scribed in Table 1.

According to the above assumptions, the shared ac-
commodation platform, consumer, and landlord are the
three main players in the game, and the game model benefit
matrix is shown in Table 2.

3.4. Model Analysis

3.4.1. Stability Analysis of Shared Accommodation Platform
Strategies. ,e expected utility of shared platform selecting
subsidy is πx, the expected utility of shared platform
selecting nonsubsidy is π1− x, then the average expected
utility of the shared platform is πx, and πx � xπx + (1 − x)

π1− x, which are defined as follows:

πx � yz∗ − CP + PB(1 − ϕ) + PL + RB + RL − αSB + βSL(   +(1 − y)(1 − z)∗ − CP(  +(1 − y)z

∗ − CP + RL + PL − βSL(  + y(1 − z)∗ − CP + RB − αSB( .

π1− x � yz∗ − CP + PB(1 − ϕ) + PL − H  +(1 − y)(1 − z)∗ − CP − H(  +(1 − y)z∗ − CP + PL − H(  + y(1 − z)∗ − CP − H( .

(1)
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Figure 1: Relationship among shared accommodation platform,
landlord, consumer, and room for rent.
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According to the Malthusian dynamic equation, the
replication dynamic equation of shared accommodation
platform is obtained:

F(x) �
dx

dt
� x(1 − x)∗ y∗ RB − αSB(  + z∗ RL − βSL(  + H ,

Fx
′(x) �

zF(x)

zx
� (1 − 2x)∗ y∗ RB − αSB(  + z∗ RL − βSL(  + H .

(2)

According to the stability theorem of the replication
dynamic equation, the evolutionary stability strategy of the
shared platform must be satisfied with the conditions that
F(x) � 0 and Fx

′(x)＜0. And the threshold of shared
platform strategy transformation is y∗ � − ((z∗ (RL − βSL)

+ H)/(RB− αSB)).

Proposition 1. In the evolution process, when 0<y<y∗ < 1,
the stabilization strategy of shared accommodation platform
is subsidy. When 0<y<y∗ < 1, the stabilization strategy of
shared accommodation platform is nonsubsidy.

Proof: Assume G(y) � y∗(RB − αSB) + z∗(RL − βSL) + H;
when RB − αSB<0, G(y) is considered to be a decreasing
function of y. When y> y∗, G(y)<0, F(x)|x�0 � 0, and
Fx
′(x)|x�0<0, x�0 is the stabilization point; that is, the

nonsubsidy of the shared accommodation platform is the
stabilization strategy; when y< y∗, G(y)>0, F(x)|x�1 � 0,
and Fx
′(x)|x�1<0, x�1 is the stabilization point; that is, the

subsidy of the shared accommodation platform is a stabi-
lization strategy; when y � y∗, x is stable in the interval from
0 to 1; that is, regardless of the initial proportion of the
strategy selected by the shared accommodation platform, the
platform will not change the strategy.

Proposition 1 shows that when the reputational benefits
of platform subsidy to consumers are less than the subsidy
amount of the platform to consumers, the reduction of
consumer participation will change the stability strategy of
the shared accommodation platform from nonsubsidy to
subsidy. Similarly, the increase of consumer participation
will change the stability strategy of the shared accommo-
dation platform from subsidy to nonsubsidy. ,erefore, the
participation strategy of consumers is crucial to the
implementation of platform subsidy, and it is also the basis
of platform subsidy strategy.

,e phase diagram of the strategic evolution of the
shared accommodation platform is shown in Figure 2.

Figure 2 shows that the volume of V1 represents the
proportion of subsidy of the shared accommodation plat-
form, and the volume of V2 represents the proportion of
nonsubsidy of the shared accommodation platform, which is
calculated as follows:

V1 � 
1

0

1

− H/RL − βSL

−
z∗ RL − βSL(  + H

RB − αSB

dzdx �
H + a1( 

2

2a1 ∗ b1
,

(3)

V2 � 1 − V1, (4)

Table 1: Parameter description.

Parameter Description
CP Platform operating costs
RB Reputational benefits of platform subsidizing to consumers
RL Reputational benefits of platform subsidizing to landlords
SB Maximum subsidy amount of the platform to consumers
A ,e proportion of subsidies provided by the platform to consumers, α ∈ [0, 1]

SL Maximum subsidy amount of the platform to landlords
B ,e proportion of subsidies provided by the platform to landlords, β ∈ [0, 1]

H Opportunity loss of platform nonsubsidizing
PL Fees charged to landlords for the platform services
PB Fees paid by consumers participating in shared accommodation platforms
Φ ,e proportion of landlord’s share in expenses paid by consumers, ∅∈ [0, 1]

NB Cross-network externalization utility gained by consumers with landlords on the shared platform
CB Time cost of consumers
B Fees paid by consumers for renting room through offline channels
UB ,e utility of platform service for the consumer
NL Cross-network externalities utility gained by landlords with consumers on shared platform
UL ,e utility of platform service for the landlord
CL ,e cost of room and service provided by the landlord
A Income by the landlord with unsharing room in the platform

Computational Intelligence and Neuroscience 5
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where a1 � RL − βSL and b1 � RB − α1SB. □

Corollary 1. :e proportion of shared accommodation
platform subsidy is positively correlated with the reputation
benefits of the platform subsidizing and the opportunity loss of
the platform nonsubsidizing and negatively correlated with
the subsidy amount of the platform subsidizing to consumers
and landlords.

Proof: According to the formula (4), when H> βSL −

RL; H> αSB − RB, the first-order partial derivative of each
element is obtained as follows: (zV1/zRL)> 0, (zV1/ zRB)> 0,
(zV1/zH)> 0, (zV1/zβ SL)< 0, and (zV1/ zα SB)< 0 (see
Appendix A). ,erefore, the increase of RL, RB, andH and the
decrease of βSL and αSB can increase the proportion of
subsidizing for shared accommodation platforms.

Corollary 1 shows that, with the increase in the repu-
tation benefits of the platform due to subsidies to consumers
and landlords and the opportunity cost of the platform
nonsubsidy, the sharing accommodation platform is more
inclined to adopt the subsidy strategy. As the amount of
subsidies provided by the platform to landlords and con-
sumers increases, the shared accommodation platform is
more inclined to adopt a nonsubsidy strategy. □

3.4.2. Stability Analysis of Consumer Strategies. ,e ex-
pected utility of the consumer choosing to participate is πy,
the expected utility of the consumer choosing nonpartici-
pating is π1− y, then the average expected utility of the
consumer is πy, and πy � yπy + (1 − y)π1− y, which are
defined as follows:

πy � xz∗ − PB − CB + UB + αSB + NB(  +(1 − x)(1 − z)∗ − CB(  + x(1 − z)

∗ αSB − CB(  +(1 − x)z∗ − PB − CB + UB + NB( ,

π1− y � xz∗ (− B) +(1 − x)(1 − z)∗ (− B) + x(1 − z)∗ (− B) +(1 − x)z∗ (− B).

(5)

According to the Malthusian dynamic equation, the
replication dynamic equation of consumer is obtained:

F(y) �
dy

dt
� y(1 − y)∗ z∗ − PB + NB(  + x∗ αSB + UB − CB + B ,

Fy
′(y) �

zF(y)

zy
� (1 − 2y)∗ z∗ − PB + NB(  + x∗ αSB + UB − CB + B .

(6)

According to the stability theorem of the replication
dynamic equation, the evolutionary stability strategy of the
consumer must be satisfied with the conditions that F(y) �

0 and Fy
′(y)< 0. And the threshold of the consumer

strategy transformation is z∗ � (− x∗ αSB + CB − UB − B)/
(NB − PB).

Proposition 2. In the evolution process, when 0< z∗ < z< 1,
the stabilization strategy of consumer is participation. When

0< z∗ < z< 1, the stabilization strategy of consumer is
nonparticipation.

Proof: Assume G(z) � z∗ (− PB + NB) + x∗ αSB + UB−

CB + B; when NB >PB CB − UB − B> αSB,G(z) is considered
to be an increasing function of z. When z> z∗, G(z) > 0,
F(y)|y�1 � 0, and Fy

′(y)|y�1 < 0, then y � 1 is the stabili-
zation point; that is, consumer participation is the

(0
, 0

, 1
)

(0
, 0

, 1
)

(0
, 0

, 1
)

(1, 0, 0)

(1, 0, 0)

(1, 0, 0)
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y y y
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V1 V1

V2

Z

X

Z
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V2
(0, 1, 0) (0, 1, 0) (0, 1, 0)

Figure 2: Phase diagram of strategy evolution of shared accommodation platforms. (a) y � − ((z∗ (RL − βSL) + H)/(RB − αSB)),
(b) y> − ((z∗ (RL − βSL) + H)/(RB − αSB)), and (c) y< − ((z∗ (RL − βSL) + H)/(RB − αSB)).
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stabilization strategy; when z< z∗, G(z) < 0, F(y)|y�0 � 0,
and Fy
′(y)|y�0 < 0, y � 0 is the stabilization point; that is, the

nonparticipation of the consumer is the stabilization
strategy; when z � z∗, y is stable in the interval from 0 to 1;
that is, regardless of the initial proportion of the strategy
selected by the consumer, the consumer will not change the
strategy.

Proposition 2 shows that the strategic choice of the
landlord will affect the consumer’s choice. When the cross-
network externalization utility gained by the consumer with
the landlord on the shared platform is more than the fees
paid by the consumer participating in the shared accom-
modation platform, with the increase of the landlord’s share,
the consumer’s stabilization strategy will be changed from
nonparticipation to participation. Similarly, the decrease in
landlord’s share will change the consumer’s stabilization
strategy from participation to nonparticipation. ,erefore,
to promote consumer participation in shared accommo-
dation, the platform should take proactive measures to allow
more landlords to share their rooms and improve the
network cross-externalities utility between consumers and
landlords to make it habitual for consumers to participate in
shared accommodation.

,e phase diagram of the strategic evolution of the
consumer is shown in Figure 3.

Figure 3 shows that the volume of V3 represents the
proportion of consumers participating in shared accom-
modation, and the volume ofV4 represents the proportion of
consumers nonparticipation in shared accommodation,
which is calculated as follows:

V3 � 
1

0

1

− CB+UB+B/αSB

− x∗ αSB + CB − UB − B

NB − PB

dxdy

�
2a2 ∗ b2 − a

2
2 − b

2
2

2a2 ∗ c2
,

(7)

V4 � 1 − V3, (8)

where a2 � αSB, b2 � CB − UB − B, and c2 � NB − PB.

Corollary 2. :e proportion of consumer participation in
shared accommodation is positively correlated with the
subsidy amount given to consumers by the platform, the utility
of platform service for the consumer, the fees paid by con-
sumers for renting rooms through offline channels, and the
cross-network externalization utility gained by consumers
with landlords on the shared platform. :e proportion of
consumer participation in shared accommodation is nega-
tively correlated with the consumers’ time cost and the fees
paid by consumers participating in shared accommodation
platforms.

Proof: According to the formula (8), when CB >UB + B;
CB − UB − B>NB − PB, the first-order partial derivative of
each element is obtained as follows: (zV3/zα SB)> 0,
(zV3/zCB)< 0, (zV3/zUB)>0, (zV3/zB)>0, (zV3/zNB)>0,
and (zV3/zPB)<0 (see Appendix B). ,erefore, the increase
of αSB, UB, B, and NB and the decrease of CB and PB can
increase the proportion of consumer participation in shared
accommodation.

Corollary 2 shows that, with the increase of the subsidies
amount for consumers gained from the platform, the utility
of platform services for the consumer, the fees paid for
obtaining rooms through offline channels, and the utility of
cross-network externalities of landlords to consumers, the
consumer is more inclined to adopt the participation
strategy. As the time cost of consumers and the payment
price of consumers’ participation in shared accommodation
increase, the consumer is more inclined to adopt the
nonparticipation strategy. □

3.4.3. Stability Analysis of Landlord Strategies. ,e expected
utility of the landlord choosing to share the rooms is πz, the
expected utility of the landlord choosing to unshare the
rooms is π1− z, then the average expected utility of landlord is
πz, and πz � zπz + (1 − z)π1− z, which are defined as follows:

πz � xy∗ ϕPB + βSL + NL + UL − CL − PL(  +(1 − x)(1 − y)∗ UL − CL − PL( 

+ x(1 − y)∗ βSL + UL − CL − PL(  +(1 − x)y∗ ϕPB + NL + UL − CL − PL ,

π1− z � xy∗A +(1 − x)y∗A + x(1 − y)∗A +(1 − x)(1 − y)∗A.

(9)

According to the Malthusian dynamic equation, the
replication dynamic equation of landlord is obtained:

F(z) �
dz

dt
� z(1 − z)∗ y∗ ϕPB + NL(  + x∗ βSL + UL − CL − PL − A ,

Fz
′(z) �

zF(z)

zz
� (1 − 2z)∗ y∗ ϕPB + NL(  + x∗ βSL + UL − CL − PL − A .

(10)
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According to the stability theorem of the replication
dynamic equation, the evolutionary stability strategy of the
landlord must be satisfied with the conditions that F(z) � 0
and Fz
′(z)< 0. And the threshold of the consumer strategy

transformation is x∗ � (− y∗ (ϕPB + NL) − UL + CL + PL

+ A)/βSL.

Proposition 3. In the evolution process, when 0< x∗ < x< 1,
the stabilization strategy of landlord is sharing. When
0< x∗ < x< 1, the stabilization strategy of landlord is
unsharing.

Proof: Assume G(x) � y∗ (ϕPB + NL) + x∗ βSL + UL −

CL − PL − A; when CL + PL + A − UL > ϕPB + NL, G(x) is
considered to be an increasing function of x. When x> x∗,
G(x)> 0, F(z)|z�1 � 0, and Fz

′(z)|z�1 < 0, z� 1 is the stabi-
lization point; that is, the share of the landlord is the sta-
bilization strategy; when x< x∗, G(x)< 0, F(z)|z�0 � 0, and
Fz
′(z)|z�0 < 0, z� 0 is the stabilization point; that is, the

unshare of the landlord is the stabilization strategy; when
x � x∗, z is in an evolutionary stabilization state; that is,
regardless of the initial proportion of the strategy selected by
the landlord, the landlord will not change the strategy.

Proposition 3 shows that the strategy choice of shared
accommodation platforms will affect the choice of the
landlord. ,e increase in the proportion of the platform
subsidy will change the landlord’s stabilization strategy from
nonsharing to sharing. Similarly, the reduction of the
platform subsidy proportion will change the landlord’s
stabilization strategy from sharing to nonsharing. ,erefore,
platform subsidy is a powerful means to promote landlords
to share.

,e phase diagram of the strategic evolution of the
landlord is shown in Figure 4.

Figure 4 shows that the volume of V5 represents the
proportion of the landlord sharing the rooms, and the
volume of V6 represents the proportion of the landlord
unsharing the rooms, which is calculated as follows:

V5 � 
1

0

1

− UL+CL+ PL+A/ϕPB+NL

− y∗ ϕPB + NL(  − UL + CL + PL + A

βSL

dydz �
2a3 ∗ b3 − a

2
3 − b

2
3

2a3 ∗ c3
, (11)

V6 � 1 − V5, (12)

where a3 � βSL, b3�− UL+CL+PL+A, and c3 � ϕPB+ NL.

Corollary 3. :e proportion of the landlord sharing rooms
in the shared accommodation platform is positively corre-
lated with the subsidy amount of the platform to landlords,
the utility of platform service for the landlord, the fees paid
by consumers participating in shared accommodation
platforms, and the cross-network externalities utility gained
by landlords with consumers on the shared platform. :e
proportion of the landlord sharing rooms is negatively
correlated with the income by the landlord with unsharing
room in the platform, the cost of room and service provided
by the landlord, and the fees charged to landlords for the
platform services.

Proof: According to the formula (11), when CL + PL +

A>UL and CL + PL + A − UL > βSL, the first-order partial

derivative of each element is obtained: (zV5/zβ SL)> 0,
(zV5/zCL)< 0, (zV5/zPL)< 0, (zV5/zA)< 0, (zV5/ zUL)>
0, (zV5/zϕ PB)> 0, and (zV5/zNL)> 0 (see Appendix C).
,erefore, the increase of βSL, UL, ϕPB, and NL and the
decrease of A, CL, and PL can increase the proportion of the
landlord participating in the shared rooms.

Corollary 3 shows that, with the increase of subsidy
amount of the platform to landlords, the utility of platform
service for the landlord, the fees paid by consumers par-
ticipating in shared accommodation platform, and the utility
of cross-network externalities of consumers to landlords, the
landlord is more inclined to adopt the share strategy. As the
increase of the income by the landlord with unsharing room,
the cost of room and service provided by the landlord, and
the fees charged to landlords for the platform services, the
landlord is more inclined to adopt the nonshare
strategy. □
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Figure 3: Phase diagram of the evolution of the consumer’s strategy. (a) z � ((− x∗ αSB + CB − UB − B)/(NB − PB)), (b) z> ((− x∗ αSB +

CB − UB − B)/ (NB − PB)), and (c) z< ((− x∗ αSB + CB − UB − B)/(NB − PB)).
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4. Results and Discussion

4.1. Strategy Portfolio Stability Analysis. In the dynamic
system of the shared accommodation platform, consumers,
and landlords, the stability of the strategic combination of
the three-party evolutionary game can be referred to Lia-
punov’s nonlinear function stability discriminant method.
When all eigenvalues of the Jacobi matrix are less than zero,
the equilibrium point must be asymptotically stabilization;
when the first-order bias of the matrix is positive or
semipositive and one or two of the eigenvalues of the Jacobi
matrix are greater than zero, the equilibrium point is the
unstable point or the saddle point. ,erefore, in the three-
party evolutionary game, the stability of the eight pure
strategy equilibrium will be analyzed in this paper. ,at is,
E1(0, 0, 0), E2(1, 0, 0), E3(0, 1, 0), E4(0, 0, 1), E5(1, 1, 0),
E6(1, 0, 1), E7(0, 1, 1), and E8(1, 1, 1).

According to the dynamic equations of each game
subject, the Jacobian matrix is obtained as follows:

J �

Fx
′(x) Fy

′(x) Fz
′(x)

Fx
′(y) Fy

′(y) Fz
′(y)

Fx
′(z) Fy

′(z) Fz
′(z)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (13)

where the values of the Jacobi matrix are shown in Appendix
D and the Jacobian matrix of the equilibrium point is shown
in Appendix E.

According to the Jacobianmatrix, the stability analysis of
the equilibrium point of the three-party evolutionary game
can be obtained, and it is shown in Table 3.

When condition I is satisfied, that is αSB + UB − CB <B;

βSL + UL − CL − PL <A, the dynamic system has a stable
point, that is, E2(1, 0, 0). ,e consumer chooses not to
participate in shared accommodation when the sum of the
subsidy amount and the net utility gained by consumers
from the platform is less than the fees paid by consumers for
renting rooms through offline channels. ,e landlord
chooses to unshare the rooms when the sum of the subsidy
amount and the net utility gained by the landlord from the
platform is less than the income by the landlord with
unsharing room in the platform. ,e stable strategy of
sharing accommodation platforms is the subsidy. ,is may
happen in the early stage of the development of shared
accommodation. When shared accommodation platform is
just getting started, landlords and consumers do not know

enough about shared accommodation. ,e platform adopts
a subsidy strategy to attract landlords and consumers. When
the shared accommodation platform has just started, the
platform adopts the subsidy strategy to attract landlords and
consumers to join in because of their insufficient awareness
of shared accommodation.

When condition II is satisfied, that is αSB + βSL − RB −

RL <H; PB + CB − B<NB + αSB + UB ; CL + PL + A<
ϕPB + βSL + NL + UL, the dynamic system has a stable point,
that is, E8(1, 1, 1). ,e shared accommodation platform
chooses the subsidy strategy when the difference between the
total subsidy amount and the reputational benefits of the
platform is less than the opportunity loss of platform
nonsubsidizing. ,e consumer chooses to participate in
shared accommodation when the difference between the
time cost and the fees of consumers in the shared accom-
modation platform and the fees paid by the consumer for
renting rooms through offline channels is less than the utility
and benefit that the consumer obtains on the sharing
platform. ,e landlord chooses to share the rooms when the
utility and benefit that the landlord obtains on the sharing
platform are more than the sum of the cost paid by the
landlord on the sharing platform and the income by the
landlord with unsharing room in the platform. ,is may
happen during the rapid development of shared accom-
modation platform. ,e platform develops appropriate
subsidy strategies, such as issuing coupons and cash rewards,
to promote more consumers to participate in shared ac-
commodation and landlords to share the rooms, whichmake
landlords and consumers form the habits of participating in
sharing accommodation.

When condition III is satisfied, that is αSB + βSL −

RB − RL >H; PB + CB − B<NB + UB; CL + PL + A< ϕPB +

NL+ UL, the replicated dynamic system has a stable point,
that is, E7(0, 1, 1). ,e shared accommodation platform
chooses the subsidy strategy when the difference between the
total subsidy amount and the reputational benefits of the
platform is more than the opportunity loss of platform
nonsubsidizing. ,e consumer chooses to participate in
shared accommodation when the difference between the
time cost and the fees of consumers in the shared accom-
modation platform and the fees paid by the consumer for
renting rooms through offline channels is less the utility
gained by consumers on the shared platform. ,e landlord
chooses to share the rooms when the utility and benefit that
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the landlord obtains on the sharing platform are more than
the sum of the cost paid by the landlord on the sharing
platform and the income by the landlord with unsharing
room in the platform. ,is may happen in the mature stage
of shared accommodation platform development. ,e
landlords and the consumers have already understood
shared accommodation, and the platform has developed a
series of sound policies to push the information and serve
the landlords and consumers. ,e platforms can make
considerable gains by choosing nonsubsidizing.

4.2. Simulation Analysis. In order to test the reliability
of the model and to more intuitively observe the evolution
trajectory of stakeholders and their sensitivity to parameters,
this paper uses MATLAB2016 to simulate the evolution
stability strategy and related parameters.

4.2.1. Model Testing. When condition I is satisfied, the
simulation parameters are set as follows: CP � 5, CB � 11,
CL � 3, RB �RL � 2, SB � SL � 5, PL � PB � 5, α� 0.1, β� 0.3,
ϕ� 0.7, A�H� 3, B� 6, NB � 6, NL � 2, UB � 1, and UL � 3.
Selecting four different initial strategies, all four groups of
initial strategies all evolve towards E2(1, 0, 0), and the results
of simulation and evolution with time are shown in Figure 5.

It can be seen from Figure 5 that when shared accom-
modation platform is in the early stage of development, the
consumer and landlord do not have a certain understanding
of the sharing accommodation platform. For the needs of
market expansion, shared accommodation platform subsi-
dizes consumers and landlords to promote them to join the
shared accommodation platform.

When condition II is satisfied, the simulation parameters
are set as follows: CB � 8, PL � 3, α� 0.6, and β� 0.5, and
other parameters are the same with the equilibrium point
E2(1, 0, 0). Selecting four different initial strategies, all four
groups of initial strategies all evolve towards E8(1, 1, 1), and
the results of simulation and evolution with time are shown
in Figure 6.

It can be seen from Figure 6 that, with the reduction of
the time cost of the consumer participating in shared ac-
commodation and the increase of the service utility and the
subsidies to consumers by the platform, the actual cost of
consumer participating in shared accommodation is less

than the cost through offline channels. ,erefore, the
consumer will choose to participate in shared accommo-
dation platform. With the increase of the subsidy to the
landlord and reduction of the service fee for the landlord to
participate in the shared accommodation platform, the
landlord’s revenue from shared rooms is more than the loss
of the landlord’s inventory for nonparticipating in sharing
rooms. ,e landlord will adopt the strategy to actively join
the shared accommodation platform to share rooms. In the
end, the platform, consumers, and landlords will tend to
adopt the positive strategies.

When condition III is satisfied, the simulation param-
eters are set as follows: CL � 1, PB � 3, ϕ� 0.9, and H� 1, and
other parameters are the same with the equilibrium point
E8(1, 1, 1). Selecting four different initial strategies, all four
groups of initial strategies all evolve towards E7(0, 1, 1), and
the results of simulation and evolution with time are shown
in Figure 7.

It can be seen from Figure 7 that, with the reduction of
the time cost for consumers and the fees of the landlords to
participate in shared accommodation, the consumer and
landlord are promoted to participate in the shared ac-
commodation platform. When the consumers and landlords
become accustomed to participating in the shared accom-
modation platform to reduce the opportunity loss of plat-
form nonsubsidizing, the platform can appropriately reduce
the subsidies and the cost paid by consumers to participate
in shared accommodation and increase the share of the
revenue for landlords. Consumers and landlords will still
choose to participate in shared accommodation. In the
mature stage of the development of the shared accommo-
dation platform, the platform can set the reasonable price for
consumers and the preferential proportion of the landlord’s
share in expenses under the nonsubsidy policy, the land-
lords, and consumers can continue to participate in the
shared accommodation to maximize the interests of all three
parties.

4.2.2. :e Influence of Different Subjects’ Initial Willingness
to Participate. ,e initial proportions of the strategies of the
shared accommodation platform, the consumer, and the
landlord are set as follows: (0.2, 0.2, 0.2), (0.5, 0.5, 0.5), and
(0.9, 0.9, 0.9). ,e stability of the system evolution is shown
in Figure 8.

Table 3: Stability analysis of equilibrium point of evolutionary game.

Equilibrium point Eigenvalue symbol Stability of the equilibrium point Condition
E1(0, 0, 0) (+, +, − ) Saddle point \
E2(1, 0, 0) (− , X, X) ESS I
E3(0, 1, 0) (+, +, − ) Saddle point \
E4(0, 0, 1) (+, − , +) Saddle point \
E5(1, 1, 0) (+, +, − ) Unstable point \
E6(1, 0, 1) (− , X, +) Unstable point \
E7(0, 1, 1) (X, X, X) ESS III
E8(1, 1, 1) (X, X, X) ESS II
Note. X means uncertainty of symbol, and ESS means the evolutionarily stable strategy. Condition I: αSB + UB − CB <B; βSL + UL − CL − PL <A. Condition
II: αSB + βSL − RB − RL <H; PB + CB − B<NB + αSB + UB; CL + PL + A<ϕPB + βSL + NL + UL. Condition III: αSB + βSL − RB − RL >H; PB + CB− B<NB +

UB; CL + PL + A<ϕPB + NL + UL.
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It can be seen from Figure 8 that, under the parameter
conditions of the evolutionary stability strategy E8(1, 1, 1), the
behavioral strategies of the shared accommodation platform,
consumers, and landlords finally evolve into the strategies of
“subsidy,” “participation,” and “share” with the initial propor-
tions of the strategies of (0.2, 0.2, 0.2), (0.5, 0.5, 0.5), and
(0.9, 0.9, 0.9). ,is indicates that the stable state of the system is
independent of the initial proportions of the strategies. Further
analysis reveals that, in the case of low initial willingness to
participate, landlords choose the unsharing strategy because they
can obtain the rental income of the rooms in other ways. When
the platform’s subsidy for consumers and landlords increases
and the time cost of consumers and landlords’ service fees to
participate in shared accommodation platform decreases, the
consumer chooses to participate, and landlord will choose to
share. When the initial willingness of the platform, consumer,

and landlord is high, all three participants will continue to evolve
steadily to the strategies of “subsidy,” “participation,” and
“share.” ,e closer the initial proportion is to the proportion of
an evolutionary stable state, the shorter the time for evolution to
reach the stable state is.

4.2.3. :e Influence of the Proportion of Subsidies Provided
by the Platform to Consumers. If α� {0.1, 0.4, 0.6}, the
stabilization strategy of each participant is obtained as
shown in Figure 9.

From Figure 9, it can be seen that, with the increase of the
proportion of subsidy to the consumer, the evolutionary sta-
bility strategy transitions from E2(1, 0, 0) to E8(1, 1, 1). ,e
critical value of the proportion of subsidy to consumers is
between 0.4 and 0.6. When the proportion of subsidies to the
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consumer is larger than the critical value, the evolutionary
stability strategy of the three-party game converges toE8(1, 1, 1),
and the larger the proportion of consumer subsidies is, the faster
the evolutionary stability strategy converges. When the pro-
portion of consumer subsidies is less than the critical value,
consumer chooses not to participate in the shared accommo-
dation platform, the landlords choose to unshare the rooms,
and the time for the landlord to reach stability is faster than that
for consumers. ,erefore, the platform can increase the pro-
portion of subsidy for consumers to promote the participation
of the consumer and the landlord.

4.2.4. :e Influence of the Proportion of Subsidies Provided
by the Platform to Landlords. If β� {0.3, 0.5, 0.6}, the sta-
bilization strategy of each participant is obtained as shown in
Figure 10.

From Figure 10, it can be seen that, with the increase of
the proportion of the subsidy to the landlord, the evolutionary
stability strategy transitions from E2(1, 0, 0) to E8(1, 1, 1). ,e
critical value of the proportion of the subsidy to the landlord is
between 0.5 and 0.6. When the proportion of subsidies to the
landlord is larger than the critical value, the evolutionary
stability strategy of the three-party game converges to E8(1, 1,
1), and the larger the proportion of landlord subsidies is, the
faster the evolutionary stability strategy converges. When the
proportion of subsidies to the landlord is less than the critical
value, the consumer chooses not to participate in the shared
accommodation, the landlord chooses to unshare the rooms,
and the time for the landlord to reach stability is slower than
that for the consumer to reach stability. It is a benefit for
landlords to participate in the shared accommodation plat-
form to increase the subsidies to landlords. ,erefore, in the
early stage of the platform’s development, choosing the more
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share of subsidy to the landlord can promote consumers and
landlords to join the shared accommodation platform more
quickly.

4.2.5. :e Influence of the Fees Charged to Landlords for the
Platform Services. If PL � {3, 4, 5}, the stabilization strategy
of each participant is obtained as shown in Figure 11.

From Figure 11, it can be seen that, with the decrease of
the fees charged to landlords for the platform services, the
evolutionary stability strategy transitions from E2(1, 0, 0) to
E8(1, 1, 1). ,e critical value of the fees charged to landlords
for the platform services is between 4 and 5.When the fees to
the landlord for the platform services are less than the critical
value, the evolutionary stability strategy of the three-party
game converges to E8(1, 1, 1), and the less the fees to the

landlord for the platform services are, the faster the evo-
lutionary stability strategy converges. When the fees to the
landlord for the platform services are more than the critical
value, the consumer chooses not to participate in shared
accommodation, the landlord chooses to unshare the rooms,
and the time for the landlord to reach stability is slower than
that for the consumer to reach stability. ,erefore, in the
early stage of the platform’s development, charging fewer
fees to landlords for the platform services can promote
consumers and landlords to join the shared accommodation
platform more quickly.

4.2.6. :e Influence of the Time Costs of the Consumer.
If CB � {8, 9, 10}, the stabilization strategy of each participant
is obtained as shown in Figure 12.
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Figure 9: ,e influence of the proportion of subsidies to the consumer on evolutionary stabilization strategies of subject behaviors.
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From Figure 12, it can be seen that, with the decrease of
the consumer’s time costs, the evolutionary stability strategy
transitions from E2(1, 0, 0) to E8(1, 1, 1). ,e critical value of
the time cost of the consumer to participate in the shared
accommodation platform is between 9 and 10. When the
time costs of the consumer are less than the critical value, the
evolutionary stability strategy of the three-party game
converges to E8(1, 1, 1), and the less the consumer’s time
costs are, the faster the evolutionary stability strategy con-
verges. When the consumer’s time costs are more than the
critical value, the consumer chooses not to participate in the
shared accommodation, the landlord chooses to unshare the
rooms, and the time for the landlord to reach stability is
slower than the time for the consumer to reach stability.
,erefore, in the early stage of the platform’s development,
decreasing the time costs of the consumer can promote

consumers and landlords to join the shared accommodation
platform more quickly.

4.2.7. :e Influence of the Proportion of Landlord’s Share in
Expenses Paid by Consumers. If ϕ� {0.7, 0.8, 0.9}, the sta-
bilization strategy of each participant is obtained as shown in
Figure 13.

From Figure 13, it can be seen that, with the increase of the
proportion of landlords’ share in expenses, the evolutionary
stability strategy transitions from E8(1, 1, 1) to E7(0, 1, 1). ,e
critical value of the proportion of the landlord’s share in ex-
penses paid by consumers is between 0.7 and 0.8. When the
proportion of the landlord’s share in expenses is less than the
critical value, the evolutionary stability strategy of the three-party
game converges to E8(1, 1, 1). When the value of the proportion
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Figure 11: ,e influence of the fees to the landlord for the platform services on evolutionary stabilization strategies of subject behaviors.
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Figure 12: ,e influence of the consumer’s time costs on evolutionary stabilization strategies of subject behaviors.
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of the landlord’s share in expenses is larger than the critical
value, the shared accommodation platform chooses the non-
subsidy strategy. And the larger the proportion of the landlord’s
share in expenses is, the faster the evolutionary stability strategy
of the shared accommodation platform converges.,erefore, in
the rapid development of shared accommodation platforms,
increasing the proportion of landlords’ share in expenses tomeet
the interests of landlords can stabilize the choice of the landlord
participating in the shared accommodation platform.When the
net income of landlords and consumers reaches a certain level
with the increase of the scale, the shared accommodation
platform can achieve the optimization of system benefits with
nonsubsidizing.

4.2.8. :e Influence of the Opportunity Loss of Platform
Nonsubsidizing. If H� {1, 2, 3}, the stabilization strategy of
each participant is obtained as shown in Figure 14.

From Figure 14, it can be seen that, with the decrease of
the opportunity loss of platform nonsubsidizing, the
evolutionary stability strategy transitions from E8(1, 1, 1)
to E7(0, 1, 1). ,e critical value of the opportunity loss of
platform nonsubsidizing is between 1 and 2. When the
opportunity loss of platform nonsubsidizing is more than
the critical value, the evolutionary stability strategy of the
three-party game converges to E8(1, 1, 1). And when the
opportunity loss of platform nonsubsidizing is less than
the critical value, the shared accommodation platform
chooses the nonsubsidy strategy. ,e less the opportunity
loss of platform nonsubsidizing is, the faster the evolu-
tionary stability strategy of the shared accommodation
platform converges. ,erefore, in the rapid development
of shared accommodation platforms, the decrease of the
opportunity loss of platform nonsubsidizing indicates that
the consumer and landlord have formed the habit of
participating in shared accommodation platform, and the
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Figure 13: ,e influence of the proportion of landlord’s share in expenses on evolutionary stabilization strategies of subject behaviors.
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Figure 14: ,e influence of the platform’s opportunity loss on evolutionary stabilization strategies of subject behaviors.
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strategy of the platform gradually evolved to the
nonsubsidy.

5. Conclusions

Internet and big data technologies provide the technological
impetus for the development of new economic formats, and
effective governance has become the key to the success of
platforms [51, 52]. Platform-based companies aim to
maximize the revenue of the platform, and gaining eco-
nomic benefits is also the important intention of each subject
to participate in collaborative consumption [53]. Aiming at
the subsidy strategy of shared accommodation platform, an
evolutionary game model was established, the system sta-
bility was analyzed and simulated, and the main conclusions
of this paper are as follows:

(1) ,e evolutionary stability strategy of the shared
accommodation platform based on subsidizing can
go through three stages. At the early stage of plat-
form establishment, the shared accommodation
platform attracts consumers and landlords to join
through subsidizing due to the need for market
expansion. At this time, consumers refuse to join the
shared accommodation platform for the high time
cost, landlords refuse to join for the high service fee
paid, and the system will stabilize on the strategic
combination of E2(subsidy, nonparticipation,
unsharing). In this state, consumers and landlords
have a preliminary understanding and experience of
the sharing accommodation platform. When the
difference between the time cost and the fees of
consumers in the shared accommodation platform
and the fees paid by the consumer for renting rooms
through offline channels is less than the utility and
benefit that the consumer obtains on the sharing
platform, the consumer chooses to join the shared
accommodation platform. When the utility and
benefit that the landlord obtains on the sharing
platform are more than the sum of the cost paid by
the landlord on the sharing platform and the income
by the landlord with unsharing room in the platform,
the landlord chooses to join in the shared accom-
modation platform. At this time, the system stabi-
lizes on the strategic combination of E8(subsidy,
participation, sharing). Due to the influx of landlords
and consumers, the shared accommodation platform
is expanding rapidly. When the difference between
the total subsidy amount and the reputational
benefits of the platform is more than the opportunity
loss of platform nonsubsidizing, the platform
chooses the nonsubsidy strategy. At this time, it is
necessary to meet that the utility of consumers and
landlords is more than their costs, and the system
will stabilize on the strategic combination of
E7(nonsubsidy, participation, sharing). ,e shared

accommodation platform no longer needs subsidy to
attract landlords and consumers and relies on quality
services to achieve good operation of the platform,
and the shared accommodation platform reaches the
mature stage of development. ,e dynamic change
analysis of the strategies in these three stages makes
up for the deficiency of the subsidy strategy of the
accommodation platform in the existing research.

(2) When the strategy combination of the three parties
transitions from E2(subsidy, nonparticipation,
unshare) to E8(subsidy, participation, share), it can
be achieved by increasing the subsidies to consumers
and landlords and reducing consumers’ time costs
and service fees charged to the landlord. ,ese
measures to increase the profits of consumers and
landlords and to reduce their losses are all aimed at
attracting consumers and landlords to join the
shared accommodation platform. ,is is consistent
with the conclusion proposed by Guo et al. [27] that
the bilateral platform of the sharing economy can
adopt the subsidy strategy.

(3) When the strategy combination of the three parties
transitions from E8(subsidize, participate, share) to
E7(nonsubsidy, participation, share), it can be
achieved by reducing the opportunity loss of plat-
form nonsubsidy and increasing the proportion of
the landlord’s share in expenses paid by consumers.
,erefore, as consumers and landlords form the
habit of participating in shared accommodation
platform, landlords and consumers can maintain
good profits for the three parties through normal
transactions so that the loss of the platform non-
subsidy is reduced, and the strategy of the platform is
gradually changed from subsidy to nonsubsidy.

In this paper, the evolutionary game model of three parties
in the shared accommodation platform is established, and it is
found that the subsidy strategy of the shared accommodation
platform can encourage consumers and landlords to participate
in shared accommodation. By adjusting the subsidies to cus-
tomers and landlords, the time cost of consumers, the service
fees of landlords, the proportion of landlord’s share of con-
sumers’ fees, and the loss of the platform’s nonsubsidy, the
evolutionary equilibrium of the game strategy can be changed.
,is study makes up for the deficiency of three-party game
analysis in the existing literature and does in-depth research on
sharing economy by using the game theory.

In order to activate the sharing market and further
develop the sharing economy platform, the following sug-
gestions are put forward:

(1) ,e subsidies can be used by the platform to attract
landlords and consumers. When the platform is in
the initial development stage, the subsidies are an
effective way to expand the number of platform
users. However, the specific subsidy amount must be
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considered in combination with the use costs of
consumers and landlords, and the platform will try
to give an attractive subsidy amount. If the con-
struction of the platform goes smoothly, the subsidy
policy can also be adjusted to realize the normal
operation of the shared accommodation platform.

(2) In the development process of the platform, by fully
excavating the massive and scattered rooms, the
diversity of shared accommodation products is en-
sured to provide consumers with diverse accom-
modation options. ,e platform can use information
integration to optimize the platform interface for
reducing the time for consumers to choose room
information. On this basis, the standardization of
shared accommodation services is promoted to
further improve the quality of products and services.

(3) ,e service utility of the platform to the landlords
can be increased to maintain the stability of the
landlord’s rooms in order to ensure the supply for
customers. ,e platform can reduce the service fee
charged to the landlord and increase services quality
for landlords. For example, Airbnb provides photo
services to landlords, smart door locks, face-brush-
ing check-in, and so on. ,e platform can also es-
tablish a quick communication channel between
landlords and customers to help landlords reduce
communication costs.

,is study establishes a three-party game evolution
model based on subsidy policies. Due to the limitations of
model assumptions, under the condition of asymmetric
information and bounded rationality, the benefits of shared
accommodation platforms, consumers, and landlords are
maximized in subsidy policies, and the possibility of un-
successful matching between consumers and landlords in
the shared accommodation platform is not considered.
,erefore, in order to improve the operating mechanism of
the shared accommodation platform, it will be the further
research direction to consider the role of factors affecting
participants’ participation in the strategic evolution, such as
the possibility of matching between consumers and land-
lords, as well as the location and facility differences of rooms.

Appendix

A. Supplementary Proof of Corollary 1

,e proportion of subsidy strategy of shared accommoda-
tion platform is V1, and the first-order partial derivative of
each element is proved as follows:

V1 �
H + a1( 

2

2a1 ∗ b1
, (A.1)

where a1 � RL − βSL and b1 � RB − α1SB.
When b1 < 0 and H + a1 > 0,
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B. Supplementary Proof of Corollary 2

,e proportion of participating strategy of the consumer is
V3, and the first-order partial derivative of each element is
proved as follows:

V3 �
2a2 ∗ b2 − a

2
2 − b

2
2

2a2 ∗ c2
, (B.1)

where a2 � αSB, b2 � CB − UB − B, and c2 � NB − PB.
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C. Supplementary Proof of Corollary 3

,e proportion of share strategy of the landlord is V5, and
the first-order partial derivative of each element is proved as
follows:

V5 �
2a3 ∗ b3 − a

2
3 − b

2
3

2a3 ∗ c3
, (C.1)

where a3 � βSL , b3 � − UL + CL + PL + A, and c3 � ϕPB + NL.
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D. Jacobian Matrix of Replicator
Dynamic System

,e elements of the Jacobian matrix is as follows:
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E. Jacobian Matrix of Equilibrium Points of
Replicator Dynamic System

,e Jacobian matrix of the equilibrium point E1(0, 0, 0) is as
follows:

J1 �

H 0 0

0 UB − CB + B 0

0 0 UL − CL − PL − A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (E.1)

,e Jacobian matrix of the equilibrium point E2(1, 0, 0)
is as follows:

J2 �

− H 0 0

0 αSB + UB − CB + B 0

0 0 βSL + UL − CL − PL − A
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(E.2)

,e Jacobian matrix of the equilibrium point E3(0, 1, 0)
is as follows:

J3 �

RB − αSB + H 0 0

0 − UB + CB − B 0

0 0 ϕPB + NL + UL − CL − PL − A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (E.3)

,e Jacobian matrix of the equilibrium point E4(0, 0, 1)
is as follows:

J4 �

RL − βSL + H 0 0

0 UB − CB + B − PB + NB 0

0 0 − UL + CL + PL + A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (E.4)

,e Jacobian matrix of the equilibrium point E5(1, 1, 0)
is as follows:

J5 �

− RB + αSB − H 0 0

0 − αSB − UB + CB − B 0

0 0 ϕPB + NL + βSL + UL − CL − PL − A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (E.5)

,e Jacobian matrix of the equilibrium point E6(1, 0, 1)
is as follows:

J6 �

− RL + βSL − H 0 0

0 − PB + NB + αSB + UB − CB + B 0

0 0 − βSL − UL + CL + PL + A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (E.6)

,e Jacobian matrix of the equilibrium point E7(0, 1, 1)
is as follows:

J7 �

RB − αSB + RL − βSL + H 0 0

0 PB − NB − UB + CB − B 0

0 0 − ϕPB − NL − UL + CL + PL + A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (E.7)
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,e Jacobian matrix of the equilibrium point E8(1, 1, 1)
is as follows:

J8 �

− RB + αSB − RL + βSL − H 0 0

0 PB − NB − αSB − UB + CB − B 0

0 0 − ϕPB − NL − βSL − UL + CL + PL + A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (E.8)
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*e characteristics of pulmonary tuberculosis are complex, and the cost of manual screening is high.*e detectionmodel based on
convolutional neural network is an essential method for assisted diagnosis with artificial intelligence. However, it also has the
disadvantages of complex structure and a large number of parameters, and the detection accuracy needs to be further improved.
*erefore, an improved lightweight YOLOv4 pulmonary tuberculosis detection model named MIP-MY is proposed. Firstly, over
300 actual cases are selected to make a common dataset by professional physicians, which is used to evaluate the performance of
the model. Subsequently, by introducing the inverted residual channel attention and the pyramid pooling module, a new structure
of MIP is created and used as the backbone extractor of MIP-MY, which could further decrease the number of parameters and fuse
context information. *en the multiple receptive field module is added after the three effective feature layers of the backbone
extractor, which effectively enhances the information extraction ability of the deep feature layer and reduces the miss detection
rate of small pulmonary tuberculosis lesions. Finally, the pulmonary tuberculosis detection model MIP-MY with lightweight and
multiple receptive field characteristics is constructed by combining each improved modules with multiscale structure. Compared
to the original YOLOv4, the model parameters of MIP-MY is reduced by 47%, while the mAP value is raised to 95.32% and the
miss detection rate is decreased to 6%. It is verified that the model can effectively assist radiologists in the diagnosis of
pulmonary tuberculosis.

1. Introduction

Pulmonary tuberculosis has become a global public health
emergency, in which people are infected with a chronic
infectious disease caused byMycobacterium tuberculosis [1].
According to the World Health Organization (WHO)
survey, pulmonary tuberculosis is one of the leading causes of
death from infectious diseases around the world. It is es-
timated that about 64% of 10 million pulmonary tuberculosis
cases are detected and treated each year [2]. Improving the
awareness rate and early detection rate of pulmonary tu-
berculosis plays a vital role in the treatment of the disease, as
well as the prevention of the spread of the disease [3].
Computed tomography (CT) is one of the auxiliary imaging
diagnostic methods for tuberculosis screening, having a
lower missed detection and false detection rate than chest
radiographs. It is a more efficient choice to adopt CT

technology to identify substantial chest lesions and detect
the severity of lung diseases in patients with tuberculosis [4].

With the development of artificial intelligence, some
scholars have gradually begin to integrate the deep learning
image processing algorithm of deep learning with CT
technology to achieve a more accurate diagnosis and de-
tection of lung diseases. Many deep learning models of
computer-aided diagnosis have been built based on the deep
convolution neural network (DCNN). Gao et al. [5] com-
bined with CT technology proposed a high-precision clas-
sification model of five types of pulmonary tuberculosis
based on CNN and support vector machine. Ma et al. [6]
proposed an automatic detection model of active pulmonary
tuberculosis based on U-Net [7], which can detect the lo-
cation of lesions more accurately. Liu et al. [8] built sim-
ulated and real data sets based on CT images of lung cancer
lung nodules and realized automatic detection of lesions
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through an improved single-stage target detection network
YOLOv3 [9]. Yang et al. [10] took the two-stage target
detection network Faster-RCNN as the main body, which
improved the detection accuracy of pulmonary tuberculosis.
However, its parameter scale was large and was not con-
ducive to generalization.

Considering that the current detection model for
pulmonary CT disease has the problem of excessive pa-
rameters and does not use effective lightweight methods, it
may be a feasible strategy to learn from the lightweight
methods in other detection fields. In reference [11], Ye et al.
[11] replaced the backbone network of YOLOv4 [12]
through MobileNetv3 [13] and realized the lightweight of
the model. Although Mobilenetv3 reduces the amount of
parameters, if it is directly used in the detection of pul-
monary tuberculosis CT, it may lack the mining of deep
feature information of the image, which is not enough to
solve the problem of missed detection rate of small targets
by YOLOv4, and the detection accuracy needs to be further
improved. Reference [14] achieves lightweight by reducing
the number of convolution layers in YOLOv5 [15], which
obviously improves the detection speed. However, because
the lightweight YOLOv5 focuses on the detection of large
targets, the detection performance of small targets is still
slightly insufficient. Small lesions on pulmonary tubercu-
losis CTcannot be ignored. *e structure and performance
of YOLOv5 are less different from those of YOLOv4.
*erefore, improving on YOLOv4 is an effective strategy.
CT images of pulmonary tuberculosis have mainly have
typical features such as cavity [16] and tree-in-bud pattern
[17]. However, open data sets are uneven and there is no
uniform format, so it is essential to design a set of standard
datasets. Additionally, the existing tuberculosis detection
model has a large number of parameters and consumes a lot
of computing resources, which makes it difficult to be
applied to medical institutions with a large number of high-
performance equipment. *erefore, it is an important goal
to realize the lightweight of the model. At the same time, an
ordinary lightweight detection model cannot obtain the
deeper semantic information of CT images, resulting in a
high rate of missed detection. *erefore, ensuring high
detection accuracy and efficiency of tuberculosis simulta-
neously is one of the main objectives of this study, which is
of great significance for tuberculosis screening and
diagnosis.

*emajor contributions in our study can be summarized
as follows.

(1) At present, some existing models lack the ability to
distinguish small objects, so that the miss detection
rate stays in a high position without going down. For
this reason, a new module of the multiple receptive
field block (MRFB) with dilated convolution is
designed in this paper. *is module expands the
acceptance range of the pulmonary tuberculosis
detection model. It enhances the ability of feature
extraction for various sizes of lesions to prevent some
small size lesions that are detrimental to identify
from being omitted.

(2) Location, classification, and the confidence score of
pulmonary tuberculosis lesions are equally important
factors affecting the detection capability of the
model. Taking these three factors as optimization
objects can further improve the detection accuracy of
the model. Consequently, an integrated loss function
is designed which can train these three factors si-
multaneously. In the iterative training process of the
model, the actual location of the lesions will be
continuously updated continuously by the inte-
grating loss function, the classification of the lesions
will be determined, and the reliability of all lesions
will be optimized simultaneously.

(3) Lightweight convolution layers are constructed to
reduce the number of model parameters, and a new
backbone extractor MIP is designed. Its internal
inverted residual channel attention module and
pyramidal pooling layer can assist the model in
extracting the deeper semantic information of pul-
monary tuberculosis lesions. It realizes lightweight in
structure and avoids overfitting to a certain extent,
enhances the relationship between the different sizes
of regions on feature maps, and completes the fusion
of multiscale feature information.

*e remainder of this paper is organized as follows. In
Section 1, a standard data set of pulmonary tuberculosis is
built, which contains CT slices of 300 patients with pul-
monary tuberculosis. And a lightweight method is also in-
troduced that is used in the pulmonary tuberculosis detection
model. In Section 2, a pulmonary tuberculosis detection
model MIP-MY is designed based on an improved YOLOv4
algorithm. In section 3, we carry out a quantitative analysis
and score comparison on the results of networks. Finally, we
discuss some related issues and make conclusions in
Section 4.

2. Dataset and Lightweight Method

Currently, the public data set on CT of pulmonary tuber-
culosis CT is scarce, with incomplete image data, and the
format is not unified. *erefore, it is imperative to design a
standard data set for the research of this study. *e light-
weight detection model is one of the targets to be achieved in
this paper. While completing the lightweight, we must
ensure a higher accuracy, which is also the difficulty in
designing the pulmonary tuberculosis detection model.

2.1.CreationofDataset. *e experimental data for this study
is the actual data set provided by the Imaging Department of
Beijing Chest Hospital, China. A total of 300 CT cases of
pulmonary tuberculosis are collected to form the experi-
mental data set. Each CTslice is segmented according to the
thickness standard of 1.25mm, of the which the CT sections
of pulmonary tuberculosis cavity and the tree-in-bud pattern
accounted for 50%, respectively. *e cavity diameter in the
data set ranges from 10mm to 126.4mm, and the tree-in-
bud pattern with uniform density is selected as the sample.
*e areas from 16×16 to 128×128 on the CT slices are
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defined as a cluster of tree-in-bud pattern lesions, respec-
tively. *e distribution maps of the size of the lesions size in
the dataset are shown in Figure 1. As shown from
Figures 1(a) and 1(b), there are more small cavities with a
diameter less than or equal to 30mm, accounting for about
33% of the total. And more samples of tree-in-bud patterns
in clusters with the size from 32× 32 to 64× 64 account for
about 40% of the total. *e standard for the above data set
was established by three clinical doctors with more than five
years of experience at Beijing Chest Hospital after discussion
at the meeting, and the LabelImg tool [18] tool was used to
outline and calibrate the lesion of pulmonary tuberculosis,
providing a guarantee of the consistency and validity of the
dataset.

*e unified preprocessing of each CT image is carried out,
and its format is converted from DICOM to PNG, which is
more convenient for processing. *e resolution is adjusted to
512× 512, and the number of coding bits is 24. Additionally, to
reduce interference to the detection model, background in-
formation is filtered, including bed board and clothing outside
the outline of the lung.

*e data set contains a total of 3764 CT slices of cavity
and tree-in-bud pattern, from which 70% are randomly
selected as the train set, the remaining 10% as test set 1, and
the last 20% as test set 2. Test Set 1 is responsible for
subsequent ablation experiments, while test set 2 is re-
sponsible for evaluating the diagnostic level of the pulmo-
nary tuberculosis detection model.

Data enhancement enriches the diversity of the data set.
Specifically, each CT image of the train set has a 40% chance
of scaling and flipping horizontally and randomly distorting
the input image with an aspect ratio of 0.8 to 2.0. *ese
measures double the number of samples in the train set. *is
study has signed a patient information confidentiality
agreement with the Imaging Department of Beijing Chest
Hospital to filter out patients’ sensitive information by
technical means, and the right to use the dataset is merely
effective in this study.

2.2. Lightweight Method. At present, the detection model
based on the convolutional neural network has some
problems such as a large number of parameters and long
training time, which requires high hardware computing
capacity. *erefore, this paper will adopt a lightweight
method to modify the model to make it suitable for general
hardware devices.

MobileNetv3 is a lightweight neural network commonly
used in image processing. It is based mainly on the principle
of separable depthwise convolution [19] to achieve the
lightweight target.

Compared with traditional convolution, depthwise sepa-
rable convolution has fewer parameters. *e Depthwise Sep-
arable Convolution traverses only one by one corresponding to
the input channel and then expands the number of output
channels by 1× 1 Pointwise Convolution. *e principle of
Depthwise Separable Convolution is shown in Figure 2.

*e number of parameters required for traditional
convolution and Depthwise Separable Convolution is set to

N1 and N2 respectively, and their calculation formulas are
shown in formulas (1) and (2).

N1 � ih · iw · cin · cout · k
2
, (1)

N2 � ih · iw · cin · k
2

+ cout , (2)

where ih and iw are the height and width of the input tensor,
k is the size of the selected convolution kernel, and cin and
cout respectively represent the number of input and output
channels. Furthermore, as shown in formula (3)

N1

N2
�

k
2

· cout

k
2

+ cout
. (3)

In practical application, N2 is much less than N1, which
means Depthwise Separable Convolution can reduce com-
putational overhead to a greater extent.

*e model in reference [11] replaced YOLOv4’s back-
bone extractor CSPDarkNet53 [20] by MobileNetv3, which
reduces the number of parameters to a great extent.
However, it is difficult to achieve high accuracy if this model
is directly used to detect pulmonary tuberculosis. If the
lightweight of the model is improved at the expense of
detection accuracy, that will be contrary to the main target of
our study. *erefore, this article will ameliorate the Mobi-
leNetv3 and YOLOv4 to reduce the parameters of the
pulmonary tuberculosis detection model, improve detection
efficiency as well as the accuracy.

3. Design of Pulmonary Tuberculosis
Detection Model

*e structure of the pulmonary tuberculosis detection model
refers to the YOLOv4 method, and the structure of YOLOv4
is shown in Figure 3. As can be seen from Figure 3, the
original YOLOv4 enhances the learning feature information
ability by virtue of the CSPDarkNet53 as the backbone part,
which reduces model overfitting through the combination of
traditional convolution and residuals. *e neck part is
spliced with SPP module (spatial pyramid pooling) [21] and
PAN module (path aggregation network) [22] to complete
the multiscale feature information fusion of different re-
gions. Finally, the multiscale feature information is collected
by using the three Heads in the prediction part to generate
the final prediction bounding box. *e original YOLOv4
focuses on efficiency and accuracy, but has not yet achieved
satisfactory results in the field of pulmonary tuberculosis
detection.

Different from the original YOLOv4, the developed
pulmonary tuberculosis detection model named MIP-MY
comprises three parts: a backbone extractor, enhanced
feature extractor, and a bounding box generator. A new
backbone extractor MIP is designed for MIP-MY, which is
the lightweight module of the detection model. MIP uses the
newly designed IRCA (Inverted Residual Channel Atten-
tion) module and pyramid pooling module to achieve
lightweight. MIP can extract abundant contextual infor-
mation and make preliminary sampling for pulmonary
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tuberculosis. *en, in order to capture lesions of different
sizes, we designed MRFB (multiple accept field block)
module to construct the enhanced feature extractor, which
can have a wider acceptance field to reduce the missed
detection of small lesions. According to the momentous
information (lesion location, classification, and confidence
score) output by the bounding box generator, a compre-
hensive loss function is designed to regression the lesion
location and optimize the confidence score.

3.1. Backbone ExtractorMIP. *e function of the backbone
feature extractor MIP is to analyze the CT images of
pulmonary tuberculosis and extract the image features of
pulmonary tuberculosis lesions. In this paper, according
to the inverted residuals structure of MobileNetv3, a new
IRCA (Inverted Residuals Channel Attention) module is
constructed using channel attention mechanism. By
virtue of the inverted residuals structure, this module can
build a deeper network without a gradient explosion. An
introduced channel attention mechanism can capture the
corresponding context information on each IRCA
module and improve the feature extraction ability of the
network. *e structure of IRCA is shown in Figure 4. As a
significant part of MIP, IRCA module constructs seven
effective feature layers for MIP to extract the lesions
information of pulmonary tuberculosis. *e MIP con-
nects a pyramid pool module in the last effective feature

layer to obtain multiple scale feature information. *e
structure of MIP and pyramid pooling module is shown
in Figure 5.

Before completing the 1× 1 Pointwise Convolution
operation, the IRCA module carries out Global-Average
pooling to obtain the feature graph with a smaller size, and
calculate the weight of the feature map through Relu6 and
Hard-Swish activation function. Finally, the weighted
multiplication is performed through channel attention. *e
calculation formula of Global-Average pooling is shown in
formula (4).

yavg �


n
i�0 

n
j�0 xi,j

n
2 , (4)

where xi,j is the pixel on the 2D slices of feature maps and
yavg is the pixel mean of the Global-Average pooling. *e
calculation formula of Relu6 and Hard-Swish activation
function is shown in formulas (5) and (6).

Backbone Part: CSPDarkNet53

Input

Neck Part: SPP and PAN

Prediction Part: Head
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Convolution + 

Residuals

Output

Figure 3: *e structure of YOLOv4.
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f1 yavg  � min max 0, yavg , 6 , (5)

f2 yavg  � yavg ·
f1 yavg + 3 

6
, (6)

where f1(yavg) is the activation result of ReLu6, and the
upper limit of this value is 6. f2(yavg) is the activation result
of Hard-Swish. It is found that the accuracy of a neural
network can be enhanced by using the hard-swish activation
function in deeper convolution layers.

f3 � X · f2 f1 yavg  , (7)

where the output X of the “Depthwise Separable Convo-
lution” in formula (7) is a characteristic graph composed of
n2 pixels, and f3 is the weighted calculation result of the
whole channel attention.

In order to enable the backbone extractor to acquire
information about the lesions information of different scales,
this design draws lessons from the structure of PSPNet
(Pyramid Scene Parsing Network) [23] and designs a
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Figure 4: *e structure of the IRCA module.
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pyramid pooling module as the integrated pooling layer of
the backbone extractor (max pooling + average pooling),
which combines four pooled kernels of various scales
(32× 32, 16×16, 8× 8 and 4× 4) to further analyze the lo-
cation, size and other information about the lesions.

In summary, this design is improved by using the IRCA
module and pyramid pooling module to compose the
structure of a new backbone extractor MIP.

3.2. Enhanced Feature Extractor Dominated by MRFB.
*e last three effective feature layers of the MIP backbone
extractorMIP will export feature maps with the resolution of
the original image of 1 to 8, 1 to 16, and 1 to 32, respectively,
providing pixel information of different sizes of lesions in
pulmonary tuberculosis for subsequently enhanced feature
extractor.

*e initially enhanced feature extractor of YOLOv4 is
mainly composed of SPP module and PANmodule. SPP will
take the result of the last feature layer of the backbone
extractor as input and divide the feature map into three
subregions of different sizes (8× 8, 4× 4, and 2× (2) for
maximum pooling, collecting multiscale eigenvalues. *e
PAN is a reciprocating structure responsible for collecting
the output of three effective feature layers of the backbone
extractor to build a feature pyramid. Each effective feature
layer integrates the sampling information of the other two
layers to complete multiscale feature lesions.

Although the initially enhanced feature extractor uses a
multiscale feature fusion method to collect image infor-
mation, the utilization of multireceptive field information is
far from enough, and it is easy to ignore the feature ex-
pression of small targets. *erefore, in this section, com-
bining the ideas of expansion convolution and receptive field
amplification [24], the MRFB module is designed to opti-
mize the enhanced feature extractor of YOLOv4. *e
structure of MRFB is shown in Figure 6.

Combined with the structure of theMRFBmodule, it can
see that the MRFB module adopts parallel expansion con-
volution, and expands and samples the receptive field of the
feature map through the collocation of three expansion rates
(dilated rate takes 1, 3 and 5) and three convolution kernels
(size takes 1× 1, 3× 3, and 5× 5), and adds residual shortcut
to prevent the loss of feature information, and finally splices
the sampling results of each convolution to fuse the in-
formation of multiple receptive fields. As shown in Figure 6,
the MRFB module, as the probe of PAN, is connected with
the backbone feature extractor MIP, which makes up for the
deficiency of PAN feature map information collection.

3.3. Bounding Box Generator and Decoder. *e function of
the bounding box generator is to achieve regression of the
information from the pulmonary tuberculosis lesion (lesion
size, class, and location), which is composed of three decou-
pling heads and a decoder. Each head generates three bounding
boxes of different sizes on the multiscale feature map sampled
by PAN to surround the pulmonary tuberculosis lesion. *e
parameters of the bounding box include the coordinates of the
center point coordinates, size, class of lesion, and confidence

score. However, this parameter information cannot directly
reflect the position of the final bounding box in the picture.*e
information of the bounding box needs to be further decoded
by the decoder.

3.3.1. Decoding of Bounding Box. *e bounding box is
decoded with Anchor. Anchor is a predefined bounding box
on each feature point of the input image. *e activation
function for its decoding is shown in formula (8).

σ(t) �
1

1 + e
− t, (8)

where t represents the confidence score and category prob-
ability of the bounding box, and these two kinds of parameters
are mapped to the range of [0,1] by function σ(t). *e
decoding definition of the center point coordinates (Cx, Cy)

of the bounding box is shown in formulas (9) and (10).
Cx � σ xoffset(  + Ax, (9)

Cy � σ yoffset(  + Ay, (10)

where the coordinate offset (xoffset and yoffset) from the
center point of the prediction box is the coordinate offset
and the coordinate offset is relative to the center point of the
prediction box. (Ax, Ay) is the center point coordinate of the
Anchor, and the center point coordinates (Cx, Cy) of the
bounding box is obtained after decoding.

*e decoding formulas for the height and width of the
bounding box are shown in formulas (11) and (12).

H � e
h

· AH, (11)

W � e
w

· AW, (12)

where the h and w are the height and width of the bounding
box before decoding, AH and AW are the height and width of
Anchor, and the height H and width W of the decoded
bounding box is calculated, respectively.

After decoding, the pulmonary tuberculosis lesions at the
same position in the image will be surrounded by a large
number of bounding boxes, so it is necessary to filter the
redundant bounding boxes according to the Intersection of
Union threshold (IOU) (usually set to 0.5), and then filter
out these bounding boxes with the highest confidence score
through the nonmaximum suppression algorithm [25]. *e
mathematical definition of the IOU is shown in formula (13).

IOU �
b∩ b

gt




b∪ b
gt



, (13)

where the denominator represents the intersection of the area
of the bounding box b and the real box bgt, and the numerator
represents the union. IOU reflects the similarity between the
predicted results of the detection model and the ground truth.

3.3.2. Integrated Loss Function. *e integrated loss function
of the pulmonary tuberculosis detection network is mainly
composed of regression loss LCIOU, class loss LClass and
confidence loss LConf .
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*e general loss function of the detection model is
shown in formula (14).

L � LCIOU + LConfidence + LClass. (14)

*e mathematical expression of regression loss LCIOU is
shown in formula (15).

vi,j �
4
π2

tan− 1W
gt
i,j

H
gt
i,j

− tan− 1Wi,j

Hi,j

⎛⎝ ⎞⎠

2

,

αi,j �
vi,j

1 − IOUi,j + vi,j

,

LCIOU � 
S2

i



N

j

1 − IOUi,j +
ρ bi,j, b

gt
i,j 

d
2
i,j

+ αi,jvi,j
⎡⎢⎢⎣ ⎤⎥⎥⎦,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

where the subscript (i, j) shows the serial number of the j

bounding box on the pixel point in the feature map, S is
the resolution size of the feature maps and i is the number
of predicted bounding boxes on every feature map. W

gt
i,j

and H
gt
i,j are the width and height of the corresponding

ground truth, αi,jvi,j is the penalty factor of LCIOU, and
ρ(bi,j, b

gt
i,j) is the Euclidean distance between the center

point of the predicted bounding box and the ground truth,
and di,j represents the diagonal distance of the smallest
enclosed area that can contain both the predicted
bounding box and the ground truth.*e definition of class
loss is shown in formula (16).

LConfidence � 
S2

i



N

j

Oi,j −log Ei,j   + λ
S2

i



N

j

1 − Oi,j  −log 1 − Ei,j  , (16)

where the Oi,j is a binary number to judge whether the
pulmonary tuberculosis focus is in the predicted bounding
box, and Ei,j represents the confidence of every pulmonary

tuberculosis focus. λ sets as 1 when the IOU is greater than
the threshold, otherwise takes 0. *e class loss LClass is
defined in formula (17).

LClass � 

S2

i



N

j

Oi,j 

M

c ∈ Classes
Pi(c)log Pi

gt
(c)  + 1 − Pi(c)( log 1 − Pi

gt
(c)  , (17)
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where M is the number of classes, Pi(c) is the class score of
the detection network decision, and Pi

gt(c) represents class
score of the ground truth.

By improving the structure of the pulmonary tuber-
culosis detection model and the selection of the loss
function, the tuberculosis detection model developed in this
paper is named MIP-MY (MobileNet with Inverted re-
siduals and Pyramid pooling - Multiple receptive fields of
YOLO). *e model creates a lightweight trunk extractor
MIP based on the basis of YOLOv4 and uses the MRFB
module to replace the ordinary convolution layer that
enhances the partial redundancy of the feature extractor,
which only takes up less memory to enhance the ability to
obtain multiple receptive field features. Finally, the inte-
grated loss function is aimed at completing the regression
and classification of pulmonary tuberculosis lesion infor-
mation at the model training.

*e overall structure of the improved pulmonary tu-
berculosis detection model MIP-MY is shown in Figure 7.

3.4. Evaluation Method. *e evaluation of the pulmonary
tuberculosis detection model is mainly determined by the
number of parameters, detection time of per CT, Preci-
sion, Recall, miss detection rate, and mean Average
Precision (mAP) [26]. *e Precision FPr is as shown in
formula (18).

FPr �
TP

TP + FP
, (18)

where TP is the true positive of the sample, FP is the false
positive, and the sum of them is the prediction result of the
model. *e recall rate FRe is shown in formula (19).

FRe �
TP

FP + FN
, (19)

where the FN is false negative, and the sum of FP and FN is
the total amount of the real box. In this study, the miss
detection rate is mapped from the average miss detection
rate of pulmonary tuberculosis CT in the test set 2 to the
logarithmic space, and its mathematical definition is as
shown in formula (20).

mri � 1 −
TPi

TPi + FPi

,

FLamr � e

1/Q 

Q

i�1
log max mri, ε( ( 

,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(20)

where mri represents the miss rate of a single CT slice and
Q represents the total number of CT slices. Besides, log(0)

has no mathematical meaning, a smaller value ε is set to
prevent the independent variable of the logarithmic function
from being zero.

*e IOU by a threshold of 0.5 is set to determine the TP
and FP of the sample, and the P-R curve of the detection
model is constructed with Precision and Recall as horizontal
and vertical coordinates, respectively. *e mAP is equal to

the mean area under the P-R curve of all categories. *e
mathematical definition of the mAP is shown in formula
(21), where n is the total number of categories.

mAP �


n
0  Epr · Ered Ere( 

n
. (21)

4. Experimental Setting and Analysis

*e operating system for this experiment is Windows 10,
and the processors are Intel Core i7 and RTX 2060. Take
PyCharm as the integrated development environment and
utilize the deep learning framework of Keras based on
Python3.8. To adapt to model training, the initial learning
rate is set at 1.0×10–4. Adam optimizer and 1000 iterative
training are also selected. Finally, the cosine annealing al-
gorithm is used so that the pulmonary tuberculosis detection
model can adaptively adjust the learning rate according to
the number of iterations.

4.1. Ablation Experiment. For the sake of investigating the
contribution of the integrated loss function and different
components (MIP and MRFB) to improve the accuracy of
detection model MIP-MY, we selected test set 1 to carry out
two groups of ablation experiments.

*e first group verifies the influence of different sub-
losses (regression loss LCIOU, class loss LClass and confidence
loss LConf ) in the integrated loss function on the detection
performance of the model, and then compares them with the
traditional cross-entropy loss.

*e quantitative comparison of performance on each
loss function is shown in Table 1. Any single sub-loss can not
optimize the detection accuracy of the model, and it is
accompanied by a huge miss detection rate. Similarly, the
combination of any two sub-losses has no obvious im-
provement on the detection accuracy and miss detection
rate. *e experimental results show that the coordinate
location, class, and confidence score of pulmonary tuber-
culosis lesions are indispensable factors and only by com-
bining these three seed losses can we effectively improve the
overall performance of MIP-MY. Compared with traditional
loss of the cross-entropy loss function, integrated loss can
obtain better training results.

*e second group verifies the effectiveness of the im-
proved components in this paper, that is, we observe the
effects of the addition and deletion of MIP module and
MRFB module on the mAP, the number of parameters, miss
detection rate and detection time. And compared with the
lightweight model in reference [11].To facilitate differenti-
ation, we named the lightweight model introduced byModel
1 in reference [11] as MobileNetv3-YOLOv4, the model that
uses only MIP is calledModel 2 and the model that uses only
MRFB is called Model 3. MIP-MY integrates all the im-
proved modules.

*e results of the ablation experiment are shown in
Table 2. From these data, it can be inferred that, compared
with Model 1, the number of parameters of Model 2 is only
increased by 0.93M, but the mAP is increased by 2.64%, and
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the miss detection rate is reduced by 3%. Model 3 only uses
MRFB to improve its mAP to 91.92%, but because it does not
adopt the lightweight module MIP, the number of param-
eters is still high and with lower detection efficiency. MIP-
MY combines the advantages of two improved modules to
make the structure lightweight with the expansion of the
receptive field feature mapping. Its mAP jumps to 95.59%,
9.73% higher than model 1, and the miss detection rate
decreases by 10%. Meanwhile, the number of parameters
decreases by 4.73M, and the detection time of 1.07 s is
shortened.

4.2. Comparative Experiment of Mainstream Models.
Generally, the tuberculosis detection model is highly effi-
cient, highly precise and low memory consumption and easy
to apply to clinical diagnosis. To further verify the reliability
of the MIP-MY model, we use the test set 2 to compare with
several mainstream target detection models. *e test set 2
contains 347 cavity samples and 539 tree-in-bud pattern
samples. *ese CT samples are used to evaluate the per-
formance of different detection models.

*e P-R curve of the cavity of pulmonary tuberculosis
cavity and the tree-in-bud pattern detected by different

Table 1: *e quantitative comparison of performance on each loss function.

Method mAP (%) Miss detection rate (%)
LCIOU 79.47 20
LClass 78.81 20
LConf 76.15 21
LCIOU + LClass 87.41 14
LCIOU + LConf 85.06 17
LClass + LConf 84.29 18
Cross-entropy loss 90.36 11
Integrated loss 95.59 6

Table 2: *e influence of each improved module on the pulmonary tuberculosis detection model.

Model mAP (%) Parameters (M) Miss detection rate (%) Detection time (s)
Model 1 85.86 38.64 16 6.95
Model 2 88.50 39.57 13 7.87
Model 3 91.92 58.29 10 8.86
MIP-MY 95.59 33.91 6 5.88
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Figure 7: *e overall structure of MIP-MY (a) Backbone extractor MIP; (b) MRFB enhanced feature extractor with MRFB; (c) boundary
box generator and decoder.
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Figure 8: P-R curves of different detection models. (a) P-R curves of Cavity; (b) P-R curves of Tree-in-bud pattern.

Table 3: Evaluation results of each detection model on test set 2.

Model Precision (%) Recall (%) mAP (%) Miss detection rate (%) Parameters (M) Detection time (s)
U-net [6] 92.20 81.87 88.79 12 96.32 10.36
YOLOv3 [8] 89.14 76.08 74.92 22 61.53 9.63
Faster-RCNN [10] 94.96 83.66 92.40 8 136.65 11.62
YOLOv4 [12] 91.37 81.03 87.21 14 63.94 8.81
MIP-MY 96.59 85.50 95.32 6 33.91 5.72

Ground
Truth 

YOLOv3

YOLOv4

Cavity

Figure 9: Detection of cavity detection results by YOLOv3 and YOLOv4.
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models is shown in Figure 8. As can be seen from the graph,
compared to other mainstream detection models, the scope
surrounded by the P-R curve of MIP-MY is the largest.
Especially in Figure 8(b), the optimization effect of MIP-MY
on the P-R curve for detecting the tree-in-bud pattern is the
most obvious, indicating that this model is easier to capture
the clustered tree-in-bud pattern.

Table 3 shows the evaluation results of different
pulmonary tuberculosis detection models on test set 2.
*rough quantitative analysis, the performance of the
single-stage detection model of YOLOv3 in reference [8]

and YOLOv4 in reference [12] is not up to the mark. *e
reason is that there are many small cavities and clusters of
tree-in-bud pattern in test set 2, which can easily be
confused with normal bronchi in the lung region,
resulting in a high rate of missed detection in both
models. In contrast, the U-Net in reference [6] and the
two-stage detection model Faster-RCNN in reference
[10] have adequate mAP and low miss detection rate, but
these two models have a large number of parameters, so
they may not be suitable for equipment with general
computing power, and the detection time is slightly

Faster-RCNN

U-Net

MIP-MY

Cavity

Figure 10: Detection of cavity by U-Net, Faster-RCNN and MIP-MY.

YOLOv3

YOLOv4

Ground
Truth 

Tree-in-bud
pattern

Figure 11: Detection of the tree-in-bud pattern by YOLOv3 and YOLOv4.
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longer, so it is difficult to achieve the requirements of high
efficiency.

*e MIP-MY model proposed in this paper has a re-
markable performance in test set 2. Compared with the
YOLOv4 model, the precision is increased by 5.22%, recall is
increased by 4.47%, mAP is increased by 8.11%, the number
of parameters is reduced by about 47%, and the error de-
tection rate is reduced by 8%. Furthermore, MIP-MY also
has a higher detection efficiency, the detection time of a
single pulmonary tuberculosis image is shortened by 5.9 s
compared to the Faster-RCNN.

From the numerical analysis of the evaluation results,
MIP-MY can meet the target of high detection accuracy, and
its model parameters take up less space, further reinforces
the degree of lightweight.

In this paper, the pulmonary tuberculosis detection effect
of the proposedMIP-MYmodelMIP-MY proposed needs to
be shown more intuitively. *e detection results of cavity in
each model are shown in Figures 9 and 10, and the detection
results of tree-in-bud pattern are shown in Figures 11 and
12. Ground Truth is the real label prescribed by the imaging
doctors, the pulmonary tuberculosis cavity is marked as
“cavity” in the bounding box, the tree-in-bud pattern is
marked as “tree-in-bud” in the bounding box, and the
corresponding confidence score is attached to the bounding
boxes, which reflects the credibility of these lesions identity.

*rough the analysis of the detection results of YOLOv3
and YOLOv4, it is found that the confidence score of
YOLOv3 detection cavity and tree-in-bud pattern is low,
which may be due to the underutilization of multiscale
feature information by YOLOv3. Although YOLOv4 has a
high confidence score, it fails to detect small lesions because
the down sampling scale of the backbone extractor is too

large and the spatial and pixel information of some small
lesions is ignored in the layer-by-layer feature extraction.
However, if the down sampling scale is reduced, the de-
tection accuracy of other targets cannot be guaranteed. In
Figure 10, it shows that U-Net makes miss detection in a tiny
cavity, compared with the ability of Faster-RCNN to ac-
curately capture cavities of various sizes. But in the example
in Figure 12, U-Net and Faster-RCNN also omitted the
detection in some inconspicuous tree-in-bud pattern.

MRFB module can effectively solve these problems of
missed detection about lesions. MIP-MY was observed to
capture small cavities and clusters of tree-in-bud patterns
that are difficult to identify, indicating that the multiple-
receptive field information collection ability of the MRFB
module produces a marked effect and avoids the risk of small
targets being missed. At the same time, the pulmonary
tuberculosis lesion detected by MIP-MY has a high-level
confidence score, which provides a reliable digital expla-
nation for the automatic diagnosis ability of the detection
model.

5. Conclusions

In this paper, a lightweight detection model MIP-MY with
multiple receptive fields is developed for the automatic
detection of pulmonary tuberculosis. *rough ablation ex-
periments, the contribution of MIP module in model
lightweight is verified, and the superior performance of
MRFB module and integrated loss function in improving
model detection accuracy is also verified. Comparative ex-
periments with other references show that MIP-MY has a
lower number of parameters, better detection efficiency and
accuracy, and its multiple receptive field characteristics

Faster-RCNN

MIP-MY

U-Net

Tree-in-bud
pattern

Figure 12: Detection of tree-in-bud pattern by U-Net, Faster-RCNN, and MIP-MY.
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strengthen the attention to small lesions and greatly reduce
the possibility of misdetection. To sum up, the improved
model MIP-MY achieves higher detection accuracy, realizes
the automatic detection of pulmonary tuberculosis cavity
and tree-in-bud pattern with lower calculation cost, and has
excellent imaging diagnostic potential of pulmonary tu-
berculosis. In subsequent studies, more effective data en-
hancement techniques can be used to enrich the diversity of
pulmonary tuberculosis CT data, such as generating game
networks (GAN) to generate more samples. In addition, the
generality of the model will be studied to make MIP-MY
model suitable for the detection of common lung diseases,
including lung cancer and pneumonia.
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*e dataset used to support the findings of this study has not
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partner hospital and includes patient information.
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Based on the perspective of complex system management of forest biomass power generation (FBPG) supply chain,
this paper explores a new way to reduce the operation cost of forest biomass raw materials supply chain and improve
the operation efficiency of forest biomass supply chain in China. Firstly, the supply chain model of FBPG is summarized
through the survey data, and the existing problems are found. *en, the behavior strategies among farmers, middlemen,
and enterprises are analyzed, and the data that cannot be obtained in the model are estimated by using statistical
methods. Finally, the complex supply chain system is simulated by computer. *rough setting different forestry policies,
this paper compares and analyzes the profit of the supply chain and puts forward policy suggestions to promote the
development of the FBPG industry in China. In this paper, the actual situation, principles of statistics, and system
simulation are effectively combined to make the behavior rules of various stakeholders fit the reality, and the research
conclusions are more practical.

1. Introduction

With the development of society, the importance of the
ecological environment has become increasingly prom-
inent. As a renewable and clean energy industry, biomass
energy industry is of great significance to improve en-
vironmental quality and develop circular economy. Forest
biomass power generation (FBPG) industry is an im-
portant part of biomass energy industry. It can generate
economic benefits by making rational use of forestry
resources and bring substantial ecological benefits by
reducing pollutant emissions to protect the natural en-
vironment. Especially for the northwest area with poor
natural conditions in China, the energy development of
tending residues such as pruning shrubs can improve the
income level of local farmers and the local natural
environment.

Although the utilization of forest biomass energy is
essential, China’s FBPG industry is still in the initial stage
of development, and there are many problems in actual
development. For example, farmers lack the will to collect,

so it is difficult to collect forest biomass raw materials on a
large scale. In addition, the cost of raw materials remains
high, and the degree of marketization is low. *erefore,
from the perspective of the complex system of forest
biomass raw materials supply chain, it is of great sig-
nificance to mobilize the enthusiasm of farmers to collect
and reduce the cost of raw materials by optimizing the
policy combination so as to maximize the overall profit of
the supply chain and ensure the sustainable and stable
operation of biomass power generation enterprises.

*is paper combines the supply chain of FBPG with
computer simulation technology. Firstly, the paper models
the complex supply chain system composed of farmers,
middlemen, and biomass power generation enterprises and
constructs a multiagent raw materials supply chain simu-
lation model. *en, the paper puts forward the optimal
combination scheme and policy suggestions for the devel-
opment of the FBPG industry through simulating the
simulation results under different parameters, which has
important practical significance for expanding the scale of
the FBPG industry in China.
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2. Literature Review

Forest biomass refers to the organic matter formed by
photosynthesis of woody plants such as forest trees. Forest
biomass energy is the energy stored in forest biomass after
conversion; that is, the energy can be used for power gen-
eration or heating through direct combustion or modern
conversion technologies [1, 2]. Forest biomass resources can
be divided into three categories: forest tending and pruning
residues, “three forestry residues” (cutting residues, material
residues, and processing residues), and energy forest mining
residues. *e overall availability of forest biomass energy
resources in China is increasing year by year, and the supply
capacity is significant. In particular, Inner Mongolia has the
most extensive available forest biomass energy resources,
accounting for 9% of China [3]. *e forest biomass energy
industry in the western region has great development
potential.

*e development of the biomass energy industry still
faces problems such as difficult raw materials collection, low
equipment utilization, and high operation and maintenance
costs [4, 5]. By 2016, the global consumption of biomass
power generation accounted for about 40% of the total
consumption of biomass energy [6]. Energy has not been
fully utilized, which restricts the sustainable development of
biomass energy industry to a great extent. Insufficient
purchase of raw materials is one of the important factors
limiting the development of forest biomass energy industry
[7]. At present, China’s forest biomass energy mainly de-
pends on government policy support [8]. It is urgent to
explore the enthusiasm of various agents from the internal
system and put forward corresponding incentive measures.

*e simulation modeling method based on multiagent
started in the late 1990s. *is method adopts bottom-up
modeling thought and emphasizes the authenticity of
microindividuals during modeling. *e model establishes
the relationship between agents through the message
mechanism and then forms the macroframework of the
simulation system. Many scholars have applied multiagent
simulation technology to the supply chain of forestry, ag-
ricultural products, and other fields. For example, Hanafi-
zadeh and Sherkat [9] built a supply chain distribution
model based on multiagent system, improved the conver-
gence of agent adaptability by introducing a genetic algo-
rithm, and then studied the related problems of distribution
in supply chain management. Wang et al. [10] used NetLogo
software to build a simulation model of agricultural product
supply chain and explored the relationship between su-
pervision, farmers’ cooperation, and agricultural product
quality. Zhang and Lin [11] established a simulation model
based onmultiagent to study the impact of the subsidy policy
issued by the Chinese government on the profit distribution
of supply chain members and carried out experiments under
different subsidy levels. Terrada and Ouajji [12] applied
multiagent simulation technology to the complex system of
supply chain management to provide solutions to the de-
cision-making problems among supply chain members.
Awaga et al. [13] built a simulation analysis model of en-
terprise green product production behavior with multiagent

participation and simulated the impact of different gov-
ernment guidance and supervision strategies on the strategic
choices of two parties (enterprises and government). In
addition, few scholars have studied biomass power gener-
ation industry. Shastri et al. [14] simulated biomass supply
system in Illinois based on multiagent simulation technol-
ogy, and the simulation revealed the impact of miscanthus
energy crop on raw materials supply contract. Li [15]
established an industrial system model including farmer,
enterprise, market, and government and put forward sug-
gestions on the construction scale of China’s straw power
generation and the centralized utilization of straw. Luo [16]
constructed four biomass raw materials supply game models
based on game theory and multiagent simulation technol-
ogy. *en he analyzed the effect, applicability, and corre-
sponding implementation strategies of biomass power
generation raw materials supply mode.

Because of the different characteristics of supply chains,
there are also differences in agent behavior rules. *e
multiagent modeling of the FBPG supply chain is more
considered from the perspective of raw materials supply.
According to the research results, farmers, middlemen, and
enterprises can be abstracted as agents with independent
decision-making, learning, and memory ability. *ere are
obvious differences in the decision-making rules of agents,
the interaction rules between agents and between agents, and
the external environment. *e use of multiagent simulation
technology shows obvious advantages. *e behavior rules of
simulation agents are designed according to the actual be-
havior of individuals. *rough the interaction of micro-
agents, various emergent behaviors and self-organization
phenomena in the system can be effectively explored [17].

In conclusion, the forest biomass energy industry has
extensive development space. *e existing problems are
mainly backward technology, lagging policy, insufficient
supply of raw materials, and high production cost. *ere-
fore, it is necessary to study the supply chain of forest
biomass energy raw materials from the perspective of
microagents. Policy factor greatly impacts biomass power
generation industry, which can promote industrial devel-
opment through economic policy adjustment. In addition,
although the multiagent simulation method is not widely
used in the forest biomass energy supply chain, there have
been many studies in the field of forestry and agriculture.
*erefore, it is reasonable to summarize the industrial policy
suggestions through a series of simulation experiments.

3. Forest Biomass Power Generation
Supply Chain

3.1. Characteristics of Supply Chain. *e characteristics of
FBPG supply chain are as follows:

(1) As a biomass enterprise, the power generation
product cannot be saved.

(2) Raw materials have a wide production area and large
output, but the collection has periodicity and is
greatly affected by factors such as environment and
season.
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(3) *ere are many alternative uses of raw materials,
resulting in large supply fluctuation.

(4) Raw materials are susceptible to moisture and decay,
with low weight and value density. *e cost of
transportation and storage is high.

(5) *e raw materials supply of enterprise is generally
subject to many farmers and middlemen. *e en-
terprise does not occupy a dominant position.

It can be seen that FBPG supply chain is essentially
different from the conventional production supply chain.
*e latter usually only focuses on the uncertainty of the
consumption market, while the former pays more attention
to the uncertainty of upstream raw materials supply.

In addition, compared with biomass raw materials such
as straw, the geographical distribution of forest biomass raw
materials is more special, the collection quantity is more
uncertain, and the transportation cost is more expensive.
*erefore, the upstream of FBPG supply chain is relatively
complex, and the supply is unstable. By signing contracts
and expanding the scope of purchase, the cooperative re-
lationship between various agents can be stabilized. When
establishing the simulation model, seasonal and other
random factors will be set to reflect supply uncertainty.

3.2. Composition of Supply Chain. *e first-hand data used
in this paper was obtained by issuing questionnaires in
Wushen Banner and Hangjin Banner of Inner Mongolia
Autonomous Region, and Zhongwei City of Ningxia Hui
Autonomous Region, as well as in-depth interviews with
enterprises’ leaders. *e survey covers the basic information
and raw materials purchase information of enterprises. In
this survey, 5 enterprises were visited, and 127 question-
naires of farmers related to biomass energy were completed.
Fifty-four farmers have sold raw materials in two ways
(Table 1).

In the upstream supply chain of FBPG, there are mainly
two kinds of rawmaterials transportation modes. One is that
forest farmers directly sell to FBPG enterprises; the other is
that forest farmers sell to middlemen and then sell to en-
terprises by middlemen. *e downstream supply chain is
relatively simple. *e only customer is the State Grid
Corporation of China (SGCC). *e whole FBPG supply
chain system can be shown in Figure 1. Next, the supply
chain is divided into cost supply chain and sale supply chain
to analyze the upstream and downstream customers outside
the enterprise.

3.2.1. %e Upstream Supply Chain. *e upstream supply
chain of FBPG enterprises in China is mainly two-level or
three-level supply chain: (1) two-level supply chain: farmers/
upstream companies/enterprises (independently cultivated
raw materials)-power generation enterprises; (2) three-level
supply chain: farmers-middlemen-power generation enter-
prises. Specifically, power generation enterprises mainly
obtain raw materials through four modes: first, power
generation enterprises independently cultivate economic
forests as raw materials for power generation; second,

enterprises cooperate with upstream companies to obtain
raw materials, which are generally molding fuel enterprises;
third, enterprises purchase crops or forest residues from
farmers; fourth, enterprises purchase raw materials from
middlemen. *ese middlemen are mainly individual
farmers. Due to the market economy, they have sponta-
neously become a hub connecting upstream and down-
stream raw materials.

*e choice of raw materials supply mode depends on
many factors such as business plan, capital status, geo-
graphical location, and other factors. Enterprises often
choose mixed modes. Mode 1 belongs to internal pro-
duction of enterprises and has a low degree of application.
Mode 2 is interest cooperation among enterprises. Mode 3
and mode 4 are transactions between individual farmers
and enterprises. *erefore, this paper mainly studies mode
3 and mode 4.

3.2.2. %e Downstream Supply Chain. *e downstream
supply chain of FBPG is a two-level supply chain: power
generation enterprises-SGCC. In addition to a few enter-
prises using the advantage of biomass power generation to
increase sideline income, SGCC is the only downstream
customer in the sale chain of the whole industry. *erefore,
the formulation of policies on FBPG largely determines the
survival and development of power generation enterprises.

At present, the feed-in tariff standard of biomass energy
in China is 0.75 yuan/kWh. *e feed-in tariff is the price of
power commodity delivered to SGCC by power production
enterprises. As China has formulated the priority scheduling
policy, the sale of biomass power generation will be guar-
anteed. Moreover, according to the Renewable Energy Law,
biomass power is preferentially connected to the grid and
does not participate in peak regulation. *erefore, these
policies reduce the impact of changes in electricity con-
sumption of end customers on biomass power generation
industry and ensure the stability of sale of biomass power
generation enterprises.

4. Construction of the Simulation Model

*is part establishes the three-level supply chain simulation
model consisting of farmers, middlemen, and biomass
power generation enterprises and uses NetLogo software for
simulation. *e role of the government appears in the form
of subsidy parameters in the simulation system. *e be-
haviors of farmers and middlemen adopt the “economic
man” hypothesis. Middlemen will adjust their purchase
scope according to the price of enterprise to maximize their
profit. *e simulation system takes enterprise as the core
node of the whole supply chain to simulate the optimal
purchase price and government subsidy when the enterprise
reaches production capacity. *e parameters and some
processes of the model are mainly based on the relevant data
of the Maowusu biomass thermal power plant in Erdos,
Inner Mongolia. *e enterprise takes the branches of sandy
shrubs (mainly Salix psammophila) pruned from the roots as
raw materials.
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4.1. SimulationAssumptions and Process. Under the premise
of ensuring the authenticity of the system as much as
possible, the simulation model is simplified, and the fol-
lowing assumptions are made according to the actual
situation:

(1) *ere is only one biomass power generation enter-
prise in a particular region, and there is no com-
petition for raw materials among multiple biomass
power generation enterprises.

(2) During the simulation period, the area of woodland
and the number of labor forces in the region do not
change, and the positions of biomass power gener-
ation enterprise, middlemen, and farmers do not
change.

(3) *e enterprise has no difficulty in selling products;
that is, all electricity can be sold, and the enterprise is
only responsible for purchase, not transportation.

(4) According to the current policy, the government
implements the tax policy of “immediate levying and
refunding,” so the impact of bank tax is not con-
sidered in the model.

(5) Farmers know the purchase price of middlemen and
enterprise last time before pruning. *e behaviors of
farmers adopt the “economic man” hypothesis.

(6) *e distribution of forest biomass resources is ex-
tensive, uniform, and unitary. *e woodland area is
infinite. *e species are single, and all of them are
Salix psammophila. *ey are evenly distributed in
the region.

(7) Middlemen take the initiative to purchase raw ma-
terials from farmers’ homes.

In the simulation processes of FBPG supply chain, firstly,
initialize the system state to generate the farmer agent, the

middleman agent, and the biomass power generation en-
terprise agent. Secondly, the enterprise sets the price for
purchasing raw materials, and middlemen set a reasonable
purchase range according to the current price. *irdly,
farmers decide whether to collect and sell forest biomass raw
materials according to the purchase price of enterprise and
middlemen. If the farmers sell to middlemen, the middle-
men are responsible for transportation and primary pro-
cessing and then sell to the enterprise; if farmers sell directly
to the enterprise, farmers need to pay the cost of trans-
portation. After purchasing raw materials, the enterprise
processes and generates electricity and then sells electricity
to SGCC to obtain government subsidy. Finally, calculate the
profit of the biomass power generation enterprise. Judge
whether the quantity of purchase can meet the demand of
enterprise. If the enterprise reaches the production capacity,
the program will stop; if the production capacity is not
reached, the enterprise will increase the purchase price until
the program stops when the production capacity is reached.
At the same time, calculate the profit of farmers and mid-
dlemen in each cycle.

*e simulation system finally solves the following three
problems: (1) How much purchase price can make the
biomass power generation enterprise reach production ca-
pacity and obtain the maximum ecological benefits. (2) How
much government subsidy can ensure that the enterprise
does not lose money at the purchase price of reaching
production capacity. (3) What policy can be implemented to
improve the overall efficiency of the supply chain.

4.2. Construction of the Simulation Model

4.2.1. Property and Parameter Setting of the Farmer Agent.
According to the survey data of Inner Mongolia, about 140
farmers directly transport raw materials to the enterprise

Table 1: Ways for farmers to sell raw materials.

Selling mode of farmers Farmers sell to enterprises Farmers sell to middlemen
Farmers take the initiative to transport 19 24
Farmers waiting to be acquired 4 7
Total 23 31

...

Middleman

Middleman

Enterprise

Supplier Dealer RetailerPurchase Order Customer

Farmer 1

Farmer 2

Farmer 3

Farmer 4

Farmer n

State Grid
Corporation of
China (SGCC)

Sell

Figure 1: *e supply chain system of FBPG.
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every year, involving 100–300 kilometers. About 20 mid-
dlemen transport raw materials to the enterprise every year,
also involving 100–300 kilometers. Each middleman pur-
chases raw materials from about 20 farmers.*erefore, there
are about 540 farmers involved in selling raw materials. At
the same time, in the farmers’ questionnaires, the number of
farmers who have sold raw materials in recent three years
accounts for 48.1% of the respondents. It is roughly esti-
mated that the number of forest farmers within 300 kilo-
meters of the enterprise is about 1123. Moreover, because
farmers prune every three years, it is estimated that the
number of farmers is about 3369. Each 1/15 hm2 Salix
psammophila can produce about 1t branches [18]. However,
pruning Salix psammophila is greatly affected by external
factors such as season and family labor force. *e actual unit
collection is often less than 1t. *erefore, a random variable
α (value between 0.5∼1) is designed to more truly reflect the
pruning situation of farmers. *e pruning cost is mainly
labor cost, and the pruning cost per ton of raw materials is
about 70∼200 yuan.

According to the survey, the woodland area of farmers
ranges from 5 to 5400 mu. *rough the K-S test, the
woodland area data is not a normal distribution, and there
are obvious abnormal values. Clean the woodland area data,
sort the data from small to big, and take 25% as the upper
quartile FL and 75% as the lower quartile Fu. *e quartile
distance IQR is Fu-FL. *en the upper bound of the data is
Fu + 1.5 × IQR, the lower bound is FL − 1.5 × IQR, and the
data ranges from 5 to 1585 mu after cleaning.

Grouping the data with 200 as group interval, it can be
found that the data distribution is close to the exponential
distribution. After fitting the exponential distribution, the
fitting function and goodness of fit are obtained, and the
fitting effect is good, as shown in Figure 2.

Based on the previous analysis and survey data, the main
parameters of the farmer are sorted into Table 2.

4.2.2. Property and Parameter Setting of the Middleman
Agent. Middlemen purchase branches from farmers but are
not responsible for the harvesting and collecting branches.
*e purchase price is 180 yuan/ton.*e cost of rawmaterials
primary processing (including chipping and bundling)
ranges from 20 yuan/ton to 35 yuan/ton. *e main pa-
rameters of the middleman are sorted into Table 3.

4.2.3. Property and Parameter Setting of the Enterprise Agent

(1) Calculation of raw materials demand of the enter-
prise: taking Maowusu power plant as an example,
the unit installed capacity is 2×12MW, and the
power generation per hour is 2×1.2 kW. As pruning
and collecting of Salix psammophila occur on the
sand, the raw materials after chipping contain a large
amount of sand. It is necessary to shut down for
20–25 days every year to clean the tube wall; oth-
erwise, the pipeline will be blocked and the service
life of the unit will be reduced. *erefore, if the
generator unit reaches production capacity,

assuming that it needs to be shut down for 25 days,
the annual power generation is 195.84 million
(2×1.2× 24× 340) kWh. According to the survey
data, 1.25 Kg Salix psammophila can be converted
into 1 kWh, so at least 156672 tons (19584×104/1.25/
103) Salix psammophila can meet the needs of the
enterprise. In fact, considering that the enterprise has
other raw materials besides Salix psammophila, the
demand is about 100000 tons. (2) Cost and profit: at
present, the feed-in tariff of SGCC is 0.75 yuan/kWh,
of which 0.277 is the benchmark price. Without
considering the bank cost, the power generation cost
per kWh is 0.292 yuan. *e main parameters of the
enterprise are sorted into Table 4.

4.2.4. Behavior Rules of the Farmer Agent. Farmers aim to
maximize their profit and choose a reasonable sale object.
Farmers’ profit is sale income plus government subsidy and
minus all costs. Farmers need to pay the collection cost of
collecting biomass raw materials; the income of farmers
mainly comes from biomass raw materials in their wood-
land. If it is sold directly to the enterprise, it also needs to pay
the transportation cost. *e main influencing factors of
biomass raw materials transportation cost include vehicle
technical performance, vehicle operating cost, characteris-
tics of crops, collection mode, and radius [19]. Because the
actual route is generally curved, the road tortuosity factor
λ(λ �

�
2

√
) is introduced for correction. At the same time,

the round-trip transportation is considered, so the distance
should be twice the actual distance. *erefore, some for-
mulas of farmers’ behaviors are as follows:

(1) Quantity of raw materials collected
(Q) � FS × UAmo × α.

(2) Pruning cost (FC1) � FCost × Q.
(3) Transportation cost of the farmer FC2 � 2

�
2

√
× FEd×

transportation cost per unit distance.
(4) *e transportation cost per unit distance varies with

the collection quantity. According to the question-
naires, the type and performance of vehicles mainly
used by farmers are shown in Table 5.
It is known that the average oil price in Inner
Mongolia is 5 yuan/L. *e transportation cost per
unit distance of farmer with different collection
quantity can be expressed as follows:
When 0<Q≤ 0.5, the tricycle is used for trans-
portation, and the transportation cost per kilometer
is 0.5 yuan.
When 0.5<Q≤ 1.5, the tractor is used for trans-
portation, and the transportation cost per kilometer
is 0.75 yuan.
When Q≥ 1.5, the four-wheel vehicle is used for
transportation, and the transportation cost per ki-
lometer is [Q/2.5] yuan.
[Q/2.5] means to take the smallest integer larger than
itself.
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Table 3: Property and parameter setting of the middleman.

Property Letter
representation Meaning Assigned value

Middleman-enterprise
distance MEd Distance from middleman to enterprise 100∼300 km uniform

distribution
Number of middlemen MNum Number of middlemen in the region 10∼50 (sliding strip)

Middlemen purchase price MPri Price of raw materials purchased from farmer by
middleman 150∼200 yuan (sliding strip)

Unit processing cost MCost Raw materials primary processing cost 20∼35 yuan/t (sliding strip)
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Figure 2: Distribution of the woodland area.

Table 2: Property and parameter setting of farmers.

Property Letter representation Meaning Assigned value
Woodland area FS Woodland area owned by each farmer 141.06e−0.523x mu
Farmer-enterprise
distance FEd Distance from farmer to biomass enterprise 0∼300 km uniform

distribution
Interval time of pruning t Time since last pruning 0∼5 years random distribution
Number of farmers FNum Number of farmers in the region 1000∼4000 (sliding strip)
Unit amount collected UAmo Quantity of raw materials collected per unit woodland 1 t/mu
Actual collection rate α Random factors such as season 0.5∼1 random distribution
Unit pruning cost FCost Cost of raw materials collected per unit woodland 70∼200 yuan/t (sliding strip)
Unit pruning subsidy CSub Government subsidy for unit woodland pruning Input box input (yuan)

Table 4: Property and parameter setting of the enterprise.

Property Letter
representation Meaning Assigned value

Enterprise purchase price EPri Purchase price of raw materials for enterprise 350 yuan/t (initial value)
Production capacity of the
enterprise EQua Raw materials required for power generation when

reaching production capacity 100000t

Unit power generation cost ECost Power generation cost of enterprise 0.292 yuan/kWh

Feed-in tariff Price Sale price per kWh 0.55∼1.55 yuan/kWh
(sliding strip)

Purchase subsidy GSub Subsidy price of raw materials per cycle when production
capacity is not reached 10 yuan/t

Raw materials conversion
rate μ How much power is generated per ton of raw materials 800 kWh/t
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*erefore, the transportation cost of the farmer
(FC2) can be calculated.

(5) *e profit of farmer from selling raw materials to the
enterprise is

W1 � EPri × Q + FS × CSub − FC1 − FC2. (1)

(6) *e profit of farmer from selling raw materials to the
middleman is

W2 � MPri × Q + FS × CSub − FC1. (2)

(7) *e farmer compares W1 and W2 to choose to prune
or not, and whether to sell to the middleman or sell
to enterprise. Calculate the quantity of raw materials
actually transported to the enterprise (Qfe) and the
quantity of raw materials actually transported to the
middleman (Qfm) in each cycle.

*e specific behavior rules of farmer are shown in
Figure 3.

It should be noticed that Salix psammophila matures
in about three years, and the more it is cut, the more
lusher it is. If the grown branches are not cut off, it will
become dead branches in less than seven years. Because
the government has public welfare forest subsidy for
energy forest, once Salix psammophila dies, farmers will
not be able to obtain public welfare forest subsidy, which
will cause great losses to farmers. *erefore, the system
assumes that farmers must choose to prune in the cycle,
and the frequency of pruning is set to one time every
three years. Moreover, the purchase scope of the mid-
dleman may not cover all farmers, so the farmer needs to
judge whether he/she is within the purchase scope of the
nearest middleman in advance so as to make the next
decision of choosing to prune or not and selecting sale
object.

4.2.5. Behavior Rules of Middleman Agent. Middlemen also
aim to maximize their profit and hope to acquire and sell as
many raw materials as possible. Middlemen are responsible
for the initial processing and transportation of raw materials
in the supply chain. *e transportation route consists of two
parts: one is that the middleman purchases from the farmer
and then transports raw materials to the processing point
(the location of the middleman), and the other is that the
middleman transports raw materials from the processing
point to the biomass power generation enterprise. Mid-
dleman decides the current purchase scope based on the
current purchase price of the enterprise.

According to the questionnaires, there are two main types
of vehicles used by middlemen, as shown in Table 6. It is
assumed that a large four-wheel vehicle is mainly used when

middleman purchases rawmaterials from retail farmers, and a
truck is mainly used to transport the biomass raw materials
after chipping to the enterprise. Because the middleman can
purchase frommultiple households at the same time, it can be
seen that the vehicle is always fully loaded during the purchase
of raw materials from retail farmers:

(1) Whenmiddleman purchases rawmaterials from retail
farmers, the unit transportation cost is 0.25 yuan/
ton·km (the calculation formula is 25× 5/100/5).
Because the middleman cannot accurately estimate
the purchase quantity before determining the pur-
chase scope, the unit transportation cost transported
to the enterprise is temporarily calculated as full load
so as to calculate the purchase radius R of the
middleman.

(2) *e estimated unit transportation cost of trans-
porting raw materials to the enterprise is 0.067 yuan/
ton·km (the calculation formula is 40× 5/100/30).

(3) *e purchase radius R of the middleman should base
on the economy of cost. According to the calculation
method of purchase radius in reference [20], the unit
cost of the middleman should be less than the
purchase price of the enterprise (EPri). *e road
tortuosity fact.or and round-trip transportation
which are the same as farmers are considered. *e
formula is expressed: MPri + MCost + 2

�
2

√
× 0.25 ×

R + 2
�
2

√
× 0.067 × MEd≤EPri

*e maximum purchase radius of the middleman is

R �
EPri − MPri − Mcost −

�
2

√
× 0.133 × MEd

�
2

√
× 0.5

. (3)

(1) *e purchase quantity of the middleman is the sum
of the quantity of raw materials within the purchase
scope:

Qm �  Qfm. (4)

(2) *e primary processing cost of the middleman is
MC1 � MCost × Qm.

(3) *e actual transportation cost of the middleman is

MC2 � 2
�
2

√
× 0.25 × R +

Qm

30
  × 2 × MEd . (5)

(4) *e profit of middleman is

W3 � (EPri − MPri) × Qm − MC1 − MC2. (6)

*e specific behavior rules of middleman are shown in
Figure 4.

Table 5: Type and performance of farmers’ vehicles.

Vehicle type Tricycle Tractor Four-wheel vehicle
Fuel consumption per 100 km (L) 10 15 20
Unit quantity of transportation (t/vehicle) 0.5 1.5 2.5

Computational Intelligence and Neuroscience 7



4.2.6. Behavior Rules of the Enterprise Agent. *e enterprise
plays a leading role in the whole supply chain. *e change of
enterprise’s purchase price will have an impact on the purchase
scope of middlemen and farmers’ willingness to sell. *e initial
price of the enterprise is set according to the current market
price. If the production capacity is not reached, the purchase
price of the enterprise in the next cycle will increase by 5 yuan/
ton. If output exceeds demand, the price in the next cycle will
be reduced by 5 yuan/ton to reach an equilibrium state.

Some formulas are calculated as follows:

(1) Price change function: EPri � EPri + 5
(2) Total quantity of raw materials purchased by the

enterprise: Qe � Qm + Qfe

(3) Power generation of the enterprise: q � 800 × Qe

(4) Power generation cost: EC1 � 0.292 × q

(5) Purchase cost of the enterprise: EC2 � EPri × Qe

(6) *e profit of the enterprise: W4 � 0.9× Price×
q − EC1 − EC2

In (6), 0.9 means that 90% of the electricity of the en-
terprise is for sale and 10% for self-use.

5. Analysis of Simulation Results

5.1. Simulation Interface and Model Verification. *e initial
parameters used in the simulation system come from the
survey data of farmers in many towns in InnerMongolia and

Table 6: Vehicle type and performance for middlemen.

Vehicle type Large four-wheel vehicle Truck
Fuel consumption per 100 km (L) 25 40
Unit quantity of transportation (t/vehicle) 5 30
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Figure 3: Flowchart of farmer’s behavior.
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Figure 4: Flowchart of middleman’s behavior.
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Ningxia. Except for unit pruning subsidy, other parameters
are assigned in the form of sliding strip. *e initial values of
number of farmers, number of middlemen, middlemen
purchase price, and feed-in tariff are all taken from the
survey data as described in Section 4.2.1. *e unit pruning
cost of farmers usually ranges from 70 to 200 yuan/ton, and
the unit processing cost of middlemen ranges from 20 to 35
yuan/ton. *e values with high frequency in the survey data
are taken as the initial parameter values, which are 100 yuan/
ton and 25 yuan/ton, respectively. According to the actual
situation of the survey, the initial value of unit pruning
subsidy is set to 10.

First, input the initial parameters into the system, as
shown in Figure 5.

After inputting the initial parameters, design the view
interface of the FBPG rawmaterials supply chain network, as
shown in Figure 6 (the figure shows the transportation of
raw materials in a cycle). *e gray area is the woodland after
pruning (n� 0), the light green area is the woodland within
three years after pruning (n< 3), and the dark green area
represents the woodland that can be used for pruning
(3≤ n≤ 5). Farmers are represented by small triangles,
middlemen are represented by white squares, and the en-
terprise is represented by a red dot in the center. With the
dynamic change of cycle, the interface can visually show the
change of pruning and the transportation of raw materials.

Under the setting conditions in Figure 5, export the data
obtained from the system to EXCEL and draw the rela-
tionship between purchase price and purchase quantity, as
shown in Figure 7. According to the above analysis, the
amount of raw materials required by the enterprise for
power generation is about 100000 tons. If the raw materials
purchased by the enterprise can meet the demand when
reaching production capacity, the purchase price needs to be
between 425 and 435 yuan. At this time, the purchase
quantity and purchase price of the enterprise tend to be
stable.

Under the setting conditions, the profit of enterprise is
negative. Similarly, export the relevant data of enterprise’s
profit, as shown in Figure 8. After the purchase quantity and
purchase price of the enterprise tend to be stable, the loss is
about 1.16∼1.3 million yuan. In order to make the enterprise
more profitable, government subsidy should be gradually
increased; that is, the feed-in tariff should be increased.

*erefore, continue to adjust the feed-in tariff to study
when enterprise generates profit. When the feed-in tariff
reaches 0.85 yuan/kWh, the power generation profit of the
enterprise is still negative, with a loss of about 3 million
yuan. Continue to gradually increase the feed-in tariff by
0.01 yuan until 0.95 yuan/kWh, and the enterprise can
achieve profitability under the condition of meeting the raw
materials demand, as shown in Figure 9.

It is not difficult to find that the simulation result is
basically consistent with the survey data of existing policy. At
present, the purchase price of forest biomass raw materials is
400 yuan per ton, and the enterprise can only purchase
80000∼90000 tons of raw materials. In the survey, it is
found that most biomass power generation enterprises are in
a state of loss at the price of 0.75 yuan/kWh.*erefore, it can

be verified that the model construction is basically
reasonable.

5.2. Simulation Experiments. *e previous section has ver-
ified the rationality of the model. *erefore, adjust the
parameters from the perspective of supply chain, internal
agent, and external environment, and further discuss the
influence of parameter change on supply chain. Several
comparative experiments are carried out based on the initial
parameters.

5.2.1. From the Perspective of Supply Chain. *e policy
subsidy sharing contract can help the whole supply chain
achieve coordination [21]. *e supply of middlemen is af-
fected by the raw materials market. When the market supply
is less than demand, middlemen need to spend a higher price
to buy raw materials from other regions. It is difficult for the
whole supply chain to achieve coordination in this condi-
tion. Middlemen are more inclined to seek a smaller order
quantity to ensure that their profit is as large as possible.
*erefore, based on the subsidy sharing contract, middle-
men are willing to sign a higher order quantity with the
enterprise, which improves the enthusiasm for purchase.
Similarly, this kind of contract coordination is applicable to
farmers and enterprises. *erefore, the enterprise can in-
crease the overall profit of the supply chain by increasing the
purchase price. How to determine the optimal subsidy
proportion of the enterprise (β) is very important. In the
above initial environment, compare the profit of middle-
man, enterprise, and farmer, as shown in Figure 10.

When the feed-in tariff remains unchanged
(price� 0.95), two periodic nodes are selected, which are the
node that does not reach equilibrium and the node that
reaches equilibrium. For example, at the two nodes of t� 7
(not reaching equilibrium) and t� 17 (reaching equilib-
rium), the two nodes’ raw materials purchase price of the
enterprise is different, which are 380 yuan per ton and 420
yuan per ton, respectively. Compare the profit of each agent
and the whole of the supply chain under the two nodes, and
sort out the relevant data of the nodes in Table 7.

When the purchase price of the enterprise increases, the
overall profit of the supply chain increases significantly,
which verifies the rationality of the experiment. In this
experiment, the government subsidy (t) is 0.673 yuan/kWh
(0.95–0.277), which is equivalent to 538.5 yuan/ton of forest
biomass rawmaterials. At this time, the purchase price is 420
yuan/ton, and the subsidy coefficient (β) can be calculated as
0.074.

5.2.2. From the Perspective of the Internal Agent. *e pur-
chase price of enterprise plays a leading role in the whole
supply chain. In addition, other parameters also have an
impact on the supply of forest biomass raw materials. Such
as the unit operating cost of power generation, the unit
pruning cost of farmers, and the initial processing cost of
middlemen. Reducing these costs can effectively improve the
operation efficiency of the supply chain. Next, the paper will
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study which cost reduction is the most effective in im-
proving the efficiency of forest biomass supply chain.
Under the condition that the external environment pa-
rameters remain unchanged, several experiments are

carried out, and the results are shown in Table 8. Because
the experiments have certain randomness, the results are
given according to the average level of many simulation
experiments.
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*e unit pruning cost can continue to be reduced, and
the supply chain is more sensitive to the unit pruning cost.
Reducing the pruning cost by 30 yuan per mu can greatly
reduce the purchase price of the enterprise. *erefore, for
the western region in China, improving the mechanization
level of raw materials collection and reducing labor cost
will be an effective way to improve the efficiency of biomass
supply chain. In addition, the reduction of the initial
processing cost of middlemen did not cause great changes

in the purchase price of enterprise. Because middlemen
have original capital and initial investment, there is little
space for the decline of unit initial processing cost. Finally,
for enterprises, reducing the operation cost of power
generation can effectively avoid the loss. *rough technical
improvement, strengthening the construction of the
management team, and reducing management cost, en-
terprises can seek survival space under the existing feed-in
tariff level.
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5.2.3. From the Perspective of the External Environment.
Although the government is not a main agent in the forest
biomass supply chain, as an important force to promote the
development of the FBPG industry, policy subsidy is an
important way to improve the supply of forest biomass raw
materials. In addition to the feed-in tariff subsidy mentioned
above, the existing subsidies include “immediate levying and
refunding” for enterprise tax and pruning subsidy for
farmers. In particular, the pruning subsidy of farmers is still
in the exploratory stage and has important research value. In
addition, it is found in the simulation that the number of
farmers and middlemen in the region has a great impact on
the whole supply chain. Under the condition that the in-
ternal main parameters remain unchanged, several experi-
ments are carried out, and the results are shown in Table 9.

Pruning subsidy can effectively help reduce the purchase
price of enterprise and alleviate the pressure on enterprise to
purchase raw materials. *e number of farmers (or wood-
land area) in the region has a great impact on the whole
supply chain. *erefore, when selecting the site, it is nec-
essary for enterprises to investigate the local forest biomass
energy potential and choose the area with rich resources as
the power generation address. *e number of middlemen
will also have a certain impact on the raw materials purchase
of enterprises. If the number of middlemen in the region is
too small, it will also increase the difficulty for enterprises to
acquire raw materials. In particular, it is difficult to acquire
raw materials from farmers in remote areas and small areas.

5.3. Result Analysis. *e simulation experiment is carried
out by adjusting the parameter value, and the results are
summarized as follows:

(1) Combined with the actual operation of the current
enterprises in China, the current feed-in tariff of 0.75

yuan per kWh (including subsidy) is low for biomass
power generation enterprises, and most enterprises
are facing the crisis of bankruptcy. *e survey also
found that 69 farmers believe that the current
purchase price of raw materials is unreasonable. *e
simulation results show that when the feed-in tariff is
increased to about 0.95∼1.0 yuan per kWh, the
biomass power generation enterprises will not suffer
losses when reaching the production capacity. At the
same time, the purchase price of the enterprises
needs to be improved. Under the current purchase
price, the supply of raw materials is insufficient. It is
more appropriate that the purchase price of raw
materials should increase about 25 yuan at the
current level of 400 yuan per ton.

(2) Unit pruning cost has a great impact on the whole
supply chain. *e increase of pruning cost will lead
enterprises to reach the production capacity at a
higher purchase price. At the same time, the feed-in
tariff that meets the profitable conditions of enter-
prises will also increase. *erefore, combined with
the relevant policies of energy subsidy in the western
region of China, the government can adopt appro-
priate subsidy for purchasing agricultural machinery
to realize large-scale mechanized collection and
greatly reduce the cost of artificial pruning. *e
government gives farmers a pruning subsidy, which
can also promote some farmers to participate in
pruning and increase the supply of raw materials.

(3) When selecting the site, biomass power generation
enterprises need to take the external environment
factors into account to ensure that the number of
local farmers can provide enough forest biomass raw
materials. In addition, the enterprises should es-
tablish a long-term and stable partnership with

Table 8: Simulation experiment results of changing internal parameters.

Unit pruning cost
(farmers)

*e initial processing cost
(middlemen)

Unit operating cost of power
generation (enterprise)

Purchase price of enterprise when
reaching production capacity

*e feed-in
tariff∗

100 25 0.292 420–430 0.95
70 25 0.292 285–295 0.65
100 20 0.292 420–430 0.95
100 25 0.25 420–430 0.70
∗*e feed-in tariff here refers to the minimum price that can ensure that power generation enterprise does not suffer losses.

Table 7: Profit index of agents under different purchase prices.

Profit index of agents Epri� 380 Epri� 420
Number of farmers selling raw materials 331 411
Average profit of farmers 3930 4838
Number of middlemen 20 20
Average profit of middlemen 345867 435437
Number of enterprises 1 1
Average profit of enterprise 5264989 3586342
Total profit of supply chain 13483159 14283500
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middlemen, reasonably plan the number of mid-
dlemen, and ensure a stable supply of raw materials.

6. Conclusions

FBPG industry is of great significance to protect the eco-
logical environment and promote the increase of farmers’
income in the western region of China. Research and survey
found that the current bottleneck of industrial development
in China is mainly due to the insufficient supply of raw
materials and serious losses of enterprises. In order to solve
this problem, this paper discusses the coordination of the
FBPG supply chain on the premise of uncertain supply. *is
is a supplement to a subdivided field of straw biomass power
generation supply chain research. At the same time, the
combination of empirical research and case analysis makes
up for the defect of excessive parameter value deviation in
the simulation processes and enriches the research content
of multiagent simulation of the supply chain. *e conclu-
sions of this paper are as follows.

Firstly, it is relatively difficult to collect forest biomass
raw materials in China, which has a great relationship with
the terrain. Farmers’ collection cost is high, and they gen-
erally believe that the purchase price of enterprises is low.
Because the labor income level has been increasing in recent
years, this leads to the low willingness of farmers to collect
and sell raw materials. In addition, forest biomass raw
materials also have many other values besides being sold to
enterprises, such as covering sand layer (sand-prevention)
and self-use as an alternative fuel. *ere are many methods
to sell biomass raw materials collected by farmers. *e
choice of farmers depends on which method can obtain the
greatest profit. *erefore, through reasonably increasing the
purchase price and giving subsidy for purchasing agricul-
tural machinery, the participation of forest farmers can be
improved. It is conducive to the stable supply of raw ma-
terials and helps the sustainable and stable development of
enterprises.

Secondly, middlemen are an important and stable source
for FBPG enterprises to purchase raw materials. At present,
the government only provides a feed-in tariff subsidy for
biomass power generation enterprises. If the enterprise
transfers part of the subsidy to middlemen, the purchase
quantity of middlemen will increase, and the profit of the
enterprise will also increase. *erefore, enterprises can
improve the supply enthusiasm of middlemen by means of
increasing purchase price and ensure that the raw materials
of FBPG enterprises meet the production capacity demand
as much as possible. It also avoids the loss of stock shortage.

Finally, at the current stage, if the enterprise is expected
to meet the production capacity demand, the purchase
price of 425 yuan per ton is reasonable. In this case, the
feed-in tariff can be increased to about 0.95 yuan per kWh
to ensure the sustainable operation of biomass power
generation enterprises. In addition, reducing the power
generation operation cost of enterprises, promoting the use
of brush cutters, reducing labor cost, and providing
pruning subsidy can also promote the overall efficiency of
the supply chain.

Although this paper simulates the reality of the FBPG
supply chain in China as much as possible, there are still
some details to be further considered due to the complexity
of reality. For example, there is a time gap (usually one year)
in the issuance of policy subsidy, which may lead to in-
sufficient funds for enterprises to purchase biomass raw
materials in that year, and many farmers think that it is
difficult to prune, which may lead to a lack of labor. So
middlemen need to hire labor from other provinces in
China, increasing the cost of pruning.

*ese complex situations may become important factors
hindering the development of biomass enterprises in China.
*erefore, the prospects are put forward in the follow-up
research:

(1) *e simulation model is only applicable to the forest
biomass raw materials supply chain in the western
region of China, which can be improved and opti-
mized to make it applicable to other regions.

(2) Continue to enrich the behavior rules of agents, such
as the behavior rules of enterprises. *e current
setting of enterprise is that price is set on a uniform
basis. As a result, farmers close to the enterprise can
get rich income, while farmers far away can get less
income. So the hierarchical pricing strategy can be
further considered. *ere are different purchase
prices for farmers at different distances, which can
reduce the cost of enterprises.

(3) *e distribution of farmers, middlemen, and en-
terprise in the model is different from reality, so a
regional map can be introduced to optimize the
simulation effect.

(4) Further discuss the problem of labor shortage in the
western region of China.

Data Availability

All data used in this paper are available from the authors
upon request.

Table 9: Simulation experiment results of changing external parameters.

Number of
farmers

Number of
middlemen

Pruning
subsidy

Purchase price of enterprise when reaching production
capacity *e feed-in tariff∗

3369 20 0 420–430 0.95
3369 20 100 270–280 0.72
3000 20 0 515–520 1.05
3369 10 0 490–500 1.02
∗*e feed-in tariff here refers to the minimum price that can ensure that power generation enterprise does not suffer losses.
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Objective. As the preclinical stage of Alzheimer’s disease (AD), Mild Cognitive Impairment (MCI) is characterized by hidden
onset, which is difficult to detect early. Traditional neuropsychological scales are main tools used for assessing MCI. However, due
to its strong subjectivity and the influence of many factors such as subjects’ educational background, language and hearing ability,
and time cost, its accuracy as the standard of early screening is low. +erefore, the purpose of this paper is to propose a new key
technology of fast digital early warning for MCI based on eye movement objective data analysis. Methodology. Firstly, four
exploratory indexes (test durations, correlation degree, lengths of gaze trajectory, and drift rate) of MCI early warning are
determined based on the relevant literature research and semistructured expert interview; secondly, the eye movement state is
captured based on the eye tracker to realize the data extraction of four exploratory indexes. On this basis, the human-computer
interactive 2.5-minute fast digital early warning paradigm for MCI is designed; thirdly, the rationality of the four early warning
indexes proposed in this paper and their early warning effectiveness onMCI are verified. Results. +rough the small sample test of
human-computer interactive 2.5 fast digital early warning paradigm for MCI conducted by 32 elderly people aged 70–90 in a
medical institution in Hangzhou, the two indexes of “correlation degree” and “drift rate” with statistical differences are selected.
+e experiment results show that AUC of this MCI early warning paradigm is 0.824. Conclusion. +e key technology of human-
computer interactive 2.5 fast digital early warning for MCI proposed in this paper overcomes the limitations of the existing MCI
early warning tools, such as low objectification level, high dependence on professional doctors, long test time, requiring high
educational level, and so on. +e experiment results show that the early warning technology, as a new generation of objective and
effective digital early warning tool, can realize 2.5-minute fast and high-precision preliminary screening and early warning for
MCI in the elderly.

1. Introduction

Mild cognitive impairment (MCI) is an unstable clinical
transition state between normal age and dementia.+e study

found that people with MCI above 70 have a high prevalence
rate, and 21.8% of them progress to dementia 3∼5 years after
the onset of MCI. +e possibility of transferring to Alz-
heimer’s disease (AD) in patients with MCI is 2.8 times
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higher than that in healthy aging [1, 2]. As we all know,
Alzheimer’s disease is still incurable, whose pathological
changes are difficult to reverse and the curative effect is poor
in the middle and late stage, bringing psychological, phys-
iological, and economic pressure to the patients and their
families [3]. However, studies have found that if patients are
identified early and reasonably intervened in MCI stage, the
reversal rate of mild cognitive impairment to normal cog-
nitive function is more than 30% [4]. +erefore, moving the
MCI early warning window forward at the daily home level
based on the key technology of human-computer interactive
2.5-minute fast digital early warning is of great significance
to improve the life quality of patients and reduce the social
burden.

According to the diagnostic guidelines of MCI, its
clinical diagnosis is mainly based on medical history col-
lection and neuropsychological scale assessment [5]. Al-
though the neuropsychological scales commonly used in
clinic have good reliability and wide application in screening
cognitive impairment, some defects are still widespread,
such as strong subjectivity, long time consumption, insuf-
ficient sensitivity for MCI early warning, and so on [6].+us,
in order to make up for the deficiencies of cognitive
screening scales, more and more computerized cognitive
assessment tools [7, 8] appear, but most of them need
professionals to carry out the standardized operation, and
the subjects need to go to the clinic or examination centers,
which immensely limit the universality of detection.

Moreover, the latest research found that, compared with
other cognitive fields, the earliest occurrence of cognitive
impairment in MCI patients is the decline of visuospatial
function, and at present, many studies have used eye
movement related examinations to assess early cognitive
impairment [6, 9, 10]. At the same time, the powerful
computing and data processing ability of intelligent algo-
rithm has its unique advantages in the analysis of eye
movement examination results and eye movement trajec-
tory. Many studies have shown that task assessment saccade
mode based on eye tracking can be used to detect MCI and
early signs of cognitive decline. Detection indexes and forms
vary from research to research [11, 12], but all show that task
paradigm can be designed to check various visual features of
saccade or eyes under relevant stimuli, and eye tracker can be
used for activity monitoring to realize extensive and con-
venient cognitive function examinations.

Based on the summary of previous studies, it can be
found that the current tools for MCI early warning and
screening have various shortcomings at different levels. Most
of scales and questionnaires which are the most commonly
used have deficiencies such as long time-consuming and lack
of objective assessment data, while the computerized cog-
nitive assessment tools developed in the early stage also have
the characteristics such as various inspection types and
parameters and complex calculation process and large
population variability.

+us, taking advantage of noninvasive, short time
consumption, low cost, and high feasibility of eye movement
tracking data acquisition, this paper puts forward four ex-
ploratory MCI early warning indexes including “test

duration,” “lengths of gaze trajectory,” “correlation degree,”
and “drift rate” based on the review and summary of relevant
research literature and semistructured expert interviews, in
visuospatial function and dynamic eye movement moni-
toring perspectives.

At the same time, based on the key technology of digital
early warning, a human-computer interactive 2.5-minute
fast digital early warning paradigm for MCI is designed.
Finally, the elderly aged 70–90 with clinical diagnosis
conclusion of MCI are included in the subjects, and the
human-computer interactive 2.5-minute fast digital early
warning paradigm designed in this paper is benchmarked
with the clinical diagnosis conclusion, so as to verify the
effectiveness of the new digital early warning paradigm in
this study.

+e new early warning key technology studied in this
paper has the advantages of short time consumption and
simple operation together with objective and accurate as-
sessment, which can realize the real-time feedback of eye
movement trajectory and the accurate preliminary early
warning for MCI in the elderly population in 2.5 minutes.

+e rest of the paper is organized as follows. In Section 2,
this paper introduces the related work onMCI early warning
in the literature. In Section 3, this paper explains the research
methods of this paper. And this paper introduces the rel-
evant work of the experiment, including the paradigm and
principle of experiment, the key technologies of digital early
warning, and basic information of experiment in Section 4.
In Section 5, this paper analyzes the data processing results.
A short discussion of the proposed scheme is presented in
Section 6.

2. Related Work

By reviewing the literature on MCI early warning methods
in Pubmed, Web of Science, and other literature libraries in
recent 10 years, we find that, compared with other cognitive
fields, visuospatial dysfunction may be the earliest cognitive
impairment field in MCI patients [13, 14]. A research [15]
showed that there is no significant difference between AD
mice and normal control mice when performing olfactory
tasks, but on the contrary, the visuospatial function in-
cluding percentage of visuospatial correct decisions and
speed of visuospatial relearning of ADmice was significantly
worse than that of control mice, which also confirmed that
the decline of visuospatial function may be used as an early
sensitive index for MCI screening. A study [16] shows that
the scores of spatial structure and connection test of MCI
patients are low, speculating that visual reasoning, con-
nection, and spatial structure test may be sensitive to the
early diagnosis of MCI patients, or the cognitive function
reflected by such test, that is, visuospatial and executive
function, has diagnostic effect for MCI early diagnosis. In
addition, some pathologists [17] found that the initial lesion
location of numerous patients with MCI is not the well-
known hippocampal region, but the visual contact cortex,
which also shows that the loss of visuospatial function may
occur before the symptoms of hippocampal involvement
(such as memory decline).
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At present, many studies have used examinations related
to eye movement to assess early cognitive impairment. Study
of Bylsma has found that frequency of saccadic intrusion of
patients with cognitive impairment may increase due to the
decline of attention and working memory function, which is
negatively correlated with MMSE scores [18]. VisMET,
designed and developed by Haque et al. [19], can assess the
visuospatial memory of healthy aging and mild cognitive
impairment by analyzing the subjects’ gaze points and gaze
duration, so as to realize assessment for MCI.

With the continuous development of modern medicine,
there are more and more types of computerized cognitive
screening systems. Bartoli et al. [20] used Omni robot to
control and move the patient’s arm to complete a test and
analyzed the visuospatial ability of MCI patients through
the recorded trajectory and eye movement data. Never-
theless, this study analyzed many variables and needs long
time to complete, so it is difficult for the elderly. A com-
puterized cognitive screening test developed by Canadian
researchers can screen cognitive impairment through three
cognitive domains: information processing speed, working
memory, and executive function [21], but it takes 10
minutes and lacks scalability for rapid screening of large-
scale populations. Besides, Papp et al. team [22] developed a
long-term episodic memory management and measure-
ment method suitable for those at risk of AD by using image
stimulation from the perspective of episodic memory.
Subjects can detect episodic memory ability through a
mobile application, but it mainly assesses cognitive ability
from the memory dimension, with low efficiency of MCI
early screening and warning.

Consequently, although the existing cognitive screening
information system has many advantages, the screening for
MCI patients still has the following deficiencies:

(1) Systematic screening needs professional doctors. At
present, it is difficult to carry out large-scale com-
munity screening under the current situation of
lacking doctor resources.

(2) +e system test is highly difficult and time is too long,
so it is not suitable for fast primary screening in
large-area home crowd.

(3) +e design of test paradigm is not objective
enough, the degree of standardization is low, and
there is a lack of objective and quantitative as-
sessment indexes.+e early warning effectiveness is
not enough, and it is difficult to meet the needs of
screening.

(4) +ere are still few studies on digital early warning
screening for detecting MCI from the perspective of
visuospatial dysfunction.

See Table 1 for more detailed analysis of deficiencies,
which also shows the research gaps found in previous studies
in the field of MCI early warning.

At the same time, we found that numerous studies assess
early cognitive impairment through eye movement data,
indicating that eye movement test is a relatively simple and
objective assessment and screening tool for MCI at present.

Although detection indexes and forms vary from research to
research, the assessment of eye movement test in these
studies often focuses on test durations, eye drift, and so on.
Based on this, aiming at the shortcomings of MCI early
warning at present, a human-computer interactive digital
early warning paradigm for MCI is designed based on
visuospatial function assessment and dynamic eye move-
ment monitoring. It realizes eye movement dynamic follow-
up and real-time feedback under time sequence and outputs
visual dynamic analysis results in time on the basis of the
concept of scene activation. Concurrently, the fast, accurate,
and digital early warning and screening for MCI high-risk
population based on eye movement objective data analysis is
realized.

3. Methodology

3.1. Semistructured Interview. In order to get more reliable
information, we use semistructured interview to determine
the effective early warning indexes for MCI. +e 20 experts
participating in the interview are composed of neurologists,
interdisciplinary scholars of neurocomputing, and elderly
health management experts, who all have rich experience in
the assessment and diagnosis of MCI in large general
hospitals.

Based on previous literature review [25–28], this paper
formulates an interview outline. By designing the outline of
behavioural event interview, the interviewees are reviewed in
an open-ended manner so as to dig out the indexes related to
MCI early warning. +ree days before the formal interview,
the interview outline was provided for the interviewees for
preparation, so as to improve the effect and quality of the
interview. In addition, before the formal implementation of
the interview, this paper clearly informed the interview
process and the purpose of the obtained data, so as to avoid
the interviewees’ worries. +e outline of the interview is
shown in Table 2.

3.2. Key Technology of Eye Movement Objective Data
Acquisition. +e objective data acquisition of eye movement
is realized by Tobii eye tracker, composed of two eye
movement sensors, dark pupil illumination light sources,
bright pupil illumination light source, and multiple signal
processing chips, whose internal structure is shown in
Figure 1.

Tobii eye tracker uses multiple near-infrared light
sources as reference points for auxiliary analysis. By col-
lecting the reflected light from the pupil and cornea, the eye
tracker analyzes the relative position of eyes and then obtains
the focus of the user’s line of sight. On the basis of multi-
reference point complementary technology, the user’s head
trajectory compensation is realized to ensure the accuracy of
the collected data. Figure 2 shows light source reflection
diagram. +e technology adopted by Tobii eye tracker is an
improved version of the traditional pupil center cornea
reflection (PCCR) eye tracking technology (US patent
us7572008) [29], and the principle is as follows:
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Based on the principle shown in Figure 3, the human-
computer interactive 2.5-minute fast digital early warning
paradigm for MCI studied in this paper is completed on a
computer equipped with eye tracker. Below the computer
display is the eye tracker used in this study. In order to
explain the calculation method more clearly, we define the
position information of the subject’s line of sight on the
display collected by the eye tracker as “gaze sample,” whose
sampling rate studied in this paper is 60Hz, which is about
to collect the subject’s “gaze sample” every 0.0167 seconds.
+e principle of human-computer interactive eye tracking is
shown in Figure 3.

4. Experimental Design

4.1. Experimental Design of Human-Computer Interactive
Fast Digital Early Warning Paradigm for MCI. +e key
technology of early warning proposed in this paper serves
the elderly high-risk groups with cognitive impairment and
is committed to the early warning and screening of MCI in
the home or community scene, which should meet the use
needs of high-risk groups with cognitive impairment. First
of all, designing digital games for elderly users need to be
user-centered, which should be suitable for the knowledge
and understanding of elderly players [30]. +erefore, this

study is based on the principle of human factors engineering,
follows the user-centered design principle, and finally
completes the game design based on the preexperiment of
multiple schemes in the early stage.

+rough the preliminary preexperiment, we found that
most of the elderly in the community have varying degrees of
vision problems, and most of them are right-handed. Hence,
considering the actual situation of users and the reasonable
distance of data measurement, this study uses a 32-inch 4K
ultraclear display screen, equipped with high-performance
miniaturized eye tracker (Tobii eye tracker 5) and Xbox
handle as operating device. +e eye tracker can be installed
under the computer display for eye movement perception
and acquisition. During the experiment, each subject needs
to sit 55 cm away from the device to meet the requirements
of vision and data acquisition.

+e subjects complete the test through operating handle,
which is easy to move and has a round touch. Besides, the
rocker is mainly used in the operation, which is an easier
operation method to master, compared with the keyboard
and mouse. It is simple to use and can enhance the sense of
main control and have a high degree of adaptability to the
aging.

In terms of paradigm design, the interface designed in
this study is mainly black and white, and the object con-
trolled by the subjects is a red ball. +e color contrast be-
tween red ball and the interface is strong, making the target
prominent. As for designing obstacles and eliminating
targets, the subjects are mostly right-handed operation, so
the main obstacles are set on the left side of the interface to
facilitate the subjects to operate in a relatively fixed posture.
Meanwhile, considering that the elderly have obstacles in
understanding that the targets need to be removed from the
paradigm, the four targets in the interface are set to dynamic
3D rotation. See Figure 4 for overall presentation.

+rough the preexperiment of 80 samples in the early
stage, it is found that the total time for most people with
normal cognition to complete the paradigm will not exceed

Table 1: Previous studies and research gap.

Research Method Limitation

P. Maruff, Y. Y Lim, D.
Darby, et al. [23]

Novel method for rapid assessment of cognitive
impairment using high-performance eye tracking

technology To assess by staring at still images, with long time
consumption, not activating the human-computer
interactive scene, lacking dynamic follow-up of eye
movement in real time under time sequence, not

realizing the automatic test function

A. Oyama, S. Takeda, Y. Ito,
T. Nakajima, et al. [24]

+rough the functional assessment from visuospatial
memory ability realizing MCI early warning

R. U. Haque, C. M.
Manzanares, L. N. Brown, et
al. [19]

+rough the assessment from visuospatial learning
ability and memory defect for MCI early warning

E. Bartoli, F. Caso, G.
Magnani, and G. Baud-
Bovy [20].

Using robot to control and move the patient’s arm to
complete a test and analyzing the visuospatial ability
of MCI patients through the recorded trajectory and

eye movement data

+e operation is difficult for the elderly and takes long
time

I. E. Plattner, L. Mbakile-
Mahlanza, S. Marobela, et al
[21]

Screening cognitive impairment through three
cognitive domains: information processing speed,

working memory, and executive function
Long time consumption

R. F. Buckley, K. P. Sparks,
K. V. Papp [7]

Using image stimulation from the perspective of
episodic memory for nonclinical AD

+e main function is to assist in the diagnosis and
judge the progress and severity of AD, and the early

warning efficiency of MCI is low
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2.5 minutes (150 seconds). +us, when designing the par-
adigm, 2.5 minutes will be taken as cut-off point of the
reference paradigm time. Subjects who still fail to complete
the paradigm after 2.5 minutes are considered to have a high
risk of MCI. Figure 5 shows a case of experiment.

+e paradigm we designed consists of three modules:
information entry, white cube elimination, and data feed-
back. In order to ensure that the equipment can accurately
detect the subject’s eyes, the equipment needs to be cali-
brated before the test. +e test rules and the method of
operating the equipment will be orally informed to the
subjects by professionals. In the module of information
entry, the staff can click the start button to conduct the
formal test after entering the subject’s name. In the module
of white cube elimination, subjects need to use the rocker of
the Xbox handle to control the movement of the red ball to
collide and eliminate four white cubes. +e test paradigm is
shown in Figure 6.

After the four white cubes are all eliminated, the subjects
can receive their test durations in the module of data
feedback on the screen. What is more, the eye movement
trajectory will be displayed also. Both the test data are fed
back to the user as soon as the test ends, as shown in Figure 7.

4.2. Experiment Implementation
4.2.1. Data Acquisition and Principle in Test Paradigm.
Based on the summary of relevant literature and semi-
structured expert interviews, we dug out four exploratory
MCI early warning indexes including test durations, lengths
of gaze trajectory, correlation degree, and drift rate. +e
digital paradigm and mathematical analysis technology are
applied to assess the visuospatial function and dynamically
monitor the eye movement, so as to realize the preliminary
screening and early warning for MCI. +is technology is
mainly realized by designing the paradigm scene in which
the subjects control the red ball to eliminate the four white
cubes in the virtual environment through collision. Finally,
the test durations and the dual trajectories graph of gaze and
read ball will be fed back to users. +e framework of key
technology of human-computer interactive fast digital early
warning for MCI is shown in Figure 8.

Moreover, in order to observe and analyze data more
accurately and intuitively, Ecarts is used to visualize the data
in this study. As shown in Figure 9, in the 3D coordinate
diagram, the X axis represents the abscissa of the red ball
movement trajectory and gaze trajectory, the Y axis repre-
sents the ordinate of the red ball movement trajectory and

Table 2: Interview outlines.

Interview outlines
1. What do you think is the goal of MCI early warning?
2. What do you think is the most effective way to assess MCI?
3. Which objective early warning indexes do you think can realize MCI early warning?
4. What do you think are the shortcomings of the current MCI early warning methods?
5. What are your expectations and suggestions for MCI early warning mode in the future?

Dark Pupil Illumination Light Source

Bright Pupil Illumination Light Source

Dark Pupil
Illumination Light

Source

Eye Movement Sensors Multiple Signal Processing Chips

Figure 1: Internal structure of eye tracker.

Light Source 1

Light Source 2
Photosensor

x
r

hθ

a

a

φ′

φ

Figure 2: Light source reflection diagram.
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gaze trajectory, and the Z axis represents the time of the
paradigm. +en, the gaze sample position, red ball position,
and four white cube positions in the paradigm are repre-
sented in the figure with different color labels, respectively.
In the graph, dark red curve represents the red ball
movement trajectory and navy-blue curve represents the
gaze sample trajectory. Purple, yellow, green, and red lines,
respectively, to represent the positions of four white cubes.

Subjects can obtain the visualization results of paradigm
data after the paradigm ends and retain the corresponding
trajectory by checking different labels. 3D dual trajectories
graph from different angels is shown in Figure 10. Non-
technical personnel can make an intuitive comparison by
observing the similarity between the gaze trajectory and the
red ball trajectory and then get a general judgment, while
professional data analysis needs further calculation.

4.2.2. Definition and Quantitative Analysis of Key Indexes in
Test Paradigm. Based on the previous literature review and
semistructured interviews, this study identified four key
indexes including test durations, lengths of gaze trajectory,
correlation degree, and drift rate. In this paradigm, the total
time is T(s), the sampling time of the gaze samples and the
position of the red ball in T is I, the time point of single
sampling is ti, the single gaze sample position is Gazei, and
the single position of red ball is Balli (0< i≤ I, i ∈ N∗).

LGaze means length of gaze trajectory in this paradigm,
which is the total length of the gaze sample trajectory. +e
calculation method is as follows:

Make di the distance between two adjacent gaze samples:

di �

��������������������������������

XGazei+1
− XGazei

 
2

+ YGazei+1
− YGazei

 
2



1≤ i≤ I − 1, i ∈ N
∗

( 

(2)

where XGazei+1
refers to the abscissa of the gaze point at the

i+ 1th sampling, and XGazei
refers to the abscissa of the gaze

sample at the ith sampling; YGazei+1
refers to the ordinate of

the gaze sample at the i+ 1th sampling, and YGazei refers to
the ordinate of the gaze sample at the ith sampling.

Lengths of gaze trajectory LGaze can be obtained:

LGaze � 
i�I−1

i�1
di. (3)

In this paradigm, the correlation degree is used to de-
scribe the similarity between the red ball trajectory and the
gaze trajectory. +e algorithm of the correlation degree is
based on the correlation coefficient, which is the quantity of
the linear correlation degree between the research variables.
+e formula is as follows:

corr(a, b) �
cov(a, b)

�������������
var[a] × var[b]

 . (4)

cov(a, b) is the covariance between a and b, var[a] is the
variance of a, and var[b] is the variance of B.

Because the red ball trajectory (the red ball coordinate
position sequence, Ball) and the gaze trajectory (the gaze
coordinate position sequence, Gaze) are not simple one-
dimensional random variable data, the abscissa and ordi-
nate of the two sequences are separated to form the cor-
responding sequence separately. XBall is the red ball abscissa
sequence, YBall is the red ball ordinate sequence, XGaze is the
abscissa sequence of gaze samples, and YGaze is the ordinate
sequence of gaze samples. At this time, correlation degree of
XBall an d XGaze, that is, Xcorr, and correlation degree of
YBall an d YGaze, that is, Ycorr, can be calculated,
respectively.

Finally, the correlation degree is obtained:

Eye Tracker

Human-computer
Interactive Real-time
Feedback of Eye
Movement Trajectory

Eye Movement
Real-time CaptureGame

Handle 

Human-computer
Interactive Real-time
Feedback of Eye
Movement Trajectory

Eye Movement
Real-time Capture

Game Handle

Figure 3: +e principle of human-computer interactive eye tracking.
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corr �
Xcorr + Ycorr

2
. (5)

In this study, Ecarts is used to visualize the test results of
MCI early warning paradigm, and the 3D dual trajectories
graph of the gaze trajectory and red ball trajectory of the
subjects is formed. +e experimental legend shows that the
trajectory of some subjects shows the sharp angle of gaze
trajectory and is far away from the red ball trajectory, which
is unreasonable, because the goal of the paradigm designed
in this paper is to let the subjects control the red ball to
eliminate the white cubes. At the same time, when setting the
numerical range, this test allows a certain limit of line-of-
sight offset caused by vision, sitting position, and instrument

error. +erefore, if the distance between the subject’s gaze
sample and the red ball position exceeds a certain range at
the same time, it is regarded as eye drift.

In this study, the project team explored the value of eye
drift threshold between 100 px and 1000 px and took every
50 px as the standard interval, with a total of 21 methods.+e
Apriori algorithm is used to analyze the correlation between
the subjects’ gaze sample data under different values and the
subjects’ final judgment results. +e results show that the
confidence is the highest at the thresholds of 400 px, 450 px,
and 500 px, all reaching 0.89. Furthermore, the project team
conducted logistic regression analysis on the three groups of
data with the highest confidence. It was found that the
prediction effect was the best at the threshold of 450 px.

(a)

(b)
(c)

Figure 4: Overall presentation. (a) Paradigm interface of red ball. (b) Eye tracker. (c) Handle.

(a) (b)

Figure 5: A case of experiment. (a) +e scene of the test starting. (b) +e scene of the test going to end.
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Drift rate is calculated as follows:
In formula (6), LGaze−Balli

is the length between the gaze
sample and the position of the red ball at the ith sampling.

LGaze−Balli
�

�����������������������������

XGazei
− XBalli

 
2

+ YGazei
− YBalli

 
2



(6)

Formula (6) is a function to judge whether the gaze drifts
away. In formula (7), D is the number of distances beyond
450(px) between the red ball and the gaze sample in all
samples. +at is, LGaze−Ball ≥ 450(px).

f LGaze−Balli
  �

1 LGaze−Balli
≥ 450(px)

0 LGaze−Balli
< 450(px)

⎧⎨

⎩ i≤ I, i ∈ N
∗

( , (7)

D � 
i�I

i�1
f LGaze−Balli

  0< i≤ I, i ∈ N
∗

(  (8)

Finally, drift rate is obtained:

Drift Rate �
D

I
× 100% (9)

4.2.3. Participants. MCI patients and the normal cognitive
aged in a medical institution in Hangzhou were taken as the
research objects; the human-computer interactive 2.5-
minute fast digital early warning paradigm test for MCI was
carried out. As four early warning indexes of MCI fast digital
early warning, test durations, lengths of gaze trajectory,
correlation degree, and drift rate were recorded.

Inclusion criteria of MCI group are as follows: (1) at the
age of 70–90 years; (2) with a clear clinical MCI diagnosis;
(3) able to complete the test independently. Inclusion
criteria of normal cognitive group are as follows: (1)

The Gaze Trajectory   

The Gaze Trajectory  The Gaze Trajectory   

The Gaze Trajectory   

Figure 6: Test paradigm for the purpose of eliminating cubes.

Test Durations: 38.85 s

Fixation Quality: 99%

(b)

(a)

Figure 7: Data feedback. (a) Test durations. (b) Gaze trajectory and ball trajectory.
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cognitive impairment being excluded clinically; (2) with a
clear clinical MCI diagnosis; (3) able to complete the test
independently;

See Table 3 for exclusion criteria.

4.2.4. Rationality Test of Key Indexes for MCI Early
Warning. SPSS 26.0 statistical software is used for data
processing. +e measurement data conforming to the
normal distribution is represented by x ± s and data be-
tween two groups are analyzed by independent sample t-test.
+e measurement data not conforming to the normal dis-
tribution are represented by the M (quartile) and data be-
tween two groups are analyzed by nonparametric test.
Compare the characteristics of test durations, lengths of gaze
trajectory, correlation degree, and drift between MCI group
and normal cognitive group (p< 0.05). +e prediction
performance for MCI of each index is analyzed by ROC
curve and AUC.

5. Results

5.1. Results of Semistructured Interview. +is study sum-
marizes the interview results, as the following shows.

(1) +e important goal of constructing MCI early
warning paradigm is to detect and screen MCI
quickly and effectively, so as to reduce the conversion
rate of MCI to AD and reduce the burden on families
and society.

(2) Eye movement examination is an effective way to
detect and assess MCI.

(3) +e objective early warning indexes for MCI mainly
include test duration, lengths of gaze trajectory,
correlation degree, and drift rate.

(4) +e deficiency of current MCI early warning tech-
nology is the lack of objective dynamic assessment
index and fast assessment mode.

(5) It is expected to build a new fast digital early warning
model for MCI in the future.

Figure 11 shows indexes and coefficient with high fre-
quency based on semistructured interview.

5.2. Results of the Experiment

5.2.1. Participants Characteristics. A total of 36 subjects
were collected in this experiment, and 4 cases were excluded
due to cataract, stroke, and depression. A total of 32 subjects
meeting the above criteria were included, including 16
patients with MCI and 16 normal cognitive aged. +ere was
no significant difference in sex ratio (p � 0.373), age
(p � 0.064), and education level (p � 0.175) between the two
groups, which eliminated the effect of age, gender, and
education level on the follow-up test results. See Table 4 for
statistical analysis results.

5.2.2. Comparison of Dree Indexes between MCI Group and
NC Group. In order to further determine whether the in-
dexes of key technology of human-computer interactive fast
digital early warning between MCI group and NC group is
discriminative, this paper statistically analyzed the test
durations, lengths of gaze trajectory, correlation degree, and
drift rate between two groups. +e results are shown in
Table 5.

Test durations (s) of MCI group are 50.44 (85.89) and
those of NC group are 43.39 (42.22). +ere is no significant
difference in test durations between the two groups
(p � 0.407). Lengths of gaze trajectory (pixels) in MCI group
are 11562.63 (9539.73), and those in NC group are 10474.51
(6638.62).+ere is no significant difference in the distribution
of lengths of gaze trajectory between the two groups
(p � 0.274). Correlation degrees of MCI group are 0.74± 0.19,
and those of NC group are 0.87± 0.08. +ere is significant
difference in correlation degrees between the two groups
(p � 0.001). Drift rate of MCI group is 0.28 (0.27), and that of
NC group is 0.16 (0.18). +ere is significant difference in drift
rate between the two groups (p � 0.019). +e measured values
of correlation degree inMCI group are slightly lower than that
of NC group and drift rate ofMCI group is greater than that of

Data Acquisition

Test Durations

Lengths of GazeTrajectory 

Drift Rate

Developers

Key Technology for MCI

Correlation Degree

Testee

Developers

Visual Data Analysis

Figure 8: Key technology of human-computer interactive fast digital early warning for MCI.
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NC group, and the data between the two groups are statis-
tically significant.

Figure 12 is drawn by Graphpad Prism 9.0, showing the
general distribution of data between the two groups.

5.2.3. Assessment Results of Key Indexes Screening Rate Based
on ROC Curve. +e prediction performances for MCI early
warning of the two indexes (correlation degree and drift
rate) in human-computer interactive 2.5-minute fast digital
early warning test for MCI are determined using a ROC
analysis. An area under the ROC curve (AUC) is used as an
index of prediction performance for discriminating MCI
from normal cognitive aged.

Firstly, we explored the ROC curve and the area under
the ROC curve (AUC) for MCI early warning of correlation

degree and drift rate, respectively. As shown in Figure 13,
AUC of correlation degree is 0.809, and AUC of drift rate is
0.742.

In order to further improve the prediction performance
for MCI early warning, we paired the two indexes with
discriminative significance (correlation degree and drift
rate) and operated the ROC curve analysis. As shown in
Figure 14, AUC of combining correlation degree and drift
rate is 0.824.

6. Discussion

Firstly, based on the key technology of human-computer
interactive 2.5-minute fast digital early warning, this paper
explores the early warning performance of the four indexes
of test durations, lengths of gaze trajectory, correlation
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Figure 9: A case of 3D dual trajectories graph.
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degree, and drift rate for MCI through the small sample test
of 32 subjects aged 70–90. In the preexperiment, we found
that the maximum test durations of the normal cognitive
population (including the elderly with unskilled operation)
in the human-computer interactive early warning paradigm
in this paper are 1 minute and 50 seconds. In order to
prevent special situations, we have extended it by 40 seconds
(for avoiding some special minor situations during the test,
so the elderly with the test durations more than 2.5 minutes
can end the test and directly determine being at the risk of
MCI. After the experiment, it is found that there is no
significant difference in test durations and lengths of gaze
trajectory between MCI and NC (p> 0.05), and there are
significant differences in correlation degree and drift rate
between the two groups (p< 0.05). +e results confirm that
the human-computer interactive 2.5-minute fast digital early
warning paradigm for MCI designed in this paper is not
related to test durations in people with normal cognition and
early MCI, if test durations are less than 2.5 minutes, which
breaks our view that the longer the test durations are, the
more serious the MCI condition is (even when the test
duration of MCI patients is less than that of people with
normal cognition). Nevertheless, the two MCI early warning
indexes, correlation degree and drift rate, still show good
early warning effectiveness. Hence, within 2.5 minutes of the
early warning prediction paradigm, some normal cognitive
aged will increase the test durations due to their unskilled

operation of electronic devices, but the increase will not
affect the two key MCI early warning indexes: correlation
degree and drift rate.

Secondly, we analyze the early warning performance of
correlation degree and drift rate for MCI, respectively. In the
analysis of early warning performance of the single index for
MCI, the AUC of correlation degree is 0.809; the AUC of
drift rate is 0.742, which is consistent with the research
conclusion [31] that saccadic intrusions greatly increase in
eye movement dynamic examination in patients with im-
paired cognition. Based on the above results, we can con-
clude that, under the mode of early warning performance of
the single index, the prediction effectiveness of correlation
degree is slightly higher than that of drift rate.+us, the early
warning effectiveness of correlation degree is better.

Subsequently, we further explored the ROC curve of
MCI early warning after the combination of correlation
degree and drift rate. AUC of combining correlation degree
and drift rate is 0824, which is higher than AUC of cor-
relation degree (0.809) and AUC of drift rate (0.742), in-
dicating the MCI prediction performance of combining
correlation degree and drift rate is higher than that of single
index in the experiment.

Next, in order to further explore the prediction per-
formance of MCI early warning indexes, two indexes
(correlation degree and drift rate) with discriminative sig-
nificance and two key indexes (test durations and lengths of
gaze trajectory) are combined for joint early warning
analysis. Although there is no significant difference in the
distribution of test durations and lengths of gaze trajectory
between the two groups in part 5.2.2, the experiment results
show that the area under the ROC curve (AUC) is improved
when the two key indexes are combined with two indexes
with discriminative significance as shown in Figure 15. +e
area under the ROC curve of combining test durations,
lengths of gaze trajectory, correlation degree, and drift rate
for MCI early warning and prediction is up to 0.895, which is
higher than the early warning effect of the combined use of
the two digital biomarkers. +e occurrence of these situa-
tions may be related to the small sample size of this paper.
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Figure 10: 3D dual trajectories graph from different angels. (a), (b), (c) 3D dual trajectories graph from different angels.

Table 3: Exclusion criteria.

Serial number Item
1 Tumour
2 Uncontrollable diabetes
3 Brain trauma
4 History of drug abuse
5 Known learning disabilities
7 Apoplexy
8 Serious medical diseases
9 Depression
10 Nonprimary cognitive impairment
11 Significant visual impairment
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In conclusion, the key technology of human-computer
interactive 2.5-minute fast digital early warning for MCI
proposed in this paper (1) realizes the collection of eye
movement objective data through eye tracker and achieves
the extraction and analysis of eye movement data by using
the objective assessment key technology, which overcomes
the lack of objective assessment data of screening scales in

common use. (2) And by assessing visuospatial function
which is an early sensitivity assessment dimension for MCI,
it makes up for the defects of low sensitivity and screening
rate of screening scales for MCI. Besides, (3) based on the
dynamic automatic paradigm scene combined with human-
computer interaction, it overcomes the shortcomings of long
time consumption and requiring professionals to assess
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Figure 11: Indexes and coefficient with high frequency base on semistructured interview.

Table 4: Participant characteristics between MCI group and normal cognitive (NC) group.

Items Classification Total population MCI group NC group p value

Gender (n, %) Male 6 (18.75%) 2 (33.33%) 4 (66.67%) 0.373
Female 26 (81.25%) 14 (53.85%) 12 (46.15%)

Age (years) 84.50 (7.00) 86.00 (3.00) 83.00 (10.75) 0.064
Educational level (years) 12.00(6.75 12.00 (6.00) 9.00 (9.75) 0.175

Table 5: Comparison of three indexes between MCI group and NC group.

Group
Test durations Lengths of gaze trajectory Correlation degree Drift rate

M (quartile) p value M (quartile) p value Mean± SD p value M (quartile) p value
MCI group 50.44 (85.89) 0.407 11562.63 (9539.73) 0.274 0.74± 0.19 0.01 0.28 (0.27) 0.019NC group 43.39 (42.22) 10474.51 (6638.62) 0.87± 0.08 0.16 (0.18)
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Figure 12: Comparison of indexes betweenMCI and NC. (a) Distribution of test durations. (b) Distribution of lengths of gaze trajectory. (c)
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screening scales and previously developed computer sys-
tems, which makes it easier for subjects to obtain an acti-
vated test experience in the test. Early warning in the elderly
population through experimental verification realizes the
fast and high-preciseMCI screening and early warning in 2.5
minutes among the elderly population and constructs a new
model for MCI early warning based on “correlation degree”
and “drift rate.”

+ere are three shortcomings of this paper. (1) +e
subjects of this study are in the age range of 70–90 years, who
are generally older. It is found that the sensitivity is low when
carrying out the human-computer interaction paradigm for
some people under the age of 60.+erefore, in the later stage,
we will develop grouping devices of different ages to au-
tomatically adjust the early warning sensitivity according to
different ages. (2) In this paper, the subjects only cover MCI
and normal cognitive aged, not including AD population.
(3) +e total sample size of this experiment is limited, and
further experiments need to be carried out to expand the

universality of the research results. Future research will
explore the utility of this technology in the mild cognitive
impairment, and AD population of different ages and es-
tablish free MCI human-computer interactive early warning
program and public case database for all researchers in
https://brainhealth.zcmu.edu.cn/en/mciew.

Data Availability

+e datasets used in the experiments and discussed in the
paper are available from the corresponding author on
reasonable request.

Ethical Approval

+e present study was approved by Medical Ethics Com-
mittee of Zhejiang Chinese Medical University (Approval
no. 20210806–1).
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Figure 13: ROC curve of single index for MCI early warning. (a) ROC of correlation degree. (b) ROC of drift rate.
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Figure 14: ROC curve of joint indexes for MCI early warning.
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(e era people live in is the era of big data, and massive data carry a large amount of information.(is study aims to analyze RFID
data based on big data and clustering algorithms. In this study, a RFID data extraction technology based on joint Kalman filter
fusion is proposed. In the system, the proposed data extraction technology can effectively read RFID tags. (e data are recorded,
and the KM-KL clustering algorithm is proposed for RFID data, which combines the advantages of the K-means algorithm. (e
improved KM-KL clustering algorithm can effectively analyze and evaluate RFID data. (e experimental results of this study
prove that the recognition error rate of the RFID data extraction technology based on the joint Kalman filter fusion is only 2.7%.
(e improved KM-KL clustering algorithm also has better performance than the traditional algorithm.

1. Introduction

Since human society entered the information age, information
technology-related industries have rapidly developed, driving
changes in many fields such as computers, communications,
and data storage. With the advent of this change, the main
content of people’s daily work has gradually changed to the
processing of various data information. With the support of
software and hardware technology, a huge amount of data in
various forms has become an important part of people’s lives.
However, these massive data information often have no
obvious structural characteristics at first glance, and tradi-
tionalmethods and ideas are difficult to achieve the purpose of
fully understanding and understanding them. Coupled with
the huge amount of data and rich types of data, traditional
statistical methods cannot fully extract effective information,
and it becomes more difficult to obtain valuable information
in the data. On top of this predicament, data mining tech-
nology has received extensive attention. With the help of data
mining technology, people can extract originally hidden,
unknown, and valuable information from a large amount of
disorganized data. By using it in other fields, the value of
information has been fully reflected. Data mining technology
is a multidisciplinary field technology, which has rapidly

developed under the huge demand for information data
processing technology in the past ten years.

(is study mainly analyzes the reasonable solution to the
problem of time and space requirements and tries to propose
an effective clustering scheme for RFID data. Compared
with previous studies, this study mainly has the following
two innovations: (1) based on big data technology, the RFID
data extraction technology has been improved, and the RFID
data extraction technology based on joint Kalman filter
fusion is proposed. (2) An improved KM-KL clustering
algorithm is proposed.

1.1. RelatedWork. RFID technology is one of the important
technologies of the internet of things and big data. It realizes
the transmission between things, and a large amount of data
is generated during the transmission process. (ere are
many research studies at home and abroad. Wang and Jiang
proposed an OCT prediction method utilizing a combina-
tion of order and real-time shop floor RFID data. It uses
accurate RFID data to describe the real-time load situation
of the job shop and tries to mine the mapping relationship
between RFID data and OCT from historical data [1].
Fazzinga et al. investigated a method for interpreting RFID
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data in the context of object tracking. It consists of con-
verting readings generated by RFID-tracked moving objects
into semantic locations on a map by exploiting some in-
tegrity constraints [2]. Martinus et al. created a system for
supermarket shopping research that enables people to scan
items themselves and quickly pay.(ey focus on using RFID
technology in the system [3]. Microcontrolled devices were
studied by Novikov et al., and their aim was to develop a
personal portable effective dose dosimeter with an RFID
data channel without built-in power supply [4]. In the
process of analysis, cluster analysis is often used for massive
RFID data. Yunoh et al. focused on the analysis of fatigue
strain signals based on clustering and classificationmethods.
(ey grouped the feature extraction using the K-means
clustering method to obtain the appropriate number of
datasets. (e classification process is performed by using an
artificial neural network (ANN) for optimal pattern rec-
ognition. Experiments show that their algorithm is about
92% accurate [5]. Wang et al. predict natural disasters by
modeling meteorological disasters. (ey clustered natural
disasters through the detention analysis method, summa-
rized the characteristics of each weather system, and
designed disaster control projects based on this. (eir ex-
periments show that control engineering has a high cen-
trality with the occurrence of disasters, and engineering
implementation can reduce disasters [6]. Chen used
MATLAB software to perform statistical analysis and cluster
analysis on the daily PM_(2.5) concentrations observed in
Shanghai in 2014. (e results show that the PM_(2.5)
concentration in spring and winter is higher than that in
summer and autumn, and the annual distribution of
PM_(2.5) concentration is U-shaped [7]. Balik et al. com-
pared health indicators and health expenditures in 28 Eu-
ropean Union (EU) countries, 6 EU candidate countries,
and 3 European Free Trade Association (EFTA) countries
using a cluster analysis method. As a result of the cluster
analysis, the countries were divided into 3 clusters, the first
cluster including Turkey had the lowest average per capita
public, private, and out-of-pocket health expenditure of the
three clusters [8]. It can be easily seen from the related
research that the research on RFID technology is more on its
application level than on data analysis, so the cluster analysis
for RFID data is rarely studied.

2. RFID Technology

Wireless identification technology, also known as radio-
frequency identification technology, is often referred to as
RFID (radio-frequency identification) technology. (is
communication technology originated from the identifi-
cation application of British fighter jets during World War
II and has been commercialized since the 1960s. In par-
ticular, the promotion and application of the US Food and
Drug Administration (FDA) and Walmart supermarkets,
such as real-time detection of fresh commodities in su-
permarkets, intelligent price tag system, inventory control
system, and intelligent shopping cart, have greatly ex-
panded the application market of RFID technology in the
world [9, 10].

(e RFID system is generally composed of three parts:
reader (Reader), electronic label (Tag), and application
software. (e tag can be divided into two parts: an antenna
and a special chip, and the chip is attached with a unique
identification code, indicating the basic information at-
tached to the object. (e principle is that the reader
transmits the emitted radio-frequency signal to the elec-
tronic tag by means of electromagnetic or inductive cou-
pling, so as to drive the electronic tag circuit to transmit its
internal data to the reader. (e reader accepts and interprets
the relevant data in sequence and uses the software system
for relevant processing [11]. Radio-frequency identification
has the characteristics of noncontact, not affected by envi-
ronmental factors, a large amount of stored information,
readable and writable, fast recognition speed, long recog-
nition distance, and anticollision function. It can process
multiple radio-frequency cards at the same time, and the two
identification methods of RFID are shown in Figure 1:

(e peculiar way in which RFID devices acquire data
leads to serious uncertainty in their data [12, 13]. (ere are
three main reasons for the uncertainty of RFID data, namely,
missing reading, overreading, and dirty data. Compared
with the three, multireading and dirty data phenomena are
more contingent and less likely to occur. (e phenomenon
of missing reading is relatively common, which is the main
factor leading to the uncertainty of RFID data.

2.1. #e Principle of Antong Data Collection. Because RFID
technology has the advantages of fast and real time, it also
has extensive analysis in the field of its data collection. (e
RFID data acquisition system generally includes three parts:
the target with the electrical label, the RFID base station, and
the information center. (e system composition is shown in
Figure 2:

Based on the working principle of RFID technology, the
RFID data acquisition system performs radio-frequency
identification on the target equipped with electronic tags and
transmits the identification data to the traffic information
center. Its working principle is as follows: (1) the system
enters the acquisition state from the dormant state and (2)
determines whether to stop the acquisition by judging the
stop flag bit of reading the radio-frequency tag. If there is no
stop command, the system starts to read the target infor-
mation. (3) (e RFID base station judges whether a tag
enters the radio-frequency field through radio-frequency
technology. (4) After sending the request, the mark is se-
lected to confirm whether to detect the specific target. (5)
After the verification is passed, the resident writer starts to
read the tag carried by the target and returns and transmits
the read response data to the information center after the
operation is successful. (e workflow of the RFID data
acquisition system is shown in Figure 3:

2.2. Joint Kalman Filter Fusion of RFID Technology and Coil
Technology. For the fusion methods of multisensor infor-
mation of the same detection section, the fusion methods
suitable for dynamic traffic parameters mainly include joint

2 Computational Intelligence and Neuroscience
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filter fusion, centralized filter fusion, and neural network-
based fusion methods.

(e basic structure of the joint Kalman filter adopts the
method of two-stage processing of data and scattered fil-
tering. (e combined filter consists of the main filter and
several subfilters.

(e structure diagram of the joint Kalman filtering al-
gorithm used in this study is shown in Figure 4:

In the structure of the joint Kalman filter in Figure 4,
the subfilter first performs independent filtering, trans-
mits the filtering result to the main filter, and at the same
time completes the optimal fusion of the collected
information.

Among them, the state formula and measurement for-
mula of the filter are equations (1) and (2), respectively:

Xi(k) � Φ(k, k − 1) · Xi(k − 1) + Wi(k − 1), (1)

Yi(k) � Hi(k) · Xi(k) + Vi(k). (2)

where Wi(k − 1) is the noise of the dynamic model, and its
covariance is Qi(k − 1). Vi(k) is the observation noise, and
its covariance is Ri(k). Since the traffic volume collected by
the coil sensor is slightly smaller than the actual value, this
study improves the joint Kalman filter. In this study, a sensor
with a known acquisition error is selected as the reference

information Center

base station

RFID data acquisition system

Target with electronic tag

Figure 2: Composition of RFID traffic data collection system.

inductive coupling

electronic tag

electronic tag

electromagnetic coupling

electronic tag

Figure 1: RFID (radio-frequency identification) technology.
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sensor, and the method of the first comparison and then
fusion is adopted. Its filtering formula is shown in equations
(3) and (4):

Xi(k + 1) � Φ(k + 1, k) · Xi(k), (3)

pi(k + 1, k) � Φ(k + 1, k)Pi(k)ΦT
(k + 1, k) + Qi(k). (4)

(e main filter does not perform filtering but directly
performs data fusion. (e fusion method is shown in
equations (5) and (6):

Xg � Pg 

n,m

i�1
P

−1
i Xi

⎛⎝ ⎞⎠, (5)

Pg � 

n,m

i�1
P

−1
i

⎛⎝ ⎞⎠

− 1

; i � 1, 2. (6)

When the main filter is fused, it feeds back information
to the subfilters according to the fusion result, where the
feedback factors are shown in equations (7) and (8):

βi � p
−1
1 + p

−1
2 

− 1
· p

−1
i , (7)

p
−1
i (k) � βi · p

−1
g (k). (8)

When the condition of Q1<Q2 is not satisfied, it can be
seen from equations (5) to (7) that β1 + β1 � 1.
Xg � β1X1 + β2X2, that is, the fusion result Xg will take a
value between X1 and X2, and change between the two
values as the feedback factor changes. At the same time, the
subfilters are fed back according to the fusion result, and the
information is redistributed to improve the fusion accuracy.

Compared with the centralized Kalman filter and arti-
ficial neural network, the joint Kalman filter has the ad-
vantages of flexible design, a simple algorithm, better fault
tolerance, and more suitable for real-time systems.

In this study, the data Q1 collected by RFID technology
and the data Q2 collected by the coil sensor are directly
combined with Kalman filtering (hereinafter referred to as
general fusion). At the same time, it compares the size of Q1
and Q2 and then fuses them according to the fusion method
(hereinafter referred to as improved fusion), as shown in
Figure 5.

As can be seen from Figure 5, when the traffic volume
collected by the RFID technology and the coil sensor is
smaller than the actual value, the fusion effect is poor. When
the traffic volume collected by RFID technology is smaller
than that of the coil sensor, the traffic volume collected by
the coil sensor is directly taken as the fusion value. (e
fusion curve coincides with the traffic volume change curve
collected by the coil sensor, which significantly improves the
accuracy of the fusion result.

It can be seen from Table 1 that in dataset 1, the error of
the improved fusion is the same as that of the general fusion,
so the improved fusion method in this study has certain
applicable conditions. (at is, when the traffic volume
collected by RFID technology is smaller than the traffic
volume collected by the known small sensor or larger than
the traffic volume collected by the known large sensor, the
improved fusion proposed in this study produces better
results. From dataset 2 and dataset 3, it can be seen that the
relative error is significantly reduced by using the improved
method in this study for fusion.

Y

N

Y

N

N

Y

system
initialization

Determine the stop bit of the RFID
tag command

Determine whether the target
enters the radio frequency range

send request

Select the target label for
acquisition

Verified

Tag carried by the
target

Successful operation

Return the collected RFID
data

Figure 3: RFID traffic data collection system operation process.
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3. Analysis and Result

3.1. Cluster Analysis. Pattern recognition is to study the
automatic processing and interpretation of patterns
through the use of mathematical techniques by com-
puters, and the environment and objects are collectively
referred to as “patterns.” With the development of
computer technology, it is possible for human beings to
study the complex information processing process. An
important form of the process is the recognition of the
environment and objects by the living body. In the field of
pattern recognition and statistical analysis, cluster anal-
ysis has always been the focus and research direction of the
academic community. So far, a large number of theories
and methods have been proposed, and remarkable

research results have been achieved. After a long period of
research and development, clustering analysis can be
divided as follows [14, 15]:

3.1.1. Partition-Based Approach. (e typical algorithm is the
K-means algorithm and its characteristics are summarized in
Table 1, so it will not be repeated here.

3.1.2. Hierarchical Approach. Hierarchical clustering
methods use top-down splitting or bottom-up agglomera-
tion to represent datasets in a hierarchical tree structure.
Each object is first treated as a separate cluster, and these
clusters are merged into larger and larger clusters until a

output result

time update

optimal fusion

main filter

feedback

Subfilter 1

Subfilter 2

Sensor 1

Sensor 2

Subfilter nSensor n

public reference
system

Figure 4: Structure diagram of joint Kalman filter.
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Figure 5: Traffic fusion results of the joint Kalman filter algorithm.

Table 1: Comparison of average relative errors (unit: %).

Data Traditional RFID technology Coil sensor General fusion Improve fusion
1 8.52 6.27 0.97 0.97
2 10.04 4.93 7.23 4.6
3 9.56 5.78 5.72 2.74
Average 9.37 5.66 4.64 2.77

Computational Intelligence and Neuroscience 5



RE
TR
AC
TE
D

given end condition is met. (is clustering method is a
bottom-up agglomerative clustering method. Divisive hi-
erarchical clustering is just the opposite, where all objects are
first grouped into one large cluster. (en, it is gradually
divided into smaller and smaller clusters according to the
similarity, until the end condition is satisfied.

3.1.3. Density-Based Methods. Density-based methods are
divided into different clusters according to different ag-
gregation densities in data object sets, and clusters with
similar densities are divided into one cluster. However, its
calculation is large, usually is O(n2). In addition, based on
the density, the setting of parameters has a great influence on
the performance of the algorithm, and there is no good
solution at present, which mainly depends on the user’s
experience to select parameters.

3.1.4. Grid-Based Approach. Grid-based clustering method
divides the data space into a certain number of ultra-
rectangular grid cells according to the partition parameters,
maps the data objects to the corresponding grid cells, and
then merges the adjacent grid cells into a connected region,
that is, a cluster. Grid-based clustering method has good
scalability for the size of datasets, can handle large-scale
datasets, and can find clusters with arbitrary shapes. Grid-
based clustering method is usually combined with the
density-based clustering method [16].

3.1.5. Model-Based Approach. (e model-based clustering
method is to use a specific model for cluster analysis and try
to optimize the fit between the actual data and the model.
Neural network-based clustering methods and statistical
learning-based clustering methods are two types of model-
based clustering methods. Among the neural network
models commonly used in cluster analysis are the self-or-
ganizing map (SOM) model [17], the adaptive resonance
theory model [18], and the learning vector quantization
(LVQ) model. (e EM clustering algorithm based on the
Gaussian mixture model is a typical clustering method based
on statistical learning [19].

3.1.6. Fuzzy Clustering Method. (e clustering method
described above can be regarded as hard clustering. Different
from hard clustering, fuzzy clustering is a soft clustering
method. Fuzzy C-means clustering algorithm [20] is a
popular fuzzy clustering algorithm at present, which
transforms the clustering problem into an optimization
problem and uses an iterative method to solve it. It has a
simple design, good clustering performance, and wide ap-
plication. However, the algorithm is sensitive to the initial
conditions, easily falls into local optimum, requires a large
amount of computation, and has a low resolution for objects
in the overlapping area of class boundaries.

Table 2 summarizes the clustering methods commonly
used at present, and the advantages and disadvantages of each
method, in which NCA means to determine the number of
classes sensitive to initial values and outliers in advance.

3.2. Partition-Based Clustering Algorithm—KM-KL
Algorithm

3.2.1. #e Basic Concept of KM-KL Algorithm. In the tra-
ditional partition-based clustering algorithm, the set of
uncertain objects is divided into given K clusters according
to their mutual distances. (e KM-KL algorithm in this
study follows the idea of the traditional partition-based
clustering algorithm and divides the uncertain dataset O
containing n uncertain objects into k clusters. (ey are
denoted as C1,L, Ck, respectively, use the symbol Ci as the
center point of each cluster, and use the center point to
represent the cluster Ci. In the partition-based clustering
algorithm, the following properties are included as follows:

(1) All clusters belong to the uncertain dataset, that is
Ci⊆O(1≤ i≤ k).

(2) Each cluster contains at least one data record, that is
Ci ≠φ.

(3) Each data record belongs to one cluster and belongs
to only one cluster, that is, when equation (9) is
satisfied, equation (10) can be satisfied:

U
k
i�1Ci � O, i≠ j, (9)

Ci ∩Cj � φ. (10)

On the basis of traditional partition-based clustering, the
KM-KL algorithm in this study uses KL divergence as a
similarity measure.

(e algorithm divides uncertain objects into k clusters
and selects an optimal cluster center point for each cluster to
minimize the sum of the overall KL divergence. In the
clustering algorithm, in the division formed by a clustering
process, the sum of the KL divergence among all objects is
shown in the following:

TKL � 
k

i�1


p∈Ci

D PCi( . (11)

(is formula is used to measure the quality of the
clustering. (e larger the TKL value, the worse the quality of
this clustering is, and the smaller the TKL value is, the better
the quality of this clustering is. In equation (11), D(PCi)

represents the KL distance from the object P to the cluster
center point Ci, which is used to assign the object to each
cluster.


p∈Ci

D PCi( .
(12)

Formula (12) represents the sum of the KL distances
from each object P in the cluster Ci to the cluster center point
Ci, according to which the structure of the cluster Ci can be
adjusted.

3.2.2. KM-KL Algorithm Description. (eKM-KL algorithm
in this study is an extension of the K-medoids algorithm
using KL divergence as a similarity measure. (is algorithm
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clusters uncertain data on probabilistic similarity [11–22].
(e algorithm is divided into two parts, the initial clustering
division stage and the center replacement stage.

(1) Initializing the clustering stage. In the initial clustering
and division stage, the algorithm selects k cluster center
points one by one to initialize the clustering and division of
other objects. (e first center point C1 selects the object with
the smallest sum of KL divergence of other objects in the
uncertain object set O, that is, formula:

C1 � argmin 

P′∈O

D P′P( ⎛⎝ ⎞⎠, (13)

(e remaining k− 1 center points are iteratively selected.
At the i-th iteration, the algorithm selects the object Ci that
minimizes TKL. When it is calculated that P′ will be allo-
cated to the cluster with P as the new cluster center point, the
contribution of this allocation to reducing TKL is shown in
the following:

max 0,mini−1
j�1 D P′Cj  − D P′Cj    (14)

From formula (14), it can be calculated the sum of the
reduction in TKL by the division of all unselected objects in
this round, which is expressed as DEC(P). In the KM-KL
algorithm, the center point selected by the i-th iteration is
the object with the largest DEC(P), that is, formula:

Ci � argmax
P∈O C1 ,...,Ci−1{ }

(DEC(P)).
(15)

(is ensures that the initial cluster center point selected
at each time is optimal, because this selection can minimize
the dissimilarity between clusters. (e initial clustering
division phase ends when all k cluster center points are
selected and then enters the second phase of the algorithm,
the center replacement phase.

(2) Center replacement stage. In the center replacement
stage, the algorithm iteratively replaces the cluster center
points with all noncenter points in the cluster and selects the
optimal cluster center point to improve the clustering
quality. Every time redistribution occurs, it records the TKL
reduction value after redistribution and selects the object
with the largest value as the new cluster center, as shown in
the following:

Pmax � argmax
P∈O C1 ,...,Ci−1{ }

(DEC(P)).
(16)

At this time, if it is DEC(Pmax), it means that this round
of exchange improves the clustering effect. Otherwise, the
algorithm ends and the final clustering is generated. (e
example shown in Figure 6 is used to illustrate the KM-KL
algorithm flow.

As shown in Figure 6, Figure 6(a) shows the distribution
of the uncertain object set. Supposing that the uncertain
objects a1, a2, and a3 satisfy the same distribution, it forms a
cluster. (e uncertain objects b1, b2, and b3 satisfy another
distribution and it forms another cluster, which is the
clustering result of the benchmark. Figure 6(b) shows the KL
divergence between uncertain objects and the initialized
TKL value. Due to the asymmetry of KL divergence, in
Figure 6(a), for example, the divergence from a1 to a2 is not
equal to the divergence from a2 to a1. At this time, the KM-
KL algorithm is used to cluster the uncertain objects in
Figure 6(a), and the input parameter k is equal to 2.

Finally, the KM-KL algorithm forms two clusters {a1, a2,
a3} and {b2, b1, b3} with a1 and b2 as the center points,
respectively, and the division is the optimal division.

3.3. Algorithm Performance Test and Effectiveness Analysis.
(e experimental platform is configured as follows: Intel(R)
processor, 2.94GHz main frequency, 2G memory, using
Windows7 operating system. (e experimental program is
written in C++ language, compiled and run on VS2010, and
simulated by MATLAB.

(is study generates datasets on discrete and continuous
domains, respectively. In the continuous domain, an un-
certain object is a sample taken from a continuous distri-
bution, and in the discrete domain, the dataset is transformed
from a continuous model. (e continuous domain is dis-
cretized using a meshing method, dividing each dimension
into two equal parts, thus dividing the d-dimensional data
space into the same 2D cells. (e probability of an object in a
certain unit is the sum of the probabilities of all sample points
of the object in this unit. (e value range of the data is [0, 1]d.
(ree different probability distributions will be used in this
study, namely, uniform distribution, Gaussian distribution,
and inverse Gaussian distribution, which is generated by
Gaussian distribution, as shown in Figure 7.

Table 2: Types of clustering methods.

Type Advantage Insufficient
Based on
partition
method

Wide application, fast convergence, incremental clustering,
and suitability for large-scale data

It is necessary to determine the NCA, which is sensitive to
initial values and outliers, so as to find circular clusters

Hierarchy-based
method

It does not need to determine the NCA and can find clusters
of any shape, which is suitable for data of any attribute and

has strong clustering ability

No backtracking, no exchange of data objects between
classes, no full processing of large-scale data, and no

incremental clustering

Density-based
method

It does not need to determine the NCA, can find clusters of
different shapes, can detect outliers, and has good

adaptability to large datasets

It is very sensitive to parameters. For datasets with uneven
density distribution, the quality of clustering results is not

high

Computational Intelligence and Neuroscience 7
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(e experiments in this study are mainly divided into
three parts: first, the effect of the clustering algorithm using
KL divergence is analyzed. Second, it shows the improve-
ment of the computational efficiency of the clustering al-
gorithm in this study after using an efficient implementation
method and an improved fast Gaussian transform. Finally,
experiments show the scalability of the algorithm on large
datasets.

In classical partition-based and density-based clustering
algorithms, KL divergence and geometric distance are used
as similarity measures, respectively, to compare clustering
quality. Among the partition-based clustering algorithms,
the UK-means algorithm using geometric distance (denoted
as UK) and the KM-KL and RKM-KL algorithms proposed
in this study are compared. Among the density-based
clustering algorithms, the FDBSCAN algorithm using
geometric distance (denoted as FD) and the DB-KL algo-
rithm in this study are compared.

In the experiment, the base number of objects is set to
n� 100 by default, each object contains s� 100 sample
points, the data dimension d� 4, and the default setting of
clustering produces k� 6 clusters. For the density-based
algorithm, k is not used as a parameter, and the parameters’
density threshold μ and distance radius ε need to be set here.
Among them, the density threshold is μ � 5 according to the
recommendation, and the distance radius ε is continuously
adjusted in the experiment so that the z FD and DB-KL can
produce clustering results’ approximate to k clusters.

Since the complexity of the density-based algorithm DB-
KL exponentially increases with respect to the number of

data objects, the algorithm is not suitable for a large number
of data objects. (e scalability of the RKM-KL algorithm is
mainly tested here. (e dataset defaults to 4 dimensions and
contains 10 clusters.

Figures 8 and 9 show the effect of the RKM-KL algorithm
and the RKM-KL-FGTalgorithm on the clustering quality of
the algorithm when the data object cardinality is large and
the number of object samples is large. It can be seen that
when the object cardinality is large or the number of samples
is large, the algorithm has a similar quality trend as when the
amount of data is small. Moreover, as in the previous ex-
perimental analysis, the clustering quality of the RKM-KL-
FGTalgorithm will be reduced to a certain extent compared
to the RKM-KL algorithm.

Figure 10 shows the running time of the RKM-KL al-
gorithm and the RKM-KL-FGT algorithm when the dataset
is large. It can be seen that the running time of the RKM-KL
algorithm linearly increases as the cardinality of the data
objects increases. (e RKM-KL-FGT algorithm uses an
improved fast Gaussian transform to obtain approximations,
so the running time of the algorithm is shorter, and the
running time smoothly increases with the increase in car-
dinality. However, since the calculation of the sum of KL-
divergence squarely increases with respect to the number of
samples of the object, the calculation time of the algorithm
RKM-KL rapidly increases with the increase in the sample
data volume. While the computation time of the RKM-KL-
FGT algorithm is almost unaffected (it grows linearly),
obviously, RKM-KL-FGT is more effective when the amount
of data is large.

(a) (b) (c)

Figure 7: (ree different distributions. (a) Evenly distribution. (b) Normal distribution. (c) Inverse Gaussian distribution.
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Figure 6: Data objects and their KL divergence.
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In order to improve the effect of intelligent teaching and give full play to the role of intelligent technology in modern physical
education, in this paper, cloud computing and deep learning methods are used to comprehensively evaluate the teaching effect of
colleges and universities, and calculate the evaluation effect and accuracy. Cloud computing and deep learning algorithm combine
the teaching evaluation scale, teaching content, and characteristics to formulate teaching plans for different students and realize
targeted teaching evaluation. ,e results show that the teaching evaluation method proposed in this paper can improve students’
learning interest by about 30%, enhance learning initiative by about 20%, and the matching rate between the actual teaching effect
and the expected requirements is 98%.,erefore, cloud computing and deep learningmodel can improve the accuracy of teaching
effect evaluation in colleges and universities, provide support for the formulation of teaching evaluation schemes, and promote the
development of intelligent teaching in colleges and universities.

1. Introduction

Cloud computing and deep learning was first applied in the
field of power and gradually developed to the field of teaching
in the later stage. Cloud computing and deep learning can
have a key impact on the improvement of students’ learning
status and teaching content, and improve the overall teaching
effect. In 2017, China Education Commission put forward the
strategy of “comprehensive quality education” and the con-
cept of “double reduction,” which reduced the college tennis
teaching time from 48 hours in 2012 to 32 hours in 2020, with
a decrease of 30% [1].,e results are shown in Figure 1. In this
paper, tennis intelligent teaching is taken as an example to
analyze the advanced nature and intelligent advantages of
intelligent teaching. At the same time, the increase of mul-
timedia, online teaching, and practical courses also greatly
reduces the teaching hours of college tennis physical edu-
cation. With the continuous reduction of teaching hours, the
teaching pressure of tennis teachers is increasing and even
affects the effect of classroom teaching. ,erefore, “teaching
optimization of cloud computing and deep learning” has been

put on the agenda [2] and has become the research focus of
tennis teaching in major universities. Cloud computing is the
mainstream algorithm at present. ,rough the intelligent
search of the data in the network, the horizontal teaching
effect evaluation can be realized. Deep learning is the in-depth
study of teaching contents and methods to realize the vertical
analysis of teaching effect.,e integration of cloud computing
and deep learning can realize the comprehensive analysis of
intelligent teaching and improve the accuracy of effect
evaluation. Although cloud computing and deep learning
methods are traditional teaching evaluation methods, this
paper integrates the two and constructs a new theoretical
model, which belongs to a newmodel attempt.,e advantage
of the first mock exam is very obvious. It can not only expand
the scope of the evaluation of the intelligent teaching effect but
also increase the depth of assessment and effectively remedy
the deficiency of the single model. Foreign scholars began to
study cloud computing and deep learning in 2010, and
gradually introduced it into the evaluation of intelligent
teaching effect. At the same time, foreign countries have
achieved good research results in data preprocessing in cloud

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 6907172, 10 pages
https://doi.org/10.1155/2022/6907172

mailto:101885@hrbcu.edu.cn
https://orcid.org/0000-0001-8737-5187
https://orcid.org/0000-0002-8972-6160
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6907172


RE
TR
AC
TE
D

computing and data mining in deep learning. However, there
is a gap between China and foreign countries in terms of
intelligent devices and development procedures. Moreover,
the national conditions and policies of foreign countries are
different from those at home, so it is impossible to copy them.
,erefore, domestic scholars should strengthen the research
of cloud computing and deep learning, and integrate it with
intelligent teaching.

At present, tennis teaching mainly adopts the form of
“unified“ teaching, which has the advantages of unified
teaching content and simple teaching methods, but it cannot
meet the “personalized” requirements of students [3]. Under
the background of reducing teaching time, increasing teaching
pressure, and improving the requirements of quality education,
there will be problems of reduced interest in learning and lack
of learning law. On this basis, this paper proposes a cloud
computing and deep learning model to integrate students’
learning data, classify students’ interests, and analyze the
learning results, in order to improve the effect of tennis
teaching.

As can be seen from Figures 1 and 2, in college physical
education, the demand for tennis courses increases year by
year, while the actual course supply decreases year by year.
,ere is a balance between demand and supply in 2015, and the
gap will increase from 2015 to 2020. ,erefore, tennis teaching
has great potential and needs to be solved more accurately.

2. Literature Review

,ere are many research studies on the cloud computing and
deep learning model in tennis teaching, but it mainly stays at
the theoretical level and lacks practical case studies [4]. Some
scholars believed that the increase of tennis content, the
application of information technology, and the reduction of
teaching time affected the effect of tennis teaching. Some
scholars also believed that the intelligent storage student
management scale can realize the management of tennis
teaching content and can improve the teaching effect of tennis
[5]. Some scholars believed that students’ classification and

achievement integration can improve students’ potential and
realize personalized teaching [6]. Some scholars believed that
the integration of teaching theory and practice and the di-
vision of grades can improve the effect of classroom teaching
[7]. Some scholars also believed that the intelligent score
management scale, score grade, and potential development
were the indicators for the evaluation of tennis teaching effect
[8], which can realize the comprehensive analysis of students
and tennis teaching. In conclusion, scholars at home and
abroad believed that the student intelligent scoremanagement
scale and cloud computing and deep learning method can
improve the teaching effect, realize the integration of students’
potential and teaching requirements, and meet the require-
ments of quality education [9]. However, there was a lack of
practical case analysis at home and abroad. On this basis, this
paper integrates theory and practice to analyze the effect of
cloud computing and deep learning [10].

3. Research Model

3.1. Cloud Computing and Deep Learning &eory. Cloud
computing and deep learning canmeet the complex needs of
students’ learning and is composed of multiple management
units. Cloud computing and deep learning can realize the
“personalized service” of students and the resource sharing
of tennis teaching [11]. First, the tennis teaching scheme is
used to divide the “virtual file” for students in the tennis
course management center. ,en, a management table is
built and stored in each student’s client node l to form a
small-scale data search [12]. Finally, any client node l cal-
culates the management table of adjacent clients (node l+ 1,
node l− 1) to find the required teaching effect data and
return the key value of the corresponding client,
nodei⇄

keyvalue
DiskTrackeri(IDj)IPk

datacenter.

3.2. Basic &eory of Cloud Computing and Deep Learning.
It is based on the multivariate difference equation, and its
mathematical expression is as follows:
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nodel � A · DiskTrackeri + B · IDj + C · IPk,

keyvaluej � D · DiskTrackeri + E · IDj + F · IPk + p sin 2kπ fe +
fD

fs

   × T(k).

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

Among them, A, B, C, and D are the coefficient values of
corresponding parameters in tennis teaching; fe, fs, and fD are
the collected data, sent data, and feedback data; P is the data
amplification factor, which aims to improve the data rec-
ognition rate of “abnormal students,” and T(k) is the data
actually received by the center. According to the results of fe,
fs, and fD, the level of students’ tennis teaching is judged. If
fe � fs � fD ≠ 0 students’ tennis teaching is normal, and if
fs ≠fD � 0 is near the extreme value, it indicates that
students’ tennis teaching is abnormal [13].

3.3. Cloud Computing and Deep Learning Process in Tennis
Teaching.

(1) Data access to students’ teaching archives.,e access
process to students’ teaching archive data can be
described by a nonlinear Lagrange equation [14], and
the mathematical formula is as follows:

g �
dDiskTrackeri

dnodel

� −v′ DiskTrackeri(  + F0 + g nodel( .

(2)

Among them, g(nodel) is the gap between students’
academic achievements; F0 represents the collection
amount of student effect data; F0 is a nonlinear dis-
crete function, which v′(DiskTrackeri) is the sharing
of teaching resources and the satisfaction of individual
needs.

(2) Adjustment of the number of student files. ,e ad-
justment of the number of student files is a key factor
in the cloud computing and deep learning level, which
determines the degree of tennis teaching pressure, and
its mathematical calculation formula is as follows:

E g nodel( g nodel + α(   � 6Kg nodel − α(  + ξ, (3)

where K is the frequency of tennis resource acqui-
sition; ξ is the error value of tennis learning
achievement change; E is the adjustment coefficient
of the total number of students [15].

(3) Effective data transmission. ,e effective data trans-
mission F0 determines the level of tennis teaching, and
its mathematical calculation formula is as follows:

F0 � A0 cos 2πf0nodel( . (4)

Among them, A0 is the function amplitude of stu-
dents’ achievement change, and f0 is the frequency
of teaching, which together determine the amount of

tennis teaching; teaching effect grade� actual as-
sessment result/expected teaching result∗ 100%.

(4) Shared and personalized service satisfaction. Cloud
computing and deep learning requires to evaluate
students’ tennis learning effect and meet the sharing
of public resources and the satisfaction of individual
resources [16], which v′(DiskTracker)i is expressed
by a function, and its mathematical calculation
formula is as follows:

v′ DiskTrackeri(  �
m

m + n
fg DiskTrackeri( 

2

+
n

m + n
fh DiskTrackeri( 

4
,

(5)

wherem and n are the proportion of shared resources
and individual needs in the virtual file, respectively;
fg and fh are a resource sharing function and per-
sonality satisfaction function, both of which are in-
ternal algorithms in the tennis teaching scheme [17].

(5) Judgment of critical value. By deriving formula (5),
its inflection point can be obtained, that is

v″ DiskTrackeri(  � 2
m

m + n
fg
′ DiskTrackeri( 

+ 4
n

m + n
fh
′ DiskTrackeri( .

(6)

After substituting formula (4), it shows that the
proportion of shared resources and personalized
service resources is in a two-way balance, that is
A0 <

������������������
4m2 + mn/27n(m + n)


, and the proportion

between tennis teaching requirements and actual
tennis teaching is the best. In order to better analyze
the effect of students’ tennis teaching, it will be
limited to [−

������������������
4m2 + mn/27n(m + n)


].

(6) Identification of abnormal students. ,e amplification
factor is λ, which is added in tennis teaching to identify
the abnormal changes of academic performance. If
there is a significant change in the scores of any stu-
dents in the process of tennis teaching, it indicates that
the relationship between tennis teaching and students’
learning is normal teaching, otherwise, it is students’
abnormal learning, and the corresponding data are
amplified to identify abnormal students.

3.4. Constraints of Cloud Computing and Deep Learning
Model. In the cloud computing and deep learning of tennis
teaching, the original tennis teaching management method
is too simple, leaving the analysis of shared resources and

Computational Intelligence and Neuroscience 3
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personalized service resources to teachers, increasing the
work pressure of teachers, and reducing the management
level of students Martins et al. [18]. In view of the above
problems, this paper introduces to jointly optimize tennis
teaching management and transfer the analysis of some
students’ teaching to students.

Firstly, metropolis constraint, this paper uses me-
tropolis constraints to judge the effectiveness of student
information, so as to reduce the impact of invalid in-
formation on the results. If the result is “0,” it indicates
that the data is invalid, eliminated, or the value is en-
larged, otherwise, the corresponding calculation is con-
ducted. After the data is constrained by metropolis, a
value is assigned to it to make the constraint result “0” or
“1,” and the standardization process is completed.
According to the above analysis, the mathematical con-
ditions are as follows:

keyvaluej ≠ keyvaluej+1 ≠ 0,

keyvaluej � keyvaluej+1, keyvaluej ≠ 0,

⎧⎨

⎩ (7)

where M(·) is the judgment function of metropolis
constraint.

Secondly, the matching between actual teaching and ex-
pected teaching effect. ,e matching between the actual
teaching and the expected teaching effect is complex and
multidimensional. ,e actual teaching effect of tennis is not
only affected by the number of students but also by the re-
quirements of “sharing degree” and “personality degree.”
Assuming that the matching of “sharing degree” is Pu and the
matching of “personality degree” is Pv, formula (5) can be
optimized as follows:

P �  

∞

i

v′ DiskTrackeri(  + ς⎡⎣ ⎤⎦,
κ Pu − Pmin( 

Pmax − Pmin, Pu <Pv

,
λ Pv − Pmin( 

Pmax − Pmin, Pv <pu

,
⎧⎨

⎩ (8)

where Pmax and Pmin are the maximum and minimum
bearing matching values of tennis teaching, the adjustment
coefficient of personalized matching, and the matching
coefficient of sharing degree.

,irdly, the effective evaluation and student volume of
cloud computing and deep learning. In order to reduce the

overload impact of teaching time on tennis teaching, a part
of the analysis of teaching effect is analyzed by students, and
the management table is introduced to judge the degree of
teaching sharing. ,e original formulas (2) and (3) are
optimized into the following formulas:

R � 
n

i,j



∞

l

limg nodel(  −v′ DiskTrackeri(   + Hi · f DiskTrackeri,
nodel , R � 1,

U � 
n

i,j


∞

l

limg nodel( ] E g nodel(   + +Hi · f nodel,
g nodel(   ,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

where R is the number of visits to teaching resources, and
its value is 0, indicating that teaching resources are not
accessed, and students can use the management list to
search resources among students; U is the number of user
visits. ,e number of students in the preset time is
compared with the maximum standard required by tennis
teaching. If the ratio is > 9/10, it indicates that the effect of
network teaching is good, and the research is strengthened
on corresponding teaching contents; f( nodel,

g(nodel))

is the calculation function of students’ misunderstanding
rate in tennis delivery; Hi is the adjustment coefficient of
misunderstanding. ,e judgment process is shown in
Figure 3.

Fourthly, the construction steps of cloud computing and
deep learning optimization model. According to the student
learning scale and the data description formula of tennis

teaching, the simulation model is built. ,e specific steps are
as follows:

(1) In the cloud computing and deep learning scale,
the more frequent the intragroup teaching visits
between students through the management scale,
the less the pressure of actual tennis teaching and
the higher the tennis teaching effect. ,erefore,
nodei⇄

keyvalue
DiskTrackeri(IDj)IPk

datacenter is the best
critical value required first, and this value is taken
as the stable threshold of the whole tennis
teaching. ,e result of the threshold must be in
[−

���������������
m2 + mn/n(m + n)


,

������������������
4m2 + mn/27n(m + n)


].

(2) Identifying abnormal students in tennis teaching.
,e abnormality of data transmission in cloud
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computing and deep learning is an important op-
timization index.,e occurrence of abnormal data is
determined by many factors, such as the manage-
ment table, the integration of DHT and tennis
teaching scheme, the division of virtual space in
tennis teaching, field type, byte size, access time, and
system load. Under the constraint of
keyvaluej ≠ keyvaluej+1 ≠ 0,
A0 <

������������������
4m2 + mn/27n(m + n)


is the data transmis-

sion relatively stable, and the data transmission
between tennis teaching and cloud computing and
deep learning is normal.

(3) Building a simulationmodel of tennis teaching effect.
,e teaching effect is the final result of tennis
teaching and students’ understanding, and is affected
by the requirements of quality education, teaching
time, teaching methods (multimedia, online, and
offline), as well as students’ own interests. ,e actual
effect of tennis teaching is consistent with the ex-
pected requirements, indicating that the effect of
tennis teaching meets the requirements. Among
them, the calculation of teaching effect is divided into
shared resource teaching Pu and personalized service
teaching Pv. In the calculation process, the number
of visits R and U of students is checked in the virtual
file, and the consistency between the teaching level
and the teaching requirements is judged.

4. Case Analysis of CloudComputing andDeep
Learning Model on Tennis Teaching
Effect Evaluation

4.1.Case Introduction. Taking the 48 h tennis teaching course
of a university as an example, 32 classes of offline students are
managed. Tennis teaching evaluation needs 1 server, 4 PCs,
and 12 mobile phones. ,e storage mode of students’ virtual
archives is the combination of disk and solid state, and the
storage space is 723 t. ,e specific circuit diagram is shown in
Figure 3. Each student carries out wireless communication
through the terminal and sets up their own LAN. Teachers
accept students’ real-time data and historical data. ,e data
interfaces are filtered signal interface, setting out signal in-
terface, AD conversion interface, and data metering port.

4.2. Judgment and Comparison of Tennis Teaching Results by
Cloud Computing and Deep Learning. ,e model built by
Simulink in MATLAB software is used for analysis, and the
results are shown in Figure 4. Firstly, the data fit. In the cloud
computing and deep learning of tennis teaching, the fitting
degree between actual teaching and expected teaching is an
important management evaluation index. ,e results are
shown in Figure 4.

It can be seen from Figure 4 that the simulation of
intelligent teaching is carried out by using a time timer and

Metropolis
constraint

the matching 
between actual 
teaching and 

expected teaching effect.

the maximum and 
minimum bearing 
matching values 
of tennis teaching

Build a simulation 
model of tennis 
teaching effect.

the result is "0" the constraint 
result "0" or "1"

the cloud computing 
and deep learning

Identifying 
abnormal students 
in tennis teaching

check the number 
of visits R and U

of students in the 
virtual file

Put out result

Figure 3: ,e judgment process of tennis courses.
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input waveform device; the maximum value, intermediate
value, and minimum value are analyzed. Among them, the
matching rate between the actual teaching data and the
expectation is shown in Figure 5.

It can be seen from Figure 5 that the expected evaluation
requirements of intelligent teaching are basically consistent
with the actual requirements, indicating that the constructed
simulation model can analyze cloud computing and deep
learning. In short, the simulation model constructed in this
paper is effective and can be used for practical case analysis.

It can be seen from Figures 4 and 5 that the fitting degree
p between the actual teaching and the expected teaching
requirements is good. ,e reason is that before judging, the
tennis teaching effects are carried out, and the amplification
factor p in the management table is used to identify ab-
normal students and take targeted teaching and training. In
addition, the teaching data in Figure 6 is relatively stable and
the slope changes less. At the same time, the change range of
the actual teaching data is relatively stable, which shows that
the data processing of the actual teaching is relatively stable,

Student virtual file

lim

time

1
1+0.5z-1

Z-2

Fitting degree
Teaching grade

Tennis teaching effect

Constrain

max
min
u

In1

In1

Out1
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f(z) = 0f(z) z
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u y

1
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Figure 4: ,e cloud computing and deep learning simulation of college tennis teaching.
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which further shows the effectiveness of the algorithm. ,e
reason is that the “group” built by students themselves and
the sharing of tennis teaching resources can realize students’
autonomous learning and more efficient understanding of
tennis content, and continuously improve their own
knowledge combined with offline teaching content.

Secondly, the level of tennis teaching effect. Tennis
teaching level is the focus of cloud computing and deep
learning, which involves the content of practical operation
and theoretical students. Compared with the traditional
centralized mode, cloud computing and deep learning mode

has a higher level of teaching effect. On the whole, the
evaluation data of actual teaching effect changes little, and
the overall comparison process meets the evaluation re-
quirements of learning effect. ,e reason is due to the self-
help learning among students and the effective utilization of
teaching resources. ,e results are shown in Figure 7.

As can be seen from Figure 7, the teaching level under
the cloud computing and deep learning method is higher,
and the teaching level is also higher than the original
evaluation method. At the same time, the fluctuation range
of the two algorithms is different. ,e fluctuation range of
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the algorithm proposed in this paper is small and meets the
requirements of teaching effect evaluation. ,e comparison
of teaching levels of different methods is shown in Figure 8.

As can be seen from Figure 8, the cloud computing and
deep learning method is higher than the original manage-
ment method in terms of personalized service/resource.
Compared with the original method, the algorithm proposed
in this paper can evaluate the teaching effect more effectively.
,e main reason is the horizontal analysis of cloud com-
puting and the vertical analysis of deep learning so as to
realize the comprehensive judgment of the effect of intel-
ligent teaching. ,e comparison of the personalized service/
resource sharing ratio of different methods is shown in
Figure 9.

As can be seen from Figures 9 and 10 that the calculation
results of the two algorithms are higher in terms of service
and resource sharing. Compared with the original method,
the algorithm proposed in this paper mainly focuses on the
core area of the radiograph. ,erefore, the personalized
strategy and resource sharing of the algorithm proposed in
this paper are better than the original algorithm sharing
ratio. ,is shows that under the same teaching time, the
cloud computing and deep learning method can provide a
higher proportion of personalized services. As we all know,
personalized service is one of the important contents of
quality education. ,e cloud computing and deep learning
method improves the processing efficiency of tennis
teaching on relevant teaching contents and reduces tennis
teaching time according to the optimizationmethods such as
the management table so as to better provide personalized
management services to students.

5. Conclusion

Cloud computing and deep learning can evaluate the effect
of tennis teaching in colleges and universities [19]. Cloud
computing and deep learning can make up for the deficiency
of single teaching and improve the accuracy of tennis
teaching effect evaluation. At the same time, cloud com-
puting and deep learning can shorten the evaluation time of
teaching effect and make tennis teaching better meet the
intelligent requirements. Cloud computing and deep
learning is a management method based on middle school
teaching. ,is method comprehensively evaluates the tennis
teaching effect by preprocessing the tennis teaching evalu-
ation data so that the evaluation results are more in line with
the actual requirements. Cloud computing and deep
learning methods reduce the amount of preprocessed data
and evaluate the effect faster by identifying “abnormal data.”
MATLAB simulation results show that under cloud com-
puting and deep learning, the fitting degree p between the
actual tennis teaching effect and the expected teaching effect
is better, and the tennis teaching effect level and the ratio of
personalized service/resource sharing are higher than the
original teaching method. ,erefore, in the case of limited
teaching time and complex teaching content, the cloud
computing and deep learning method can effectively im-
prove the tennis teaching effect and realize the personalized
training of students.
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With the extensive application of virtual technology and simulation algorithm, motion behavior recognition is widely used in
various fields. /e original neural network algorithm cannot solve the problem of data redundancy in behavior recognition, and
the global search ability is weak. Based on the above reasons, this paper proposes an algorithm based on genetic algorithm and
neural network to build a prediction model of behavior recognition. Firstly, genetic algorithm is used to cluster the redundant
data, so that the data are in fragment order, and then it is used to reduce the data redundancy of different behaviors and weaken the
influence of dimension on behavior recognition. /en, the genetic algorithm clusters the data to form subgenetic particles with
different dimensions and carries out coevolution and optimal location sharing for subgenetic particles with different dimensions.
/rough simulation test, the algorithm constructed in this paper is better than genetic algorithm and neural network algorithm in
terms of calculation accuracy and convergence speed. Finally, the prediction model is constructed by setting the initial value and
threshold to predict the behavior recognition, and the results show that the accuracy of the model constructed in this paper is
improved in the analysis of behavior recognition.

1. Introduction

In recent years, the state has put forward the development
model of behavior intelligence, and major scientific research
institutions attach great importance to behavior analysis.
According to the survey data of behavior intelligence in 2020
[1], behavior recognition and behavior prediction account
for 45.6% of the development of intelligent technology,
resulting in the increasing demand for behavior intelligence
development analysis and penetration into society. China
has established research institutions of artificial intelligence,
artificial voice, and artificial portrait and applied behavior
recognition to video monitoring to provide data for artificial
intelligence analysis [2].Some scholars believe that behavior
recognition is the judgment of different behavior points. /e
advantage of genetic algorithm is to analyze the gradual
process of behavior and judge the final result of behavior.
However, genetic algorithm also has its own shortcomings,
which cannot adjust the analysis depth according to the

behavior results. Neural network makes up for the deficiency
of genetic algorithm. Its advantage is to carry out self-
learning, analyze the relationship between different behav-
iors, and make the theoretical behavior consistent with the
actual behavior. Compared with the general algorithm, the
combination of genetic algorithm and neural network in-
creases the coupling between different behavior nodes and
makes the behavior analysis more dynamic. At the same
time, the increase of coupling can reduce the computational
complexity and obtain the calculation results more accu-
rately. /e combination point of genetic algorithm and
neural network is the judgment of behavior nodes and
coupling between nodes. Genetic algorithm gives play to its
advantage of progressive analysis of behavior nodes, and
neural network analyzes the coupling between nodes, so as
to improve the accuracy of analysis results. Behavior rec-
ognition is a dynamic process, which involves many factors.
It is generally calculated by genetic algorithm. Although the
node analysis of genetic algorithm can judge different
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behaviors, it lacks threshold adjustment and cannot realize
the dynamic analysis of behaviors. /e combination of
genetic algorithm and neural network can not only judge the
behavior points but also judge the relationship between
different behaviors. /erefore, the research advantage of this
paper is to realize the comprehensive judgment of behavior
and improve the accuracy of behavior recognition. On the
basis of previous studies, this paper establishes a behavior
recognition prediction model to provide accurate infor-
mation and technology for behavior recognition prediction
in sports and enrich relevant theories.

As can be seen from Figure 1, the application of behavior
recognition in the field of sports is deepening and increasing
and has become the focus of the development of intelligent
sports. Among them, shooting, track and field, ball games,
and other fields have been improved from 2015 to 2019, but
the proportion of various sports has not changed. It can be
seen that the social research degree of sports behavior
recognition is increasing, which indicates the importance of
verification of sports behavior recognition. /e influencing
factors of sports behavior recognition have the character-
istics of semi-structured and nonlinear relationship, and the
genetic algorithm has better semi-structured data analysis
ability and can analyze it well. /e neural network assigns
value to each influencing factor and calculates it. If the
output does not meet the requirements, adjust the assign-
ment and propose the factor with assignment <0.3. /rough
continuous proposal, the purpose of simplifying factors is
achieved. Finally, the factor with a value> 0.6 is the key
factor, and subsequent calculation is carried out. It uses the
mapping characteristics between various factors to carry out
repeated iteration and self-learning [3], better process be-
havior recognition data, and meet the requirements of
nonlinear analysis. Some scholars have established a be-
havior recognition development prediction model com-
bining Apriori algorithm and genetic algorithm [4] to
analyze domestic behavior recognition./e results show that
the joint analysis results of genetic algorithm and Apriori
algorithm are better, and each index is significantly better
than Apriori algorithm[5]. Genetic algorithm belongs to a
comprehensive analysis method, which integrates the
learning mechanism of neural network to cluster a series of
problems to achieve the purpose of fuzzy analysis./erefore,
based on genetic algorithm, this paper predicts behavior
recognition [6]. In previous studies, the neural network is
improved mainly from the following aspects. (1) Parameter
adjustment and learning strategy change: the development
trend of behavior recognition is studied and three behavior
recognition prediction methods are compared. /e results
show that selecting appropriate methods can solve the ei-
genvalues of single index and multi-index in a certain period
of time [7]. (2) A collection of analysis methods with other
behavior recognition: some scholars have proposed a hybrid
adaptive neural network algorithm, which integrates
K-means clustering into the neural network. /e algorithm
can classify the behavior recognition data [8], divide the
neural network according to different clustering weights,
and improve the search speed of the optimal value. However,
this method is greatly affected by the Euclidean distance,

which is not conducive to the calculation of the global
optimal value [9]. From the perspective of communication
delay, the neural network algorithm is used for large-scale
scheduling calculation of distributed behavior recognition,
and the dynamic and random cluster analysis [10] is used to
prove that the algorithm has high accuracy. (3) Compared
with classical theories, such as Bayesian theory, grey theory,
chaos theory, and rough set, the improved neural network
method has strong time-series sensitivity to data [11]. /e
above research is based on this, but neural network algo-
rithm’s calculation accuracy, search time, and overall con-
vergence are still not ideal. In this paper, K-means clustering
is used to improve the neural network algorithm and then
combined with genetic algorithm to build a behavior rec-
ognition prediction model and verify it.

2. The Description of Behavior Recognition
Algorithm Based on Genetic Algorithm and
Neural Network

2.1. Behavior Identification. Behavior recognition is to judge
the behavior of natural organisms. Behavior recognition is
divided into two parts. One part is behavior recognition, that
is, the movement of limb behavior. /e other part is psy-
chological behavior, which is the psychology that dominates
the behavior of natural organisms. Generally speaking,
behavior recognition refers to limb behavior, that is, the
behavior and movement of natural organisms. Behavior
recognition is related to the surrounding environment,
movement trend, and movement purpose. Behavior rec-
ognition is not only a combination of individual behaviors
but also a judgment of future behaviors.

2.2. &e Neural Network &eory. Neural network was first
proposed by Box and Jenkins in 1927 [12]. It belongs to a
statistical analysis method, which mainly solves the prob-
lems of behavior description, behavior analysis, and future
prediction, and is widely used in various fields. /e algo-
rithm is superior in nature, which is reflected in the de-
scription of data persistence. /e neural network randomly
selects irregular points for cyclic analysis. Neural network
algorithm principle and structure are as follows: letGit be the
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Figure 1: /e application of behavior recognition in sports.

2 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

dataset of t time in imulti-dimensional space and x belong to
Git. Hypothesis 1: Pj(x) � 

n
i,t�1 x

j
it · k + φ(k) ,

k ∈ (1, · · · n); if the deviation φ(k) � C(x, ε) is satisfied, then
Pj(x) is the best genetic set where C(x, ε) is the adjustment
coefficient of x and ε, and ε is the “core point” on the right
side of the neural network. When, xit � 2 sin(tan πt/ρ) and
ρ is the minimum prime set
2 sin (tan πt/ρ)j · k< 

n
i,j,t�1 x

j
it · k , the data link of the

neural network list is shorter.
/e relevant theories of neural network are as follows.

Theorem 1. If the local deviation of Pn(x) is φ(x · k) and
f(·) ∈ Bt (Bt is the redundancy function class of t time), the
calculation formula of the redundancy function is


x∈Gij

f(x)dx − 

n

j�1
f Pj(x) < Q(f(x)) · φ(k), (1)

where Q(f(x)) is the global redundancy of f(·).

Theorem 2. If the following conditions are satisfied f(x),
then any function value of f(x)< ε, f(x)′ < ε, . . . , f(x)j < ε,
on the right side of the neural network is within the integral of
f(x), and the error of the redundant data on the right side is
less than lin(1/x).

Theorem 3. If any data point xit is normally distributed on
the behavior recognition axis, the calculation formula of
uniform deviation of D(x) any point is as follows.

D(x, f(x)) � lin
1
��
x

√ ·
t

���������

log Pj(x) 



 , (2)

where D(x, f(x)) is between sets [0, 1].

It can be seen from /eorems 1 and 2 that the rela-
tionship between the right redundancy amplitude and the
amount of data x can be obtained by using the approximate
integration of neural network, which is independent of
spatial dimension i and time t. /erefore, neural network
function provides a good theoretical basis for multi-di-
mensional number calculation and time-dependent calcu-
lation and reduces the impact of unstructured data form on
the calculation results. According to /eorem 3, the local
deviation of the data in the neural network is lin(1/x) and
the uniformdeviation is lin(1/

��
x

√
· t

���������
log(Pj(x))


), indicating

that the local deviation can control the redundancy amplitude
on the right side due to the uniformly distributed deviation.
Combining neural network with rough set algorithm, an
improved algorithm of right redundant amplitude control is
proposed, which proves the ability of neural network to control
redundant data and verifies the superiority of this method./is
paper uses this method for reference to transform the com-
position of behavior recognition data and takes it as the initial
data group for continuous analysis.

2.3. Genetic Algorithm. In this paper, genetic algorithm is
selected for model optimization. /is method belongs to a
clustering method with fuzziness and adaptability. It can

realize self-learning [13] and constantly revise the mem-
bership function of cluster set and complete set. Genetic
algorithm can be defined by “IF” judgment mode. Under
constraint rule Z, neural network algorithm clustering
process is as follows:

IF: xi ∈ gij andZ(x) � C xi, xi−1( ,

theny � 
n

i�1
yi � 

n

i�1
Z xi(  · λ xi( ,

(3)

where λ(xi) is the clustering function, gij is the clustering
set, M(x) is the constraint function, C(xi, xi−1) is the re-
lationship between any adjacent data x, and y is the clus-
tering result. /e input part of genetic algorithm is clear, the
processing part is fuzzy, and the output part is clear, so the
output result can be inferred by fuzzy method to obtain the
output combination.

Assuming that any input variable is xi, the membership
relationship between each input variable xi and output
variable yi can be obtained by constraint rule Z, as shown in
the following formula:

C · gij � 
n

i,j�1
exp

xi − cij 

bij

⎧⎨

⎩

⎫⎬

⎭. (4)

where cij and bij are, respectively, the center and degree of
membership of the membership function; C is a relational
function; and gij is a fuzzy set.

By clustering the above membership relations, the
continuous operator of clustering can be obtained, as shown
in the following formula:

C · gij � δ · 
n

i,j,k�1
g

k
ij(x), (5)

where δ is the cluster adjustment coefficient and k is the
derivation coefficient. According to the cluster calculation,
the output value of the cluster can be obtained, as shown in
the following formula:

y �
δ · 

n
i,j,k�1 g

k
ij(x) · f Pj(x)  

max
n
i,j�1 g

k
ij(x)

. (6)

Genetic algorithm not only shortens the processing time
of behavior recognition data but also increases the amount of
initial data processing. Genetic algorithm performs multi-
dimensional clustering according to the initial data volume
[14] and labels it with time to form a continuous data chain.
Adjust the relationship function C and clustering coefficient
of δ the data according to the output result y.

3. The Construction of Behavior Recognition
Model Based on Genetic Algorithm and
Neural Network Algorithm

3.1. Coevolution of Initial Behavior Identification Data. In
this paper, the model takes into account the multi-dimen-
sional and global nature of the data, reduces the local
convergence, improves the search ability of the characteristic
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data, and shortens neural network algorithm’s own learning
time. Reflected in the evolution strategy of initial sequence
and multi-dimensional sequence, the convergence threshold
and weighting factor are used to promote the coevolution of
distributed population, and the optimal value of right re-
dundancy amplitude is obtained.

3.1.1. Initialization of Genetic Algorithm. /e neural net-
work algorithm considers that the initial sequence is in
random distribution. If the sequence uncertainty is very
strong, that is, nonnormal distribution, it will make the
sequence calculation fall into local optimization, reduce the
calculation time of global optimization solution, and in-
crease the error rate of calculation results. In order to en-
hance the normality of the sequence, we should expand the
scale of the sequence and increase the types of data. Based on
the principle of classical neural network, this paper expands
the number of sequences of initial data and improves the
diversity of sequences.

Figures 2 and 3 show multi-dimensional initial neural
networks processed by a random method and the genetic
algorithm method, respectively. /e number of segments of
the neural network is 100. /rough comparison, it is found
that the initial sequence generated by random method is
more chaotic and nondirectional. /rough the comparison
of Figures 2 and 3, it can be seen that the behavior recog-
nition particles in random mode are more chaotic and
concentrated, which increases the complexity of calculation.
However, the behavior recognition particles processed by
genetic algorithm are more uniform, which reduces the
computational complexity and lays the foundation for later
calculation. /e sequences processed by genetic algorithm
are more concentrated and directional. According to /e-
orems 1 and 2 of neural network algorithm, the dataset
constructed by this algorithm is independent of spatial di-
mension and is suitable for multi-dimensional data pro-
cessing. Moreover, each time the point is taken, the
distribution effect of the initial sequence is the same, and the
stability of the dataset is high. To sum up, genetic algorithm
is selected to process the initial sequence.

3.1.2. Multi-Strategy Collaboration. Global search ability is
an important measure of the algorithm. In the initial stage of
calculation, the algorithm focuses on global search and then
advances to local search [15]. In order to improve the
computational efficiency of the algorithm, this paper in-
troduces a multi-strategy cooperation method, which allows
particles to search according to different behavior sequences
(saving repeated calculation time), and realizes global search
and local search at the same time. At present, there are
standard neural network algorithms and other improved
algorithms.

(1) Classical behavior recognition model:

yij(t + 1) � ω · yij(t) + c1 · r1 ·
δ · 

n
i,j,k�1 g

k
ij x(t) · f Pj[x(t)]  

max
n
i,j�1 g

k
ij[x(t)]

. (7)

(2) Group behavior recognition model:

yij(t + 1) � ω · yij(t) + c2 · r2
�����→ δ · 

n
i,j,k�1 g

k
ij x(t) · f Pj[x(t)]  

max
n
i,j�1 g

k
ij[x(t)]

. (8)

(3) Behavior recognition judgment model:

Figure 2: Initial neural network constructed by random method.

Figure 3: Initial neural network constructed by genetic algorithm.
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yij(t + 1) � n ·
δ · 

n
i,j,k�1 g

k
ij x(t) · f Pj[x(t)]  

max
n
i,j�1 g

k
ij[x(t)]

−
δ·
→


n
i,j,k�1 g

k
ij x(t) · f Pj[x(t)]   

max
n
i,j�1 g

k
ij[x(t)]





. (9)

(4) General behavior recognition model:

yij(t + 1) � ω · yij(t) +





2

i�1
ci · ri ·

δ · 
n
i,j,k�1 g

k
ij x(t) · f Pj[x(t)]  

avg 
n
i,j�1 g

k
ij[x(t)]

, (10)

where c1 and c2 are the synergy coefficients of dif-
ferent strategies, r1 and r2 are the correlation co-
efficients of different strategies, ω is the average
weight of different strategies （the values are from
relevant literature at home and abroad）, and n is the
number of different strategies.

/is paper improves the standard neural network
function in two aspects. On the one hand, it expands the
search range. For each iterative calculation, a neural network
form will be randomly selected from the above 5 forms for
genetic algorithm calculation. Genetic algorithm can avoid
local optimal results and expand the search range. /e
random selection calculation form can maintain the pop-
ulation diversity and increase the possibility of obtaining the
local optimal value. On the other hand, it can improve the
convergence. In order to balance the ability of global search
and local search of neural network, α (nonlinear adjustment
coefficient) and ω (linear weight) are added to improve the
calculation speed. /e formula is as follows:

α �
Lined

t − 1
LineD

T

, (11)

where e is the logarithmic base, t is the time, T is the
maximum time, d is the number of iterations, and D is the
maximum number of iterations. In the initial stage, the
attenuation degree of α is low, and the global optimal value
can be calculated. In the middle and later stages of α cal-
culation, the attenuation degree increases gradually, and the
local optimal value can be calculated. /e linear weight is
calculated as follows:

w � 
D

d�1

wmax − 
T
t�1 Δwi 


T
t�1 Δwi − wmin 

⎡⎢⎣ ⎤⎥⎦

d

, (12)

where wmax and wmin are the maximum and minimum
weights, respectively, and the values of d, t, D, and T are the
same as above.

3.1.3. &e Behavior Recognition and Collaboration Strategies
among Different Dimensions. /e algorithm adopts differ-
entiated operations and strategies for data of different di-
mensions and adjusts corresponding parameters to realize
multi-dimensional distributed collaboration, so as to

complete the process of collaborative evolution. In the
model, the neural network data are divided into five di-
mensions, and each dimension represents the subspace of
the solution space [16]. In each iteration, the five dimensions
evolve simultaneously. After an iterative calculation, com-
pare the fitness values of different dimensions and record the
location of the global optimal value of each dimension./en,
each subdimension learns gradually to the global optimal
value and obtains the optimal position of the subdimension
in the most concise way, so as to improve the speed and
efficiency of search and calculation.

3.2.&eBehavior Recognition and JudgmentMethod Based on
Genetic Algorithm and Neural Network. /e basic idea of
genetic algorithm is multi-dimensional coevolution. /e
initial value and threshold of neural network (the values are
from relevant literature at home and abroad) are adjusted
and optimized [17] to obtain the optimal solution and re-
duce the redundancy rate in behavior recognition.

/e judgment process is shown in Figure 4.

Step 1. Determine the dimension and sequence structure of
the neural network and determine the data structure of the
neural network according to the data characteristics and
problem-solving needs. /e initial weight and threshold of
the whole data are mapped to the neural network as a whole.
/e dimension of each neural network is the opportunity of
weight and threshold. According to the actual application,
the dimension of neural network in this paper is g � 433.

Step 2. Data initialization: the relevant parameters of the
neural network are initialized randomly. Let the number of
neural networks be n� 100, the maximum weight be wmax
� 0.7, the minimum weight be wmin � 0.3, the synergy
constant between different dimensions be c1, c2 � � 3.22,
and the maximum number of iterations be D� 10.

Step 3. Generate the appropriate function. /e genetic al-
gorithm theory is used to generate the initial sequence of
neural network, which is mapped to the neural network as
the initial weight and threshold. /rough the self-learning
and training of formulas (1)–(8), the synergy coefficient of
the neural network algorithm will continue to increase and
adapt./e accuracy of each neural network is calculated, and
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the absolute value of the sum of squares is taken as an
appropriate function.

Step 4. Globally search the optimal position of the neural
network and the optimal position of each subgenetic par-
ticle./e initial neural network is randomly divided into five
subsequences, the fitness ratio is obtained, and the optimal
global position and the optimal position of each subsequence
are recorded.

Step 5. Iteration of optimal position and speed: in the
evolution of 5 seed sequences, one is randomly selected for
evolution, such as formulas (8)–(11), and α is nonlinear

adjustment coefficient and ω is linear weight, such as for-
mulas (12) and (13).

Step 6. All subsequences coevolute at the same time. After
one iteration, the optimal global computing location is se-
lected and shared with other subsequences. Other subse-
quences gradually iterate to this position to obtain the best
position result.

Step 7. Determine whether to stop the iteration. If the number
of iterations D is less than the maximum number of iterations
D, repeat Steps 2–6; otherwise, stop the iteration and return the
results such as threshold, weight, and optimal position.

Initialization of related 
parameters

start

Genetic algorithm initializes 
improved neural network packets

The data in sports behavior 
recognition is divided into five 

nodes

The fitness of all data packets is 
calculated to obtain the global 

optimal location

Update optimal position and 
speed

The global optimal location is 
obtained and shared

Is the maximum number 
of iterations reached

Output results, initial weights and 
thresholds

Optimization model based on 
genetic algorithm and improved 

neural network

Adjust the initial value and 
threshold of behavior recognition 

in sports

Neural network improvement 
based on training data

The error function and fitness 
function are obtained

YES

NO

Figure 4: Calculation flowchart based on genetic algorithm and neural network.
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4. Case Analysis of Sports
Behavior Identification

4.1. Model Performance Judgment. /e classical neural
network algorithm, neural network algorithm, and neural
network algorithm based on genetic algorithm which are
tested with Filer, Rastring, Ackley, and other functions to
verify the performance of the model proposed in this paper.

Filer function is the globally unique minimum value
function of the test model [18], and the formula is as follows:

F1(x) � 
n

i�1
x
2
i . (13)

Rastring function generates local minimum frequently
through cosine modulation transfer function to verify the
practicability of model solution [19]. /e formula is as
follows:

F2(x) � 
n

i�1
x
2
i − 10 cos 2πxi(  + 10 . (14)

Ackley function is a gradient optimization function of
multi-dimensional points to test the calculation speed of
multi-dimensional data to detect the global convergence
speed. /e formula is as follows:

F3(x) � −20 exp −0.2
n

i�1

������

1
n



n

i�1
x
2
i


⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
− exp

1
n



n

i�1
cos 2πxi( 

⎧⎨

⎩

⎫⎬

⎭ + 20 + e, (15)

where n is the total number of indicators for calculating data
and xi is any number of indicators. /e value range of xi in
filer function is {- 100100}, that in rastring function is{- 5.12,
5.12}, and that in Ackley function is {- 32, 32}.

In order to facilitate calculation, the number of neural
networks in this paper is n� 100, the maximum number of
iterations isD� 30, and the maximum time is T�16months.
/e above three functions are tested, respectively. In order to
reduce the impact of randomness on the results, take the
average of 7 times the results. /e specific calculation results
are shown in Table 1.

/e convergence diagram of each data in Table 1 is
shown in Figures 5–7.

It can be seen from Table 1 that compared with neural
network and genetic algorithm, the genetic algorithm and
neural network algorithm proposed in this paper is closer to
the global optimal value. In terms of standard deviation,
average value, and value range, genetic algorithm and neural
network algorithm are better than the other two algorithms.
According to the curve changes in Figures 5–7, the genetic
and neural network algorithms have better stability and
faster convergence speed. /erefore, the convergence speed,
calculation accuracy, and summation stability of genetic and
neural network algorithms are better.

4.2. Case Data and Preprocessing. /ere are some missing
data in the sample data in this paper, which is compensated
by default value in the later stage. /e prediction dataset of
behavior recognition includes digital behavior, bionic be-
havior, natural behavior, psychological behavior, and ex-
pected behavior. After preliminary data preprocessing, 1982
lines of structured data and 38 lines of semistructured data
are obtained. In order to facilitate data analysis, behavior
recognition is divided into five levels: relatively intelligent,
intelligent, general, not intelligent, and relatively not in-
telligent. /e processing results of data volume are shown in
Table 2.

Due to lack of somedata in this paper, the data from January
1, 2019, to July 22, 2020, are taken as the training set, with a total
of 1345 pieces; the data from July 22, 2020, to December 1, 2021,
are taken as the test set, with a total of 676 pieces.

4.3. Test Results. In order to verify the genetic and neural
network algorithms proposed in this paper, the results are
compared with those of genetic algorithm and neural net-
work algorithm. /e results are shown in Figure 8.

As can be seen from Figure 8, in terms of calculation
accuracy, /e accuracy of the algorithm proposed in this

Table 1: /e test results of different functions.

Detection function Algorithm Value range Ad (E) Sd Global optimal solution

Filer
Genetic algorithm 1.81E-6∼0.13e-11 1.33–7 0.91 E-6

0Neural network algorithm 1.61E-7∼0.04e-10 1.13–8 0.31 E-8
Genetic algorithm and neural network algorithm 1.43E-9∼0.13e-11 0.91–9 0.17 E-10

Rastring
Genetic algorithm 3.33E-7∼1.13e-11 1.01–7 0.90 E-8

0Neural network algorithm 1.63E-4∼1.43e-10 1.11–4 1.13 E-5
Genetic algorithm and neural network algorithm 1.31E-7∼1.81e-11 1.14–7 1.37 E-8

Ackley
Genetic algorithm 6.71E-7∼1.13e-13 4.11–7 1.11 E-8

0Neural network algorithm 4.71E-6∼1.13e-13 1.13–6 0.77 E-7
Genetic algorithm and neural network algorithm 4.53E-6∼1.13e-11 1.35–6 0.11 E-7

Computational Intelligence and Neuroscience 7
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paper is higher than the single genetic algorithm and neural
network algorithm, respectively, after analysis the error rate
is also lower than that of the single genetic algorithm and
neural network algorithm. In addition, the algorithm pro-
posed in this paper has better computational stability, which
is better than the single genetic algorithm and neural net-
work algorithm. /e calculation results of different algo-
rithms are shown in Table 3.

It can be seen from Table 3 that the single neural network
algorithm and genetic algorithm have the problems of in-
sufficient accuracy and large variation of calculation results
in different levels of behavior recognition and prediction.
Compared with the neural network algorithm, the accuracy

of the algorithm constructed in this paper is significantly
improved. At the same time, the accuracy is close to that of
neural network algorithm, which is more than 80%, which is
better than genetic algorithm. In order to further verify the
advantages of genetic and neural network algorithms, the
optimal fitness values of different algorithms are compared,
and the results are shown in Figure 9.

It can be seen from Figure 9 that the optimization of
fitness function results of genetic and neural network al-
gorithms is more significant. /e reason is that genetic al-
gorithm and neural network add synergy coefficients,
improvement weights, and convergence factors in different
dimensions.
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Figure 5: /e optimization convergence result of filer function.
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Figure 7: /e convergence results of Ackley function optimization.

Table 2: /e classification and proportion of sports behavior recognition.

Identification level Data volume (PCs.) Proportion (%)
Intelligent identification 483 23.90
Accurate identification 1043 51.61
General identification 332 16.43
Unidentification 97 4.80
Special identification 66 3.27
Note. /e indicators of this paper come from domestic literature and expert questionnaire.
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Figure 8: Test results of different algorithms.
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5. Conclusion

To sum up, the model of genetic algorithm combined with
neural network constructed in this paper can identify and
predict behavior more accurately and quickly, and its cal-
culation results are basically consistent with the actual re-
quirements. /is paper puts forward the theory of genetic
algorithm and improves the neural network algorithm
combined with multi-dimensional coevolution method. At
the same time, the threshold and weight of the neural
network algorithm are set, and the behavior recognition
analysis model is constructed. /e results show that com-
pared with the classical neural network algorithm and ge-
netic algorithm, the prediction accuracy and convergence of
behavior recognition based on genetic algorithm combined
with neural network algorithm are better, and the behavior
recognition can be judged. However, in this model, the
multi-dimensional cooperation strategy pays too much at-
tention to the global search ability, resulting in the relative
decline of the local search ability and the reduction of the
calculation speed of the optimal solution. /erefore, in the
future research, the equilibrium coefficient and filter func-
tion will be added to improve the solving ability of the
model.
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Support vector machine (SVM) is an efficient classification method in machine learning. +e traditional classification model of
SVMs may pose a great threat to personal privacy, when sensitive information is included in the training datasets. Principal
component analysis (PCA) can project instances into a low-dimensional subspace while capturing the variance of the matrix A as
much as possible. +ere are two common algorithms that PCA uses to perform the principal component analysis, eigenvalue
decomposition (EVD) and singular value decomposition (SVD). +e main advantage of SVD compared with EVD is that it does
not need to compute the matrix of covariance.+is study presents a new differentially private SVD algorithm (DPSVD) to prevent
the privacy leak of SVM classifiers. +e DPSVD generates a set of private singular vectors that the projected instances in the
singular subspace can be directly used to train SVM while not disclosing privacy of the original instances. After proving that the
DPSVD satisfies differential privacy in theory, several experiments were carried out. +e experimental results confirm that our
method achieved higher accuracy and better stability on different real datasets, compared with other existing private PCA
algorithms used to train SVM.

1. Introduction

In the past decade, more and more personal information has
been stored in electronic databases for machine learning and
personalized recommendation. +e data sharing and anal-
ysis bring lots of convenience to people’s lives, but pose a
great threat to personal privacy. Support vector machine
(SVM) [1] is a popular classification method that searches
for the best hyperplane that separates two class instances by
solving a quadratic optimization problem. It has been ap-
plied in pattern recognition such as image recognition and
text classification. In the classification model of SVM, the
most serious privacy issue is that the support vectors (SVs)
are directly obtained from the training datasets [2].
+erefore, the classification model should be privately
published to avoid disclosing personal sensitive information.

Differential privacy (DP) [3–6] has a strict mathematical
definition and the level of privacy protection can be
quantified by a small parameter ε named privacy budget. DP

has been becoming an accept standard. It guarantees that the
result of an analysis is virtually independent of the addition
or removal of one record. DP has attracted a growing re-
search attention [7]. +e common mechanisms for imple-
menting DP include Laplace mechanism [8], Gaussian
mechanism [9], and exponential mechanism [10].

Principal component analysis (PCA) [9] solves a low-rank
subspace, which completely captures the variance of matrix A.
+e main advantages of working with the low-rank ap-
proximation ofA include higher time and space efficiency, less
noise, and removal of correlation between features. +rough
PCA, the original instances are projected into a low-dimen-
sional subspace and the features become linearly independent.
Eigenvalue decomposition (EVD) and singular value de-
composition (SVD) are two common algorithms to perform
PCA. +ey are related to the familiar theory of matrix di-
agonalization. +e EVD is used for a symmetric matrix and
SVD for an arbitrary matrix. Furthermore, SVD does not need
to compute thematrix of covariance comparedwith EVD [11].

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 2935975, 11 pages
https://doi.org/10.1155/2022/2935975

mailto:yangjing@hrbeu.edu.cn
https://orcid.org/0000-0001-5944-6064
https://orcid.org/0000-0001-6646-3401
https://orcid.org/0000-0001-8942-2653
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2935975


RE
TR
AC
TE
D

+is study researches the privacy leakage problem of
SVM classifier. To overcome some shortcomings in the
existing private SVMs, a differentially private singular value
decomposition (DPSVD) algorithm is proposed to keep SVs
private in the classification model of SVM.+is study makes
the following innovations:

(i) +e authors proposed an idea that projecting the
training instances into the low-dimensional singular
subspace and the SVM can train the classification
model on it while not violating the privacy re-
quirements for the training data.

(ii) +e projection process of the DPSVD satisfies DP,
and the generated singular vectors are also private
which can be provided directly to users for classi-
fication testing.

(iii) In the DPSVD, the projection process is imple-
mented by SVD. +e main advantage is that SVD
does not need to calculate the matrix of covariance
compared with EVD. It takes up a lot of memory
space for high-dimensional data.

(iv) Our method protects privacy of the training in-
stances before training the classification model;
many optimization methods of SVMs can be ap-
plied directly to the training progress.

(v) After proving that the DPSVD satisfies differential
privacy in theory, several experiments were carried
out. +e experimental results confirm that our
method achieved higher accuracy and better sta-
bility on different real datasets, compared with other
existing private PCA algorithms used to train SVM.

2. Related Work

From a privacy perspective, SVMs have serious privacy
issues, because SVs tend to be directly obtained from the
training datasets. +ere is a lot of work to solve this privacy
problem based on DP. Chaudhuri et al. [12, 13] proposed
two perturbation-based methods for problems like linear
SVM classification. For nonlinear kernel SVM, they derived
the kernel function through random projection and line-
arized the function. However, it is hard to analyze the
sensitivity of the output perturbation, and the differentia-
bility criteria are required in the loss function of objective
perturbation. To learn SVM privately, Rubinstein et al. [14]
developed two feature mapping methods by adding noise to
the output classifier. But their methods only apply to the
kernels that do not change with translation. Li et al. [15]
designed a mixed SVM, which alleviate much of the noise
through Fourier transform based on a few open-consented
information. Zhang et al. [16] proposed DPSVMDVP by
adding Laplace noise to the dual variables based on the error
rate. Liu et al. [17] presented an innovative private classifier
called LabSam by random sampling under the exponential
mechanism. Sun et al. [18] proposed the DPWSS, which
introduces randomness into SVM training; they also pro-
posed another private SVM algorithmDPKSVMEL based on

exponential and Laplace hybrid mechanism [19] for the
kernel SVM to prevent privacy leakage of the SVs.

PCA constructs a set of new features to describe the
instances in a low-dimensional subspace. When the gen-
erated projection vectors are private, the new instances in the
low-dimensional subspace are private as well, and they can
be used directly to train SVMs without compromising the
privacy of the instances. +ere are several researches on
private PCA. Blum et al. [20] developed SuLQ by disturbing
the matrix of covariance with Gaussian noise. However, the
greatest eigenvalue might be not real, due to the asymmetry
of the noise matrix. Chaudhuri et al. [21] modified SuLQ
framework with a symmetric noise matrix and used it for
data publishing. Dwork et al. [9] disturbed the matrix of
covariance with Gaussian noise. Imtiaz and Sarwate [22, 23]
and Jiang et al. [24] disturbed the matrix of covariance with
Wishart noise and it guarantees that the perturbed matrix of
covariance is positive semidefinite. Xu et al. [25] and Huang
et al. [26] added symmetric Laplace noise to the matrix of
covariance. +ose methods above all generate the perturbed
matrix of covariance by adding a noise matrix and then
perform EVD to implement PCA. And only [26] measured
the availability of the private PCA by SVM, but not to re-
search private PCA from the privacy perspective of SVM.
Recently, SVD has been widely used in collaborative filtering
[27], deep learning [28], data compression [29, 30], and
images watermarking [31]. +ere are few researches on
privacy-preserving data mining based on SVD. Keyvanpour
et al. [32] defined a method that combined SVD and feature
selection to benefit from the advantages of both domains. Li
et al. [33] gave a new algorithm for protecting privacy based
on nonnegative matrix factorization and SVD. Kousika et al.
[34] proposed amethodology based on SVD and 3D rotation
data perturbation for preserving privacy of data.

3. Background

Table 1 summarizes the symbols used in this study.

3.1. Support Vector Machines. Given training instances
xi ∈ Rd and labels yi ∈ 1, −1{ } the classification model of
SVM can be obtained by solving the following optimization
problem [35]:

min
α

f(α) �
1
2
αT

Qα − e
Tα. (1)

Subject to 0≤ αi ≤C, i � 1, ..., l

y
Tα � 0,

(2)

where α is a dual vector; Q is a symmetric matrix,
Qij � yiyjK(xi, xj), and K is the kernel function.

Let x be a new instance.+e label of x can be predicted by
the decision function as follows:

f(x) � 
n

i�1
αiyiK xi, x(  + b. (3)
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In the classification model, only the SVs determine the
maximal margin and correspond to the nonzero αis, and
others equal zero. From a privacy perspective, the classifi-
cation model has serious privacy issues as the SVs are intact
instances.

3.2. Principal Component Analysis. PCA computes a low-
rank subspace and achieves the dimensionality reduction for
high-dimensional data, shedding light on the use of private
SVM in high-dimensional data classification. For a given
data matrix D ∈ Rn×d with d features of n instances, the i-th
row of D is denoted by xi and assumes that its ℓ2 norm
satisfies ||xi||2≤1. After the matrix is centralized by column,
the matrix of covariance can be obtained as

A �
1
n

D
T
D �

1
n



n

i�1
x

T
i xi. (4)

+e matrix of covariance is a real symmetric matrix;
therefore its eigenvalues and corresponding eigenvectors can
be obtained by EVD:

Avi � λivi, (5)

where λi is one of the eigenvalues and vi is its corresponding
eigenvector. +e λi could be treated as variance of the i-th

principal component to denote its importance and is sorted
in descending order. Generally, the threshold of the accu-
mulative contribution rate of principal components c

(0≤ c≤ 1) is set to decide the target dimension k by


k
i�1 λi


d
i�1 λi

≥ c. (6)

According to the diagonalization theory of matrix and
(5), it obtains another representation of EVD as follows:

A � V  V
T
, (7)

where V is an orthogonal matrix consisting of eigenvectors
in columns and  is a diagonal matrix taking eigenvalues as
diagonal entries. Compared with EVD, SVD can be applied
to an arbitrary real matrix and it does not need to calculate
matrix of covariance. +e representation of SVD is shown as
follows:

D � USV
T
, (8)

whereU andV are the left and right singular matrices, which
consist of left and right singular vectors, respectively; S is a
diagonal matrix taking singular values as diagonal entries.
+e singular value σi is also sorted in descending order. +e
relationship between EVD and SVD is as follows:

Table 1: Symbols.

Symbol Description
D, D′ +e adjacent matrix of datasets
A, A Matrix of covariance
xi ∈ Rd. Train instance
yi ∈ 1, −1{ }. Label
A Dual vector
Q Symmetric matrix for kernel function
K Kernel function
E Vector composed entirely of ones
C Upper limit of α
λi Eigenvalue
vi. Eigenvector
Γ +e accumulative contribution rate of principal components
U, V +e singular vectors or eigenvectors matrix
, S +e singular values or eigenvalues diagonal matrix
σi Singular value
I Unit diagonal matrix
M A randomized mechanism
O All subsets of possible outcomes of mechanism M
ε Privacy budget
β, δ Privacy parameter
S1, S2 +e ℓ1 and ℓ2 sensitivity of function
Laplace(b) Laplace noise (mean: 0; scale: b)
N(0, τ2) Gaussian noise with (mean: 0; deviation: τ)

Computational Intelligence and Neuroscience 3
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A �
1
n

D
T
D �

1
n

USV
T

 
T

USV
T

  �
1
n

VSU
T
USV

T
�
1
n

VSSV
T

�
1
n

VS
2
V

T
, (9)

A �
1
n

DD
T

�
1
n

USV
T

  USV
T

 
T

�
1
n

USV
T
VSU

T
�
1
n

USSU
T

�
1
n

US
2
U

T
, (10)

whereUTU�I andVTV�I, becauseU andV are bothmade up
of unit orthogonal vectors; they also are called orthonormal
basis matrices. +e coefficient 1/n has nothing to do with the
eigenvectors and the proportionality of eigenvalues. We
generally use DTD to approximate the matrix of covariance.
From (9) and (10), we can conclude that the SVD of an
arbitrary real matrix yields a similar result to the EVD of its
matrix of covariance. In the SVD of D, the right singular
vectors serve as the eigenvectors of DTD, and the left ones
serve as those of DDT. +e singular values equal the square
roots of the nonzero eigenvalues of DTD and DDT.

3.3. Differential Privacy

Definition 1 (differential privacy (see [3])). A stochastic
mechanism M satisfies (ε, δ)-differential privacy, provided
that, for every two adjacent matrices D and D′ differing in
exactly one row, and for all subsets of probable outcomes O
⊆ Range(M),

Pr[M(D) ∈ O]≤ exp(ε) × Pr M D′(  ∈ O  + δ. (11)

When δ equals zero, M satisfies ε-differential privacy.

Definition 2 (sensitivity (see [3])). For a given function
q: D⟶ Rd, and adjacent matrices D and D′, the sensi-
tivities S1 and S2 of function q can be, respectively, expressed
as

S1 � max
D,D′

q(D) − q D′( 
����

����1 and S2 � max
D,D′

q(D) − q D′( 
����

����2.

(12)

S1 corresponding to ℓ1 norm is usually used in Laplace
mechanism, while S2 corresponding to ℓ2 norm is used in
Gaussian mechanism.

Definition 3 (Laplace mechanism (see [8])). For a numeric
function q: D⟶ Rd, with scale factor b� S1/ε. +e Laplace
mechanism, which adds independent random noise dis-
tributed as Laplace(b) to each output of q(D), ensures
ε-differential privacy.

Definition 4 (Gaussian mechanism (see [9])). For a numeric
function q: D⟶ Rd, let β � S2

����������
2 ln(1.25/δ)


/ε. +e

Gaussian mechanism, which adds independent random
noise distributed as N(0, β2) to each output of q(D), ensures
(ε, δ)-differential privacy.

4. Materials and Methods

To overcome the shortcomings in the existing private SVMs,
we proposed the DPSVD. +e DPSVD privately projects the

original instances to a low-dimension singular subspace and
trains a SVM classification model in it to protect the privacy
of training instances.

4.1. Algorithm Description: Algorithm 1 Is the Pseudocode of
the DPSVD. +e algorithm 1 describes the implementation
process of the DPSVD for training a private classification
model of SVM. Firstly, it generates a noise matrix sampled
from Gaussian distribution, and this step does not need to
symmetrize the noise matrix as the existing private PCA
algorithms. Secondly, it adds the noise matrix to the raw data
matrix rather than the matrix of covariance of the raw data.
When features far outnumber instances, the matrix of co-
variance will take up a lot of memory space, especially for
high-dimensional data. Meanwhile, the matrix of covariance
will magnify errors in the raw data to some extent. +irdly,
the DPVSD algorithm computes the singular values and
singular matrices by SVD, while the existing private PCA
algorithms use EVD. Generally, SVD can be considered a
black box and has higher execution efficiency compared with
EVD, although the two decompositionmethods generate the
same projection subspace by singular vectors or eigenvectors
under the nonprivate situation. +ere are similar computing
processes with the EVD in the next three steps. Lastly, the
DPSVD distributes the private classification model to pre-
dict the new instances, prior to idea that it projects them to
the same singular subspace by the private singular vectors. In
brief, the DPSVD trains a private SVM classifier for pre-
dicting the new instances in future.

4.2. Privacy Analysis. Firstly, the sensitivity of the function
q(D) is analyzed, and then the DPSVD is demonstrated to
satisfy (ε, δ)-differential privacy. In the DPSVD algorithm,
the noise matrix is added to the data matrix D; therefore
q(D)�D. Given that two adjacent data matrices D and D′
differ by exactly one row corresponding to an instance, we
set D′ obtained from D by deleting the last row,
D � [x1, ..., xn]T ∈ Rn×d and D′ � [x1, ..., xn− 1]

T ∈ R(n− 1)×d,
and assume each row has unit ℓ2 norm ||xi||2≤1 at the most.

Lemma 1. ?e sensitivity of the function q(D) S2 equals one.

Proof. According to Definition 2, it obtains S2 by the fol-
lowing inequation:

S2 � max
D,D′

q(D) − q D′( 
����

����2 � max
D,D′

D − D′
����

����2 � max
D,D′

xn

����
����2≤ 1

(13)

+erefore, the sensitivity of the function q(D) equals
one.
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Theorem 1. ?e DPSVD satisfies (ε, δ)-differential privacy.

Proof. To demonstrate that the DPSVD satisfies (ε, δ)-dif-
ferential privacy, it is necessary to demonstrate every step in
the algorithm satisfies it. According to Lemma 1, it obtains
that S2 equals one. Let β � S2

����������
2 ln(1.25/δ)


/ε �����������

2 ln(1.25/δ)


/ε; then Step (1) and Step (2) satisfy DP
according to Definition 4. Step (3) and Step (4) postprocess
the private data matrix D′; they also satisfy DP. Step (5)
generates the private singular vectors Vk; the projected in-
stances Y in the low-dimensional singular subspace are
private as well. Meanwhile, Y does not need to be distributed
to users. Step (6) and Step (7) compute the classification
model based on private projection instances and distribute it
together with private singular vector to predict the new
instances. +e last three steps do not violate the privacy
requirement of DP. +erefore, the DPSVD satisfies (ε,
δ)-differential privacy.

4.3. Algorithm Comparison. +e three algorithms were
compared theoretically between DPSVD, AG [9], and
DPPCA-SVM [26] summarized in Table 2. Other ones have
been compared by the DPPCA-SVM algorithm. Our algo-
rithm uses SVD to perform PCA; it does not need to

compute matrix of covariance and symmetrize the noise
matrix as the description above. It obtains the same noise
scale as AG algorithm, because they use identical mechanism
of DP to generate the noise matrix.

+erefore, the classification model and the singular
vectors for projection are both private; they can be used to
predict the new instances in the same singular subspace. +e
main advantage of the DPSVD compared with other private
SVMs is that our algorithm trains the classification model in
the private low-dimensional singular subspace generated by
SVD. In this way, the features of the instances in the singular
subspace become linearly independent and low-dimensional
and therefore have higher time and space efficiency for
training the classification model. +e difference between our
algorithm with other private PCA algorithms is that it does
not need to calculate the matrix of covariance or symmetrize
the noise matrix. Meanwhile, the DPSVD protects privacy of
the training instances before training the classification
model; many optimization methods of SVMs can be applied
directly to the training progress.

5. Results

5.1. Datasets. Our experiments were carried out on four
popular datasets for testing SVM performance. Table 3

Input: Raw data matrix D ∈ Rn×d, instances n, features d, privacy parameters ε, δ and β, accumulative contribution rate of principal
components c;

Output: Classification model f(x) � 
n
i�1 αiyiK(xi, x) + b, private singular vectors Vk;

Begin
Generate a noise matrix E ∈ Rn×d, every entry is i.i.d. and sampled from N(0, β2);
Add the noise matrix to the raw data matrix D’�D+E;
Compute the singular values σ and singular matrices U, V of D′ by SVD, D′ � USVT;
Select the target dimension k according to 

k
i�1 σ2i /

d
i�1 σ2i ≥ c;

Select first k singular vectors Vk to project the original training instances to the low-dimensional singular subspace Y�DVk;
Compute the classification model f(x) in the singular subspace;
Use f(x) and Vk to predict the new instances.

End

ALGORITHM 1: DPSVD.

Table 2: +e comparison between the three algorithms.

Algorithm PCA Adding mode Noise form Noise scale Mechanism Privacy level
DPSVD SVD D Asymmetric O(

��
d

√
/nε) Gaussian (ε, δ)

AG EVD DTD/n Symmetric O(
��
d

√
/nε) Gaussian (ε, δ)

DPPCA-SVM EVD DTD/n Symmetric O(d/nε) Laplace (ε, 0)

Table 3: Test datasets.

Indices Datasets Instances Features Ranges
1 A1a 1605 119 [0, 1]
2 Mushrooms 8124 112 [-1, 1]
3 Musk 6598 166 [-1, 1]
4 Splice 1000 60 [-1, 1]
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Table 4: Performance comparison of algorithms on different datasets.

Datasets ε Algorithm
Accuracy SV

Mean Std Max Min Mean Std Max Min
A1a -- SVM 83.49 -- -- -- 754 -- -- --

0.1 DPSVD 83.35 0.15 83.61 83.24 763 6 771 756
AG 83.08 0.24 83.30 82.68 743 4 747 738

DPPCA-SVM 82.58 0.58 83.30 81.93 771 12 783 754
0.5 DPSVD 83.50 0.22 83.86 83.30 755 9 768 743

AG 83.09 0.16 83.18 82.80 686 3 689 682
DPPCA-SVM 83.07 0.50 83.49 82.24 764 14 778 747

1 DPSVD 83.59 0.13 83.74 83.43 753 5 759 748
AG 83.45 0.24 83.80 83.18 697 4 702 693

DPPCA-SVM 83.46 0.41 84.11 82.99 756 14 778 742
Mushrooms -- SVM 99.90 -- -- -- 617 -- -- --

0.1 DPSVD 99.89 0.01 99.90 99.88 639 39 700 607
AG 99.18 0.02 99.21 99.15 518 3 521 514

DPPCA-SVM 99.49 0.42 99.89 99.02 683 67 747 604
0.5 DPSVD 99.90 0.01 99.90 99.89 633 25 674 607

AG 99.19 0.05 99.26 99.14 524 5 531 517
DPPCA-SVM 99.59 0.38 99.90 99.06 763 50 811 687

1 DPSVD 99.90 0.00 99.90 99.90 602 26 625 559
AG 99.79 0.04 99.83 99.73 445 22 469 417

DPPCA-SVM 99.83 0.08 99.98 99.78 651 81 779 559
Musk -- SVM 93.95 -- -- -- 1351 -- -- --

0.1 DPSVD 94.08 0.11 94.23 93.95 1351 15 1369 1330
AG 88.96 0.08 89.09 88.89 1865 10 1876 1855

DPPCA-SVM 93.97 0.20 94.23 93.74 1379 8 1391 1369
0.5 DPSVD 94.14 0.11 94.27 94.00 1359 14 1379 1341

AG 88.94 0.01 88.95 88.92 1866 6 1874 1858
DPPCA-SVM 94.10 0.15 94.35 93.97 1336 15 1355 1315

1 DPSVD 94.14 0.10 94.29 94.04 1345 10 1358 1333
AG 88.93 0.02 88.95 88.91 1872 10 1887 1860

DPPCA-SVM 94.19 0.17 94.35 93.92 1318 40 1384 1275
Splice -- SVM 94.30 -- -- -- 607 -- -- --

0.1 DPSVD 91.08 0.75 92.40 90.60 635 17 662 616
AG 90.56 0.83 91.30 89.30 591 16 605 568

DPPCA-SVM 87.14 0.32 87.40 86.70 643 16 660 619
0.5 DPSVD 92.00 0.80 92.80 90.70 610 10 625 600

AG 93.58 0.38 94.00 93.00 588 5 595 582
DPPCA-SVM 87.22 0.73 88.40 86.60 659 34 706 615

1 DPSVD 92.36 0.56 93.10 91.80 618 19 645 594
AG 93.56 0.31 93.90 93.10 594 3 599 591

DPPCA-SVM 87.36 0.94 88.30 86.00 641 21 667 614
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Figure 1: Accuracy at various ε on dataset A1a.
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describes their basic information, including the number of
the instances, the number of the features, and the ranges of
values in the data. +ey are accessible at https://www.csie.
ntu.edu.tw/∼cjlin/libsvmtools/datasets/ and http://archive.
ics.uci.edu/ml/datasets.php. It trains the SVM to compare
the performance of algorithms based on LIBSVM (version

3.25) [36] with the radial basis function as the kernel
function and default parameters.

5.2. Algorithm Performance Experiments. +e performance
of the DPSVD was compared with AG, DPPCA-SVM, and
the nonprivate SVM on the four real datasets. In the
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Figure 2: Accuracy at various ε on dataset Mushrooms.
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Figure 3: Accuracy at various ε on dataset Musk.
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experiments, it designed two metrics of algorithm perfor-
mance Accuracy and SV. Accuracy denotes how accurate the
classification is, and SV denotes how many SVs are con-
tained in the classifier. +e higher the Accuracy, the greater
the usability of the classifier. +e closer SV to that of
nonprivate SVM, the better the stability of the algorithm.
+e privacy budget ε was set at 0.1, 0.5, and 1, δ at 1/n2, and
the accumulative contribution rate of principal components

c at 90%. +ree private algorithms were implemented five
times under every privacy budget parameter. +e mean
values, standard deviation, and maximum and minimum
values of the two metrics are given in Table 4.

From the experiments results in Table 4, the DPSVD was
the most accurate in classification than the other two private
classifiers under different privacy budget for most of the
datasets. Sometimes, our algorithm even outperformed the
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Figure 4: Accuracy at various ε on dataset Splice.
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Figure 5: SV at various ε on dataset A1a.
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nonprivate SVM. +is is mainly because our algorithm
removes the linear dependence between features and un-
important features by SVD. Meanwhile, our algorithm has
the better stability of the algorithm as its SV is much closer to
the nonprivate SVM. To compare algorithm performance
more intuitively, the mean values of the two metrics for the
four algorithms are shown in Figures 1–8.

In Figure 1 to Figure 3, the DPSVD achieved the highest
classification accuracy in the three private algorithms and
closer to the nonprivate SVM than the other two algorithms.
In Figure 4, the AG achieved the higher classification ac-
curacy than the DPSVD as the privacy budget increases. In
Figure 5 to Figure 8, the DPSVD contained the closer

number of SVs in the classifier to the nonprivate SVM than
the other two algorithms. +erefore, the PDSVD achieved
higher classification accuracy and better algorithm stability
on most of the datasets and approximated the performance
of the nonprivate SVM. +e AG algorithm on dataset Musk
in Figure 3 and the DPPCA-SVM algorithm on dataset
Splice in Figure 4 have relatively lower classification accu-
racy. It also shows that the DPSVD has better algorithm
stability.

6. Conclusions

To solve the privacy leak of SVM classifiers, especially on
high-dimensional data, the DPSVD algorithm was proposed
to project the training instances into the low-dimensional
singular subspace and train a private SVM classifier on it
while not violating the privacy requirements for the training
data. +e DPSVD is proved to satisfy DP. +e main ad-
vantages of the DPSVD include three aspects. Firstly, it
trains the classification model in the private low-dimen-
sional singular subspace; therefore it has higher time and
space efficiency compared with other private SVMs. Sec-
ondly, it does not need to calculate the matrix of covariance
or symmetrize the noise matrix and has higher classification
accuracy and better stability of the algorithm than other
existing private PCA algorithms through the comparison
experiments. +irdly, it protects privacy of the training
instances before training the classification model, and many
optimization methods of SVMs can be applied directly to the
training progress. Meanwhile, its algorithmic ideas can be
applied to other machine learning areas to solve data privacy
problems. However, the DPSVD can only solve the linear
dependence between the data features. In future work, we
will consider the nonlinear dependence to train a private
classification model. In addition, the problem of data in-
stances compression through SVD is another research
direction.
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Data Availability

+e raw data of the four datasets are available at https://www.
csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/ and http://archive.
ics.uci.edu/ml/datasets.php.
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Aiming at the characteristics of timely transmission, rapid update, and large magnitude of microgrid data, based on the large data
samples generated by microgrid operation, a fault diagnosis and analysis method of microgrid systems supported by big data is
proposed in this paper. +e multisource joint feature vectors of microgrid are extracted using Wavelet transform, Rayleigh
entropy, and big data technology, which combine short-circuit current and voltage. +e extracted feature dataset is clustered and
segmented to realize deep data mining. Combining BP neural network and big data, the fault diagnosis of microgrid is realized.
+e simulation results show that the BP neural network algorithm based on big data support can accurately identify the type and
phase of internal faults in microgrid, which is more suitable for extracting the temporal characteristics of information and
spatiotemporal correlation of data to realize the prediction of big data and solve the core problems in the analysis of big data of
microgrid faults, and the accuracy is as high as 96.8%.

1. Introduction

Big data refers to the dataset that cannot be captured,
managed, and processed by conventional software tools
within a certain period of time. It is a massive and di-
versified information asset of high growth rate that needs a
new processing mode to have stronger decision-making
power, insight, and process optimization ability. “Volume,
Variety, Value, Velocity, and Veracity” are the “5V”
characteristics of big data. Relevant research and surveys
have pointed out that the global annual data growth rate is
basically twice or even higher than that of the previous year.
In the next 10 years, nonstructural data will account for
about 90% and the data patterns will be different. It will
become impossible to analyze based on previous experi-
ence. +erefore, it is necessary to study relevant data
mining technologies and understand and master the basic
“5V” characteristics of big data, which is particularly im-
portant for data analysis based on big data. BP neural

network can be applied to the prediction of models and the
study of the relationship between different models.
+erefore, the combination of big data technology and BP
neural network can deal with large and complex nonlinear
structural problems from a statistical point of view, with
high stability and accuracy. Big data fault analysis refers to
collecting a large amount of data through real-time analysis
and mining of microgrid fault information to master the
microgrid operation characteristics, accurately predict the
microgrid topology behavior, and improve the capabilities
of service and risk control. +e key to big data is to be able
to quickly obtain useful information from a large amount
of data or quickly realize big data assets. +erefore, the
information processing of big data is often based on cloud
computing. Cloud computing is the product of a new era.
Taking cloud computing as the development strategy, big
data is applied to cloud computing to obtain a series of data
that can be used for fault analysis, so as to form a big data
fault diagnosis model.
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+e reasonable development and utilization of green and
clean energy have become an important topic with in-
creasingly prominent energy crisis, environmental pollution,
and slow recovery caused by large power grids. Microgrid
has been widely used because of its flexible installation lo-
cations, less pollution, and high energy efficiency. Its
technical problems have also attracted the extensive atten-
tion of researchers at home and abroad. One of the im-
portant research fields is fault diagnosis technology, which
guarantees safe and reliable operation. +e common fault
types of internal lines in the microgrid are single-phase
grounding short circuit, two-phase short circuit, three-phase
short circuit, etc. Conventional fault diagnosis methods
cannot be directly applied to microgrid and work well due to
the difference between current and voltage and bidirectional
power flow. It is an urgent problem to find new fault di-
agnosis and identification methods for microgrid because of
the changing characteristics of fault voltage and current.

A lot of research has been carried out and been applied in
practice to the fault diagnosis technology of microgrid. +e
research mainly focuses on the following two aspects: Firstly,
fault diagnosis is carried out according to the changes of
circuit breakers, the flexible topology, protection elements,
and other equipment status in the microgrid. For example,
the voltage and bus current signals of the low-voltage circuit
breaker are used for fault diagnosis. Using SOM neural
network and multiagent systems, the simulation results
show that good diagnosis results can be achieved for a single
fault, but the situation of multiple faults in the same period
needs further study [1, 2]. In [3], a Petri net analysis model
using line fault protection information is established. +e
corresponding protection set information needs to be
updated while the topology changes without remodeling,
which can adapt to the variability of the microgrid topology
structure. However, the identification accuracy of fault di-
agnosis will be affected when the protection device and
circuit breaker have such factors as refusing to operate or
misoperation.

Secondly, the abnormal change of voltage or current is
used to diagnose the fault in the microgrid. +e transient
recovery performances of microgrid under different control
modes are compared and analyzed by studying the change of
current amplitude and the transient duration of overvoltage
when a short-circuit fault occurs in the microgrid [4, 5].
According to the impedance and impedance angle, the
symmetrical component method was used to analyze the
voltage and current in the microgrid during a fault. How-
ever, it is difficult to accurately extract the fault component
when the system is unstable, is oscillating, has interference,
or has continuous fault. At the same time, its effect is a lack
of experimental verification while only theoretical and
methodological research is carried out.

+e fault voltage and current signal are used to realize
fault diagnosis and identification in a combined wavelet
packet with a neural network, but the fault phase cannot
be accurate to the line [6, 7]. +e voltage signal of the
optical storage microgrid line is analyzed to realize the
safe and reliable operation of the optical storage
microgrid based on genetic algorithm [8]. Another fault

detection scheme based on deep neural networks and
wavelet transform for microgrid was proposed in [9]. +e
authors in [10] employed an approach focusing on
identifying and evaluating the faulted line section by
implementing data mining and wavelet packet transform.
At present, the scale of microgrid data has increased
exponentially, and the traditional data processing
methods cannot afford to process large-scale data. At the
same time, the big data of the microgrid system runs
through all nodes of smart grid, which is far beyond the
scope of traditional power system monitoring. +e cur-
rent data processing platform is difficult to meet the
requirements of smart grid for the processing of power
system data. In particular, it is difficult to achieve real-
time data, which results in the loss and repetition of
power grid data. In the era of big data, how to process
microgrid data to analyze and diagnose the working
conditions of power equipment is an urgent task for the
development of intelligent microgrids. In order to solve
the problems of incomplete fault information, single
information structure, and imperfect diagnosis results in
the existing microgrid fault diagnosis methods, this paper
extracts and reconstructs the features of multisource data
using BP neural network based on big data technology,
obtains the spatiotemporal correlation characteristics
between different data, and then realizes fault prediction
and diagnosis better.

+e main contributions of this paper are as follows:
First, most of the existing research literature is about the
relationship between the amplitude of voltage, current,
and fault, but less about the relationship between the
time-frequency characteristics of voltage and current and
the impact of time-frequency characteristics on fault. In
fact, the time-frequency characteristics of voltage and
current on the fault will have a greater impact. Secondly,
this paper not only analyzes the relationship between
voltage and current but also studies the regulatory role of
voltage, current, and fault. +ird, this paper combines BP
neural network and big data to predict the spatiotemporal
correlation of data in order to realize fault diagnosis using
big data analysis. Considering that the voltage and cur-
rent of three-phase lines contain rich transient sudden
change signals when the internal lines of the microgrid
fail, which can effectively reflect the fault characteristics,
this paper obtained the high-frequency and low-fre-
quency details of the signal using wavelet analysis,
Rayleigh entropy, and other theoretical methods to ex-
tract the characteristic vectors of three-phase line fault
voltage and current from massive microgrid data. Based
on the analysis of fault information, the BP neural net-
work is applied to fault diagnosis and identification.
Trained with historical data as samples, the BP neural
network model supported by big data is constructed to
realize the accurate diagnosis of fault type and phase.

+e rest of this paper is arranged as follows: Section 2
describes fault characteristics; Section 3 gives wavelet packet
decomposition and energy entropy; Section 4 provides
construction of the BP neural network fault diagnosis model;
Section 5 describes fault diagnosis algorithm and process;
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Section 6 gives simulation analysis and experimental veri-
fication; Section 7 concludes the study.

2. Fault Characteristics Analysis

2.1. Microgrid Prototype. A microgrid prototype is shown
in Figure 1. +e bus voltage is 220 V and connected to the
distribution network through the PCC of the common
connection point. DG1 is a photovoltaic power generation
unit with a capacity of 60 kVA. DG2 is a wind power
source with a capacity of 20 kVA. +ere are three power
transmission lines in the microgrid: WL1 is 1 km long
with 8 kW load; WL2 is 5 km with 50 kW load; and WL3 is
2 km long with 15 kW load. +e fault resistance and
grounding resistance are both set as 0.001Ω when single-
phase faults happen, while the grounding resistance is set
as 10mΩ when two-phase or three-phase short circuits
occur.

+e three-phase output voltage and current are sym-
metrical when the microgrid operates normally. +e current
waveform is shown in Figure 2. +e three-phase output
current is equal, and the phase difference is 120°.

2.2. Fault Analysis. +e Matlab simulation platform is used
to analyze the variation of line voltage and current under
different fault types and fault positions. In this paper,
Matlab/Simulink 2018b software is mainly used in the
process of modeling and simulation. Simulink is mainly
responsible for the construction of the whole system and
offline simulation verification. At the same time, it can be
combined with StarSim HIL and StarSim RCP software of
Yuankuan; then, the hardware in the loop test is realized.+e
simulation analysis is carried out at 10%, 50%, 70%, and 85%
of the microgrid side, respectively, while single-phase
ground fault, phase-to-phase short circuit, two-phase
ground fault, or three-phase short-circuit fault happens. +e
simulation time is set as 0.5 s, and the fault will be removed
in 0.4 s after the fault occurs in 0.1 s. When the fault occurs,
the voltage and current at the fault point are shown in
Figure 3.

Figure 3 shows that the voltage at the fault point
decreases significantly after the short circuit, the ampli-
tude of fault current increases, and there are certain
components of harmonic and aperiodic components. It is
very likely to cause microgrid instability and protection
misoperation even after the fault is removed. +e fault
diagnosis method based on the single signal has certain
limitations, so it is necessary to consider the voltage and
current signals to build a new feature vector for fault
diagnosis.

+e fault data information during microgrid operation
includes steady-state data, parameter data, alarm events, etc.
+e circuit information includes frequency, voltage, current,
harmonic voltage, harmonic current, voltage imbalance,
current imbalance, flicker, power and power factor in the
circuit, power grid clutter interference, vibration, temper-
ature and humidity, harmonic interference, abnormal
events, and other indicators. +rough the analysis and

processing of these data, accurate fault characteristics can be
extracted to realize fault identification and diagnosis.

3. Wavelet Packet Decomposition and
Energy Entropy

3.1. Wavelet Packet Decomposition. +e wavelet packet se-
lects the optimal basis to decompose the original signal in the
frequency domain, which improves the ability of signal
analysis, avoids the defect of fixed time frequency of wavelet
decomposition, and accurately reflects the nature and
characteristics of the signal. It has good time-domain and
frequency-domain positioning characteristics and excellent
signal adaptability.

Let ϕ(x) be an orthogonal scaling function and ψ(x)be a
wavelet function; then, the two-scale function equation is as
follows:

ϕ(x) �
�
2

√

k
hkϕ(2x − k),

ψ(x) �
�
2

√

k
gkϕ(2x − k),

(1)

where hk is the scale coefficient and gk is the wavelet
coefficient.

Defining a basis function u0(x) � ϕ(x) and
u1(x) � ψ(x), then the two-scale equation is generalized as
follows:

u2n(t) �
�
2

√

k∈z

hkun(2t − k),

u2n+1(t) �
�
2

√

k∈z

gkun(2t − k),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)

where the constructed sequence un(x)  is the wavelet
packet of basis function u0(x) � ϕ(x).

+e parameter j is the scale index, k is the position index,
and n is the oscillation number; then,

dj,2nk � 
ι∈z

hk−2ιd
j+1,n
ι ,

dj,2n+1
k � 

ι∈z
gk−2ιd

j+1,n
ι .

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

+e wavelet packet reconstruction algorithm is as
follows:

dj+1,n
k � 

ι∈z
hk−2ιd

j,2n
ι + gk−2ιd

j,2n+1
ι . (4)

Taking 3-level wavelet packet decomposition as an ex-
ample, the process of wavelet packet decomposition and
reconstruction is shown in Figure 4. Node (i, j) represents
the jth node in layer i (i� 0,1,2,3; j� 0,1,2, . . ., 7), and each
node represents a signal with certain characteristics. For
example, the node (0,0) represents the original signal S, node
(1,0) represents the low-frequency coefficient of the first
layer of wavelet packet decomposition, and node (1,1)
represents the high-frequency coefficient of the first layer.

+e relationship between the original signal S and its
decomposition coefficient is as follows:
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S � S(3, 0) + S(3, 1) + . . . + S(3, 7). (5)

3.2. Feature Entropy Extraction and Multisource Joint Ei-
genvector Construction. Entropy can measure the degree of
information uncertainty in information theory, such as
information entropy and relative entropy [11, 12]. +e
Shannon entropy extracted from the wavelet packet de-
composition and reconstruction can reflect the high-fre-
quency and low-frequency characteristics of the signal
more accurately and has stronger anti-interference per-
formance [6]. +e time complexity of the frequency
component of the signal transient can be accurately
expressed by the singular entropy of the Rayleigh wavelet
packet, which is more conducive to the identification and
diagnosis of fault signals.

Let the random signal X � x0, x1, . . . , xN−1, xN ; the
probability of occurrence of xi is

pi � p xi( ,

i � 0, 1, 2, . . . n − 1,



N

i�0
pi � 1.

(6)

+en, the Rayleigh entropy of X is

Hq(X) �
1

1 − q
ln

N

i�1
pq

p. (7)

+e expression of energy entropy fused with wavelet
packet decomposition is

Ei,j �
1

1 − q
ln 

j
pqi,j. (8)

+e vector T is composed of the energy entropy of each
frequency band:

T � Ei,0,Ei,1,Ei,2 . . .Ei,2n−1 . (9)

To facilitate signal analysis, the vector T can be nor-
malized and represented by T’ when the energy entropy of
each frequency band is relatively large.

E � 
2n−1

j�0
Ei,j ,

T’
�
T
E

�
Ei,0

E
,
Ei,1

E
,
Ei,2

E
. . .

Ei,2n−1

E
 .

(10)

After feature entropy extraction, the voltage and current
signals are fused by the interval crossing method to form a
new multisource fault feature vector for fault diagnosis. +e
final signal eigenvector is obtained.

4. Construction of the BPNeural Network Fault
Diagnosis Model

In 1986, the BP neural network was proposed by Rumelhart
and McClelland, which has become one of the most popular
neural network models because of its strong functions of
self-learning and adaptability. +e BP network can solve the
fault diagnosis problem of some complex systems and
provide theoretical research and technical implementation
methods for more intelligent diagnosis methods.

With the support of big data technology, the develop-
ment of the BP neural network gradually tends to mature.
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When analyzing and diagnosing power grid faults, it can
convert relay protection information into model input and
take the possible faults of microgrid as an output. On this

basis, it completes the selection of the sample set. +en, it
cleans and segments the sample, compares the difference
between the actual output and the expected output, realizes
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Figure 3: Partial fault voltage and current curves: (a) three-phase short circuit (1.5 s–1.6 s); (b) two-phase short circuit (1.5 s–1.6 s); (c) two-
phase ground fault (1.5 s–1.6 s); (d) single-phase ground (1.5 s–1.6 s); (e) PV parameters of three-phase fault; (f ) PV parameters of single-
phase fault.
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the layer-by-layer adjustment of the weight and threshold,
and stops after repeated times, and the difference is con-
sistent with the standard. +e BP neural network is mainly
composed of an input layer, a hidden layer, and an output
layer. +e topological structure of a typical three-layer BP
neural network is shown in Figure 5.

Regulation: J is the number of nodes in the input layer,
the node serial number is j, input vector
_X � [x1, x2 . . . xj . . . xJ], j � 1, 2 . . . J, K is the number of
nodes in the output layer, node serial number is k, _O �

[o1, o2 . . . ok . . . oK] is the output vector, k � 1, 2 . . .K, L is
the number of nodes in the hidden layer, the node serial
number is ι, Wjι represents the connection weight between
the jth neuron in the input layer and the ι neuron in the
hidden layer, Tιk represents the connection weight between
the ιth neuron in the hidden layer and the kth output neuron
in the output layer, and the input of the ιth node in the
hidden layer is Iι. +e output is yι. +e activation function is
f(·). +en, the input and output of the ιth neuron are
expressed as

Iι � 

J

j�1
Wjιxj,

yι � f Iι( .

(11)

Given N samples ( _Xn, _dn) (n� 1, 2, . . ., N), the expected
output vector of the input vector _Xn is _dn. +e objective
function is defined as the sum of error squares between the
expected output and the actual output during
backpropagation.

En �
1
2



K

k�1
dn(k) − On(k) 

2
. (12)

+e total error of N samples is defined as

E �
1
2N



N

n�1


K

k�1
dn(k) − On(k) 

2
. (13)

By adjusting the connection weight and threshold,
the total error E is minimized and the weight changes
along the negative gradient direction of the error
function.

Wjι(t + 1) � Wjι(t) − η
zE

zWjι
, (14)

where t is the number of iterations and η is the step size.

5. Fault Diagnosis Algorithm and Process

Based on the algorithm of the first two sections, a new
method of short-circuit fault diagnosis for microgrid is
proposed in this paper. +e fault feature is extracted by
wavelet packet decomposition, and the energy entropy is
calculated. +e multisource joint eigenvector is com-
posed of voltage and current characteristic entropy,
which is used as the BP network input and realizes fault
diagnosis. Firstly, the time-frequency analysis of the
three-phase current and voltage signals is carried out by
wavelet packet decomposition. +en, the Shannon energy
entropy is calculated as the signal feature vector, and the
multisource joint eigenvector is composed of cross fusion
and used as the input of the BP neural network for
training and learning. +e fault type and phase of
microgrid can be accurately identified and diagnosed. +e
algorithm flow is shown in Figure 6.

500 groups of line fault sample data are randomly
selected. Firstly, wavelet packet decomposition is used to
analyze the signal time frequency, and then, Shannon
energy entropy is used to extract the signal feature
vector as the input signal of the BP neural network.
+e sample size for neural network training and
learning is 80%. Another group of 10% data is used for
verification, and the third group of 10% data is used for
testing.

Using the BP neural network algorithm model,
the multilayer feedforward network is trained according
to the error backpropagation algorithm of microgrid
fault output data, and then, through a large amount
of sample learning, the input-output mode mapping
relationship of the fault is stored, which can realize
real-time and online mapping of fault information,
making the complex nonlinear relationship in the output
data samples become obvious. +e accuracy of fault di-
agnosis is greatly improved, and the data error rate is
reduced.

⋮ ⋮ ⋮

W Tx1 o1

o2x2

oKxJ

Figure 5: Topological structure of the BP neural network.
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Figure 4: 3-level wavelet packet decomposition structure.

6 Computational Intelligence and Neuroscience



6. Simulation Analysis and
Experimental Verification

6.1. Wavelet Packet Decomposition of Fault Current in
Microgrid. According to the experimental analysis and
comparison, the frequency band distribution of 2-level
wavelet packet decomposition is too wide and the resolution
is low, while those of the 4-level wavelet packet decompo-
sition and 3-level wavelet packet decomposition are the
same, but the amount of calculation is significantly in-
creased. +erefore, this paper chooses 3-level wavelet packet
decomposition for the signal.

As an example, the step of extracting the wavelet packet
energy entropy of the A-phase current signal is illustrated by
the A-phase single-phase grounding short-circuit current of
line WL3 away from the microgrid side. +e waveform
diagram of the single-phase grounding short-circuit current
is shown in Figure 7.

Comparing Figures 7 and 5, it can be found that when
the system is short-circuited, the current changes suddenly
and has transient fault information. +e db6 wavelet base is
selected to further extract the effective fault information.+e
A-phase current signal is decomposed by 3-level wavelet
multiresolution using formula (2), which can obtain the
wavelet packet decomposition coefficient and wavelet re-
construction signal. +e current decomposition signal is
shown in Figure 8.

It can be seen from the detailed diagram that the first
impulse current wave is received at 800 sampling points and
the second impulse current wave is received at 3500 sam-
pling points. Considering the period, it can be used as the
basis for the fault location of microgrid.

+e wavelet packet reconstruction of the short-circuit
current and voltage wavelet signal shows that the fault signal
contains rich nonstationary fault signal components, so the
wavelet packet reconstruction signal will immediately have
obvious fluctuations at the time of fault, which can be used as
an important criterion to judge whether the fault occurs in
the internal lines of the microgrid and to calculate the
wavelet energy entropy value. +e fault types and fault
phases of the internal lines of the microgrid can be well
prepared using the BP neural network.

6.2. Extraction and Construction of Multisource Joint
Eigenvector. +e energy entropy of 8 wavelet reconstruction
signals of A-phase short-circuit current is calculated using

Shannon entropy formula (8), and then, an eigenvector E is
formed as follows:

E � E30,E31,E32,E33,E34,E35,E36,E37 
T
, (15)

where E30,E31,E32,E33,E34,E35,E36,E37 is the entropy of
wavelet reconstruction signals. Because the wavelet packet
Shannon entropy can detect small abnormal changes in the
signal, when the signal-to-noise ratio is low, it can extract the
effective weak signal and eliminate the noise very well. +e
smaller the entropy value is, the more orderly the signal is,
and vice versa. It has little influence on the accuracy of
judgment with the amount of calculation being multiplied in
the process of fault diagnosis and recognition using BP
neural network; at the same time, the high-frequency signal
component is more than one order of magnitude smaller
than the low-frequency signal component, so E30,

E31,E32,E33 can be taken as the input of BP neural network.

E � E30,E31,E32,E33 
T
. (16)

In the same way, the other two-phase current and voltage
signals are processed and 16-dimensional wavelet energy
entropies are obtained. +e multisource fault information is
fused by the interval cross mode to form the feature vector
for fault diagnosis. +e fusion mode is shown in Figure 9.

Some multisource feature eigenvectors are shown in
Table 1.

Compared with the normal state energy entropy, some
results are shown in Figure 10.

+e energy entropy E31,E32,E33 of phase A is surely
increased when A phase shows ground fault but B and C
phases almost remain unchanged; the energy entropy
E31,E32,E33 of two phases A and B are significantly increased
when two-phase short circuit or two-phase grounding short

System 
model

Wavelet 
decomposition

Wavelet 
decomposition

Data preprocessing

Feature extraction 
and fusion

Feature extraction 
and fusion

Training and 
learning

Fault 
diagnosis

result 

Train 
sample

Test
sample

BP Neural Network

Figure 6: +e flow chart of microgrid fault diagnosis.
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Figure 7: Short-circuit current of a single-phase earth fault.
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Table 1: Some multisource feature eigenvectors.

Fault type Fault position (%) Feature eigenvector

AG 10 16.110, 4.3607, 0.0810, 0.1037, 23.616, 0.7045, 0.1075, 0.0562, 21.344, 0.5773, 0.0865, 0.0411, 56.320, 0.8069,
0.5211, 0.04385

AG 50 84.916, 0.4371, 0.0114, 0.0135, 22.398, 0.4777, 0.1000, 0.0537, 21.780, 0.3528, 0.0795, 0.0390, 125.102,
1.0972, 0.3917, 0.0846

ABG 10 17.934, 3.8371, 0.1305, 0.4891, 16.407, 3.3080, 0.2022, 0.1636, 15.357, 0.6490, 0.0887, 0.0665, 51.105, 0.9281,
0.5371, 0.0721

ABG 50 11.619, 1.2852, 0.0338, 0.1220, 10.578, 1.2189, 0.1338, 0.1893, 19.462, 0.4162, 0.0817, 0.0453, 59.219, 1.036,
0.9024, 0.06901

ABG 85 86.968, 0.2493, 0.0066, 0.0189, 80.033, 0.7853, 0.1145, 0.1464, 21.326, 0.3413, 0.0782, 0.0403, 129.264,
1.5973, 0.7941, 0.1026

AB 10 14.133, 4.2099, 0.0692, 0.1754, 14.353, 4.6465, 0.1665, 0.2262, 25.090, 0.3239, 0.0775, 0.0377, 22.683, 0.9251,
0.0529, 0.0904

AB 85 76.814, 1.0975, 0.0360, 0.1069, 76.832, 1.5341, 0.1328, 0.1570, 25.102, 0.3247, 0.0777, 0.0378, 110.469,
2.1963, 0, 9625, 0.0805

ABC 10 18.660, 1.1549, 0.0750, 0.4304, 17.224, 2.7162, 0.1434, 0.2369, 17.290, 2.7340, 0.1746, 0.5255, 59.132, 1.6938,
0.9934, 0.0982

ABC 70 10.779, 0.3454, 0.0274, 0.0971, 10.100, 1.7274, 0.1197, 0.1159, 10.127, 1.0555, 0.1089, 0.1373, 49.669, 1.0394,
0.6392, 0.0872

ABCG 10 18.615, 3.6540, 0.0415, 0.3515, 17.163, 3.3278, 0.1675, 0.3161, 17.579, 4.5462, 0.1377, 0.5702, 38.672, 0.9821,
0.0923, 0.0639

ABCG 70 10.766, 1.2417, 0.0176, 0.0644, 10.077, 1.9576, 0.1250, 0.1326, 10.210, 1.1433, 0.0915, 0.0571, 44.971, 0.7953,
0.0926, 0.0481

Normal 25.098, 0.0126, 0.0012, 0.0015, 25.088, 0.4485, 0.0973, 0.0522, 25.090, 0.3239, 0.0775, 0.0377, 64.925, 1.0369,
0.9835, 0.0485
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circuit occurs; the energy entropy E31,E32,E33 of three phases
are all improved when A, B, and C three-phase short-circuit
occurs. +is can be used as a basis for fault type identification
and fault phase judgment in microgrid.

6.3. Training Results of BP Neural Network. +ree-phase
current and voltage eigenvalues constitute a multisource
fault eigenvector which is taken as the input vector of the BP
neural network. +e fault signal of microgrid is decomposed
and reconstructed with a wavelet, and the number of input
neuron nodes is set as 16. +e state of the three phases and
the neutral line are taken as output vectors, so the number of
output neuron nodes of the neural network is set as 4. +e
output value of 1 indicates that the corresponding line is at
fault or the fault phase is grounded, and 0 indicates that the
corresponding line has no fault. +e number of hidden layer
neurons affects the training results of the model. +e
training accuracy is poor if too few nodes are selected; the
training time and step size are relatively large when there are
too many nodes, and it is easy to fit. +is is verified by
experiments, and combined with the empirical formula
L �

�����
J + K

√
+ α, this paper chooses 10 hidden layer nodes.

+e BP network stops the model training and learning when
the training error meets the given requirements.+e training
curve is shown in Figure 11.

+e fitting degree curve of neural network training is
shown in Figure 12. +rough observation, the fitting degree
of neural network is high, the fitting degree of training and
testing is more than 0.9, and the fitting degree of verification
is also 0.88.+us, BP neural network can accurately diagnose
and identify faults.

6.4.Hardware in theLoopSimulationTest. Because the actual
microgrid systems are built outdoors, where the natural
conditions are bad and the system structure is complex,

including a large number of power electronic device load
units, the voltage level is high and dangerous. However, the
construction of a traditional electrical laboratory has high
construction costs and site requirements. It is difficult to
simulate and research some special conditions such as faults
considering safety and equipment maintenance. +erefore,
the hardware in the loop simulation technology is applied to
the experimental environment based on the existing
equipment and conditions of the laboratory. +e hardware
in the loop simulation platform is composed of PXI hard-
ware and StarSim HIL and StarSim RCP software developed
by Yuankuan energy to realize microgrid fault identification
and diagnosis. +e hardware in the loop platform is shown
in Figure 13, the system framework is shown in Figure 14,
and the microgrid interface is shown in Figure 15.

6.5. Fault Diagnosis and Identification. +e multisource
feature vectors of microgrid test samples are brought into the
trained BP neural network to diagnose and identify the fault
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type and phase. +e actual output signal of the test sample is
compared with the expected output signal. Some test samples
and their fault diagnosis results are shown in Table 2.

+e BP neural network method based on big data analysis
extracts and abstracts the features of fault data and
strengthens the spatiotemporal correlation of heterogeneous
data to realize the prediction of fault type and phase. At the
same time, the BP neural network method based on big data
obtains accurate data information by constructing many

invisible models and performing a large amount of data
analysis and training. It can be seen from Table 2 that the
trained BP neural network model can accurately and effec-
tively identify the fault type and fault phase and the error
between the actual output and the expected output value
meets the requirements of fault diagnosis. +e test results
show that two samples have fault diagnosis among 50
samples; the accuracy rate reaches 96%, which meets the
requirements for intelligent fault diagnosis of microgrid lines.
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7. Conclusions

Aiming at the characteristics of real-time transmission, fast
updating, and large-scale fault information data of microgrid,
a microgrid fault diagnosis and analysis technology supported
by big data is proposed in this paper. +is technology
combines Rayleigh entropy, wavelet packet decomposition
method, and BP neural network to extract the fault feature
vector of microgrid.+e BP neural network method based on
big data strengthens the spatiotemporal correlation of het-
erogeneous data to realize the prediction of fault type and
phase. +e BP neural network method based on big data
obtains accurate results by constructing many invisible
models and a large amount of data training.+e experimental
results show that the fault diagnosis and analysis technology
based on big data support proposed in this paper has an
accuracy of 96%, which fully meets the needs of engineering
practical application. However, due to the complex topology
and many fault types of microgrid, only five line fault types
are considered in this paper. +erefore, in the next step, the
technical method proposed in this paper needs to be applied
to other fault diagnosis to verify the universality of the
technical method proposed in this paper.
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Cloud manufacturing is a new service-oriented efficient and low-consumption agile manufacturing mode integrating infor-
mation, manufacturing, Internet of )ings, and other technologies. One of the key decisions of production enterprises is
production task allocation based on cloud robot cell-line, which determines the efficiency and flexibility of the production system
and affects various production links, such as job-shop logistics, production planning, and production scheduling. )is paper
explores the production task allocation, from the angle of the optimal combination of cloud manufacturing resources. First, a
mathematical model was established, based on the transport cost of different sub-tasks and the tardiness cost of product delivery,
and solved by quantum firefly algorithm (QFA). Next, QFA was proved superior to traditional firefly algorithm (FA), improved
FA, and the FA optimized by cat swarm optimization (CSO-FA), in terms of time complexity and spatial complexity.)e research
enriches the theory and methodology of allocating operation-level cloud manufacturing resources based on cloud robot cell-line
and provides decision support to manufacturers, which want to implement operation-level allocation of cloud manufacturing
resources based on cloud robot cell-line.

1. Introduction

Big manufacturers like China are improving the intelligence
level of the manufacturing industry. Cloud intelligence can
increase the utilization efficiency of production lines, lower
the production cost, and avoid repeated investment and
construction, contributing to the improvement of our living
standards.

Unlike traditional flow lines, the cell-line combines a
few similar stations into a novel type of production line.
)ere are two advantages of the cell-line: First, it is of the
same production efficiency as a conveyor belt flow line.
Second, the flexible production of production units
adapts well to the market needs of various small batches
of products. )erefore, the cell-line is regarded as an ideal
production mode to realize massive customization. Be-
sides, the cell-line provides a green and economic pro-
duction method.

Scholars at home and abroad have explored robotic
automation production lines extensively. Focusing on the
variable process pathway, Tian et al. [1] established a
minimum delay time function and constructed a scheduling
module, in the light of collaborative, differentiated agents. In
addition, agents were adopted to realize global optimization,
aiming to minimize the makespan. Zacharia and Nearchou
[2] summarized the features of job-shop scheduling with
multiple robotic manufacturing units, created a mathe-
matical model for minimizing the makespan of the problem,
and solved the model effectively with a hybrid genetic al-
gorithm. Liu et al. [3] utilized theminimum completion time
to solve the flexible job-shop scheduling with loading/
unloading robots, established a mathematical model of the
problem, and searched for the scheduling results with a tabu
search and greedy algorithm. Miyake [4] used the minimum
production cycle to solve the multi-process job-shop
scheduling with transport time, constructed a nonlinear
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mathematical model, and solved the model with improved
genetic algorithm, realizing batch scheduling. Du et al. [5]
explored the reconstruction and scheduling of multi-stage
variable-batch production lines in labor-intensive enter-
prises, adopted different algorithms for production lines of
different scales, and compared the applicable scopes of two
joint optimization algorithms with examples. Wu et al. [6]
studied the optimal control of event-driven conveyor belt
feeding and processing system.

)ere are some limitations that present opportunities for
future research. Our Stackelberg game modeled the operator
as the leader and the suppliers as the followers. It might be
beneficial for practical applications to explore other power
structures. In future research, a supplier-led power structure
(e.g., a large-scale enterprise building a platform) could be an
important extension of this model. Moreover, we studied
two types of substitutable cloud services that can satisfy
client demands. In reality, there might be multiple types of
cloud services that meet the same requirement. Future re-
search should consider the case of multiple types of sub-
stitutable cloud services in the CMfg system.

Cao et al. [7] stated that there are some limitations that
present opportunities for future research. Our Stackelberg
gamemodeled the operator as the leader and the suppliers as
the followers. It might be beneficial for practical applications
to explore other power structures. In future research, a
supplier-led power structure (e.g., a large-scale enterprise
building a platform) could be an important extension of this
model. Moreover, we studied two types of substitutable
cloud services that can satisfy client demands. In reality,
there might be multiple types of cloud services that meet the
same requirement. Future research should consider the case
of multiple types of substitutable cloud services in the CMfg
system. Carlucci et al. [8] observed that a key limitation of
the research is the use of homogeneous resources shared in
the network. Future research could take into account dif-
ferent categories of resources that are characterized by
different rules in order to determine the win or lose state.
Another important research issue to further investigate is the
dynamic composition of the network based on the obtained
performance, i.e., how the participant in the network can
decide to enter or leave the network.

To sum up, there are very few studies on cell-line cloud
manufacturing resource scheduling based on cloud robots,
which could avoid resource waste, repetitive building of
production lines, and low utilization of units. )is paper
explores production task allocation from the angle of the
optimal combination of cloud manufacturing resources.
Specifically, a mathematical model was established based on
the transport cost of different sub-tasks and the tardiness
cost of product delivery, and solved by quantum firefly
algorithm (QFA). )e effectiveness of the model and al-
gorithm was demonstrated through example analysis.

At present, there are many researches on the single
technology of cloud manufacturing. With the in-depth re-
search and application of cloud manufacturing, the cloud
manufacturing service platform oriented to the whole life
cycle of products will become the next research hotspot. New
product development is an important life cycle stage of

complex electronic products. )ere are very few researches
on cloud manufacturing resource scheduling of the Japanese
unit production line based on cloud robot. However, the
results of researches can avoid the waste of resources, re-
peated line construction, and low utilization rate of units.

)e driving effect of electronic information industry to
China’s economic growth is showing a sustained and scale of
growth. Moreover, the promotion and penetration effect to
the upgrading of traditional industrial structure gradually
increases. )e high-tech industry represented by the elec-
tronic information industry has developed far faster than the
traditional industry, and the export of high-tech products
has shown a rapid growth trend. By observing the devel-
opment of electronic information industry and the track of
technological upgrading, it is concluded that China has a
strong and obvious comparative advantage in processing
and assembly, and the manufacturing of electronic infor-
mation products in the world is forming a tendency to be
concentrated in some areas of China. First, due to the ep-
idemic, foreign orders have increased, and some manu-
facturers have blindly expanded production scale, resulting
in serious excess production capacity. However, some
manufacturers have insufficient orders and idle production
resources. Second, the processing technology of small batch
products is more and more complex and often the pro-
duction resources of an enterprise cannot meet the re-
quirements of product processing. )e cloud platform can
contact enterprises in multiple regions to complete
manufacturing resource scheduling tasks together.

2. Problem Formulation

In 2010, James first put forward the definition of “cloud”
robot; it points out that the cloud robotics is robot to store
and retrieve information, such as a robot with a camera
around the photo upload cloud server, a search on the server,
find the similar photos, to plan the robot path tracing, and
store the pictures, as search information for the back of the
machine. All robots can share this library to reduce the
developer effort and time.

Suppose there are requests for I types of products on the
cloud platform. Each product request contains N sub-tasks
Fi, i� {1, 2, . . ., N} to be processed on k intelligent cloud
scheduling production lines. Each sub-task contains Pi
operations, and Ki optional production lines. )e produc-
tion task can be expressed as follows:

F � min f1f2( ), (1)

where f1 is the minimum processing time of the
manufacturing resources of a task, which depends on the
sub-task with the longest processing time:

f1 � min max
T

t�1


I

i�1


K

k�1
etikεtiLtik + xk,k+iqtikhti ⎛⎝ ⎞⎠, (2)

where eikt is a 0–1 variable (if eikt � 1, product i is processed
through t stages on production line k; if eikt � 0, product i is
not processed through t stages on production line k); εti is
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the number of product i through t stages; likt is the pro-
cessing time of product i through t stages on production line
k; qtik is the transport time of 1,000 products i from pro-
duction line k to production line k+1; xk,k + i is a 0–1 variable
(if xk,k + i � 1, product i is transported from production line k
to production line k+1 through t stages; if xk,k + i � 0, product
i is not transported from production line k to production line
k+1 through t stages); hti is the multiple of 1,000 products i
through t stages.

f2 is the minimum cost of all sub-tasks of manufacturing
resource processing:

f2 � min max
T

t�1


I

i�1


K

k�1
etikεtiCtik + fitk − sitk( ∗dit( ⎛⎝ ⎞⎠,

(3)

where Ctik is the manufacturing cost of product i through t
stages on production line k; fitk is the processing time of
product i through t stages on production line k (including
transport time); sitk is the delivery period of product i
through t stages on production line k; and ditfitk is the
tardiness cost constraint of product i through t stages.

)e processing of the current operation of a sub-task
should not begin before the completion of the previous
operation:



Mij

k�1
eijkt � 1, (4)

where tendij
and tstarti(j+1)

are the completion time of the
previous operation and the start time of the current oper-
ation, respectively.

Operation is the minimum granularity of scheduling.
Each operation can only occupy one logic manufacturing
resource.

3. Algorithm Design

)e QFA is designed in the following steps [9–14]. First, a
swarm of h quantum fireflies is generated. Each quantum
firefly has a quantum position and a position.)e position of
each quantum firefly is represented by a D-dimensional
numerical string {0, 1}, with D being the dimensionality of
the solution space. In the t-th iteration, the quantum po-
sition of the i-th quantum firefly can be expressed as follows:

v
t
i �

αt
i1 αt

i2... αt
i1 D

βt
i1 βt

i2... βt
i D

⎡⎣ ⎤⎦, (5)

where (αt
il)

2 + (βt
il)

2 � 1(1 � 1, 2, . . . , D). )e quantum
positions αt

il and βt
il satisfy 0 ≤αt

il ≤ 1, and 0 ≤βt
il ≤ 1. At the

beginning, all the quantum positions of the quantum
fireflies are initialized as 1. For simplicity, the quantum
position of the i-th quantum firefly in the t-th iteration can
be denoted as vt

i � (vt
i1, vt

i2, . . . , vt
iD) (i � 1, 2, ..., h). )e

position of a quantum firefly can be derived from the
measured quantum position. )e position of the i-th
quantum firefly can be expressed as xt

i � (xt
i1, xt

i2. . . . xt
iD)

(i � 1, 2, ..., h). )e global optimal position of the i-th

quantum firefly in the t-th iteration can be expressed as
pt

g � (pt
g1, pt

g2, . . . , pt
gD).

According to the fluorescein update rule, the fitness F
(pt

i) of quantum firefly i (i� 1, 2, ..., h) at the local optimal
position in the t-th iteration can be converted into fluo-
rescein Li(t):

Li(t) � (1 − c)Li(t − 1) + εF pt
i , (6)

where c ∈ [0, 1] is the disappearance rate of fluorescein,
which gradually weakens with the growing distance and
media absorption; ε is the update rate of fluorescein.)e i-th
quantum firefly obtains the learning neighborhood by
certain rules. )e quantum fireflies are selected from the
neighborhood based on the fluorescein value and position
similarity. In the t-th iteration, the i-th quantum firefly
obtains the learning neighborhood by the following
equation:

Ni(t) � q|D − diq(t)≤ ri(t)且Li(t)≤Lq(t) , (7)

where Ni(t) is the set of labels of the learning neighborhood
of the i-th quantum firefly; diq(t) is the distance between the
local optimal positions of the i-th and q-th quantum fireflies;
ri(t) is the radius of the dynamic decision domain of the i-th
quantum firefly; and Lq(t) is the fluorescein value of the q-th
quantum firefly in the t-th iteration.)e number of quantum
fireflies in the learning neighborhood equals the number of
labels in the label set of that neighborhood in the current
iteration.

In each iteration, each quantum firefly selects its moving
direction according to the quantum fireflies in the neigh-
borhood. In the t-th iteration, the probability for the i-th
quantum firefly to move to the q-th quantum firefly in its
neighborhood can be expressed as

Piq
′ �

Lq(t) − Li(t)

j�Ni(t) Lj(t) − Li(t) 
. (8)

In each iteration, if the learning neighborhood of the i-th
quantum firefly is empty, then the evolution of the l-th
dimensional quantum position of that quantum firefly can
be expressed as follows:

v
t+1
il �

Nvil
t θil

t+1
� 0 an d μil

t+1 < c1

abs U θil
t+1

 vil
t

 
,

⎧⎨

⎩ (9)

where quantum rotation angle θt+1
il � e1(pt

il − xt
il) + e2(pt

gl −

xt
il) i � 1, 2, ..., h; l � 1, 2, ..., D; e1 and e2 are the degree of

influence of local optimal position and global optimal po-
sition on quantum rotation angle, respectively; μt+1

il is a
random number uniformly distributed in [0, 1]; c1, a con-
stant in [0, 1/D], is the mutation probability of the quantum
position at the quantum rotation angle of 0; abs(.) is the
absolute value that limits each dimension of the quantum

position in [0, 1]; U(θt+1
il ) �

cosθt+1
il

sinθt+1
il

−sinθt+1
il

cosθt+1
il

  is the

quantum rotation gate; and N �
0 1
1 0  �

0 1
1 0  is the

quantum NOT gate.
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If the learning neighborhood of the i-th quantum firefly
is not empty, each quantum firefly labeled z in the neigh-
borhood satisfies z� argmaxmax

q∈Nit
Piq(t) . In the t-th iter-

ation, then the evolution of the l-th dimensional quantum
position of the i-th quantum firefly can be expressed as
follows:

v
t+1
il �

Nv
t
il θt+1

il � 0 an d μt+1
il < c2

abs U θt+1
il v

t
il 

,
⎧⎪⎨

⎪⎩
(10)

where quantum rotation angle θt+1
il � e3(pt

il − xt
il) + e4(pt

zl −

xt
il) + +e5(pt

gl − xt
il); i � 1, 2, ..., h; l � 1, 2, ...,D; pt

zl is the l-th
dimension of the local optimal position, i.e., the position
with the highest fluorescein, in the learning neighborhood of
the i-th quantum firefly; e3, e4, and e5 are the degree of
influence of the local optimal position of the i-th quantum
firefly, the local optimal position, i.e., the position with the
highest fluorescein, in the learning neighborhood of the i-th
quantum firefly, and the global optimal position of the i-th
quantum firefly on quantum rotation angle, respectively; c2,
a constant in [0, 1/D], is the mutation probability of the
quantum position at the quantum rotation angle of 0. )e
position of the i-th quantum firefly can be derived from the
measured quantum position:

x
t+1
il �

1, ηt+1
il > αt+1

il 
2

0, ηt+1
il ≤ αt+1

il 
2

,
⎧⎪⎨

⎪⎩
(11)

where l� 1,2, ..., D; ηt+1
il ∈ [0, 1] is a random number obeying

uniform distribution; (αt+1
il )2 is the probability of zero

appearing at quantum position vt+1
il .

)e radius of the dynamic decision domain of the i-th
quantum firefly can be updated by the following expression:

ri(t + 1) � min Rs,max 0, ri(t) + ζ nt − size Ni(t)   ,

(12)

where ζ is a constant update rate of the dynamic decision
domain; Rs ≥ ri(t) is a constant perception domain; min and
max are the minimum and maximum functions, respec-
tively; nt is the parameter controlling the number of
quantum fireflies in the learning neighborhood; and
size[Ni(t)] is the number of quantum fireflies in the learning
neighborhood of the i-th quantum firefly.

For the cloud scheduling of production line, the fitness
function of the QFA shouldminimize the production time of
the production line. After computing the maximum pro-
duction time and cost of cloud scheduling, the minimization
of the two values is adopted as the optimization goal. )en,
the fitness function of the current position
xt

i � (xt
i1, xt

i2, . . . , xt
i D) (i� 1,2, ..., h) of the i-th firefly can be

expressed as follows:

F xti  �
−MSLL x

t
i , IF crat≤ erat

−ρ.MSLL x
t
i 

,
⎧⎪⎨

⎪⎩
(13)

where MSLL(xt
i) is the maximum production time and cost

of cloud scheduling constructed by xt
i ; ρ≤ 1; crat and erat

are the calculated and expected coverage rates, respectively
[15–19].

Based on the QFA, the production time and cost of the
cloud manufacturing production line can be minimized
through the following steps:

Step 1. Establish the mathematical model of the production
time and cost of cloud computing production line, deter-
mine the key parameters of the QFA corresponding to the
production time and cost, initialize the quantum positions of
quantum fireflies, and measure their positions.

Step 2. Map the position of each quantum firefly to the
corresponding parameters of the established model, import
these parameters to the fitness function, compute the fitness
at the position of the quantum firefly, and determine the
local and global optimal positions according to the fitness.

Step 3. Update the fluorescein value and learning neigh-
borhood of each quantum firefly, according to the fitness at
the local optimal position of that quantum firefly.

Step 4. Change the quantum position of each quantum
firefly with new data.

Step 5. Change the radius of the dynamic decision domain
of each quantum firefly with new data.

Step 6. Compute the fitness of each firefly at the new po-
sition by the fitness function and determine the local and
global optimal positions according to the fitness again.

Step 7. If the maximum number of iterations is reached,
execute Step 8; otherwise, return to Step 3.

Step 8. Output the global optimal position [20–25].(Flow
chart as Figure 1)

)e test example and calculation results are shown in
Tables 1 and 2, respectively.

4. Example Analysis

Two swarms were initialized in our example. For conve-
nience, each type of the product can be used after com-
pletion one production cycle. )e initial swarms 1 and 2
were combinations of ones in each row of Table 1. Our
algorithm IFA was compared with traditional firefly algo-
rithm (FA), improved FA, and the FA optimized by cat
swarm optimization (CSO-FA). )e swarm size for all these
intelligent optimization algorithms was fixed at 50(Set in the
program).)emaximum number of iterations was set to 350
(Set in the program), the expected coverage rate to 0.7(In
(13), erat is the expected filling rate), ρ � 0.001 (In Formula
(13) ρ≤ 1), the update rate of dynamic decision domain to
0.8 (Formula (12) ζ is the update rate of the dynamic de-
cision domain), the initial fluorescein value to 5, e1 � 0.06
e2 � 0.03 e3 � 0.06 e4 � 0.03, e5 � 0.01, θt+1

il � e3(pt
il − xt

il) +

e4(pt
zl − xt

il) + +e5(pt
gl − xt

il); i � 1, 2, ..., h; l � 1, 2, ...,D; pt
zl

and e2 are the degree of influence of local optimal position
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Establish the mathematical model of the production time and cost of cloud computing
production line, determine the key parameters of the QFA corresponding to the
production time and cost, initialize the quantum positions of quantum fireflies,

and measure their positions. 

Map the position of each quantum firefly to the corresponding parameters of the
established model, import these parameters to the fitness function, compute the fitness at the

position of the quantum firefly, and determine the local and global
optimal positions according to the fitness. 

Update the fluorescein value and learning neighborhood of each quantum firefly,
according to the fitness at the local optimal position of that quantum firefly. 

If the maximum number
of iterations is reached 

Output the global optimal position
a

begin

end

Figure 1: Program flow chart.

Table 1: Example of cloud manufacturing resource allocation.

Order di (10,000 yuan/1,000 pieces/day) Suborder Production line cik (10,000 yuan/1,000 pieces) lik/day

J1 1

F1,1 K3/ K5/ K7 3/3/5 5/5/3
F1,2 K1/ K6/ K7 5/8/8 8/5/5
F1,3 K3/ K5 6/3 3/6
F1,4 K5/ K9 4/3 3/4

J2 1

F2,1 K4/ K9 10/4 4/10
F2,2 K2/ K5/ K10 8/5/4 4/5/8
F2,3 K3/ K8 3/5 5/3
F2,4 K1/ K3/ K7 6/2/6 2/6/2

J3 1
F3,1 K3/K9/K10 4/3/4 3/4/3
F3,2 K1/K5/K10 3/4/3 4/3/4
F3,3 K3/K4/K9 3/6/4 6/3/4

J4 1

F4,1 K2/K4/K7 3/6/4 6/3/4
F4,2 K1/K6/K8 6/8/7 8/6/7
F4,3 K1/K4/K10 5/8/7 8/5/7
F4,4 K5/K6/K9 5/9/3 5/3/9

J5 1

F5,1 K5/K6/K9 2/6/2 6/2/6
F5,2 K3/K4 3/7 7/3
F5,3 K2/K7/K10 5/4/3 3/4/5
F5,4 K1/K3/K5/K8 4/3/4/6 4/6/4/3

J6 1

F6,1 K2/K6 5/6 6/5
F6,2 K4/K5/K10 6/4/6 4/6/4
F6,3 K2/K6/K9 8/10/6 8/6/10
F6,4 K4/K7/K10 10/7/5 5/7/10
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and global optimal position on quantum rotation angle, θt+1
il �

e3(pt
il − xt

il) + e4(pt
zl − xt

il) + +e5(pt
gl − xt

il); i � 1, 2, ..., h; l �

1, 2, ...,D; pt
zl is the l-th dimension of the local optimal po-

sition, i.e., the position with the highest fluorescein, in the
learning neighborhood of the i-th quantumfirefly; e3, e4, and e5
are the degree of influence of the local optimal position of the
i-th quantum firefly) and c1 � c2 � 0.1/D.

5. Conclusions

)is paper mainly solves the cloud robot scheduling of a cell-
line involving various small batches of products, which are
produced in multiple cycles, in the light of transport cost.
)e QFA was adopted to reasonably allocate the resources in
the cloud environment. Besides, the ideas of quantum
computing were added to the FA to speed up the search,
while maintaining the swarm search ability. Compared with
the traditional FA, improved FA, and CSO-FA, the proposed
QFA (as Figures 2 and 3) achieves excellent optimization
ability and a fast search speed. Finally, our algorithm was
demonstrated through an example analysis on the pro-
duction order scheduling of an electronic product manu-
facturer. )e results show that the QFA is capable of
effectively solving the multiobjective scheduling of cloud
manufacturing resources [26, 27].

Data Availability

)e data used to support the findings of this study are
available from the corresponding author upon request.

Table 2: Transport cost.

Production line transport cost
(10,000 yuan/1,000 pieces)/(day/1,000 pieces) K1 K2 K3 K4 K5 K6 K7 K8 K9 K10

K1 0/0 2/1 1/0.5 2/1 3/1.5 2/1 4/2 4/2 1/0.5 2/1
K2 3/0.5 0/0 2/1 3/1.5 1/0.5 2/1 2/1 3/1.5 2/1 1/0.5
K3 2/0.5 3/1.5 0/0 1/0.5 2/2 3/1.5 2/1 2/1 3/1.5 3/1.5
K4 1/0.5 2/1 2/1 0/0 1/0.5 3/1.5 3/1.5 2/1 3/1.5 2/1
K5 1/0.5 3/1.5 1/0.5 3/1.5 0/0 2/1 4/2 3./1.5 2/1 3/1.5
K6 2/0.5 2/1 2/1 4/2 2/1 0/0 3/1.5 3/1.5 4/2 2/1
K7 3/0.5 3/1.5 3/1.5 3/1.5 2/1 3/1.5 0/0 2/1 3/1.5 2/1
K8 2/0.5 3/1.5 3/1.5 2/1 2/1 2/1 2/1 0/0 2/1 3/1.5
K9 3/0.5 2/1 4/2 2/1 3/1.5 4/2 3/1.5 1/0.5 0/0 3/1.5
R10 1/0.5 2/1 2/1 3/1.5 2/1 5/2.5 2/1 3/1.5 3/1.5 0/0

Table 1: Continued.

Order di (10,000 yuan/1,000 pieces/day) Suborder Production line cik (10,000 yuan/1,000 pieces) lik/day

J7 1

F7,1 K3/K6 3/8 8/3
F7,2 K2/K8 5/5 5/5
F7,3 K3/K8 4/7 7/4
F7,4 K2/K6/K9 3/7/2 3/2/7
F7,5 K2/K4/K8 5/4/6 5/6/4

J8 1

F8,1 K1/K6/K10 5/6/6 6/5/5
F8,2 K1/K5/K7 3/3/9 9/9/3
F8,3 K3/K6/K9 3/6/4 6/3/4
F8,4 K2/K3/K8 5/3/4 3/5/4
F8,5 K1/K5/K8 5/3/4 3/5/4
F8,6 K1/K9/K10 5/4/4 5/5/4
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Rough set theory, presented by Pawlak in 1981, is one of the most well-known methods for communicating ambiguity by
estimating an item based on some knowledge rather than membership. +e concept of a rough function and its convexity and
differentiability in regard to its boundary region are discussed in this work.+e boundary notion is also used to present a new form
of rough programming issue and its solutions. Finally, numerical examples are provided to demonstrate the proposedmethod and
emphasize its advantages over other approaches.

1. Introduction

Rough set theory has been used to a wide range of problems.
In rough set theory, knowledge is said to be dependent on
the ability to classify objects, and the indiscernibility rela-
tion, which is an equivalence relation, is used to represent it
formally [1]. +e indiscernibility relation generates an ap-
proximation space made up of indiscernible item equiva-
lence classes that spans the entire universe. Pawlak et al. [2]
established the concept of a rough set, and one of the most
prominent theories to explain ambiguity using the boundary
area of a set rather than membership is Pawlak’s theory [3].
A rough set, on the one hand, is distinct from ordinary and
fuzzy sets in terms of concept. A characteristic function
identifies an object in an ordinary set; however, in a fuzzy set,
the data’s uncertainty is reflected by a partial degree of
membership between 0 and 1 [4]. A rough set, on the other

hand, approximates an object based on some prior
knowledge. +e following are some examples of rough
mathematical programming problems:

(i) 1st class: using a rough feasible set and a crisp
objective function and solving mathematical pro-
gramming problems

(ii) 2nd class: problems in mathematical programming
with a crisp feasible set and a rough target function

(iii) 3rd class: problems requiring a rough feasible set
and a rough objective function in mathematical
programming

In rough mathematical programming problems, the
ideal solution set is characterized in a rough sense by four
optimal sets, each spanning a distinct level of feasibility and
optimality [5] (Table 1).
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(1) FOss is the set of solutions that are certain to be
feasible and certain to be optimal

(2) FOsp signifies the set of all possible optimal solutions
that are certain to be practicable

(3) FOps is a term that refers to a collection of all po-
tentially viable and unquestionably optimal
alternatives

(4) FOpp signifies the collection of all possible and
optimal solutions

+e viable region in the second class is a crisp set;
therefore, FOps � FOss and FOpp � FOsp.

It is clear that FOss ⊆ FOsp ⊂ FOpp, FOss ⊂ FOps ⊂
FOpp, and FOss � FOsp ∩ FOps.

Pawlak et al. [2] and Pawlak [3] were the first to propose
the concept of a rough set [3]. Only in these instances,
rough set theory is used to represent unclear data, and we
just contribute to the “postprocessing step” of the data
mining process. Rough multiple objective programming
(RMOP) problems are the name for these innovative tasks,
and they are grouped into three groups based on where the
problem’s roughness appears. +ere are many applications
for the rough set theory such as artificial intelligence, expert
systems, civil engineering [6–10], medical data analysis
[11], data mining (Munakata; [12, 13], Pattern recognition
[14]; and [15], and decision theory [16] and [15,17–20], and
[21–23]. After turning the random rough variables in the
constraint set into crisp ones, Xu and Yao [24] suggested an
interactive technique to solve a class of multiobjective
programming problems with random rough coefficients.
Osman et al. [25] investigated a method for solving a
multiobjective transportation issue with rough parameters
using a solution approach. Attaya [26] described and solved
various objective programming problems with a degree of
vagueness in their formulation. Brikaa et al. [27] solved
constrained matrix games with fuzzy rough payoff matrices
using an effective fuzzy multiobjective programming
method. In their proposed model, Ghosh and Roy [28] built
a multiobjective product mixing fixed-charge trans-
portation problem with truckload constraints, and an extra
cost that was considered as a type-I fixed charge was ex-
plored, as well as truck load limits. In a neutrosophic
context, Ahmad et al. [29] proposed a new approach for
addressing multilevel linear fractional programming
problems, with the objective function coefficients repre-
sented by rough intervals.

+e concept of a rough function, and its convexity and
differentiability depending on its boundary region, which
are are all important concepts to understand, is introduced
in this study. In addition, using the concept of a border

region, a novel sort of rough programming challenge is
investigated, as well as its answers. Many authors studied the
roughness in the optimization problems [30–34].

In terms of its boundary region, this research explores
the concept of a rough function, as well as its convexity and
differentiability, using inspiration from the above literature.
Moreover, the boundary notion is also used to present a new
form of rough programming issue and its solutions. It has
the distinction due to the inclusion of the following feature
time in literature:

(1) Rough multiobjective programming problem
(2) Kuhn–Tucker. Saddle point of rough programming

(RP) problem
(3) Optimal solution-based scenario

+e following are the study’s key goals:

(i) To distinguish between many forms of optimal so-
lutions for a rough multiobjective programming
issue.

(ii) To use a numerical example to validate the suggested
study

+e rest of the paper can be summarized as shown in
Figure 1.

2. Preliminaries

Some rough function definitions and convexity based on its
boundary region are recalled in this part.

Definition 1 (see [5]). In the rough mathematical pro-
gramming problem, the optimum value of the objective
function is a rough number f∗ specified by lower and upper
approximation bounds, denoted by f∗(UAI) and f∗(LAI);
respectively.

If f∗(UAI) � f∗(LAI), then the optimal value f∗ is exact,
otherwise, f∗ is rough.

Roughness can be found everywhere in the rough
mathematical programming problem. Rough feasibility and
rough optimality are two novel concepts that have piqued
our interest. Only in the first and third classes, where the
feasible set is a rough set, rough feasibility does arises. +e
following solutions have varying degrees of feasibility:

(i) If a solution x ∈ X belongs to the lower approxi-
mation of the feasible set, it is certain to be feasible

(ii) If a solution x ∈ X belongs to the upper approxi-
mation of the feasible set, it is possibly feasible

(iii) If a solution x ∈ X does not belong to the upper
approximation of the feasible set, it is most likely
not feasible

(iv) Rough optimality can be found in a variety of rough
mathematical programming problems, with vari-
able degrees of optimality, as demonstrated below:

(v) if f(x) � f∗(UAI), the solution x ∈ X is unques-
tionably optimal

(vi) if f(x)≥f∗(UAI), a solution is possibly optimal

Table 1: Optimal solution set covering the different possible degree
of feasibility and optimality.

Optimality
Possibly Surely

Feasibility Possibly FOpp FOps
Surely FOsp FOss
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(vii) if (x)<f∗(UAI), a solution x ∈ X is unquestionably
not optimal

In rough mathematical programming problems, the
optimal solution sets are defined in a rough sense by four
optimal sets covering the different possible degree of fea-
sibility and optimality.

Definition 2. Let f
R
: Rn⟶ R and r, �r, r<�r; we suppose

that a set of functions U(U � f(x), f(x): Rn⟶ R ) is
called the universe set. +e set of functions fj  ⊂ U is a

lower approximation L(f
R
(x)) of f

R
(x) which is denoted

by fLAI(x) and is defined by fLAI(x) � fj(x) ∈ U:

|fj − f
R
|< r}, and the set of functions fk  ⊂ U is an upper

approximation U(f
R
(x)) of f

R
(x) which is symbolized by

fUAI(x) and is characterized with fUAI(x) � fk(x) ∈ U:

|fk − f
R
|< r}, where fLAI(x)  ⊂ fUAI(x) . +e function

f
R
(x) is called rough function if fLAI(x)≠fUAI(x).

Definition 3. +e boundary of the rough function f
R
(x) is

F(x) � fUAI(x) − fLAI(x), where fLAI(x) and fUAI(x) are
the lower and upper approximation of f

R
(x).

Definition 4. Let f
R
: Rn⟶ R and u, u ∈ R, u< u. We

suppose that the universal set
V(V � f(x): tfn: qRnh⟶ R ). +e set of functions
fi  ⊂ V is the lower and upper approximation of f

R
which

is denoted by fLAI(x) and fUA(x), respectively, and they are
defined as

f
LAI

(x) � f ∈ V: fj − f
R



< u , (1)

f
UAI

(x) � f ∈ V: fj − f
R



< u . (2)

+e function f
R is called rough function if

f
LAI

(x)≠f
UAI

(x). (3)

Definition 5. +e boundary function of the rough function
f

R
is F(x) � fUAI(x) − fLAI(x), where fLAI and fUAI are

defined in (1) and (2), respectively.

Definition 6. A rough function f
R is said to be convex if the

boundary function F(x) is convex.

Definition 7. Let X be an open set on X. An interval-valued
function f: X⟶ R with f(x) � [fLAI(x), fUAI(x)] is
called weakly differentiable at x0 ∈ X if the real-valued
functions fLAI and fUAI are differentiable at x0.

3. Problem Statement and Solution Concepts

A rough programming (RP) problem can be stated as

(RP)min f
R
(x). (4)

Subject to

X � x ∈ Rn
: hr(x)≤ 0, r � 1, m , (5)

where fLAI
k (x) and fUAI

k (x) are the lower and upper ap-
proximations of f

R
(x), respectively, and fLAI

k (x)≤

Section 2

Introduces some preliminaries
related to the rough function
and its convexity based on its

boundary region

Section 3

Formulates the rough multi-
objective programming

problem, 

Section 4

Discuss the Kuhn-Tucker. Saddle
point of rough programming

(RP) problem

Section 5

Investigate the solution of (RPP)
in the cases of differentiability

Section 6

Gives an example for illustrating
and comparion of the proposed

method with the others ...
•.

Section 7

Presents the comparision of the
proposed approach with

existing relevant literature

Section 8

Paper is summarized
with future directions.

Figure 1: Layout of the remaining paper.
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f
R

k (x)≤fUAI
k (x), k � 1, K, and X represents the convex

crisp feasible region, and hr(x), r � 1, 2, . . . , m are the
convex and continuous functions.

In order to solve the (RP) problem, let us solve the
following boundary problem (BP):

(BP)minF(x) � f
UAI

(x) − f
LAI

(x). (6)

Subject to

X � x ∈ Rn
: hr(x)≤ 0, r � 1, 2, . . . , m , (7)

where X is the convex set and hr(x), r � 1, 2, . . . , m are the
convex and continuous functions.

+e BP can be separated into the following two sub-
problems as

(LAP)maxf
LAI

(x). (8)

Subject to

X � x ∈ Rn
: hr(x)≤ 0, r � 1, m ,

(UAP)minf
UAI

(x).
(9)

Subject to

X � x ∈ Rn
: hr(x)≤ 0, r � 1, 2, . . . , m , (10)

where fLAI(x) and fUAI(x) are the concave and convex
functions, respectively.

Let the optimal solutions of (LAP) and (UAP) be
denoted by fLAI(x∗) � max

x∈X
fLAI(x), and

f
UAI

x
∗

(  � min
x∈X

f
UAI

(x), (11)

respectively.

Definition 8. x∗ is said to be the optimal solution of the RP
problem if fLAI(x∗)≤ f

R
(x∗)≤fUAI(x∗) where SL and SU

are the sets of the solutions of problems (LAP) and (UAP),
respectively.

Definition 9

(1) A solution x∗ ∈ SL ∩ SU, F(x∗) � 0 is called a surely
optimal solution of the RP

(2) x∗ ∈ SL ∩ SU, F(x∗)≠ 0 is called a possibly optimal
solution of the RP

(3) x∗ ∈ SL ∩ SU is called a nearly possibly optimal so-
lution of the RP

Lemma 1. If x∗ is the solution of (BP), then x∗ is the solution
for (LAP) and (UAP).

Proof. Let x∗ be a solution of BP; then,

f
UAI

x
∗

(  − f
LAI

x
∗

( ≤f
UAI

(x) − f
LAI

(x);∀x. (12)

We suppose that x∗ is not a solution for (LAP) and
(UAP), then there exists an x ∈ X such that fUAI(x)≤
fUAI(x∗) implies that

fUAI(x) − fLAI(x) < fUAI(x∗) − fLAI(x), fLAI(x∗)<
fLAI(x) which leads to

f
UAI

x
∗

(  − f
LAI

x
∗

( >f
UAI

x
∗

(  − f
LAI

(x). (13)

+us, fUAI(x) − fLAI(x)<fUAI(x∗) − fLAI(x∗) con-
tradicts that x∗ is a solution of BP.+erefore, x∗ is a solution
of the two problems (LAP) and (UAP). □

4. Rough Kuhn–Tucker Saddle Point

We consider the rough problem

min f
R
(x). (14)

Subject to

X � x ∈ Rn
: hr(x)≤ 0, r � 1, m ,

f
LAI

(x)≤ f
R
(x)≤f

UAI
(x).

(15)

+e rough Kuhn–Tucker saddle point for problem (15)
takes the form

f
R

x
∗

(  + 
m

r�1
crhr x

∗
(  + cm+1 f

LAI
x
∗

(  − f
R

x
∗

(   + cm+2
f

R
x
∗

(  − f
UAI

x
∗

(  ,

≤ f
R

x
∗

(  + 
m

r�1
c
∗
r hr x

∗
(  + c

∗
m+1 f

LAI
x
∗

(  − f
R

x
∗

(   + c
∗
m+2

f
R

x
∗

(  − f
UAI

x
∗

(  ,

≤ f
R
(x) + 

m

r�1
c
∗
r hr(x) + c

∗
m+1 f

LAI
(x) − f

R
(x)  + c

∗
m+2

f
R
(x) − f

UAI
(x) ,

(16)

or
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1 − cm+1 + cm+2( f
R

x
∗

(  + 
m

r�1
crhr x

∗
(  + cm+1f

LAI
x
∗

(  − cm+2f
UAI

x
∗

( ,

≤ 1 − c
∗
m+1 + c

∗
m+2( f

R
(x) + 

m

r�1
c
∗
r hr x

∗
(  + c

∗
m+1f

LAI
x
∗

(  − cm+2f
UAI

x
∗

( ,

≤ 1 − c
∗
m+1 + c

∗
m+2( f

R
(x) + 

m

r�1
c
∗
r hr(x) + c

∗
m+1f

LAI
(x) − cm+2f

UAI
(x).

(17)

Theorem 1. If (x∗, c∗r ), where c∗r ≥ 0, r � 1, m + 2, and


m+1
r�1 c∗r is a rough Kuhn–Tucker saddle point (KTSP), then x∗

is a solution of RP.

Proof. We assume that (x∗, c∗r ), r � 1, m + 2 is a rough
KTSP; then, for cr ≥ 0, cr ∈ Rm+2, we get

1 − cm+1 + cm+2( f
R

x
∗

(  + 
m

r�1
crhr x

∗
(  + cm+1f

LAI
x
∗

(  − cm+2f
UAI

x
∗

( ,

≤ 1 − c
∗
m+1 + c

∗
m+2( f

R
x
∗

(  + 
m

r�1
c
∗
r hr x

∗
(  + c

∗
m+1f

LAI
x
∗

(  − c
∗
m+2f

UAI
x
∗

( ,

≤ 1 − c
∗
m+1 + c

∗
m+2( f

R
(x) + 

m

r�1
c
∗
r hr(x) + c

∗
m+1f

LAI
(x) − c

∗
m+2f

UAI
(x).

(18)

From the first inequality, we have

1 − cm+1 + cm+2( f
R

x
∗

(  + 
m

r�1
crhr x

∗
(  + cm+1f

LAI
x
∗

(  − cm+2f
UAI

x
∗

( ,

≤ 1 − c
∗
m+1 + c

∗
m+2( f

R
(x) + 

m

r�1
c
∗
r hr x

∗
(  + c

∗
m+1f

LAI
x
∗

(  − cm+2f
UAI

x
∗

( ,

(19)

or

1 − cm+1 + cm+2 + 1 − c
∗
m+1 + c

∗
m+2( f

R
x
∗

(  + 
m

r�1
cr − c

∗
r( hr x

∗
( 

+ cm+1 − c
∗
m+1( f

LAI
x
∗

(  − cm+2 − c
∗
m+2( f

UAI
x
∗

( ≤ 0,

(20)

which implies to

cm+1 − c
∗
m+1  f

LAI
x
∗

(  − f
R

x
∗

(   + cm+2 − c
∗
m+2  f

R
x
∗

(  − f
UAI

x
∗

(   + 
m

r�1
cr − c

∗
r( hr x

∗
( ≤ 0. (21)

+is inequality is true for all cr, c∗r , cm+1,

c∗m+1, cm+2, c∗m+2. In the case cm+1 � c∗m+1 and cm+2 � c∗m+2,
we have 

m
r�1(cr − c∗r )hr(x∗)≤ 0. We assume that

cr � c∗r , r � 1, 2, . . . , i − 1, i + 1, . . . , m and c∗i � ci − 1.
+en, hr(x∗)≤ 0. By repeating this for all i, we have

hr(x∗)≤ 0, and hence, x∗ is the feasible point. Since c∗r ≥ 0
and hr(x∗)≤ 0, we get 

m
r�1c
∗
r hr(x∗)≤ 0. Again from the first

inequality, where cm+1 � c∗m+1 and cm+2 � c∗m+2, and by
setting cr, we obtain 

m
r�1c
∗
r hr(x∗)≥ 0. Hence,


m
r�1c
∗
r hr(x∗) � 0. +us,
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cm+1 − c
∗
m+1(  f

LAI
x
∗

(  − f
R

x
∗

(   + cm+2 − c
∗
m+2(  f

R
x
∗

(  − f
UAI

x
∗

(   + 
m

r�1
cr − c

∗
r( hr x

∗
( ≤ 0. (22)

By taking cm+1 � c∗m+1 − 1 and cm+2 � c∗m+2 − 1, we have
(cm+1 − 1 − c∗m+1)(fLAI(x∗) − f

R
(x∗)) + (cm+2 − 1 − c∗m+2)

(f
R
(x∗) − fUAI(x∗)) + 

m
r�1crhr(x∗)≤ 0. +is leads to

f
LAI

x
∗

(  − f
R

x
∗

(   + f
R

x
∗

(  − f
UAI

x
∗

(  

+ 
m

r�1
crhr x

∗
( ≤ 0.

(23)

Since the inequality is valid for each cr ≥ 0, then for
cr � 0, we get

f
LA

x
∗

(  − f
R

x
∗

(   + f
R

x
∗

(  − f
UAI

x
∗

(  ≤ 0,

f
UAI

x
∗

(  − f
LAI

x
∗

( ≤ 0.

(24)

Taking cm+1 � c∗m+1 + 1 and cm+2 � c∗m+2 + 1, we have

cm+1 + 1 − c
∗
m+1(  f

LAI
x
∗

(  − f
R

x
∗

(   + cm+2 + 1 − c
∗
m+2(  f

R
x
∗

(  − f
UAI

x
∗

(   + 
m

r�1
crhr x

∗
( ≤ 0. (25)

+us,

f
LAI

x
∗

(  − f
R

x
∗

(   + f
R

x
∗

(  − f
UAI

x
∗

(  

+ 
m

r�1
crhr x

∗
( ≤ 0.

(26)

Since the inequality is valid for each cr ≥ 0, then for
cr � 0, we have

f
LAI

x
∗

(  − f
R

x
∗

(   + f
R

x
∗

(  − f
UAI

x
∗

(  ≤ 0,

f
UAI

x
∗

(  − f
LAI

x
∗

( ≥ 0.

(27)

Hence from (24) and (27), we conclude
fLAI(x∗) � f

R
(x∗) � fUAI(x∗) (i.e., x∗ is a surely optimal

solution for the RP)
From the second inequality, we have

1 − c
∗
m+1 + c

∗
m+2( f

R
x
∗

(  + 
m

r�1
c
∗
r hr x

∗
(  + c

∗
m+1f

LA
x
∗

(  − cm+2f
UAI

x
∗

( ,

≤ 1 − c
∗
m+1 + c

∗
m+2( f

R
(x) + 

m

r�1
c
∗
r hr(x) + c

∗
m+1f

LAI
(x) − c

∗
m+2f

UAI
(x).

(28)

Since 
m
r�1c
∗
r hr(x∗) � 0, then

1 − c
∗
m+1 + c

∗
m+2(  f

R
x
∗

(  − f
R
(x) ≤ 

m

r�1
c
∗
r hr(x) + c

∗
m+1 f

LAI
(x) − f

LAI
x
∗

(  

+ c
∗
m+2 f

UAI
(x) − f

UAI
x
∗

(  f
R

x
∗

(  − f
R
(x)≤


m
r�1c
∗
r

1 − c
∗
m+1 + c

∗
m+2( 

hr(x)

+
c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

(x) − f
LAI

x
∗

(   +
c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UAI

(x) − f
UAI

x
∗

(  .

(29)

For x∗ ∈ SL ∩ SU, we have fLAI(x)≤fLAI(x∗) and
fUAI(x)≥fUAI(x∗). Since 

m+1
r�1 cr � 1 and c∗m+1 � c∗1+

c∗1 + · · · + c∗m, then 1 − c∗m+1 + c∗m+2 ≤ 0 which implies to

f
R
(x∗)≤ f

R
(x), x ∈ X. Hence, x∗ is a possible

6 Computational Intelligence and Neuroscience



optimalsolution of the rough problem. For x∗ ∈ SL, x∗ ∉ SU,
we obtain fLAI(x∗)≥ fLAI(x) and

f
R

x
∗

(  − f
R
(x)≤

c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UAI

(x) − f
UAI

x
∗

(  .

(30)

Now, there are two cases: □

Case 1. fUAI(x∗) − fUAI(x)≤ 0;∀x ∈ X implies that x∗ is a
nearly possibly optimal solution.

Case 2. fUAI(x∗) − fUAI(x)> 0.
Let x∗ be not a nearly possible optimal solution of rough

problem; then, there is x ∈ X: f
R
(x)< f

R
(x∗). Since

x∗ ∈ SL, x∗ ∉ SU, so x∗ is not a solution for the boundary
problem BP, i.e., there is x:

f
UAI

(x) − f
LAI

(x)<f
UAI

x
∗

(  − f
LAI

x
∗

( , f
LAI

x
∗

( 

− f
LAI

(x)<f
UAI

x
∗

(  − f
UAI

(x).
(31)

(i) If fUAI(x∗)<fUAI(x), then fLAI(x∗)<fLAI(x).
+is contradicts that x∗ ∈ SL, and hence, x∗ must be
a nearly possible optimal solution for the RP
problem.

(ii) If fUAI(x∗)>fUAI(x), then we may write
fUAI(x∗) � fUAI(x) + θ, θ> 0, which implies to
fLAI(x∗) − fLAI(x)< θ, θ> 0. +en, we have two
cases:

(a) fLAI(x∗)>fLAI(x), which is not considered, where
x∗ ∈ SL

(b) fLAI(x∗)<fLAI(x), which contradicts that x∗ ∈ SL,
and hence, x∗ must be a nearly possible optimal
solution for the RP problem

For x∗ ∈ SU, x∗ ∉ SU, we obtain fUAI(x∗)≤ fUAI(x)

and

f
R

x
∗

(  − f
R
(x)≤

c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

(x) − f
LAI

x
∗

(  .

(32)

So, there are two cases:

Case 3. fLAI(x∗) − fLAI(x)≤ 0;∀x ∈ X; this implies that x∗

is a nearly possibly optimal solution.

Case 4. fLAI(x∗) − fLAI(x)> 0.
Let x∗ be not a nearly possible optimal solution of the

rough problem; then, there is x ∈ X: f
R
(x)< f

R
(x∗). Since

x∗ ∈ SU, x∗ ∉ SL, so x∗ is not a solution for the boundary
problem (BP), i.e., there is x ∈ X:

f
UAI

(x) − f
LAI

(x)<f
UAI

x
∗

(  − f
LAI

x
∗

( , f
UAI

(x)

− f
UAI

x
∗

( <f
LAI

(x) − f
UA

x
∗

( .
(33)

(i) If fLAI(x)<fUAI(x∗), then fUAI(x)<fLAI(x∗).
+is contradicts that x∗ ∈ SU, and hence, x∗ must be
a nearly possible optimal solution for the (R − MOP)

problem.
(ii) If fLAI(x)>fUAI(x∗), then we may write

fLAI(x∗) � fLAI(x) + θ, θ> 0, which implies to
fUAI(x) − fUAI(x)< θ, θ> 0 +en, we have two
cases:

(a) fLAI(x∗)>fLAI(x∗), which is not considered, where
x∗ ∈ SU

(b) fUAI(x∗)<fUAI(x), which contradicts that x∗ ∈ SU,
and hence, x∗ must be a nearly possible optimal
solution for the RP problem

5. Rough Function Differentiability

A rough function f
R
(x) is said to be differentiable if its

boundary.
F(x) � fUAI − fLAI is differentiable. +en,
F − F(x∗) � (δ/δx)F(x∗)(x − x∗) +ϑ(x∗, c(x − x∗))

‖x − x∗‖, or equivalently
f

R
− f

R
(x∗) � (δ/δx)f

R
(x∗)(x − x∗) +ϑ(x∗,c(x− x∗))

‖x − x∗‖, where

lim
ϑ⟶0

ϑ x
∗
, δ x − x

∗
( (  � 0. (34)

5.1. Kuhn–Tucker’s Conditions under Roughness. +e rough
Kuhn–Tucker (KT) conditions for the RP problem takes the
form

δ
δx

f
R

x
∗

(  + 
m

r�1
c
∗
r hr x

∗
(  + c

∗
m+1

δ
δx

f
LAI

x
∗

(  − f
R

x
∗

(   + c
∗
m+2

δ
δx

f
R

x
∗

(  − f
UAI

x
∗

(   � 0,

c
∗
r hr x

∗
(  � 0, r � 1, m;c

∗
m+2

f
R

x
∗

(  − f
UAI

x
∗

(   � 0; c
∗
r ≥ 0, r � 1, m + 2.

(35)

Let 
m+1
r�1 c∗r � 1. +en,
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1 − c
∗
m+1 + c

∗
m+2( 

δ
δx

f
R

x
∗

(  + c
∗
m+1

δ
δx

f
LAI

x
∗

(  − c
∗
m+2

δ
δx

f
UAI

x
∗

(  + 
m

r�1
c
∗
r

δ
δx

hr x
∗

(  � 0, (36)

or, in other words

δ
δx

f
R

x
∗

(  +
c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

δ
δx

f
LAI

x
∗

(  −
c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

δ
δx

f
UAI

x
∗

( 

+


m
r�1c
∗
r

1 − c
∗
m+1 + c

∗
m+2( 

δ
δx

hr x
∗

(  � 0


m
r�1c
∗
r

1 − c
∗
m+1 + c

∗
m+2( 

δ
δx

hr x
∗

(  � 0,

r � 1, m,

c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

x
∗

(  � 0

c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UAI

x
∗

( 

c
∗
r ≥ 0,

r � 1, m + 2.

(37)

Theorem 2. Let f
R
, fUAI, and h be the convex and differ-

entiable functions at x∗, and let f LAI be a concave and dif-
ferentiable at x∗ ∈ X. We suppose that f UAI(x∗) >0 and
fLAI(x∗)> 0. If (x∗, c∗r ), where c∗r ≥ 0, r � 1, m + 2 is a so-
lution of the KT conditions, then x∗ is a solution for RP

Proof. Let (x∗, c∗r ) be a solution of the rough KTconditions.
Since f

R
is a convex and differentiable at x∗, we get

f
R

− f
R
(x∗)≥ δx/δf

R
(x∗)(x − x∗). Since δ/δxf

R
(x∗)

� c∗m+2/(1 − c∗m+1 + c∗m+2)δ/δxfUAI(x∗) − c∗m+1/(1 − c∗m+1
+c∗m+2)δ/δxfLAI(x∗) − 

m
r�1 c∗r /(1 − c∗m+1 + c∗m+2) hr(x∗),

and fUA, fLA, and hr are differentiable, then

f
UAI

− f
UAI

x
∗

(  �
δ
δx

f
UAI

x
∗

(  x − x
∗

(  + ϑ x
∗
, c x − x

∗
( ( x − x

∗
,

f
LAI

− f
LAI

x
∗

(  �
δ
δx

f
LA

x
∗

(  x − x
∗

(  + ϑ x
∗
, c x − x

∗
( ( x − x

∗
,

hr − hr x
∗

(  �
δ
δx

hr x
∗

(  x − x
∗

(  + ϑ x
∗
, c x − x

∗
( ( x − x

∗
.

(38)

+en,
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f
R

− f
R

x
∗

( ≥
c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UA

− f
UA

x
∗

(  − ϑ x
∗
, c x − x

∗
( ( x − x

∗
 

−
c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

− f
LAI

x
∗

(  − ϑ x
∗
, c x − x

∗
( ( x − x

∗
 

−


m
r�1c
∗
r

1 − c
∗
m+1 + c

∗
m+2( 

hr − hr x
∗

(  − ϑ x
∗
, c x − x

∗
( ( x − x

∗
( .

(39)

Since limϑ⟶0ϑ(x∗, δ(x − x∗)) � 0, then

f
R

− f
R

x
∗

( ≥
c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UAI

− f
UAI

x
∗

(   −
c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

− f
LAI

x
∗

(  

−


m
r�1c
∗
r

1 − c
∗
m+1 + c

∗
m+2( 

hr − hr x
∗

( ( .

(40)

From the Kuhn–Tucker conditions,


m
r�1c
∗
r

1 − c
∗
m+1 + c

∗
m+2( 

hr x
∗

(  � 0,

r � 1, m,

c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

x
∗

(  � 0,

c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UAI

x
∗

(  � 0.

(41)

+en, the following inequality f
R
(x) − f

R
(x∗)≥

c∗m+2/(1 − c∗m+1 + c∗m+2)f
UAI − c∗m+1/(1 − c∗m+1 + c∗m+2)f

LAI

−
m
r�1c
∗
r /(1 − c∗m+1 + c∗m+2)hr is valid for each c∗r ≥ 0, r �

1, m + 2, and for c∗r � 0, we have

f
R

− f
R

x
∗

( ≥
c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UAI

−
c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

.

(42)

If c∗m+1; c∗m+2 > 0, then from the Kuhn–Tucker condi-
tions, we obtain f

R
(x∗) � fLAI(x∗) and f

R
(x∗) �

fUAI(x∗). +en, x∗ is a surely optimal solution of the RP
problem.

If x∗ ∈ SL ∩ SU, then fUAI(x∗)≤fUAI(x);∀x ∈ X and
fLAI(x∗)≥fLAI(x);∀x ∈ X, and then we grt

f
R

− f
R

x
∗

( ≥
c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UAI

x
∗

( 

−
c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

x
∗

( .

(43)

In addition, from the Kuhn–Tucker conditions
f

R
− f

R
(x∗)≥ 0, this leads to f

R
(x∗)≤ f

R
(x), i.e., x∗ is a

possibly optimal solution.
If x∗ ∈ SL, x∗ ∉ SU, then fLAI(x∗)≥fLAI(x);∀x ∈ X,

and we have

f
R

− f
R

x
∗

( ≥
c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UAI

x
∗

(  −
c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

x
∗

( ,

f
R

− f
R

x
∗

( ≥
c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UAI

.

(44)

From the assumption that fUAI(x∗)> 0, and x∗ is not
solution for BP, c∗m+2/(1 − c∗m+1 + c∗m+2) � 0.

Hence, f
R

− f
R
(x∗)≥ 0 leads to f

R
(x∗)≤ f

R
;∀x. +en,

x∗ is a nearly possibly optimal solution for RP.
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If x∗ ∈ SU, x∗ ∉ SL; then, fUAI(x∗)≤fUAI(x); ∀x, and
we have

f
R
(x) − f

R
x
∗

( ≥
c
∗
m+2

1 − c
∗
m+1 + c

∗
m+2( 

f
UAI

x
∗

( 

−
c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

x
∗

( .

(45)

From KT conditions, we have

f
R

− f
R

x
∗

( ≥
c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

f
LAI

. (46)

From the assumption that fLAI(x∗)> 0, and x∗ is not
solution for BP,

c
∗
m+1

1 − c
∗
m+1 + c

∗
m+2( 

� 0. (47)

+us, f
R
(x) − f

R
(x∗)≥ 0, which implies to

f
R
(x∗)≤ f

R
(x); ∀x. +en, x∗ is a nearly possibly optimal

solution for RP. □

6. Numerical Example

We consider the following problem f
R
(x): X⟶ R with

fLAI(x) � x1 + x2 fUAI(x) � 1/3x3
1 − 2x2

1 − 10x2 + 100 and
consider the following RP problem as

(RP)min f
R
(x). (48)

Subject to

X � x1, x2(  ∈ R2
: x1 + x2 ≤ 10, 3.5≤ x1 ≤ 6, x2

≤ 6, x1 + x2 ≥ 1.
(49)

+en,

(LAP)minf
LAI

(x) � x1 + x2. (50)

Subject to

x ∈ X,

(UAP)minf
UAI

(x) �
1
3
x
3
1 − 2x

2
1 − 10x2 + 100.

(51)

Subject to

x ∈ X. (52)

Hence, the BP is

(BP)minF(x) � f
UAI

(x) − f
LAI

(x). (53)

Subject to

x ∈ X. (54)

+e solution of the LAP is SL � (5, 5){ }, and the solution
of the UAP is SU � (1 − λ)(6, 4) + λ(4, 6), 0≤ λ≤ 1{ }. +en,

(1) +ere is no one-size-fits-all answer (Definition 9.1)
(2) +e best conceivable solution is (5,5), where

(5, 5) ∈ SL ∩ SU and F(5, 5)≠ 0 (Definition 9.2)
(3) +e nearly possibly solution is (1 − λ)(6, 4)+{

λ(4, 6), 0≤ λ≤ 1}∪ (5, 5){ } (Definition 9.3)

7. Discussion

+e proposed approach is compared to some existing lit-
erature in this section to show the benefits of the proposed
approach. Table 2 investigates this comparison in the case of
some parameters

8. Concluding Remarks and Future Works

+is paper introduces the concept of a rough function, as
well as its convexity and differentiability based on its
boundary region. +e boundary area notion has also been
used to investigate a new sort of rough programming
challenge and its answers. +is research could be expanded
to include more fuzzy-like structures in the future (such as
interval-valued fuzzy sets, neutrosophic sets, pythagorean
fuzzy sets, and spherical fuzzy sets), andmore discussion and
suggestions could also be included in the future studies. +e
key features of this study can be summarized as follows:

+e proposed study can be extended by developing

(i) Intuitionistic fuzzy set with a possibility interval
value

(ii) Intuitionistic fuzzy set with a probability interval
(iii) Fuzzy hypersoft expert set is a possibility
(iv) Possibility fuzzy pythagorean set
(v) Possibility picture fuzzy set
(vi) For example, a spherical fuzzy set

+e following are some ideas for further research:

Table 2: Comparisons of different researchers’ contributions.

Author’s name Weighting
method

ε− constraint
method

KKT
optimality

Efficient
solution

Parametric
study Environment

Khalifa [30] √ × × √ × Rough set
Osman et al. [25] × × × √ × Fuzzy set
Ammar and Emsimir [31] √ × √ √ × Fuzzy set
Ahmed [35] × × √ √ × Fuzzy set
Ammar and Al- Al- Asfar
[32] √ × √ √ × Fuzzy set

Our investigation √ √ √ √ √ Rough set

10 Computational Intelligence and Neuroscience



(1) For rough multiobjective programming, determine
the link between rough weights and rough
parameters

(2) An investigation of duality in the context of a ru-
dimentary multiobjective programming problem

(3) A parametric study of a rough programming issue in
which the objective function has roughness

(4) A parametric investigation of a rough programming
problem with rough constraints

(5) Determine the link between the rough weights and
the rough parameter in rough multiobjective
programming

(6) A duality investigation on the problem of rough
multiobjective programming

(7) A parametric analysis of a rough programming
problem in which the goal function and restrictions
are both rough [36–38]
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With the continuous reform and innovation of Internet technology and the continuous development and progress of social
economy, Big Data cloud computing technology is more andmore widely used in people’s work and life. Many parallel algorithms
play a very important role in solving large linear equations in various applications. To this end, this article aims to propose and
summarize a cloud computing task schedulingmodel that relies on the solution of large linear equations.'emethod of this paper
is to study the technology of solving large-scale linear equations and propose an M-QoS-OCCSM scheduling model. 'e function
of the experimental method is to solve the problem of efficiently executing N mutually dependent parallel tasks within limited
resources, while fully satisfying users’ expectations of task completion time, bandwidth rate, reliability, and cost. In this paper, the
application experiment of large-scale linear equations in task scheduling is used to study task scheduling algorithms. 'e results
show that when the task load is 10 and 20, the convergence speed of the MPQGA algorithm is 32 seconds and 95 seconds faster
than that of the BGA algorithm, respectively.

1. Introduction

'e rapid development of the Internet has also promoted the
development of cloud computing, and people’s research on
cloud computing has become more and more in-depth and
extensive. Large-scale data mining and distributed pro-
cessing technology on the Internet have also been paid more
and more attention. 'is paper combines the characteristics
of the two and proposes a model combining text mining and
task scheduling under cloud computing. Cloud computing is
a new business computing model that uses network con-
nections to obtain various applications, data, and ITservices.
'e core of cloud computing is the integrated scheduling
and management of cloud environment and task resources
submitted by users according to user needs, and users only
need to pay on demand.'erefore, for cloud services, how to
meet the different needs of different users for quality of
service (QoS) is an important issue that needs to be con-
sidered when scheduling cloud computing.

'e study of resource deployment and task scheduling
problems and their solutions in the cloud computing

environment is of great significance and value for the the-
oretical research and application practice of cloud com-
puting. As a business service, cloud computing must not
only consider optimizing task scheduling strategies to im-
prove the service capabilities of the system but also consider
the service revenue of cloud service providers. 'ere are
some controversies in this area, but there is no efficient
solution yet. 'erefore, studying cloud computing task
scheduling strategies has important theoretical value and
practical significance for improving the service capabilities
of cloud computing systems.

'is paper proposes a balanced clone scheduling algo-
rithm that can effectively improve resource utilization and
task scheduling efficiency. 'is paper proposes a model that
combines data mining and task scheduling in a cloud en-
vironment. Combining the advantages of data mining and
distributed computing, this model can calmly deal with data
processing of massive amounts of information and provide
efficient services for users. 'is paper comprehensively
considers the transmission cost, processing time, processing
cost, and transmission time of data in the cloud computing
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environment, and proposes a mathematical model for task
scheduling optimization. And this paper proposes a
mathematical model and particle swarm optimization al-
gorithm design based on the increase of the variable
neighborhood. 'e simulation results show that the pro-
posed optimization model and optimization algorithm can
not only optimize the time, but also optimize the cost.

2. Related Work

'e road to solving large-scale linear equations has never
stopped. In recent years, people have gradually combined it
with task scheduling in order to achieve unexpected results.
Wang et al. propose an SSLEmethod for general constrained
optimization based on the mixed exact penalty function. He
added automatic adjustment rules to the algorithm for the
selection of penalty parameters to ensure that the number of
updates of penalty parameters is limited. He also extended
the Facchinei activity set recognition technology to general
constrained optimization and gave the corresponding rec-
ognition function. In each iteration, the algorithm only
solves two or three simplified linear equations with the same
coefficients to obtain the search direction.Without assuming
strict complementarity and weaker than strong second-or-
der sufficient conditions, the convergence rate of the algo-
rithm is proved to be super linear [1]. Phuc and Verbitsky
obtained the global solution of quasi-linear equations with
metric coefficients and solved a large number of model
problems [2]. Lv and Wang studied the existence, unique-
ness, and asymptotic stability of traveling wave fronts for
discrete quasilinear equations with time delays. He first
established the existence of traveling wave fronts using
hyperon solutions and monotonic iteration techniques.
'en he proved that the traveling wave front is unique before
the translation. Finally, he used the comparison principle
and compression technique to prove that the traveling wave
front has a phase shift and is globally asymptotically stable
[3]. Mingtong introduced the basic process of automatic
modeling of large buildings. By extending the L-system
theory, using elevation maps and automatic river recogni-
tion, he researched and proposed an automatic road gen-
eration method for complex terrain. Experiments show that
the results given by his method are consistent with the
surrounding terrain environment. It can automatically
generate modifiable roads in complex terrain constrained by
altitude and rivers. 'e road generation algorithm, based on
the Voronoi diagram he proposed, can effectively make up
for the lack of road changes generated by the system [4].
Samriya et al. proposed a multiobjective penguin optimi-
zation algorithm. 'e proposed method is analyzed through
binary gravity search algorithm, ant colony optimization,
and particle swarm optimization, which makes it suitable for
virtual machines in data centers. Compared with other
strategies, the algorithm he proposed is energy-efficient and
has significant differences [5]. Jabir et al. proposed an en-
hanced antlion optimization algorithm mixed with the
popular particle swarm optimization algorithm to optimize
workflow scheduling specifically for the cloud. 'e research
aims to provide enhanced workflow scheduling that is safer

than the existing framework. It enhances the program’s
ability to evaluate according to cost, load, and completion
time [6]. Tang et al. proposed an energy-saving workflow
task-scheduling algorithm based on DVFS, whose purpose is
to obtain more energy savings and maintain service quality
on the premise of meeting deadlines. 'is algorithm can
recycle useful idle time after the server is merged and obtain
the entire makespan and deadline based on the heteroge-
neous-earliest-finish-time algorithm [7]. Gruzlikov et al.
proposed a pipeline workshop scheduling method for the
calculation process in a distributed real-time system. 'is
method is based on a solvable system with a simple opti-
mization scheduling algorithm. 'is method opens up ideas
for improving the efficiency of the assembly line workshop
[8, 9].

3. Linear Equations Solution Method and Task
Scheduling Method

3.1.CommonLarge-ScaleLinearEquationSolvingTechnology.
'ere are two methods for solving linear equations in direct
method and iterative method [10]. Small and medium-sized
equations (n< 10000) are often solved by the direct method,
and the direct method needs to decompose the coefficient
matrix A. Under normal circumstances, matrix sparsity
cannot be guaranteed. As the degree n increases, the amount
of memory required becomes O (n2), and the amount of
floating-point operations required becomes O (n3). 'e
sparse direct method based on sorting has some control over
memory requirements and time consumption, allowing
modern single-CPU personal computers to solve 100,000-
order matrices. However, the success of the sparse direct
method is related to the nature of the matrix itself, and
higher-order linear systems are powerless [11]. 'erefore,
iterative methods are often used for large or very-large
equations. In simple terms, the iterative method is to create a
modified Sk for the initial approximate solution vector Xo of
each step. 'is makes the next approximate solution vector
Xk+1 equal to the current approximate solution plus the
correction vector Sk.

Xk+1 � Sk + Xk. (1)

'is produces an iterative vector sequence {Xk}. It can be
seen that the ideal correction vector should be

Sk � X
∗

− Xk � Q b − Q · rk( , (2)

where X∗ is the solution of the simultaneous equations, and
rk represents the kth residual vector. However, in order to
obtain this ideal correction vector, this article needs to solve
equation Q · rk � Xk, which is actually the same problem as
solving the original equation. Different iterative methods
represent different methods of calculating the correction
vector Sk [12].'e classic iterative method is based onmatrix
division, assuming that the coefficient matrix A has the
following divisions.

A � P − Q, (3)
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where P is the invertible matrix and the original system of
equations is (P−Q) x� b. 'erefore, the following iteration
sequence is constructed.

X � P
−1

Qxk + P
−1

b. (4)

In order to avoid calculating P−1Qxk andP−1b, it can turn
to solving the equations in the following way:

Pxk � Qxk + b. (5)

Different P choices have different segmentation methods
and different iterative methods [13]. Assumptions:

A � D − CL − CK. (6)

Among them, D is the diagonal part of A, CL is the lower
triangular part of A, and CK is the upper triangular part of A.

In order to achieve better results, people constructed a
symmetric over-relaxation method (SSOR method), split-
ting A into A� Pssos–Qssor, where

PSSOR �
w

2 − w

1
w

D − CL D
−1 1

w
D − CK . (7)

In addition, there are methods such as alternating di-
rection iteration, Hermitian and anti-Hermitian splitting,
and multiple splitting, all of which are based on practical
problems and are all numerically algebraic [14]. 'e coef-
ficient matrix of the linear equation system obtained by the
finite-element method or the method of moments is gen-
erally a complex symmetric matrix, which can be described
in the following format.

(A + iB)(z + iy) � b + ic. (8)

Among them, A, B ∈ R is a real symmetric matrix. 'e
Krylov subspace method of common asymmetric matrices
(such as GMRES, BICGSTAB, and QMR) can be used to
solve complex symmetric linear equations. However,
using these methods to solve the problem does not take
advantage of the symmetry of the matrix. Some solutions
transform the symmetric system into an equivalent real
symmetric system and then use the Krylov method to
solve the real symmetric matrix [15]. 'e following are
some iterative methods for directly solving (8). Using the
concept of quasi inner product (x, y) � xTy, where the
x, y ∈ C superscript letter T represents transpose instead
of conjugate transpose, the QMR method can recursively
reach the minimum in a short time. 'is type of quantity
and special matrix are often encountered in actual en-
gineering [16]. 'e key to the success of the Krylov
subspace method is the choice of prerequisites. 'e
preprocessing is to transform a linear equation system
into another linear equation system with the same solu-
tion, but the transformed equation system has the char-
acteristic of facilitating iterative solution. 'e prerequisite
is to generate a matrix for this transformation. If P is an
invertible matrix somewhat similar to A, then the pre-
processed system looks like the following equation:

P
−1

Ax � P
−1

b. (9)

If there is the same solution as equation (1), and there is
an equation that is easy to solve, then P is called a pre-
requisite. Equation (9) is preprocessed from the left side and
can also be preprocessed from the right side.

AP
−1

y � b, x � P
−1

y. (10)

Or, preprocess both sides at the same time:

P
−1
1 AP

−1
2 y � P

−1
1 b, x � P

−1
2 y. (11)

'en, the precondition in formula (11) is M�M1M2. A
good precondition should have the following two properties:
the system after the precondition should be easy to solve, the
precondition should be easier to construct and the cost of
applying the precondition should not be too high [17].

In modern computer architecture systems, the biggest
problem with incomplete decomposition of prerequisites is
that it is not easy to parallelize the process of construction
and use. Approximate prerequisites for adapting to modern
computer structure systems have appeared, and their
implementation has natural parallelism [18]. In recent years,
the algebraic multigrid (AMG) method that combines the
area division (DD) method, multigrid (MG), and physical
background to solve partial differential equations (PDEs) has
become a hot spot in numerical computing [19].

3.2. M-QoS-OCCSM Scheduling Model Based on Cloud
Computing. 'e architecture of the M-QoS-OCCSM col-
laborative scheduling model proposed in this chapter is
shown in Figure 1.

As shown in Figure 1, the execution process of the entire
M-QoS-OCCSM scheduling model is as follows. First, the
user submits the application task with the deadline of the
bottom line and the scheduling budget target constraint to
the task scheduler. 'en the task scheduler sends the QoS
target constraint conditions and other related parameter
information of the application task to the extension module
of the M-QoS-OCCSM model [20]. Next, the extension
module of the M-QoS-OCCSM model first applies the
method described in the previous section to model the
application task with multiobjective constraints. 'en
comprehensively consider the application task’s QoS target
constraints and user expectations and based on a mem-
bership function, apply the method described to convert the
application task’s multiple QoS target constraints into a
single-objective constraint optimization problem. Finally,
the reconstructed genetic algorithm is applied to approxi-
mate the optimal solution of the mentioned single-objective
optimization problem [21]. 'e calculated result is the final
scheduling decision plan, which is returned to the scheduler.
'e scheduler selects appropriate computing resources for
the application tasks for scheduling according to the opti-
mization results, thereby completing the scheduling
decision.

'e extension module serves as an integrated unit in the
entire M-QoS-OCCSM scheduling model architecture. For
some applications, it can be designed as a separate mid-
dleware module for real task-scheduling scenarios [22].
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From the user’s point of view, the user always hopes to
complete all application task scheduling requests within a
desired time interval.'is means that the actual execution of
application tasks should be reduced as much as possible on
the assigned computing nodes. At the same time, for a
specific resource R available on a computing node, the total
computing power consumed by all application tasks on the
resource R cannot exceed the computing power that the
resource can provide [23].

It can be seen from the analysis that the QoS target
constraint of the aforementioned time limit bottom line can
be expressed as follows:

min Odeadline(  � 
T

t�1


N

n�1
MtnVtn,

s.t. 

T

t�1


N

n�1


K

k�1
MtnR≤ 

N

n�1


K

k�1
S CNtn( .

(12)

On the contrary, users always want to save scheduling
costs as much as possible while obtaining satisfactory
services. 'erefore, the cloud system should complete
the scheduling and execution of all tasks as much as
possible under the constraints of the established
scheduling budget [24]. In other words, in an established
cloud computing environment, the system should reduce
the total scheduling cost of all tasks as much as possible.
In addition, for a specific application task t, the sum of
the scheduling costs consumed by all available resources
on the target computing node cannot exceed the task
scheduling budget.

According to the analysis, the QoS target constraint of
the application task scheduling budget can be expressed as
follows:

min Obudget  � 
T

t�1


N

n�1
MtnCtn, s.t. 

N

n�1
MtnCtn ≤Bn,∀n ∈ T.

(13)

'is paper compares the algorithm based on QoS
constraints with the basic genetic algorithm. 'e relation-
ship between tasks with interdependence constraints is
shown in Figure 2, and the specific parameters and weight
vector settings are shown in Table 1.

'e user wants to pay as little scheduling cost as possible
for the scheduling request of the application task. In real-
world cloud computing application scenarios, the cost of
scheduling application tasks is often directly proportional to
the user’s satisfaction with completing the scheduling goals.
'erefore, users want to spend less on their application task
scheduling budget, assuming they have a satisfactory
scheduling service [25]. As shown in formula (14), assuming
that a satisfactory scheduling service is obtained, the
membership function of the task scheduling expenditure can
be used to express the membership of the task scheduling
budget and the scheduling target.

Y
budget
nm � 1 −

Cmin

Cnm

. (14)

In the formula, Cmin represents the minimum expected
value of the scheduling overhead of the application task tn,
and Cnm represents the scheduling budget when the ap-
plication task tn is scheduled on the target computing node
Cnm. It can be seen from equation (14) that as the scheduling
budget expenditure Cnm of the application task tn decreases,
the membership function value Ybu dg et

nm of the scheduling
budget decreases. Since users want to pay as little task
scheduling budget as possible, the goal of the final task
scheduling solution is to minimize the value of the men-
tioned membership function as much as possible [26].

'rough the analysis of the two QoS target constraints,
deadline and scheduling budget. 'is article finds that with
less scheduling budget and the shortest possible deadline,
everything needed to complete an application task sched-
uling request has increased. It tries to minimize the afore-
mentioned period. 'e membership function value of time
and the membership function value of scheduling budget
expenditure. Based on this conclusion, two membership
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Figure 1: M-QoS-OCCSM system architecture.
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functions can be used to transform the task scheduling
multi-QoS objective constraint optimization problem into a
single-objective constraint optimization problem. 'e
transformed single-objective constrained optimization
problem is shown as follows:

min(O) � w1 min Odeadline(  + w2 min Obudget . (15)

In the formula, the deadline and scheduling budget
weight parameters w1 and w2 satisfy 

2
n�1 w1 � 1, 0≤w1 ≤ 1.

When scheduling tasks, pay attention to the deadlines and
the scheduling budget constraints of each user. 'erefore,
when constructing the objectives of the mentioned task
scheduling scheme, adjusting the two weight parameters for
different users canmeet the various QoS target constraints of
users.

By default, Hadoop usually adopts a first-come first-
serve strategy. 'e advantages of this strategy are simplicity
and low overhead, while reducing the burden of the job
tracker [27]. 'e basic idea of solving the problem is to
queue up all tasks submitted by the end customer according
to the time when the job was submitted.'e execution order
of the job queue is usually determined by priority and
transmission order. 'at is, the job submitted first by the
system has a higher priority by default and will be processed
earlier. But the disadvantage of the FIFO strategy is that it is

unfair. According to the solution idea of this strategy, for
those jobs with low priority, the chance of being processed
will be greatly reduced, and the waiting time for idle ma-
chines will be particularly long. 'at is to say, it is difficult to
guarantee the QoS for jobs with low priority. 'is strategy
lacks consideration of differences in job requirements.

3.3. Cloud Computing Task Scheduling Strategy. Cloud
computing resources include storage resources, computing
resources, network resources, and so on. In fact, these re-
sources are abstracted into services through virtualization
technology and provided to the outside world. On the
contrary, there is a correlation between service quality and
resource occupancy rate, service quality, and energy con-
sumption. 'erefore, when optimizing resources, this article
must consider comprehensively, rather than biasing one
aspect. 'erefore, when optimizing resource deployment
and scheduling, all resources must be fully considered and
jointly managed and optimized. It is necessary to optimize
the QoS, while optimizing energy consumption and cost
[28].

'e state of task scheduling in the cloud computing
environment can be explained as follows. 'e total number
of resources is P, and the corresponding set is
R � r1, r2 · · · rn{ }. 'e total number of jobs submitted by

Table 1: Task scheduling algorithm parameter setting table.

Two task scheduling algorithms
Total resources 15
Total number of tasks 45
Unit price of virtual machine resources 7
Virtual machine computing performance (million instructions per second) 1500
Task length (one hundred instructions) 10,000
Virtual machine resource bandwidth (Mb) 1024
Expected time (seconds) 65
Expected bandwidth (Mb) 910
Expected cost 4500
Number of generations 125
Crossover probability parameter k1� 0.6, k2� 0.8
Mutation probability parameter k3� 0.2, k4� 0.06
Variation gene range parameter, d 5

0 1 2

4 5

6 7

8 9 10

11 12

13

Figure 2: Interdependence diagram between tasks.
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users is M, corresponding to set J � J1, J2 · · · JM{ }. As-
suming that the M jobs corresponding to the set
T � T1, T2 · · · TN{ } are divided into N tasks, the Jmth job is
divided into TNum(Jm) tasks, and then the total number of
tasks corresponding to the total number of tasks is as follows:

N � Ttotal(M) � 

M

m�1
TNum(Jm). (16)

Network bandwidth is an important indicator to mea-
sure network usage [29]. 'e size of the bandwidth deter-
mines the size of the network transmission capacity, which
in turn affects the communication efficiency in the cloud
environment. 'e more frequent the communication, the
greater the amount of information, and the higher the
bandwidth requirements. Let Bwn be the resource bandwidth
of the cloud computing environment, Buser represents the
expected bandwidth of the job Jm specified by the user, and
Bi represents the expected bandwidth of the task Ti divided
by the job Jm, then

Buser � 

TNum(Jm)

m�1
Bi. (17)

'e function of user satisfaction w obtained bandwidth
is as follows:

W �
θ

TNum(Jm)
  

Ttotal(M)

m�Ttotal(M−1)

ln
Bwn

Bi

 . (18)

Assuming that the resource failure rate in the cloud
computing environment is P (which can be obtained
through the resource monitoring system) and the user’s
expected task completion rate is Psucc, the user satisfaction
function of the job completion rate is as follows:

Wsucc(Jm) � θ ln
(1 − p)

Psucc
 . (19)

Cost constraint is one of the most popular QoS con-
straints, and cost is one of the important components of user
QoS. Assuming that resources are billed per unit, Pi is the
number of resources, and Ccpu, Cmen, Cstor, and CBW rep-
resent the prices of CPU, memory, storage, and bandwidth
resources. 'en, the total cost of task Ti can be expressed as
follows:

Ci � P1Ccpu + P2Cmen + P3Cstor + P4CBW. (20)

'rough the previous related research on the existing
results of the equations solution, it can be found that each
equation solution must have a suitable data center network
structure, such as a centralized structure, a distributed
structure, and a hierarchical structure [30]. In view of this,
before introducing the DRMS equation solution introduced
by the task scheduling system architecture in the cloud
computing environment, first introduce the data center
network structure that implements the equation solution.

As shown in Figure 3, the data center that implements
the DRMS equations solution is a hierarchical structure.'is

structure is mainly composed of three types of nodes: re-
gional host node, regional head node, and ordinary host
node (also called site, or Site) [31].

4. Task Scheduling Experiment and Analysis
Based on Cloud Computing

4.1. Application of Large-Scale Linear Equations in Task
Scheduling. In mathematics, the Gaussian elimination
method is also known as the Gauss Jordan elimination
method, which is an algorithm for solving linear algebra
system problems using linear equations [32]. 'e algorithm
first determines the rank of the matrix, and then calculates
the inverse of the invertible square matrix. When designing
the Gauss method that can cancel the inverse allocation
process, the elimination method also reduces the unknown
coefficients on the main diagonal to zero. 'e elimination
method does not need to replace the diagonal coefficient
matrix equation, this method is called Jordan elimination
method. However, the number of multiplication and divi-
sion operations in Jordan elimination is twice that of pure
Gaussian elimination. 'is is not desirable when solving
linear equations, but it is useful when solving inverse
matrices.

'e operating speeds of Gauss elimination method, and
Jordan elimination method are shown in Tables 2 and 3,
respectively.

'e experimental results are shown in Table 4 by run-
ning the Gauss elimination method on a 4-core

Regional host node

Area head node

Host node

Area A

Figure 3: Cloud computing data center network structure diagram.
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multiprocessor to process the Poisson equation. From the
data in the table, the speedup for solving the Poisson
equation under four cores can be calculated as shown in
Figure 5.

'e following conclusions can be drawn from analyzing
the graphs in this article: ① When the scale of meshing
reaches a certain level, compared with the serial solution of
single-core, the parallel solution of four-core will highlight
its advantage in solution time. Because, when the scale of
grid division is small, the communication time between each
process takes a larger proportion than the overall running
time. 'erefore, the parallelism of multiple cores does not
show its advantages in the process of solving a smaller
meshing scale. ② Analyzing the speedup ratio of various
improved parallel algorithms in Figure 5, it can be seen that
the nonblocking method can indeed improve the efficiency
of parallel solving. And on this basis, overlapping a part of
the calculation with nonblocking message passing can
further improve the efficiency of parallel solving. ③ From
the analysis of the speedup ratio of the parallel algorithm in
Figure 5, it can be seen that if the number of processes is

Table 2: Experimental data of Gauss elimination method.

Number of parallel nodes Dense matrix scale 1002 2002 5002 6002 9002
Total time 0.053 0.0817 0.0093 0.1104 0.0523

Communication time 0.0576 0.0994 0.0935 0.099 0.0254
1 Parallel computing time 0.0446 0.0064 0.0344 0.1106 0.0059

Speedup ratio — — — — —
Parallel efficiency — — — — —

Total time 0.1128 0.0884 0.0534 0.0554 0.0488
Communication time 0.0777 0.0155 0.0955 0.1121 0.0932

2 Parallel computing time 0.0574 0.0069 0.0928 0.1062 0.0052
Speedup ratio 0.67 0.53 0.31 0.85 0.85

Parallel efficiency 0.33 0.92 0.99 0.39 0.49
Total time 0.1069 0.0932 0.0617 0.0501 0.0181

Communication time 0.0988 0.0045 0.0873 0.0056 0.044
4 Parallel computing time 0.0101 0.0868 0.0439 0.0328 0.0838

Speedup ratio 1.12 0.9 0.88 0.98 0.68
Parallel efficiency 0.4 1.19 0.51 0.3 0.64

Table 3: Experimental data of Jordan elimination method.

Number of parallel nodes Dense matrix scale 2002 4002 5002 6002 10002
Total time 0.0443 0.1012 0.0583 0.0034 0.1169

Communication time 0.0676 0.0461 0.1171 0.0917 0.0782
0 Parallel computing time 0.006 0.1163 0.1053 0.0995 0.04

Speedup ratio — — — — —
Parallel efficiency — — — — —

Total time 0.0699 0.0479 0.0687 0.0279 0.0364
Communication time 0.048 0.0936 0.0636 0.0055 0.0449

3 Parallel computing time 0.099 0.0802 0.0514 0.1047 0.1189
Speedup ratio 0.39 0.43 0.57 0.45 0.4

Parallel efficiency 0.55 0.77 0.38 0.61 0.45
Total time 0.0935 0.0582 0.1137 0.0265 0.063

Communication time 0.0772 0.0392 0.0976 0.0854 0.0878
4 Parallel computing time 0.119 0.0998 0.033 0.1005 0.0662

Speedup ratio 0.48 0.62 0.97 0.83 0.7
Parallel efficiency 0.43 0.63 0.49 0.68 0.73

'e comparison of parallel efficiency in various situations is shown in Figure 4.
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Figure 4: Speedup analysis of two elimination methods (two
nodes).
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fixed, the parallel efficiency will increase as the size of the
subdomain problem increases. As the problem grows, the
number of Gauss–Jordan iterations also increases. More-
over, the increase in the number of iterations of the Gauss
elimination method has a linear trend with the increase of
the grid division scale, which shows the rationality of solving
large-scale sparse linear equations by the Gauss elimination
method. 'is paper also proposes a task scheduling opti-
mization strategy based on service quality optimization,
taking into account system load conditions. 'is article also
gives the approximate service cost of the system and its
related proofs.'rough experiments, this article analyzes the
model and TSSQO strategy in detail and compares them
with representative strategies. It verifies that the strategy in
this article can more reasonably schedule tasks, so that the
entire system can not only achieve high service quality, but
also relatively low service costs.

4.2. Multimode Automata Matching Experiment. Most ap-
plication services in cloud computing must be decomposed
into several subtasks for scheduling, and the decomposed
subtasks have different degrees of dependence. How to
improve the parallelism, real-time and dynamics of cou-
pling-dependent task scheduling, improve system utiliza-
tion, and perform reasonable scheduling, and deployment of

dependent task requests has become a hot spot to be solved
in current distributed computing and cloud computing.

'is experiment tests the time performance of the
multimode automata matching method. 'e tested
hardware environment is 200G hard disk, 16G memory,
and two 4-core CPUs. 'e computer operating system is
Ubuntu Linux. 'is experiment tested the matching al-
gorithm on a 1G data set file and compared the time
consumption of the traditional algorithm and the mul-
timode automata algorithm when the comparison rules
are the same.

It compares the scheduling length and communication
overhead performance of TDDPS with HEFT and Min_Min
algorithms in a distributed system composed of three het-
erogeneous processor nodes with different task sets. And its
statistics use TDDPS algorithm to carry on the system load
balance that depends on the task scheduling.

'e task graph is randomly generated in the experiment.
'e number of nodes in each task graph [1∼100], task de-
pendencies, the amount of communication data between
nodes [1∼100], and the execution time of each task on
different processors [1∼100] are all randomly generated. 'e
experiment compares the three scheduling ideas from the
three aspects of scheduling length, communication energy
consumption, and node resource utilization. Figure 6 shows
the scheduling length and communication overhead of the
three on different task sets.

According to the results of Figure 6, it can be seen that
the TDDPS algorithm has good performance in terms of
scheduling length and communication overhead. Owing to
the distributed negotiation and scheduling mechanism, each
execution node in the heterogeneous system first evaluates
the load of the node, and it makes a negotiation response
message to the task request according to the real-time load
situation of the node. 'is ensures a certain degree of load
balance and improves resource utilization.

In order to test the performance of the BCSOA algo-
rithm, this paper uses the CloudSim simulation platform to
simulate and build a data center. At the same time, the
algorithm is compared and tested with the DFGA algorithm
and the ASAP algorithm. At present, the ASAP algorithm
and the DFGA algorithm are typical algorithms in the field
of cloud computing task scheduling research. It has achieved
relatively ideal experimental results in the specific applica-
tion process.

'e experimental test contains two aspects: the first type
of experiment is mainly compared from the perspective of
task completion time, and the second type of experiment is
mainly compared from the perspective of the balance factor.
Figure 7 shows the comparison of the task completion time

Table 4: Poisson equation solving experimental results (unit: second).

Type of equation 30× 60 60×120 90×180
Single core nonimproved 0.228 2.396 11.643
Quad-core nonimproved 0.510 2.240 11.648
Quad-core improvement (nonblocking) 0.479 2.442 11.133
Quad-core improvement (overlapping communication) 0.519 2.284 9.620
Gauss elimination method selection times 0.325 2.595 11.882
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Figure 5: Speedup ratio of Poisson equation solution under quad-
core.
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of the three task scheduling algorithms when the number of
tasks in the system is n� 1000.

Experimental data show that the traditional matching
algorithm has severe time performance degradation when
the number of rules increases, and the matching mechanism
using multimode automata can greatly improve the
matching speed when the rule set is large. 'rough the
comparison of the results of the four rule sets, the time
performance of the matching based on the multimodal
automata has been greatly improved compared with the
traditional algorithm.

4.3. Task-Scheduling Algorithm. In order to verify the per-
formance of the MPQGA task-scheduling algorithm, this
paper compares the algorithm with the previously men-
tioned heuristic algorithms HEFT-T, HEFT-B, CPOP, and
the basic random search algorithm BGA. 'is article carried
out related tests on two test sets of actual application pro-
gram graph and randomly generated DAG application table.

'e MPQGA algorithm is implemented by C pro-
gramming. 'e DAG task graph is represented by a class,
and its members include a series of tasks. It uses a two-
dimensional matrix to represent the computing speed of
each task in a heterogeneous processor and uses another
two-dimensional matrix to represent the amount of

communication data between each pair of tasks. 'e task in
the program is also a class, and its members include the
predecessor and successor of the task, the input and output
of the task, and the amount of data calculation of the task. To
implement an FFTwith an input vector of k, there are 2k− 1
recursive calls and k log2k butterfly operations (this article
assumes that k� 2i, i is an integer). In the FFT task graph,
each path from the start of the task to the end of the task is a
critical path. As the computational cost of tasks at any level is
the same, the communication costs of all paths between the
two levels are the same. Figure 8(a) shows the average SLR of
the task scheduling algorithm for FFT task graphs of dif-
ferent sizes, in which the MPQGA algorithm is better than
the average SLR of other algorithms. Figure 8(b) shows the
efficiency of different algorithms with 64 data nodes, and the
MPQGA algorithm is also better than other algorithms in
efficiency.

In the experiment of this article, the value of CCR is set
to 0.2, 0.4, 0.6, 1.0, 5.0, and 8.0. Figure 9 shows the average
SLR and the efficiency value of the algorithm with different
CCR values and different numbers of heterogeneous
processors.

Figure 9(a) shows that when the CCR value increases, the
average SLR of the algorithm also increases. Figure 9(b)
shows the efficiency of the algorithm in the case of different
numbers of processors.

In these experiments, this paper uses randomly gener-
ated task graphs to evaluate the performance of the algo-
rithm. In order to generate random graphs, this article
implements a random graph generator that allows users to
generate random graphs with different characteristics. 'e
input parameters of the generator: the number of tasks in the
graph, the number of instructions for each task (calculation),
the number of subsequent tasks (parallelism), and the CCR
value.'is article evaluates the performance of the algorithm
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under different parameters, including different numbers of
tasks, different numbers of heterogeneous processors, and
different CCR values. 'e value in Figure 10 is the average
maximum and minimum completion time of more than 100
different random DAG graphs.

Figure 10 shows the convergence process of the maxi-
mum completion time for a set of randomly generated DAG
application graphs (size 10 and 20, respectively). 'is article
can observe that when the DAG application graph is small,
the convergence speed of the MPQGA algorithm and the
BGA algorithm is very fast. When the DAG application
becomes very large, the convergence speed of the algorithm
becomes slow, but the convergence speed of the two algo-
rithms is different. 'e MPQGA algorithm proposed in this
paper converges faster than the BGA algorithm, and the final
minimum and maximum completion time obtained is better
than the BGA algorithm.

In general, with the development of network reliability,
cheap computer hardware and software, virtualized hard-
ware technology, and service-oriented architecture, more

and more companies have begun to invest in the develop-
ment and application of cloud computing technology. More
and more companies and individuals are beginning to use
cloud computing technology. It continues to promote the
progress and development of cloud computing technology.
Today, cloud computing, as the core of the next generation
of IT technology, has great advantages such as high flexi-
bility, scalability, ease of use, economies of scale, green
energy saving, and environmental protection. It is consid-
ered to be the next-generation network after the Internet.

5. Discussion

Cloud computing has become a trend in the field of IT
technology. 'is article has conducted in-depth research on
the task scheduling strategy of cloud computing and has
achieved some results. Nevertheless, the work of this article
is not yet full and mature enough. At the same time, due to
the rapid development of cloud computing technology, there
are still many problems in the field of cloud computing
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Figure 8: Algorithm average SLR and efficiency of fast Fourier transform: (a) algorithm average SLR vs. FFT graph size and (b) algorithm
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technology that need to be further improved and resolved.'ese
problems are mainly reflected in the following aspects: user
privacy and data security. 'e development of cloud computing
requires the participation of a large number of users. How to
ensure that the user information stored in the cloud is suffi-
ciently safe to ensure that user privacy and user data will not be
collected or leaked by cloud service providers and will not be
stolen or illegally used by third parties. 'is is not only a
technical issue but also a legal issue. It needs the joint promotion
of researchers and government departments. Scholars in the
future should strengthen the study of compressed storage of
sparse matrices. In this article, the matrix storage of the MPI
experiment program is a file that stores all zero elements in the
sparse matrix, which will greatly waste the system’s memory
resources and affect the performance of the parallel program.

6. Conclusion

'is paper has conducted in-depth analysis and research on the
task-dependent scheduling mechanism in cloud computing,
including the characteristics and shortcomings of the existing
scheduling model, and the problems to be solved by task-
dependent scheduling. 'is paper proposes a new system
model suitable for cloud computing environment and a dy-
namic parallel dependent task scheduling mechanism. In this
paper, aiming at the resource-matching problem in the
scheduling process, a parallel matching method based on
multimode automata is proposed.When the task amount is 10,
the calculation speeds of the BGA algorithm and the MPQGA
algorithm are 43 and 11, respectively, and when the task
amount is 20, the calculation speeds of the BGA algorithm and
the MPQGA algorithm are 108 and 13, respectively. It can be
seen that the MPQGA algorithm is more excellent, and the
more tasks, the more obvious the advantage.
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*is paper focuses on the phenomenon of “big data killing” implied in e-commerce and discusses how to take the government as
the lead to coordinately supervise the price discrimination behavior of e-commerce companies towards loyal customers. First, the
four-party evolutionary gamemodel of the government regulatory department, e-commerce platform, e-commerce company, and
consumer is built. Second, the stability of the strategy choice of each game subject is analyzed. On this basis, the evolutionary stable
strategy in the system based on First Law of Lyapunov is explored. Finally, the influences of key elements on system evolution are
simulated and analyzed by MATLAB2021. Results demonstrate that (1) the government supervision mechanism can effectively
supervise the price discrimination of e-commerce company based on big data to loyal customers; (2) when the government
chooses the strict supervision strategy, reducing the information supervision cost of the e-commerce platform and the strict
supervision cost of the government enable the government and the e-commerce platform to coordinate supervision and make the
e-commerce company incline to choose the nondifferential pricing strategy; (3) when the government chooses the loose su-
pervision strategy, reducing the information supervision cost of the e-commerce platform and increasing the probability of
consumer discovering differential pricing and the penalties for differential pricing of e-commerce company enable the
e-commerce platform and consumer to coordinate supervision, and make the e-commerce company incline to choose the
nondifferential pricing strategy. *e results of this study can provide theoretical guidance for the government and companies to
make beneficial strategic decisions in the development of e-commerce.

1. Introduction

With the rise of big data, e-commerce is becoming more and
more prosperous. E-commerce can bring convenience to
consumers with a variety of options and also collect con-
sumer consumption data and draw user portraits by using
big data technology [1]. While the application of algorithms
injects new growth drivers into social and economic de-
velopment, problems caused by the unreasonable applica-
tion of algorithms such as algorithm discrimination, “big
data killing,” and inducing addiction also profoundly affect
the normal communication in the market and destroy the
market order. Online supply chain stores have different
pricing based on user location. On some online booking

websites, the price of hotel rooms for Apple customer is
higher than that for Windows customer. *e well-known
e-commerce company, Amazon, was found to use big data to
“kill regular” [2]. It priced for different consumers according
to their information and purchasing data on the platform.
Loyal customers made purchase transactions based on their
trust and path dependence on the Amazon platform, but due
to the asymmetry of information in the transaction process,
some regulars pay higher prices than strangers. *is “big
data killing” behavior has exposed the hidden dangers of
moral hazard in the e-commerce market and makes the
industry encounter an unprecedented crisis of trust. “Big
data killing” has become an urgent problem to be solved in
the fast development of online business [3].
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*e essence of big data killing is price discrimination.
Price discrimination refers to formulating different price
strategies for different customer groups. However, in tra-
ditional business, both “stranger” and “regular” may be
discriminated against, while with the participation of al-
gorithm technology, there are more “killing regular” in
Internet business. Even in the process of “killing regular,” big
data has become a necessary tool. Each platformwill collect a
lot of user information, and then the company uses tech-
nology to offer different prices and discounts for different
customers based on the information. Traditionally, com-
panies have not been able to predict the upper limit of the
price that buyers want to pay, but based on the technology of
big data, the companies can determine the maximumwilling
price with a high degree of accuracy with sophisticated
algorithms [4]. As the collection of consumer data becomes
more common, online companies are now more capable of
price discrimination than ever [5]. As customer of the In-
ternet commercial company, VIP customer with higher
loyalty and stronger consumption power pay much more for
the same service than new customers, but gain even lower
service quality. Big data killing will cause a variety of harm.
Moriarty [6] proposed that customer information is widely
used in online retail pricing, and although the benefit of
online retailers will increase, price discrimination can cause
serious fairness concerns and even violation of regulations
and laws. Antimonopoly issues in the digital economy, es-
pecially the antimonopoly issues of big data and discrimi-
nation algorithms, have been brought to the attention of
experts and practitioners. “Killing regular” is algorithmic
price discrimination, with which online platforms charge
long-term customers higher prices. It is believed that this
kind of price discrimination violates the law on antimo-
nopoly and should be held accountable according to the
relevant law. *e Cyberspace Administration of China
(CAC) issued the regulations on *e Management of Al-
gorithm Recommendation for Internet Information Services
to regulate the “big data killing,” stepping into the era of
strict supervision of the industry related to algorithm rec-
ommendation. *e EU also prohibits discrimination on
certain grounds and strictly regulates unfair business
practices in B2C relationships [7].

Although some studies have carried out related dis-
cussion on the problem of big data killing [2, 8], some
solutions are proposed [9, 10]. However, existing studies are
mostly limited to the pricing between e-commerce com-
panies and consumers [11, 12], the strategic choice between
e-commerce platform and consumer, and the supervision
strategy choice between e-commerce platform and gov-
ernment [9, 13]. *ere are few systematic studies on the
four-party strategy composed of multiple subjects related to
“big data killing.” *erefore, this study establishes an evo-
lutionary game model dominated by government supervi-
sion that affects the decision-making of consumer,
e-commerce company, and platform, analyzes and simulates
that different supervision costs of government and e-com-
merce platform, consumer discovery levels, and the penalties
for differential pricing of e-commerce company affect

system equilibrium, evolutionarily stable strategy, and the
pricing strategy of e-commerce company, and also estab-
lishes the platform-consumer-government collaborative
supervision mechanism for e-commerce company pricing
behavior. *is research contributes to curbing the “big data
killing” behavior of e-commerce company, enhance con-
sumers’ confidence in online shopping, and has a positive
effect in promoting the development of e-commerce.

2. Related Literature

Existing research on price discrimination in e-commerce
companies mainly focuses on three aspects: the prevalence of
price discrimination by using customer information, the
influence factors of price discrimination, and the supervision
and management of price discrimination:

On the prevalence of price discrimination by e-com-
merce companies using customer information, although
many media outlets provide various evidence of price dis-
crimination, most of them are not based on scientific and
systematic methods. *erefore, scholars have researched
whether e-commerce companies use big data to discriminate
against consumers in price. Botta and Klaus [14] qualita-
tively proposed that algorithmic price discrimination is
different from offline differential pricing and is related to the
collection of consumer information, which is a unique
feature of the digital economy. With the wide application of
big data and the gradual deepening of algorithm technology,
the e-commerce company can price discriminate against
consumers with great precision [4], and these were con-
firmed empirically [4, 15]. *e pricing ecosystem of the
online platform is a dynamic pricing system [15]. Algo-
rithmic price discrimination [16], artificial intelligence
techniques, and digital system fingerprints [15] enable the
e-commerce company to have the ability of price discrim-
ination. Price discrimination is not only widespread in the
field of commodity sales, and there are also discrimination
and price difference by using customer information in the
field of online car-hailing [8] and the field of advertising
recommendation [7, 17]. While consumers benefit from
accurate recommendations, sellers may use this information
to discriminate on price. *us, price discrimination is not
favored by people [18].

Scholars have done a lot of studies on the influence
factors of price discrimination in e-commerce companies.
Some scholars believe that the premise of “big data killing” is
the information asymmetry between e-commerce company
and customers [1]. Consumer information data is an
influencing factor for the e-commerce company to be able to
discriminate in price [19], such as consumer characteristics,
location [14], etc., and these data also relate to consumers’
privacy [12]. Nuccio and Marco [20] studied how pricing
technology and information transparency are changing
merchants’ pricing behavior in online transactions. *e
price sensitivity and heterogeneity of consumers are factors
that affect e-commerce company to set price differentials
[11]. Some scholars have analyzed the effects of reference
price and search cost on differential pricing and find that
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consumers’ search cost has become one of the obstacles
affecting consumers’ online shopping, which has formed an
unequal situation for consumers [21] and has become a tool
for e-commerce companies to formulate differential prices
[22, 23]. *e target of “big data killing” of e-commerce
companies is focused on loyal consumers, which has been
confirmed by many scholars. For example, Tang et al. [24]
found in the research on the group-buying market that with
the improvement of consumer retention rate, the best
strategy of sellers is changed from quality difference to price
discrimination. Chandra and Lederman [25] argued that if
consumers have differences in potential willingness to pay
and brand loyalty, e-commerce companies may increase
price differences among some consumers while reducing
price differences among the other consumers. Although
differential pricing is an important way for e-commerce
companies to obtain profits [26], its focus on loyal con-
sumers is contrary to the principle of fair pricing [24], which
will reduce consumer satisfaction and create distrust
[27, 28].

After the problem of “big data killing” was exposed, it has
been attracted widespread attention by scholars, and its
supervision and governance have also become an important
research topic. Bar-Gill [29] proposed that the normative
evaluation of price discrimination depends on the object of
discrimination, and the algorithmic price discrimination has
the advantages to improve efficiency, but it will harm
consumers, which should be governed by rules set by reg-
ulators to seriously exploit the potential of personalization.
Yu and Li [9] also believed that consumers’ discovery and
reporting of being “killed” is the mean to monitor price
discrimination of e-commerce company. Xing et al. [3]
found that when regulars account for a high proportion of
platform customer, giving consumers the right to data
portability can curb the phenomenon of “big data killing” to
a certain extent. In addition to consumers’ self-discovery of
price discrimination by the e-commerce company, many
scholars believe that with the help of government supervi-
sion [13], increasing penalties and the commission coeffi-
cient of government departments [30] can effectively reduce
the “killing regular” pricing tendency of e-commerce plat-
forms. However, in the supervision process of existing re-
search, there was little distinction between e-commerce
platform and company, and the research is carried out in a
mixed way. Most of the discussions focus on the pricing of
e-commerce platforms known for its scale. Differential
pricing of e-commerce company on the platform is rarely
discussed separately, and there is still a lack of research
considering multichannel collaborative supervision.

Existing studies have adopted a variety of methods for
the problem of price discrimination in the e-commerce
company. For example, the dynamic pricing method is used
in specific pricing. Lindgren et al. [31] studied dynamic
pricing by intertemporal price discrimination theory and
proposed that retailers should change prices randomly over
time. Chevalier and Kashyap [32] proposed the method for
aggregating prices when retailers use periodic sales to dis-
criminate price against heterogeneous customers. Tremblay

[5] designed more efficient Pareto price discrimination.
Game methods are often used in the selection of pricing
strategies. Choe et al. [33] analyzed pricing strategy with a
two-stage dynamic game model. Zhou et al. [34] adopted
two-stage game analysis on joint pricing and bandwidth
demand optimization. On the game of price discrimination,
the bounded rationality assumption in the evolutionary
game makes the research more realistic [30], so many
scholars use evolutionary game methods to study this
problem [1, 13, 30, 35] and extended to multiple fields of
online transactions, such as manufacturing business [36].
However, most studies are limited in the two-party game
[22, 37], it is still unclear to analyze the relationship and role
of e-commerce company, consumer, e-commerce platform,
and the government in the “big data killing” problem system,
and their decision-making mechanism needs further
research.

*erefore, as the price discrimination of e-commerce
companies is generated with new technologies, the existing
research on this phenomenon is still in the exploratory stage.
Most perspectives of the previous research are from both
sides of the transaction in traditional business, and there are
few differences in the analysis of the e-commerce platform
and the companies in the platform. Moreover, the super-
vision on the differential pricing of the e-commerce com-
pany using big data technology to the loyal customers is not
very perfect, and some policies and supervision methods are
still under discussion. *is study systematically analyzes the
government, e-commerce platform, e-commerce company,
and consumer involved in the supervision of “big data
killing,” which makes up for the insufficiency of the existing
research and provides useful help for further regulating such
behavior.

3. Materials and Methods

3.1. ProblemDescription. *e e-commerce company will use
the platform to collect consumer information during the
operation in the network platform. Based on the information
provided by the platform, e-commerce company analyzes
consumers and raise prices by judging their consumption
habits. *e pricing strategy of “big data killing” is price
discrimination caused by e-commerce company using the
feature of opaque information in the online transaction
process to different pricing of consumers through big data
and complex algorithms. *is kind of behavior will bring
consumers’ distrust of e-commerce companies and
e-commerce platforms, which is not conducive to the de-
velopment of e-commerce. *erefore, both the government
regulatory department and e-commerce platforms should
take necessary measures to supervise the price discrimina-
tion behavior of e-commerce companies. *is study mainly
discusses the following three questions: (1) in the context of
big data development, how can the government regulatory
department take supervision measures to reduce the pro-
portion of price discrimination by e-commerce company?
(2) How can e-commerce platform bemotivated to supervise
information on e-commerce companies? (3) How can
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consumers be guided to actively safeguard their rights and
interests and maintain consumption fairness.

*is study builds a multi-agent game model for the
supervision of price discrimination in e-commerce com-
panies involving the e-commerce platform, the e-commerce
company, the consumer, and the government regulatory
department.*e logical relationship among four-party game
subjects is shown in Figure 1.

3.2. Model Assumption. To build the multisubject supervi-
sion model of the e-commerce company pricing in the
background of big data, the behavioral strategies of gov-
ernment regulatory department, e-commerce platform,
e-commerce company, and consumer are studied, and the
following assumptions are made.

Assumption 1. Government regulatory department,
e-commerce platform, the e-commerce company, and
consumer are selected as the game subjects. Each game
subject is bounded rationality and pursues the maximization
of their interests in e-commerce transactions. Due to the
information asymmetry between game subjects, random
behavior strategies, and interactive effects, the optimal
strategy cannot be obtained through one game. It is nec-
essary to continuously try and learn in multiple rounds of
games to improve the strategy, to formulate the best match
of behavioral decision. *erefore, the evolutionary game
should be used to analyze the four-party equilibrium
strategy. *e proportion of e-commerce company imple-
menting nondifferential pricing is represented as x
(0≤ x≤ 1), and the proportion of e-commerce company
implementing differential pricing is denoted as (1 − x); the
proportion of consumer loyalty is represented as y (0≤ y≤ 1)
and the proportion of consumer disloyalty is represented as
(1 − y); the proportion of e-commerce platform to supervise
company information is represented as z (0≤ z≤ 1), and the
proportion of e-commerce platform with information
nonsupervision is denoted as (1 − z); the proportion of the
government regulatory department strictly supervising
e-commerce platform and company is denoted as r
(0≤ r≤ 1), and the proportion of loosely supervises
e-commerce platform and the company is denoted as (1 − r).

Assumption 2. *e benefit of nondifferential pricing of the
e-commerce company is Pn, and the basic benefit of dif-
ferential pricing is Pd. When the e-commerce company
implements differential pricing for loyal consumer, addi-
tional benefit ∆P can be obtained due to the increase in
selling price, and Pd<Pn<Pd+∆P. *e probability of loyal
consumers discovering differential pricing of the e-com-
merce company is α. When consumer purchases goods, the
utility obtained by the loyal consumer is Ul, and the utility
obtained by the disloyal consumer is Ud, and Ul>Ud. *e
reputation value of the loyal consumer to the e-commerce
company is Te and the reputation value of the loyal con-
sumer to the e-commerce platform is Tp.

Assumption 3. When the government strictly supervises, if
price discrimination of the e-commerce company is found,
loyal consumers who are subject to differential pricing will
be compensated with the compensation amount ofM; When
the government loosely supervises, if the loyal consumer is
the price-sensitive consumer, he may use Internet infor-
mation for comparison and analysis, and then find that he
has been “killed”. If the cost of reporting is small and the
procedure is simple, the consumer will carry out to inform
the government regulatory department, and then the
e-commerce company must be forced to compensate the
consumer. *e consumer’s complaint cost is Cc.

Assumption 4. *e normal benefit that the government
obtains from the operation of the e-commerce platform is
S. *e cost of strict supervision by government depart-
ments is Cg. *e social benefit obtained by the govern-
ment is R if there is no price discrimination by the
e-commerce company. If the government adopts the loose
supervision policy, consumer complaints will bring social
reputation loss as N. After receiving the information, the
e-commerce company for price discrimination will be
penalized by the government regulatory department, and
the fine will be Ie.

Assumption 5. *e price discrimination of e-commerce
company depends on the information provided by the
platform. *e benefit of the platform reasonably providing
information to the e-commerce company isW, and the cost
of the platform information supervision on e-commerce
company is Cp. When the e-commerce platform finds the
price discrimination of e-commerce company on the con-
sumer, the fine to e-commerce company is F. *e e-com-
merce platform and consumers share this fine in the ratio of
β and 1 − β. When the government finds price discrimina-
tion by the e-commerce company, it will impose the fine of Ip
for the platform’s unfavorable supervision to e-commerce
company information.

*e parameters are described in Table 1.

3.3. Model Framework. According to the above analysis, the
mixed-strategy game matrix of the four-party game subjects
of government regulatory department, e-commerce plat-
form, e-commerce company, and consumer is shown in
Table 2.

3.4. Model Analysis

3.4.1. Strategy Stability Analysis of the E-Commerce
Company. Assuming that the expected benefit of the
e-commerce company when choosing the nondifferential
pricing strategy is U11, the expected benefit of the e-com-
merce company when choosing the differential pricing
strategy is U12, and the average expected benefit of
the e-commerce company is U1, which are defined as
follows:
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Figure 1: Game model logic relationship of multisubject supervision on e-commerce company pricing.

Table 1: Parameter description.

Parameter Description
Pn *e benefit of nondifferential pricing by e-commerce company to consumer
Pd *e benefit of differential pricing by e-commerce company to consumer
∆P *e additional benefit of differential pricing by e-commerce company to the loyal consumer
M Compensation of e-commerce company to the loyal consumer for differential pricing
Te *e reputation value of the loyal consumer to e-commerce company
Ul *e utility obtained by the loyal consumer from purchasing goods
Ud *e utility obtained by the disloyal consumer from purchasing goods
Cc *e cost of consumer complaint
α Probability of loyal consumer discovering differential pricing under government loose supervision, and α ∈ [0, 1]

Cg *e cost of strict supervision by the government regulatory department
N Social reputation loss caused by differential pricing under government loose supervision
R *e social benefit of nondifferential pricing under the government strict supervision
Ie Fine by government regulatory department for differential pricing to e-commerce company

Ip
Fine by government imposed on the platform for nonsupervision of e-commerce company information resulting in differential

pricing
S *e normal benefit obtained by the government from the operation of the e-commerce platform
W *e benefit of the platform reasonably providing information to the e-commerce company
Cp *e cost of the platform’s information supervision on the e-commerce company
F Fines imposed by the platform to e-commerce company for differential pricing during information supervision
β *e proportion of the fine imposed by the e-commerce platform for differential pricing of e-commerce company, β ∈ [0, 1]

Tp *e reputation value of the loyal consumer to the e-commerce platform

Table 2: Game model benefit matrix of government regulatory department, e-commerce platform, e-commerce company, and consumer

Strategy choice E-commerce
company

Government regulatory department
Strict supervision, r Loose supervision, 1 − r

Loyalty y Disloyalty
1 − y Loyalty y Disloyalty

1 − y

E-commerce
platform

Information
supervision z

Nondifferential
pricing x

Pn +Te Pn Pn + Te Pn
Ul Ud Ul Ud

W − Cp +Tp W − Cp W − Cp +Tp W − Cp
S − Cg+R S − Cg +R S S

Differential
pricing 1 − x

Pd +∆P+Te − M − Ie − F Pd − Ie − F Pd +∆P+Te − αM − αIe − F Pd − F

Ul − ∆P+M+ (1 − β)F Ud
Ul − ∆P − Cc + αM+ (1 − β)

F Ud

W − Cp + βF +Tp W − Cp + F W − Cp + βF +Tp W − Cp + F
S − Cg + Ie S − Cg + Ie S + αIe − N S − N

Information
nonsupervision

1 − z

Nondifferential
pricing x

Pn +Te Pn Pn + Te Pn
Ul Ud Ul Ud

W+Tp W W+Tp W
S − Cg +R S − Cg +R S S

Differential
pricing 1 − x

Pd +∆P+Te − M − Ie Pd − Ie Pd +∆P+Te − αM − αIe Pd
Ul − ∆P+M Ud Ul − ∆P − Cc + αM Ud
W − Ip + Tp W − Ip W − αIp +Tp W

S − Cg + Ie + Ip S − Cg+Ie + Ip S+αIe+αIp − N S − N
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U11 � yzr Pn + Te(  +(1 − y)zrPn + y(1 − z)r Pn + Te(  +(1 − y)(1 − z)rPn

+ yz(1 − r) Pn + Te(  +(1 − y)z(1 − r)Pn + y(1 − z)(1 − r) Pn + Te(  +(1 − y)(1 − z)(1 − r)Pn

� Pn + yTe,

U12 � yzr Pd + ΔP + Te − M − Ie − F(  +(1 − y)zr Pd − Ie − F( 

+ y(1 − z)r Pd + ΔP + Te − M − Ie(  +(1 − y)(1 − z)r Pd − Ie( 

+ yz(1 − r) Pd + ΔP + Te − αM − αIe − F(  +(1 − y)z(1 − r) Pd − F( 

+ y(1 − z)(1 − r) Pd + ΔP + Te − αM − αIe(  +(1 − y)(1 − z)(1 − r)Pd

� Pd + y ΔP + Te(  − y M + Ie( [r +(1 − r)α] − (1 − y)rIe − zF,

U1 � xU11 +(1 − x)U12.

(1)

According to the Malthusian dynamic equation, the
replication dynamic equation of the e-commerce company is
obtained as follows:

F(x) �
dx

dt

� x U11 − U1( 

� x(1 − x) Pn − Pd − yΔP + y M + Ie( 

· r +(1 − r)α] +(1 − y)rIe + zF .

(2)

*e first partial derivative of F (x) for x is as follows:

Fx
′(x) � (1 − 2x) Pn − Pd − yΔP + y M + Ie( 

· r +(1 − r)α] +(1 − y)rIe + zF .
(3)

Based on the stability theorem of differential equations,
the e-commerce company implements the strategy of
nondifferential pricing in the stable state must meet the
conditions: F(x) � 0, and Fx

′(x)< 0.

Proposition 1. When r> r0, the stable strategy of the
e-commerce company is nondifferential pricing; when r< r0,
the stable strategy of the e-commerce company is differential
pricing; when r� r0, the e-commerce company cannot de-
termine the stable strategy. Where the threshold is as follows:

r0 �
Pd + yΔP − Pn − αy M + Ie(  − zF

(1 − α)yM +(1 − αy)Ie

. (4)

Proof. Assume H(r) � Pn − Pd − yΔP + y(M + Ie)[r +

(1 − r)α] + (1 − y)rIe + zF, when y[M − α(M + Ie)]> 0,
(zH/zr)> 0, then H (r) is considered to be an increasing
function of r. When r> r0, H (r)> 0, F(x)|x�1 � 0, and
Fx
′(x)|x�1 < 0, so x� 1 has stability; When r< r0, H (r)< 0,

F(x)|x�0 � 0, and Fx
′(x)|x�0 < 0, so x� 0 has stability; when

r� r0, H (r)� 0, F(x) � 0, and Fx
′(x) � 0, so x is stable at all

levels in the range of 0 to 1, that is, the company’s strategy
does not change over time, regardless of the proportion of
company choosing to price differentially.

Proposition 1 states that the increase of the proportion of
the government strict supervision to e-commerce company
will change the stable strategy of e-commerce company from

differential pricing to nondifferential pricing; Similarly, the
decline of the proportion of the government strict super-
vision to e-commerce company will change the stable
strategy of e-commerce company from nondifferential
pricing to differential pricing. *erefore, the government’s
strict supervision for e-commerce company is essential, and
the government should take measures to improve strict
supervision for the e-commerce company.

Based on Proposition 1, the phase diagram of the strategy
evolution of e-commerce company is shown in Figure 2.

Inference 1: with the increase of the value of Pn,M, Ie, F,
and α, the e-commerce company is more inclined to im-
plement the nondifferential pricing strategy, when other
parameters remain unchanged. Similarly, with the increase
of the value of Pd and ∆P, the e-commerce company is more
inclined to implement the differential pricing strategy. It
shows that the proportion of e-commerce company
implementing nondifferential pricing strategy is directly
proportional to the benefits of nondifferential pricing, the
fines imposed by the government and platform on e-com-
merce company for differential pricing and the probability of
consumers’ discovery, and inversely proportional to the
benefits of e-commerce company implementing differential
pricing strategy. □

Proof. Since r0 � (Pd + yΔP − Pn− αy(M + Ie) − zF/
(1 − α)yM + (1 − αy)Ie), the volume of Vx1 in Figure 2
represents the proportion of nondifferential pricing by the
e-commerce company, and the corresponding volume ofVx0
represents the proportion of differential pricing by the
e-commerce company. When the value of Pn,M, Ie, F, and α
gradually increases, the value of r0 will gradually decrease,
and the volume of Vx1 will increase at this time, indicating
that the proportion of e-commerce company to implement
nondifferential pricing increases; When the value of Pd and
∆P gradually increases, the value of r0will gradually increase,
and the volume of Vx1 will decrease at this time, indicating
that the proportion of e-commerce company to implement
nondifferential pricing decreases. □

3.4.2. Strategy Stability Analysis of the Consumer. Assuming
that the expected benefit of the consumer when choosing
loyalty strategy to e-commerce company is U21, the ex-
pected benefit of the consumer when choosing disloyalty
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strategy to e-commerce company is U22, and the average
expected benefit of the consumer is U2, which are defined
as follows:

U21 � xzrUl +(1 − x)zr Ul − ΔP + M +(1 − β)F 

+ x(1 − z)rUl +(1 − x)(1 − z)r Ul − ΔP + M( 

+ xz(1 − r)Ul +(1 − x)z(1 − r)

· Ul − ΔP − Cc + αM +(1 − β)F 

+ x(1 − z)(1 − r)Ul +(1 − x)(1 − z)

· (1 − r) Ul − ΔP − Cc + αM( 

� Ul − (1 − x)ΔP +(1 − x)[M +(1 − r)αM]

− (1 − x)(1 − r)Cc

+(1 − x)z(1 − β)F,

U22 � xzrUd +(1 − x)zrUd

+ x(1 − z)rUd

+(1 − x)(1 − z)rUd

+ xz(1 − r)Ud

+(1 − x)z(1 − r)Ud

+ x(1 − z)(1 − r)Ud

+(1 − x)(1 − z)(1 − r)Ud

� Ud,

U2 � yU21 +(1 − y)U22.

(5)

According to the Malthusian dynamic equation, the
replication dynamic equation of consumer is obtained as
follows:

F(y) �
dy

dt

� y U21 − U2( 

� y(1 − y)

Ul − Ud − (1 − x)ΔP

+(1 − x)[M +(1 − r)αM]

− (1 − x)(1 − r)Cc +(1 − x)z(1 − β)F

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

.

(6)

*e first partial derivative of F (y) for y is as follows:

Fy
′(y) � (1 − 2y) Ul − Ud − (1 − x)ΔP +(1 − x)[M +(1 − r)αM]

− (1 − x)(1 − r)Cc +(1 − x)z(1 − β)F.

(7)

Based on the stability theorem of differential equations,
consumer implements the strategy of loyalty in the stable
state must meet the conditions: F(y) � 0, and Fy

′(y)< 0.

Proposition 2. When x> x0, the stable strategy of the con-
sumer is loyalty; when x< x0, the stable strategy of the con-
sumer is disloyalty; when x� x0, the consumer cannot
determine the stable strategy. Where the threshold is as
follows:

x0 �
Ul − Ud + M − ΔP +(1 − r) αM − Cc(  + z(1 − β)F

M − ΔP +(1 − r) αM − Cc(  + z(1 − β)F
.

(8)

Proof. Assume H(x) � Ul − Ud − (1 − x)ΔP + (1 − x)

[M + (1 − r)αM] − (1 − x)(1 − r)Cc + (1 − x)z(1 − β)F,
when M − ΔP + (1 − r)(αM − Cc) + z(1 − β)F> 0,
(zH/zx)> 0,H (x) is considered to be an increasing function
of x. When x> x0,H (x)> 0, F(y)|y�1 � 0, and Fy

′(y)|y�1 < 0,
so y� 1 has stability; When x< x0, H (x)< 0, F(y)|y�0 � 0,
and Fy
′(y)|y�0 < 0, so y� 0 has stability; When x� x0,H (x)�

0, F(y) � 0, and Fy
′(y) � 0, so y is stable at all levels in the

range of 0 to 1, that is, the consumer’s strategy does not
change over time, regardless of the proportion of consumer
choosing to be loyal.

Proposition 2 states that the increase of the proportion of
nondifferential pricing of e-commerce company will change
the stable strategy of consumer from disloyalty to loyalty;
Similarly, the decline of the proportion of nondifferential
pricing of e-commerce company will change the stable
strategy of consumer from loyalty to disloyalty. *erefore,
e-commerce company should reduce the degree of differ-
ence in pricing for consumers and try to retain consumers.

Based on Proposition 2, the phase diagram of the strategy
evolution of consumer is shown in Figure 3.

Inference 2: with the increase of the value of Ul, M, F, α,
and β, the consumer is more inclined to be loyalty strategy to
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Figure 2: Phase diagram of strategy evolution of e-commerce company.
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the e-commerce company, when other parameters remain
unchanged. Similarly, with the increase of the value of Ud,
∆P, and Cc, the consumer is more inclined to be disloyalty
strategy to the e-commerce company. It shows that the
proportion of consumer being loyalty strategy to e-com-
merce company is directly proportional to the utility ob-
tained by the loyal consumer from purchasing goods, the
fines imposed by the government and e-commerce platform
for differential pricing of e-commerce company, and the
probability of consumers’ discovery, and inversely pro-
portional to the utility obtained by the disloyal consumer in
purchasing goods, the additional benefit obtained by the
e-commerce company in implementing differential pricing,
the proportion of fines imposed by the platform to the
e-commerce company and the cost of consumer
complaints. □

Proof. Since x0 � 1 − (Ul − Ud/ ΔP + (1 − r)Cc − [1+

(1 − r)α]M − z(1 − β)F), the volume of Vy1 in Figure 3
represents the proportion of loyalty to e-commerce com-
pany by the consumer, and the corresponding volume of Vy0
represents the proportion of disloyalty to e-commerce
company by the consumer. When the value of Ul, M, Ie, F,
and α gradually increases, the value of x0 will gradually
decrease, and the volume of Vy1 will increase at this time,
indicating that the proportion of loyalty to e-commerce
company by the consumer increases; When the value of Ud,
∆P, β and Cc gradually increase, the value of x0 will gradually
increase, and the volume of Vy1 will decrease at this time,
indicating that the proportion of loyalty to e-commerce
company by consumer decreases. □

3.4.3. Strategy Stability Analysis of E-Commerce Platform.
Assuming that the expected benefit of the e-commerce
platform when choosing the information supervision
strategy is U31, the expected benefit of the e-commerce
platform when choosing the information nonsupervision
strategy is U32, and the average expected benefit of the
e-commerce platform is U3, which are defined as follows:

U31 � xyr W − Cp + TP  + x(1 − y)r W − Cp 

+(1 − x) yrW − Cp + TP + βF 

+(1 − x)(1 − y)r W − Cp + TP 

+ xy(1 − r) W − Cp + βF 

+ x(1 − y)(1 − r) W − Cp 

+(1 − x)y(1 − r) W − Cp + TP + βF 

+(1 − x)(1 − y)(1 − r) W − Cp + βF 

� W − Cp + F + yTp − xF,

U32 � xyr W + TP(  + x(1 − y)rW

+(1 − x)yr W − Ip + TP 

+(1 − x)(1 − y)r W − Ip 

+ xy(1 − r) W + TP( 

+ x(1 − y)(1 − r)W

+(1 − x)y(1 − r) W − αIp + TP 

+(1 − x)(1 − y)(1 − r)W

� W + yTp − (1 − x)rIp − (1 − x)y(1 − r)Ip,

U3 � zU31 +(1 − z)U32.

(9)

According to the Malthusian dynamic equation, the
replication dynamic equation of e-commerce platform is
obtained as follows:

F(z) �
dz

dt

� z U31 − U3( 

� z(1 − z) βF − Cp + yTp − xβF

− (1 − x)rIp − (1 − x)y(1 − r)Ip.

(10)

*e first partial derivative of F (z) for z is as follows:

Fz
′(z) � (1 − 2z) βF − Cp + yTp − xβF

− (1 − x)rIp − (1 − x)y(1 − r)Ip.
(11)
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Figure 3: Phase diagram of strategy evolution of consumer.
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Based on the stability theorem of differential equations,
e-commerce platform implements the strategy of informa-
tion supervision in the stable state must meet the conditions:
F(z) � 0, and Fz

′(z) <0.

Proposition 3. When y> y0, the e-commerce platform will
choose information supervision as the stable strategy; when
y< y0, the e-commerce platform will choose information
nonsupervision as the stable strategy; when y� y0, the
e-commerce platform cannot determine the stable strategy.
Where the threshold is as follows:

y0 �
Cp + xβF +(1 − x)rIp − βF

Tp − (1 − x)(1 − r)Ip

. (12)

Proof. Assume H(y) � F − Cp + yTp − xF− (1 − x)rIp−

(1 − x)y(1 − r)Ip, when Tp − (1 − x)(1 − r)Ip > 0, (zH/zx)

>0, H (y) is considered to be an increasing function of y.
When y> y0, H (y)> 0, F(z)|z�1 � 0, and Fz

′(z)|z�1 < 0, so
z� 1 has stability; When y< y0, H (y)< 0, F(z)|z�0 � 0, and
Fz
′(z)|z�0 < 0, so z� 0 has stability; When z� z0, H (y)� 0,

F(z) � 0, and Fz
′(z) � 0, so z is stable at all levels in the

range of 0 to 1, that is, the e-commerce platform’s strategy
does not change over time, regardless of the proportion of
e-commerce platform choosing information supervision.

Proposition 3 states that the increase of the proportion of
consumer loyalty will change the stable strategy of e-com-
merce platform from information nonsupervision to in-
formation supervision. Similarly, the decline of the
proportion of consumer loyalty will change the stable
strategy of e-commerce platform from information super-
vision to information nonsupervision. *erefore, if the
consumer can be loyal to the e-commerce company in the
platform, the platform will also actively supervise its sub-
ordinate company.

Based on Proposition 3, the phase diagram of the strategy
evolution of the e-commerce platform is shown in Figure 4.

Inference 3: with the increase of the value of F, β, and Tp,
the e-commerce platform is more inclined to implement the
information supervision strategy, when other parameters
remain unchanged. Similarly, with the increase of the value
of Cp and Ip, the e-commerce platform is more inclined to
implement the information nonsupervision strategy. It
shows that the proportion of e-commerce platform imple-
menting information supervision strategy is directly pro-
portional to the fines imposed by the platform for differential
pricing of e-commerce company, the proportion of fines
imposed by the e-commerce platform for differential pricing
of e-commerce company, and the reputation value brought
by the loyal consumer to the platform, and inversely pro-
portional to the cost of the platform’s information super-
vision on e-commerce company and the fines by
government imposed on the platform for nonsupervision of
e-commerce company information resulting in differential
pricing. □

Proof. Since y0 � (Cp + (1 − x)rIp − (1 − x)βF/ Tp − (1 −

x) (1 − r)Ip), the volume of Vz1 in Figure 4 represents the

proportion of information supervision of e-commerce
company by the platform, and the corresponding volume of
Vz0 represents the proportion of information non-
supervision by the platform. When the value of F, β, and Tp
gradually increase, the value of y0 will gradually decrease,
and the volume of Vz1 will increase at this time, indicating
that the proportion of e-commerce platform to implement
information supervision increases; When the value of Cp and
Ip gradually increases, the value of y0 will gradually increase,
and the volume of Vz1 will decrease at this time, indicating
that the proportion of e-commerce platform to implement
information supervision decreases. □

3.4.4. Strategy Stability Analysis of Government Regulatory
Department. Assuming that the expected benefit of gov-
ernment regulatory department when government imple-
menting the strategy of strictly supervising is U41, the
expected benefit of government regulatory department when
government implementing the strategy of loosely super-
vising is U42, and the average expected benefit of the gov-
ernment regulatory department is U4, which are defined as
follows:

U41 � xyz S − Cg + R  + x(1 − y)z S − Cg + R 

+(1 − x)yz S − Cg + Ie  +(1 − x)(1 − y)z S − Cg + Ie 

+ xy(1 − z) S − Cg + R  + x(1 − y)(1 − z) S − Cg + R 

+(1 − x)y(1 − z) S − Cg + Ie + Ip 

+(1 − x)(1 − y)(1 − z) S − Cg + Ie + Ip 

� S − Cg + xR +(1 − x)Ie +(1 − x)(1 − z)Ip.

U42 � xyzS + x(1 − y)zS +(1 − x)yz S − N + αIe( 

+(1 − x)(1 − y)z(S − N) + xy(1 − z)S

+ x(1 − y)(1 − z)S +(1 − x)y(1 − z) S − N + αIe + αIp 

+(1 − x)(1 − y)(1 − z)(S − N)

� S − (1 − x)N +(1 − x)yα Ie +(1 − z)Ip ,

U4 � rU41 +(1 − r)U42.

(13)

According to the Malthusian dynamic equation, the
replication dynamic equation of the government regulatory
department is obtained as follows:

F(r) �
dr

dt

� r U41 − U4( 

� r(1 − r) − Cg + xR +(1 − x)Ie +(1 − x)(1 − z)Ip

+(1 − x)N − (1 − x)yα Ie +(1 − z)Ip .

(14)

*e first partial derivative of F (r) for r is as follows:
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Fr
′(r) � (1 − 2r) − Cg + xR +(1 − x)Ie +(1 − x)(1 − z)Ip

+(1 − x)N − (1 − x)yα Ie +(1 − z)Ip .

(15)

Based on the stability theorem of differential equations,
government regulatory department implements the strategy
of strictly supervising in the stable state must meet the
conditions: F(r) � 0, and Fr

′(r)< 0.

Proposition 4. When z> z0, the government regulatory
department will choose strict supervision as the stable
strategy; when z< z0, the stable strategy of the government
regulatory department will choose loose supervision as the
stable strategy; when z� z0, the government regulatory de-
partment cannot determine the stable strategy. Where the
threshold is as follows:

z0 �
− Cg + xR +(1 − x)(1 − αy)Ip +(1 − x) (1 − αy)Ie + N 

(1 − x)(1 − αy)Ip

.

(16)

Proof. Assume H(z) � − Cg + xR + (1 − x)Ie + (1 − x)

(1 − z)Ip + (1 − x)N − (1 − x)yα[Ie + (1 − z)Ip], when
(zH/zx)< 0,H (z) is considered to be an increasing function
of z. When z< z0,H (z)> 0, F(r)|r�1 � 0, and Fr

′(r)|r�1 < 0, so
r� 1 has stability; When z> z0, H (z)< 0, F(r)|r�0 � 0, and
Fr
′(r)|r�0 < 0, so r� 0 has stability; When z� z0, H (z)� 0,

F(r) � 0, and Fr
′(r) � 0, so z is stable at all levels in the range

of 0 to 1, that is, the government regulatory department’s
strategy does not change over time, regardless of the pro-
portion of government regulatory department choosing to
strict supervision.

Proposition 4 states that the decline of the proportion of
information supervision of e-commerce company by
e-commerce platform will change the stable strategy of
government regulatory department from loose supervision
to strict supervision; Similarly, the increase of the proportion
of information supervision of e-commerce company by
e-commerce platform will change the stable strategy of
government regulatory department from strictly supervising
to loosely supervising. *erefore, the government’s strict

supervision on e-commerce company is the necessary
measure under the unfavorable conditions of the e-com-
merce platform’s information supervision on e-commerce
company.

Based on Proposition 4, the phase diagram of strategy
evolution of the government regulatory department is
shown in Figure 5.

Inference 4:With the increase of the value of R, Ie, Ip, and
N, the government regulatory department is more inclined
to implement the strict supervision strategy, when other
parameters remain unchanged. Similarly, with the increase
of the value of Cg and α, the government is more inclined to
implement the loose supervision strategy. It shows that the
proportion of government regulatory department imple-
menting strict supervision strategy is directly proportional to
the social benefits obtained, the fines punished by the
government on e-commerce company and platform, and
the social reputation loss caused by differential pricing under
the government’s loose supervision, and inversely propor-
tional to the cost for the government to strictly supervise
and the proportion of consumer discovering differential
pricing. □

Proof. Since z0 � 1 − (Cg − xR− (1 − x)[(1 − αy)Ie + N]/
(1 − x) (1 − αy)Ip), the volume of Vr1 in Figure 5 represents
the proportion of strictly supervised by the government, and
the corresponding volume of Vr0 represents the proportion
of loosely supervised by government. When the value of R,
Ie, Ip, and N gradually increases, the value of z0 will
gradually increase, and the volume of Vr1 will increase at
this time, indicating that the proportion of strict super-
vision by government regulatory department increases;
When the value of Cg and α gradually increase, the value
of z0 will gradually decrease, and the volume of Vr1 will
decrease at this time, indicating that the proportion of
strict supervision by government regulatory department
increases decreases. □

4. Results and Discussion

4.1. ESS Analysis among Four-Party Game Players. In the
dynamic system of government regulatory department,
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Figure 4: Phase diagram of strategy evolution of e-commerce platform.
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e-commerce platform, e-commerce company and con-
sumer, the stability of the strategic combination of the four-
party game subjects can be referred to as the nonlinear
function stability discriminant method of First Law of
Lyapunov. Ritzberger and Weibull [38] and Selten [39]
pointed out that the stable solutions in the multi-group
evolutionary game are strict Nash equilibrium, which must
be the pure strategy. *erefore, this study analyzes 16 pure
strategies in four-party evolutionary game learning from the
research method of Sun and Su [40].

Due to the replication dynamic equation of each game
subject, the Jacobian matrix is obtained as follows:

J �

Fx
′(x) Fy

′(x) Fz
′(x) Fr

′(x)

Fx
′(y) Fy

′(y) Fz
′(y) Fr

′(y)

Fx
′(z) Fy

′(z) Fz
′(z) Fr

′(z)

Fx
′(r) Fy

′(r) Fz
′(r) Fr

′(r)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (17)

where the elements in the matrix are shown in Appendix A.

4.1.1. ESS Analysis among Four-Party Game Players under
the Strict Supervision of Government Regulatory Department.
When Cg − xR − (1 − x)Ie − (1− x)(1 − z)Ip − (1 − x)N+

(1 − x)yα[Ie + (1 − z)Ip]< 0, government regulatory de-
partment implements strict supervision. According to the
Jacobian matrix shown in Appendix B, the equilibrium
solution of the four-party evolutionary game can be ob-
tained, and the stability analysis is shown in Table 3.

Condition (a): − Pn + Pd + ΔP − M − Ie<0, Cg − R<0,
and − Cp + Tp<0
Condition (b): − Pn + Pd + ΔP − M − Ie − F<0, Cg−

R<0, and Cp − Tp<0

It can be seen from Table 3 that there are two possible
stable strategies under strict supervision by the government
regulatory department, i.e. E5 (1, 1, 0, 1) and E8 (1, 1, 1, 1).

When the condition (a) is met, that is, − Pn + Pd+

ΔP − M − Ie < 0, Cg − R< 0, and − Cp + Tp < 0. *e sum of
the benefits of differential pricing to loyal consumers by

e-commerce company is less than the sum of the benefits of
nondifferential pricing by e-commerce company to the
consumer and the fines to the e-commerce company for
differential pricing and compensation of e-commerce
company to consumer by the government. *e strict su-
pervision cost is less than the social benefits when con-
trolling differential pricing for the government. And the
reputation value produced by the loyal consumer to the
platform is less than the cost of the platform information
supervision. *en the strategy of each subject is stable at
equilibrium point E5 (1, 1, 0, 1). E-commerce company
implements nondifferential pricing, the consumer is loyal to
the e-commerce company, e-commerce platform imple-
ments information nonsupervision, and the government
strictly supervises e-commerce platform and e-commerce
company. *is situation may exist in the period of chaotic
pricing for the e-commerce company. Since the e-commerce
platform benefits less from the information supervision of
e-commerce company, it has no motivation to supervise
e-commerce company. *erefore, the government must
come forward to supervise differential pricing, safeguard
consumer rights and interests, and help e-commerce
company gain consumer loyalty.

When the condition (b) is met, that is − Pn + Pd+

ΔP − M − Ie − F< 0, Cg − R< 0, and Cp − Tp < 0. With the
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Figure 5: Phase diagram of strategy evolution of government regulatory department.

Table 3: Asymptotic stability analysis of equilibrium point of
replication dynamic system under the strict supervision of gov-
ernment regulatory department.

Equilibrium
point

Eigenvalue
symbol Stability of equilibrium point

E1 (0, 0, 0, 1) (+, X, X, X) Instability point
E2 (1, 0, 0, 1) (− , +, − , − ) Instability point
E3 (0, 1, 0, 1) (+, X, X, − ) Instability point
E4 (0, 0, 1, 1) (+, X, X, − ) Instability point
E5 (1, 1, 0, 1) (− , − , − , − ) ESS in condition (a)
E6 (1, 0, 1, 1) (− , +, +,− ) Instability point
E7 (0, 1, 1, 1) (+, X, X,− ) Instability point
E8 (1, 1, 1, 1) (− , − , − , − ) ESS in condition (b)
Note: Xmeans uncertain of symbol, and ESSmeans the evolutionarily stable
strategy.
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improvement of consumers’ awareness of differential pricing
and the reduction of the cost of platform supervising in-
formation, the information supervision cost of the platform
is less than the reputation value brought by the loyal con-
sumer to the platform, and the e-commerce platform can
also join into the supervision of e-commerce company.
When the other conditions remain unchanged, the strategy
of each subject is stable at equilibrium point E8 (1, 1, 1, 1).
*e government and e-commerce platform jointly
strengthen the supervision of differential pricing of
e-commerce company, so that e-commerce company in-
clined to to be nondifferential pricing, and consumer is loyal
to the e-commerce company.

4.1.2. ESS Analysis among Four-Party Game Players under
the Loose Supervision of Government Regulatory Department.
When Cg − xR − (1 − x)Ie − (1 − x)(1 − z)Ip− (1 − x)N+

(1 − x)yα[Ie + (1 − z)Ip]> 0, government regulatory de-
partment implements loosely supervision. According to the
Jacobian matrix shown in Appendix C, the equilibrium
solution of the four-party evolutionary game can be ob-
tained, and the stability analysis is shown in Table 4.

Condition (c): − Pn + Pd + ΔP − α(M + Ie) − F <0, Cp −

Tp <0, and − Cg + R <0.
As shown in Table 4 that there is a possible stabilization

strategy under loose supervision by government regulatory
authorities, i.e. E16 (1, 1, 1, 0).

When the condition (c) is met, that is, − Pn + Pd+

ΔP − α(M + Ie) − F<0, Cp − Tp<0, and − Cg + R <0. *e
sum of the benefits of e-commerce company’s differential
pricing for the loyal consumer is less than the sum of the
benefits of e-commerce company’s nondifferential pricing
for consumer, the fines punished by government regulatory
department under loosely supervising and the compen-
sation for the consumer for differential pricing of
e-commerce company, and the fines imposed by e-com-
merce platform on the e-commerce company. *e repu-
tation value brought by the loyal consumer to the platform
is greater than the cost of the platform information su-
pervision. And the strict supervision cost is greater than the
social benefits when controlling differential pricing for the
government. *en the strategy of each subject is stable at
equilibrium point E16 (1, 1, 1, 0).*is situation may exist in
the normative period of discriminatory pricing by the
e-commerce company. At this time, as the proportion of
the differential pricing of e-commerce company gradually
decreases, the social benefits of the government’s strict
supervision of differential pricing decrease. When the
social benefit is less than the strictly supervising cost of the
government regulatory department, the strategy of the
government regulatory department will change from
strictly supervising to loosely supervising. *e main re-
sponsibility of supervision will be transferred from the
government to the e-commerce platform and consumer.
Supervision and fines by e-commerce platform and con-
sumer enable e-commerce company to conduct non-
differential pricing and promote the virtuous circle of the
e-commerce industry ecosystem.

4.2. Numerical Simulation Analysis. In order to test the
reliability of the model and more intuitively demonstrate the
influence of key factors in the replication dynamic system on
the evolutionary trajectory of stakeholders of the multi-party
game, the model is given numerical value combined with the
actual situation, and the numerical simulation is carried out
by MATLAB2021.

For the e-commerce company operating in the
e-commerce platform, the benefit of nondifferential pricing
to the consumer is set as Pn � 10, and the benefit of dif-
ferential pricing to the consumer is set as Pd � 9, and the
additional benefit of differential pricing to the loyal con-
sumer is set as ∆P � 5. If differential pricing is discovered by
the government, the compensation of the e-commerce
company to the consumer is set as M � 4. *e reputation
value brought by the loyal consumer to the e-commerce
company is set as Te � 5, and the reputation value brought
by the loyal consumer to the e-commerce platform is set as
Tp � 5. *e utility obtained by the loyal consumer when
purchasing goods from the e-commerce company is set as
Ul � 12, and the utility obtained by the disloyal consumer
when purchasing goods from the e-commerce company is
set as Ud � 11. *e probability of loyal consumer discov-
ering differential pricing under government loose super-
vision is set as α� 0.2 and the complaint cost of the loyal
consumer is set as Cc � 3. *e social benefit of non-
differential pricing obtained by the government under strict
supervision is set as R � 7, and the cost of strictly supervised
by the government is set as Cg � 6. *e fine by government
regulatory department for differential pricing of e-com-
merce company Ie � 3. *e social reputation loss of the
government caused by differential pricing under loose
supervision is set as N � 8. *e normal benefit obtained by
the government from the operation of the platform is set as
S � 6. *e benefit of the platform reasonably providing
information to e-commerce company is set as W � 5, and
the cost of the platform’s information supervision on
e-commerce company is set as Cp � 7. *e fine imposed by
the platform to e-commerce company for differential
pricing during information supervision is set as F � 3, and
the proportion of fine imposed by the e-commerce platform
for differential pricing of the e-commerce company is set as
β� 0.6.

Table 4: Asymptotic stability analysis of equilibrium point of
replication dynamic system under the loose supervision of gov-
ernment regulatory department.

Equilibrium
point

Eigenvalue
symbol Stability of equilibrium point

E9 (0, 0, 0, 0) (+, X, X, X) Instability point
E10 (1, 0, 0, 0) (− , +, X, X) Instability point
E11 (0, 1, 0, 0) (+, X, X, X) Instability point
E12 (0, 0, 1, 0) (+, X, X, X) Instability point
E13 (1, 1, 0, 0) (X,− , X, +V) Instability point
E14 (1, 0, 1, 0) (X, +, +, +) Instability point
E15 (0, 1, 1, 0) (+, X, X, X) Instability point
E16 (1, 1, 1, 0) (− , − , − , − ) ESS in condition (c)
Note: Xmeans uncertain of symbol, and ESSmeans the evolutionarily stable
strategy.
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4.2.1. ?e Influence of Government Supervision Mechanism.
To test whether the government supervision mechanism is
effective in the process of differential pricing of e-commerce
company, the proportions of government strict supervision
are set as r� 0 and r� 1 to represent the two states of loose
supervision and strict supervision of government supervi-
sion department. *e evolution process of different initial
strategies of the e-commercial company, consumer, and
e-commerce platform is simulated and analyzed in three-
dimensional space, and the simulation results with time are
shown in Figure 6.

As shown in Figure 6(a) that when government regu-
latory department adopts the strict supervision strategy on
the differential pricing of e-commerce company, although
the e-commerce platform does not take information su-
pervision strategy on account of the high cost for infor-
mation supervision, the strategies of the e-commerce
company and consumer can still incline to be stable in
nondifferential pricing and loyalty. *is shows that it is very
necessary and effective for the government to adopt the strict
supervision strategy. With the reduction of Cp, that is, the
information supervision cost reduced, the platform will be
inclined to adopt the strategy of information supervision, to
achieve coordinated supervision to e-commerce company by
the government and platform, then the company adopts

nondifferential pricing, and consumer is loyal to the
e-commerce company. And the stable strategy portfolio is
demonstrated in Figure 6(b). As is exhibited in Figure 6(c)
that when government regulatory department implements
the loosely supervising to e-commerce company for the
differential pricing due to the high cost of strict supervision,
if Cp is small, that is, the cost of information supervision on
the e-commerce platform is small, and α is at a high level, the
consumer can actively discover the differential pricing of the
e-commerce company and report it, the e-commerce
company will also incline to nondifferential pricing.
*erefore, although the government selects the loose su-
pervision strategy, the differential pricing behavior of
e-commerce company is supervised collaboratively by the
platform and consumer. *e strategy equilibrium is con-
sistent with the previous analysis of the stability under
different government supervision strategies.

4.2.2. ?e Influence of Information Supervision Cost of
E-Commerce Platforms. If Cp � {7, 4, 1}, the stability of the
system evolution of the four-party game subjects and the
simulation results are shown in Figure 7.

According to Figure 7, with the reduction of the in-
formation supervision cost of the e-commerce platform, the
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Figure 6: Influence of the establishment of government supervision mechanism on strategy evolution of all parties.
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supervision strategy of the platform will be transformed
from information nonsupervision on e-commerce company
to information supervision. *erefore, the platform can join
the ranks of the government to regulate the company,
and collaboratively supervise the differential pricing of
the e-commerce company for loyal consumer. Moreover,
the less the information supervision cost of the platform,
the faster the stable strategy of information supervision.
*erefore, active measures can be adopted to lower the cost for
information supervising of e-commerce platform, to stimulate
e-commerce platform to supervise the differential pricing
behavior of e-commerce company on the platform.

4.2.3. ?e Influence of the Strict Supervision Cost of
Government Regulatory Department. If Cg � {6, 8, 10},
the stability of the system evolution of the four-party

game subjects and the simulation results are shown in
Figure 8.

According to Figure 8, the strict supervision cost of
government affects the decision-making of government reg-
ulatory department, as well as affects the evolution of decision-
making of the other subjects. With the increase of government
supervision cost, the supervision strategy of the government
regulatory department to the differential pricing of e-com-
merce company will be transformed from strict supervision to
loose supervision, and gradually become the cyclical alter-
nating strategy between strict supervision and loose supervi-
sion with medium proportion.*e strategy of the e-commerce
platform will be also transformed from information supervi-
sion to information nonsupervision of e-commerce company
when strictly supervising cost of government Increasing. Free
from the supervision of government regulatory department
and platform, the pricing strategy of the company for the loyal
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Figure 7: Influence of information supervision cost of e-commerce platform on strategy evolution of all parties.
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consumer will be transformed from nondifferential pricing to
moderate-proportion differential pricing, and the strategy
change periodically. With the increase of the strictly super-
vising cost of government, the strategy of the consumer will be
transformed from loyalty to e-commerce company to disloy-
alty. *erefore, the strict supervision cost of the government
regulatory department is the key factor in restricting the dif-
ferential pricing of the e-commerce company.Measures should
be arranged to actively reduce the strictly supervising cost of the
government regulatory department at a certain level, to
stimulate platform and the consumer to regulate the behavior
of e-commerce company in differential pricing.

4.2.4. ?e Influence of the Probability of Loyal Consumer
Discovering Differential Pricing under Government’s Loose
Supervision. If α� {0.1, 0.3, 0.5}, the stability of the system

evolution of the four-party game subjects and the simulation
results are shown in Figure 9.

According to Figure 9, with the increase of probability
of loyal consumer discovering differential pricing under
government loose supervision, the probability of exposure
of differential pricing behavior of e-commerce company
for loyal consumer increases, which will make e-com-
merce company gradually improve the proportion of
nondifferential pricing and stabilize in the nondifferential
pricing strategy. *e e-commerce platform can also
gradually improve the proportion of information super-
vision due to the increase of fines for nonsupervision of
e-commerce company information resulting in differen-
tial pricing, and the behavior stabilizes in the information
supervision strategy. *e government regulatory de-
partment can gradually loose supervision and transfer the
responsibility of supervision to e-commerce platform and
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Figure 8: Influence of strict supervision cost of government regulatory department on strategy evolution of all parties.
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the consumer. *erefore, measures can be taken to en-
courage the consumer to report the differential pricing
behavior of e-commerce company, to maintain the stable
and sustainable progress of e-commerce platform and
systems.

4.2.5. ?e Influence of the Penalties for Differential Pricing
of E-Commerce Company under Government’s Loose
Supervision. IfM� {1, 2, 4}, Ie � {1, 2, 4}, and F� {1, 2, 4}, the
evolution process and results of the strategy of the four-party
game subjects are shown in Figure 10.

According to Figure 10, with the increase of the fines
given by consumer, e-commerce platform, and government
regulatory department for differential pricing of e-com-
merce company, the e-commerce company will gradually

increase the proportion of nondifferential pricing and sta-
bilize in the nondifferential pricing strategy. *e consumer
will increase the proportion of loyalty to the e-commerce
company and the behavior stabilize in the loyalty strategy
when the compensation for differential pricing from
e-commerce company increases to compensate for the loss
of differential pricing. *e e-commerce platform will also
gradually improve the proportion of information supervi-
sion due to the increase of benefits from information su-
pervision fines and the behavior stabilizes in the information
supervision strategy. *erefore, the nondifferential pricing
behavior of e-commerce company can be promoted by
increasing the punishment for differential pricing, to realize
the joint dynamic supervision of the e-commerce platform,
the consumer, and the government on the pricing of the
e-commerce company.
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Figure 9: Influence of the probability of loyal consumer discovering differential pricing under government loose supervision on strategy
evolution of all parties.

16 Computational Intelligence and Neuroscience



5. Conclusions

Given the phenomenon of “big data killing” that e-com-
merce companies use customer information in the pricing
process, this paper studies how to safeguard consumers’
pricing fairness in the context of the Internet, and builds the
four-party evolutionary game model for the supervision on
differential pricing of e-commerce company, analyzes the
stability of the strategy selection of each subject in themodel,
and the stability of equilibrium point of the strategic
combination in the replication dynamic system, and sim-
ulates and analyzes the influence of key elements on the
strategy evolution. *e main conclusions are as follows:

(1) *e government supervision mechanism can play an
effective role to limit differential pricing of the
e-commerce company. When the proportion of

strict government supervision adds, the sum of the
benefits of differential pricing for loyal consumers by
e-commerce company is less than the penalty cost of
e-commerce company, and strict supervision cost of
government is less than its social benefits, then
e-commerce company inclines more to choose the
strategy of nondifferential pricing. Since the repu-
tation value of the e-commerce platform is less than
the information supervision cost of platform, the
platform inclines more to conduct information
nonsupervision. *erefore, the equilibrium strategy
of each subject is stable at point E5 (1, 1, 0, 1), which
occurs in the early stage of the government’s strict
supervision on the e-commerce company. With the
reduction of the supervision cost of the platform, it is
also willing to join the supervision on differential
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Figure 10: Influence of the penalties for differential pricing of e-commerce company under government loose supervision on strategy
evolution of all parties.
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pricing of e-commerce company for the platform
and inclines more to choose information supervision
strategy. *erefore, the equilibrium strategy of each
subject is stable at point E8 (1, 1, 1, 1), which occurs
in the stable stage of the government’s strict su-
pervision of e-commerce company, and the partic-
ipation of the e-commerce platform relieved the
pressure on government supervising on the com-
pany. When the strictly supervising cost of gov-
ernment increases, the reputation value of the
platform is greater than the supervision cost of the
platform, then the government regulatory depart-
ment inclines more to loose supervision strategy.
*erefore, the equilibrium strategy of each subject is
stable at point E16 (1, 1, 1, 0), which occurs in the
later stage of the government’s strict supervision of
e-commerce company. When both e-commerce
platform and consumer realize the important role of
supervision and conduct strong collaborative su-
pervision, the government can take the way of
auxiliary supervision to control the differential
pricing of the e-commerce company.

(2) *e information supervision cost of the e-commerce
platform is the main factor affecting the supervision
strategy of the platform. When the supervision cost
of the platform is greater than the reputation value of
the platform, the platform inclines more to conduct
information nonsupervision. However, as the in-
formation supervision cost of the platform decreases
and is less than the reputation value of the platform,
the stable strategy of the e-commerce platform will
transform into information supervision and then
promote nondifferential pricing for the e-commerce
company. Moreover, the less the information su-
pervision cost of the e-commerce platform, the faster
the stable strategy of the e-commerce platform can
transform into the information supervision strategy.

(3) *e strict supervision cost of government is the main
factor affecting the strategies of all parties. When the
strict supervision cost of government is so small as to
be less than the social benefits of government strict
supervision on differential pricing of e-commerce
company, the equilibrium strategy of all parties is
that both government regulatory department and
e-commerce platform implement supervision,
e-commerce company conduct nondifferential
pricing, and consumer is loyal to the e-commerce
company. However, when the strict supervision cost
of government increases and exceeds the social
benefits of government strict supervision on differ-
ential pricing of e-commerce company, the gov-
ernment gradually inclines to loose supervision
strategy. At this moment, if platform and consumer
can supervise the pricing of the e-commerce com-
pany to a certain extent, e-commerce company still
incline to nondifferential pricing strategy. When the
strict supervision cost of government increases to a
very high level, not only the government cannot

strictly supervise, but also e-commerce platform will
not supervise the information used by the e-com-
merce company. *en e-commerce company will
incline to differentiate pricing, and the consumer will
be disloyal.

(4) *e probability of the consumer discovering dif-
ferential pricing under the government’s loose su-
pervision policy is an important factor affecting the
strategies of all parties. As strict supervision cost of
government is at a higher level, and the probability of
consumer discovering differential pricing of the
e-commerce company is small, neither the govern-
ment nor the e-commerce platform can incline to the
more stable behavioral strategy. Although customer
inclines to be loyal to the e-commerce company, the
strategies of four subjects cannot maintain the stable
equilibrium, and the strategy of e-commerce com-
pany become cyclical alternating between differential
pricing and nondifferential pricing. When the
probability of consumer discovering differential
pricing of e-commerce company increases, e-com-
merce company gradually inclines to nondifferential
pricing strategy, e-commerce platform gradually
inclines to information supervision strategy, and the
government gradually inclines to loose supervision
strategy. *e equilibrium strategy of four-party be-
havior achieves. *e higher the probability level of
consumer discovering differential pricing, the faster
the equilibrium strategy of four-party behavior
achieves. *is conclusion also confirms the con-
clusion in the research of Yu and Li [9] andWu et al.
[30] that the probability of consumer finding himself
killed in price is the important factor affecting the
strategy choice of consumer and company.

(5) *e penalties for differential pricing of e-commerce
company under the government’s loose regulatory
are the important factors affecting the strategies of all
parties. When consumers, e-commerce platform and
government regulatory department impose the fines
and compensation on differential pricing of
e-commerce companies at a low level, the govern-
ment and e-commerce platform incline to not su-
pervise, and e-commerce company and consumer
cannot maintain a stable equilibrium. When the
penalties for differential pricing of e-commerce
company is high, e-commerce platform inclines to
supervise the information, consumer inclines to be
loyal, while e-commerce company inclines to price
nondifferentially, the government inclines to loose
supervise, and the strategies remains stable. *e
higher the penalties for differential pricing of
e-commerce company, the faster the equilibrium
strategy of four-party behavior achieves.

In this study, the modeling analysis and simulation of the
supervision of “big data killing” of e-commerce company are
carried out, which breaks through the limitation of analyzing
only two or three parties in the existing “big data killing”
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problem. It is a beneficial supplement to systematic research
on this issue that more participants consider their action
strategies under the same system. *e four-party evolu-
tionary game model constructed also expands the applica-
tion scope of the evolutionary game method in the study of
pricing supervision of e-commerce company. *e research
conclusions can provide favorable theoretical support for the
“big data killing” problem in practice.

*erefore, to better restrain the pricing behavior of
e-commerce company, regulate differential pricing, and
build a good e-commerce shopping environment, the fol-
lowing measures should be taken by the government reg-
ulatory department, e-commerce platform, e-commerce
company, and consumer.

(1) From the perspective of the government, the gov-
ernment regulatory department must supervise
e-commerce company, especially in the early stage of
price discrimination by using customer information.
*erefore, the government needs to use economic
and policy means to effectively manage the operation
of e-commerce platform and company and promote
the enthusiasm of e-commerce company to conduct
nondifferential pricing. For example, adopting more
advanced big data analysis technology to supervise
price changes of e-commerce company; establishing
more extensive and efficient reporting channels so
that consumers can timely price complaints; im-
proving corresponding legal measures to increase the
violation cost of the e-commerce company and
punishing “big data killing” from the aspects of
economy and reputation.While supervising, it is also
necessary to pay attention to reducing the strict
supervision cost of the government regulatory
department.

(2) From the perspective of the e-commerce platform, as
the important carrier of e-commerce operation, the
e-commerce platform should strengthen informa-
tion supervising of the e-commerce company. *e
e-commerce platform is the main body that controls
customer information. E-commerce company con-
ducts “big data killing” differential pricing based on
the mastery of customer information. *erefore, the
e-commerce platform needs to carry out information
supervision when providing information for the
e-commerce company and formulates policies to
punish e-commerce company with differential
pricing. It is also necessary to improve the technical
management level of the e-commerce platform, and
use innovative technology based on big data to
monitor e-commerce company and reduce the su-
pervision cost of the e-commerce platform.

(3) From the perspective of consumers, they should
actively protect their rights and interests. While
online shopping brings convenience to consumers, it
may also lead to the possibility of price discrimi-
nation with consumer information. In the process of
e-commerce shopping, consumers will prefer some

e-commerce companies due to path dependence, and
then form customer loyalty, but this path depen-
dence should not be the reason for the differential
pricing of e-commerce companies. *erefore, con-
sumers should enhance price sensitivity and verify
the displayed price of e-commerce companies
through various channels, to reduce the infringe-
ment of consumer rights and interests by e-com-
merce companies.

(4) From the perspective of the e-commerce company,
although maximizing profits is the important motive
of business behavior, the reputation and service in
e-commerce shopping are the foundation for the
long-term development of the e-commerce com-
pany. Under the market conditions where con-
sumers’ transfer costs are getting lower and lower,
the e-commerce company can grow gradually mainly
based on gaining the loyal customer. *erefore,
e-commerce company should not adopt the differ-
ential pricing strategy in pursuit of temporary
benefits. Although the economic benefits brought by
nondifferential pricing of e-commerce company are
less in the short term, the reputation benefits and
social benefits can create greater economic benefits
for the development of the company in the long
term, which are the wealth of e-commerce company.
*e reputation benefits and social benefits brought
by nondifferential pricing can be benefit for the more
fair and equitable overall development environment
for e-commerce.

*is study systematically analyzes the model on the
supervision of “big data killing” in the e-commerce com-
pany. However, the mechanism setting of the four-party
game in the study has been simplified to a certain extent, and
the strategy space needs to be more detailed and in-depth,
which should be improved in the future. Moreover, because
the simulation data were conducted under simulated con-
ditions according to actual conditions, there may be some
deviations in the effectiveness of players’ behavior analysis in
the “big data killing” game. In the future, methods such as
data mining will be used to collect big data, and empirical
analysis of evolutionary game will be carried out, to improve
the research on the participants behavior of “big data killing”
in e-commerce transactions.

Appendix

A. Jacobian Matrix of Replicated
Dynamical Systems

J �

Fx
′(x) Fy

′(x) Fz
′(x) Fr

′(x)

Fx
′(y) Fy

′(y) Fz
′(y) Fr

′(y)

Fx
′(z) Fy

′(z) Fz
′(z) Fr

′(z)

Fx
′(r) Fy

′(r) Fz
′(r) Fr

′(r)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (A.1)
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Among them,

Fx
′(x) � (1 − 2x) Pn − Pd − yΔP + y M + Ie( [r +(1 − r)α] +(1 − y)rIe + zF ,

Fy
′(x) � x(1 − x) − ΔP + M + Ie( [r +(1 − r)α] − rIe ,

Fz
′(x) � x(1 − x)F,

Fr
′(x) � x(1 − x) y M + Ie( (1 − α) − yIe ,

Fx
′(y) � y(1 − y) ΔP − [M +(1 − r)αM] +(1 − r)Cc − z(1 − β)F ,

Fy
′(y) � (1 − 2y) Ul − Ud − (1 − x)ΔP +(1 − x)[M +(1 − r)αM] − (1 − x)(1 − r)Cc +(1 − x)z(1 − β)F ,

Fz
′(y) � y(1 − y) (1 − x)(1 − β)F ,

Fr
′(y) � y(1 − y) (1 − x)(− α)M] +(1 − x)Cc ,

Fx
′(z) � z(1 − z) − βF + rIp + y(1 − r)Ip ,

Fy
′(z) � z(1 − z) Tp − (1 − x)(1 − r)Ip ,

Fz
′(z) � (1 − 2z) βF − Cp + yTp − xβF − (1 − x)rIp − (1 − x)y(1 − r)Ip ,

Fr
′(z) � z(1 − z) − (1 − x)Ip +(1 − x)yIp ,

Fx
′(r) � r(1 − r) R − Ie − N − (1 − z)Ip + yα Ie +(1 − z)Ip  ,

Fy
′(r) � r(1 − r) − (1 − x)α Ie +(1 − z)Ip  ,

Fz
′(r) � r(1 − r) − (1 − x)Ip +(1 − x)yαIp ,

Fr
′(r) � (1 − 2r) − Cg + xR +(1 − x)Ie +(1 − x)(1 − z)Ip +(1 − x)N − (1 − x)yα Ie +(1 − z)Ip  .

(A.2)

B. Jacobian Matrix of Equilibrium Points of
Reproduced Dynamic Systems under
Government Strict Supervision

*e Jacobian matrix of the equilibrium point E1 (0, 0, 0, 1) is
as follows:

J1 �

Pn − Pd + Ie 0 0 0

0 Ul − Ud − ΔP + M 0 0

0 0 βF − Cp − Ip 0

0 0 0 − Ie + Cg − N − Ip

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (B.1)

*e Jacobian matrix of the equilibrium point E2 (1, 0, 0,
1) is as follows:

J2 �

− Pn + Pd − Ie 0 0 0

0 Ul − Ud 0 0

0 0 − Cp 0

0 0 0 Cg − R

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (B.2)
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*e Jacobian matrix of the equilibrium point E3 (0, 1, 0,
1) is as follows:

J3 �

Pn − Pd + ΔP + M + Ie 0 0 0

0 − Ul + Ud + ΔP − M 0 0

0 0 βF − Cp + Tp − Ip 0

0 0 0 Cg − (1 − α) Ie + Ip  − N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (B.3)

*e Jacobian matrix of the equilibrium point E4 (0, 0, 1,
1) is as follows:

J4 �

Pn − Pd + Ie + F 0 0 0

0 Ul − Ud − ΔP + M +(1 − β)F 0 0

0 0 − βF + Cp + Ip 0

0 0 0 Cg − Ie − N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (B.4)

*e Jacobian matrix of the equilibrium point E5 (1, 1, 0,
1) is as follows:

J5 �

− Pn + Pd + ΔP − M − Ie 0 0 0

0 − Ul + Ud 0 0

0 0 − Cp + Tp 0

0 0 0 Cg − R
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. (B.5)

*e Jacobian matrix of the equilibrium point E6 (1, 0, 1,
1) is as follows:

J6 �

− Pn + Pd − Ie − F 0 0 0

0 Ul − Ud 0 0

0 0 Cp 0

0 0 0 Cg − R
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*e Jacobian matrix of the equilibrium point E7 (0, 1, 1,
1) is as follows:

J7 �

Pn − Pd − ΔP + M + Ie + F 0 0 0

0 − Ul + Ud + ΔP − M − (1 − β)F 0 0

0 0 − βF + Cp − Tp + Ip 0

0 0 0 Cg − (1 − α)Ie − N
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*e Jacobian matrix of the equilibrium point E8 (1, 1, 1,
1) is as follows:

J8 �

− Pn + Pd + ΔP − M − Ie − F 0 0 0

0 − Ul + Ud 0 0

0 0 Cp − Tp 0

0 0 0 Cg − R
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. (B.8)

C. Jacobian Matrix of Equilibrium Points of
Reproduced Dynamic Systems under
Government Loose Supervision

*e Jacobian matrix of the equilibrium point E9 (0, 0, 0, 0) is
as follows:

J9 �

Pn − Pd 0 0 0

0 Ul − Ud − ΔP +(1 + α)M − Cc 0 0

0 0 βF − Cp 0

0 0 0 Cg − Ie − Ip − N
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. (C.1)

*e Jacobian matrix of the equilibrium point E10 (1, 0, 0,
0) is as follows:

J10 �

− Pn + Pd 0 0 0

0 Ul − Ud 0 0

0 0 βF − Cp 0

0 0 0 − Cg + Ie + Ip + N
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. (C.2)

*e Jacobian matrix of the equilibrium point E11 (0, 1, 0,
0) is as follows:

J11 �

Pn − Pd − ΔP + α M + Ie(  0 0 0

0 − Ul + Ud + ΔP − (1 + α)M + Cc 0 0

0 0 βF − Cp + Tp − Ip 0

0 0 0 − Cg +(1 − α) Ie + Ip  + N
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*e Jacobian matrix of the equilibrium point E12 (0, 0, 1,
0) is as follows:

J12 �

Pn − Pd + F 0 0 0

0 Ul − Ud − ΔP +(1 + α)M − Cc +(1 − β)F 0 0

0 0 − βF + Cp 0

0 0 0 − Cg + Ie + N
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. (C.4)

*e Jacobian matrix of the equilibrium point E13 (1, 1, 0,
0) is as follows:

J13 �

− Pn + Pd + ΔP − α M + Ie(  0 0 0

0 − Ul + Ud 0 0

0 0 − Cp + Tp 0

0 0 0 − Cg + R
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. (C.5)

*e Jacobian matrix of the equilibrium point E14 (1, 0, 1,
0) is as follows:

J14 �

− Pn + Pd − F 0 0 0

0 Ul − Ud 0 0

0 0 Cp 0

0 0 0 − Cg + R
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. (C.6)

*e Jacobian matrix of the equilibrium point E15 (0, 1, 1,
0) is as follows:

J15 �

Pn − Pd + ΔP + α M + Ie(  + F 0 0 0

0 − Ul + Ud + ΔP − (1 + α)M + Cc − (1 − β)F 0 0

0 0 − βF + Cp − Tp + Ip 0

0 0 0 − Cg +(1 − α)Ie + N
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*e Jacobian matrix of the equilibrium point E16 (1, 1, 1,
0) is as follows:

J16 �

− Pn + Pd + ΔP − α M + Ie(  − F 0 0 0

0 − Ul + Ud 0 0

0 0 Cp − Tp 0

0 0 0 − Cg + R
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With the continuous development of the national economy and scientific productivity, urban construction and people’s living
standards are also getting higher and higher. Although people enjoy increasingly convenient life, the demand for intelligence is
getting higher and higher. Digital intelligent equipment has the functions of data collection, calculation and analysis, diagnostic
and early warning, and communication functions. Analyze the status quo and existing problems of the development of intelligent
equipment, as well as analyze and research key monitoring technologies in the use and development of digital intelligent
equipment and provide optimal solutions for intelligent equipment hardware development requirements, software development,
and model algorithms. Intelligent equipment monitoring is related to all aspects of people’s livelihood, and its intelligent de-
velopment is related to the public role in this field in the future. Accurate results of monitoring can provide data support for
schools, research institutions, the public, and the government. At the same time, it is also an important basis for formulating social
policies. At present, the commonly used monitoring method usually adopts time series algorithm. +rough literature review, it is
found that the algorithm has the problem of distortion of correct data, which affects the accuracy of monitoring results. Based on
the above reasons, this article combines the wavelet function with the planning algorithm and proposes a dynamic programming
algorithm, which removes the redundant monitoring data in turn and clusters the distortion monitoring data with the wavelet
function, which improves the accuracy and computational efficiency of the algorithm and gives full play to the monitoring of
intelligence.+e simulation results usingMATLAB show that the planning algorithm can eliminate 90% of redundant monitoring
data and improve the extraction rate of characteristic monitoring data. At the same time, the accuracy of the planning algorithm
reaches 95%, and the calculation time is less than 25 s, which is better than the static planning algorithm. +erefore, the dynamic
programming algorithm can better utilize the intelligence, convenience, and efficiency of the equipment to optimize the
monitoring model.

1. Introduction

Intelligent devices have been widely used in engineering
technology, industrial production, social services, medicine,
and human health, and they have had an important impact.
Intelligent equipment monitoring is an important part of
social public health. It is not only the guarantee of Chinese
public health but also the basis for the improvement of
national quality[1]. +e integration of intelligent equipment
and modern technology not only enhances the intelligence
of monitoring but also realizes its own function optimiza-
tion. Continuous and dynamic intelligent equipment

monitoring and analysis of the public can help the gov-
ernment make health decisions and improve the disease
resistance and physical quality of the public Beuchat et al.
[2]. In the past, the public monitoring method was mainly
planning algorithm. Although this algorithm can monitor
the general health, it cannot carry out dynamic analysis, and
the analysis results have some limitations. In addition, there
are a lot of redundant data in intelligent equipment mon-
itoring, which affects the monitoring results of college
students [3]. At present, there are many researches on in-
telligent equipment device monitoring of college students,
but the redundancy of monitoring data is also high, as shown
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in Figure 1. +erefore, the application of dynamic pro-
gramming method in the optimal control of intelligent
equipment has very important theoretical significance. At
the same time, the large-scale application of intelligent
devices needs more effective algorithms as support, so this
study can provide more practical cases, which has very
important practical significance.

Some scholars such as Fortune et al. [4] also believe that
the increasing intelligent characteristic data in the static
programming algorithm will improve the intelligence of
monitoring but reduce the accuracy of monitoring. +ere-
fore, a dynamic programming algorithm is constructed and
revised to improve the accuracy of the results [5]. As a
processing method of comprehensive function, wavelet
function can subcontract the content data into fragmented
data groups, improve the processing capacity of initial data,
and is widely used in the optimization of a large number of
intelligent devices. However, it is not used in dynamic
programming algorithm at present. +erefore, this article
attempts to apply it to the dynamic programming algorithm
and construct a new intelligent device optimization model,
which aims to improve the data processing efficiency of
intelligent devices and promote the development of intel-
ligent devices. Dynamic programming algorithm is devel-
oped on the basis of static programming algorithm. It is to
add time variables to the original algorithm and continu-
ously combine the static programming algorithm. However,
the fundamental difference between dynamic algorithm and
static algorithm is to increase the coupling between different
indexes and make the calculation results more continuous.
At the same time, the improvement of coupling also in-
creases the complexity of calculation and the incidence of
redundant data. Based on the research of scholars at home
and abroad, the integration of wavelet function and dynamic
programming algorithm can use the subcontracting method
of wavelet function to increase the data processing capacity
of dynamic programming algorithm, reduce the occurrence
rate of local extremum, and improve the accuracy of cal-
culation results. Dynamic programming algorithm can
continuously track intelligent devices without being affected
by the increase of data volume. +erefore, the integration of
wavelet function and dynamic programming algorithm has
the advantage of comprehensive analysis and improves the
processing capacity of calculation data. Based on the above
reasons, this article combines the discrete wavelet function
with the planning algorithm to construct a dynamic plan-
ning algorithm to optimize the health monitoring results of
College Students’ wearing devices [6]. Taking college stu-
dents’ physical health monitoring as an analysis case, this
article improves the accuracy of the results, so as to better
carry out intelligent health monitoring.

2. Algorithm Description of Intelligent Health
Monitoring Devices

+e key of intelligent equipment monitoring is to quantify
the relevant indicators in intelligent equipment devices, so as
to lay a mathematical foundation for dynamic monitoring.
Among them, height, weight, 50-meter run, 800-meter run

(girls), and 1000-meter run (boys) have more wearing
equipment [7], whereas there are relatively few data on vital
capacity, standing long jump, sitting body flexion, sit ups,
step test and pull-up, but the algorithm description of health
monitoring data are required.

2.1. Intelligent Health Monitoring Process of College Students.
Intelligent health monitoring of intelligent equipment de-
vices includes three aspects: the data structure xi in sports
intelligent equipment devices, the impact of intelligence on
health monitoring xj, and the dynamics xk of health mon-
itoring [8]. +e data structure in the intelligent equipment
device also includes the intelligent equipment device xi1, the
proportion of different sports xi2, and the degree of coop-
eration between different sports xi3; similarly, the impact of
intelligence on health monitoring include the promotion
degree of intelligent technology to health monitoring xj1, the
integration degree of intelligent technology and health
monitoring xj2, and the promotion level of intelligent
technology to health monitoring xj3; +e dynamics of health
monitoring include cooperation degree between cardio-
pulmonary monitoring, blood oxygen monitoring, blood
pressure monitoring, and exercise monitoring xk1, cooper-
ation between devices in different forms of intelligent
technology xk2, and communication cooperation between
different intelligent technologies xk3. According to the above
analysis, college students’ intelligent equipment monitoring
involves many aspects, mainly including: height, weight,
vital capacity, standing long jump, sitting forward flexion,
50m running, sit ups, step test, pull up, 800m running
(girls), and 1000m running (boys). At the same time, the
collected monitoring data are massive (cloud monitoring
data, a large number of applications of intelligent devices)
and complex (there are a large number of unstructured
monitoring data), which greatly reduces the accuracy of
intelligent equipment monitoring in sports and cannot
accurately reflect the intelligence of intelligent equipment
devices. Because the mass and complexity are the inevitable
trend of the development of intelligent equipment moni-
toring, a large amount of sports data of college students
should be collected [9].

2.2. Data Flow Description of College Students’ Intelligent
EquipmentMonitoring. +e stable wavelet function extracts
the redundant data in college students’ sports, makes dis-
crete analysis on the intelligent equipment devices, and
obtains the comprehensive monitoring data, so as to arrange
the data in order to improve the accuracy of monitoring [10].

At the same time, the stable wavelet function uses dis-
crete extraction to ensure the integrity of monitoring data in
college students’ sports and complete the single-phase
characteristics of monitoring data in order. +e specific
monitoring data flow is described in Figure 2:

(1) Assuming that the intelligent equipment monitoring
result is A and any intelligent equipment device
Al � {a1, a2, . . ., an}, the relationship between A and
each input monitoring data as follows:
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TS(·)
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←k−means


indevie
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i

xi ⇄
g(•)

−g(•)


n

j

xj ⇄
g(•)

−g(•)


n

k

xk, (1)

where i,j,k are natural numbers, TS (·) is the dynamic
programming function, f (·) is the stable wavelet
function, G (·) is the forward function between
different input indexes, and - G (·) is the reverse
function to complete the dynamic monitoring.

(2) Suppose that the monitoring result al of any sports
event in intelligent health monitoring and the input z
in the planning algorithm (data structure xi in in-
telligent equipment devices [11], impact of intelli-
gent technology on health monitoring xj, and
dynamic xk of health monitoring), p is the propor-
tion of monitoring data (structured monitoring data
>70%, semistructured monitoring data >70%, un-
structured monitoring data >70%), q is the pro-
cessing method of monitoring data distortion

college student

Sports events

Health monitoring information

Health monitoring information clustering

Network cloud and other 
intelligent technologies

Smart devices such as 
mobile watches and heart 

rate monitoring

Intelligent analysis

Figure 2: +e intelligent equipment monitoring of intelligent equipment devices on College Students’ sports events.
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Figure 1: +e monitoring proportion of intelligent equipment devices in different sports events from 2017 to 2021.
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(reconstruction� 1, coefficient order� 2,
quantification� 3, eigenvalue� 4, clustering� 4),
then cl is described as Incl

o,p,q,
o ∈ (1, 2, . . . .., n), p ∈ (1, 2, 3, 4), q ∈ (1, 2, 3, 4).
Among them, the logarithm in In(·) of cl is used to
avoid |∞| or extreme value 0, so as to ensure the
effectiveness of the calculation results. +e moni-
toring results of any sports are shown in Figure 2.

(3) +e data structure xi in devices, the impact of in-
telligence on health monitoring xj, and the dynamic
xk of health monitoring adopt the fusion function
f(x) and propose the redundant monitoring data in
college students’ sports. +e calculation formula of
the function is as follows:

φ(x) �


n
i�1 α1xi + 

n
j�1 α2xj + 

n
k�1 α2xk  + ξ 


n
i,j,k�1 xi + xj + xk 

, (2)

where, α1, α2, and α3 are the weight coefficients of
intelligent health monitoring equipment, college
students, and sports, respectively, and ξ is the ad-
justment error. +e weight coefficient ξ is calculated
from the data published by the National College
Students’ intelligent health monitoring organization
[12].

(4) +e health monitoring data of dynamic planning is
mainly based on the statistical data of the National
Center for Disease Control and Prevention. +e
intelligent health monitoring time is calculated as T,
the evaluation results θ, and the simplification rate of
health monitoring data� (monitoring data before
processing − monitoring data after processing)/the
total number of monitoring data obtained (100m
running, standing long jump, etc.) ∗ 100%. +e
specific formula is as follows:

ι �
H(·) − Gi,j,k

Gi + Gj + Gk

���������

���������
•

αi 0 0

0 αj 0

0 0 αk

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
· 100%, (3)

whereGi,j,k is the intelligent monitoring data of xi, ,xj,
and xk, Gi, Gj, and Gk is the total amount of xi, xj, and
xk, H(·) is the processed intelligent monitoring data,

and
αi 0 0
0 αj 0
0 0 αk

⎛⎜⎝ ⎞⎟⎠ is the weight of the intelligent

monitoring data in xi, xj, and xk.
(5) In order to improve the complex data (structured,

semi-structured and unstructured) in college stu-
dents’ sports, realize the “intelligence” of the
transformation between health monitoring data and
reduce the error of initial monitoring data, sub-
contracting can be used for processing. Because the
attribute of intelligent monitoring data is relatively
simple, the Euclidean distance can be used for

wavelet packet. First set the range of structured,
unstructured, and semistructured monitoring data,
and the formula is as follows:

|S| �
cl


n
l�0 cl + μ2 

, (4)

where |S| is the Euclidean distance of each moni-
toring data; cl is the intelligent; c0 is the initial cluster
value; μ is the allowable error of clustering and is set
by the power industry in the early stage of calcu-
lation, n

l�0 cl is the set of cl. According to formula (1)
to formula (4) steps to calculate the conclusion, the
dynamic programming algorithm uses the judgment
matrix of wavelet function to subcontract the overall
data. At the same time, sort the subcontracted data to
form an orderly data flow. On this basis, the data
processing capacity of dynamic programming
method decreases exponentially. At the same time,
the continuous tracking of dynamic programming
algorithm increases the total amount of data, but the
amount of data processing can be further improved
by setting the subcontracting value. +erefore, the
advantages of wavelet function and dynamic pro-
gramming algorithm in data processing are very
obvious.

3. BuildanIntelligentHealthMonitoringModel
Based on Dynamic Programming Algorithm

3.1. Construct the Relationship among College Students’
Data Structure, Health Monitoring Impact, and Health
Monitoring Dynamics. Intelligent health monitoring not
only considers the monitoring accuracy of xi, xj, and xk but
also considers the synergy among them. +erefore, the
relationship operator between xi, xj, and xk should be
constructed. It is assumed that the relationship between
the three is divided into local fusion relationship (xi and
xj, xi and xk, and xj and xk) and overall fusion relationship
(xi,xj,xk), which are expressed by Pc and Pm, respectively.
+en, the calculation formula is as follows:

Pc

Pc � Pm

Pc ≠Pm

⇄
location

value�1
Pm

Pc0

φ(x)
Pcxi,j,k

− Pmin 

Pcxi,j,k

− Pmax,

Pm ≈ 0or1

Pmax〈1, Pm〉1

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

, (5)

where, Pc0
is local fusion, all fusion, Pmin and Pmax are the

minimum Pc and Pm maximum values, which are set by
local universities, and φ(x) is the fusion degree function of
the above analysis, the value is between 0 and 1.
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3.2. Construct the Accuracy Model of College Students’ In-
telligent Health Monitoring. Accuracy is the key index of
intelligent health monitoring [13], and it is also the main

purpose of dynamic programming algorithm optimization.
+erefore, the accuracy operator should be constructed. +e
specific formula is as follows:

Incl
o,p,q

�

0< Incl
o,p,q < 1

Incl
o,p,q < max Incl

n,n,n 
����

����
←

⇀


n

I,j
〈 

n

I�1
max Incl

o,p,q
( ⇄

≫

≪
min Incl

o,p,q
( ⎛⎝ ⎞⎠|tPc ≠Pm, Pmax〈1, andPm〉1〉

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

. (6)

Since the accuracy of xi,xj and xk is 0〈Incl
o,p,q〈1,

0〈Incl
o,p,q〈1 are required to shorten the range of

max(Incl
o,p,q)⇄≫≪ min(Incl

o,p,q) calculation accuracy. At
the same time, the fusion error of the calculation results
should be reduced, so φ(x)liml⟶∞∲l

sin(α1,2,3)
⎵

0 ∼ 0.1
should be between 0 and 0.1.

3.3. Calculation Steps of Operators in Intelligent Health
Monitoring of College Students’ Intelligent Equipment Devices

(1) Build an intelligent health monitoring data set,
Cl � {c1, c2, . . ., ci} and eliminate the intelligent
monitoring data with digitization degree of <60%.
Determine the weight coefficient and adjustment
error according to the digital Economic Yearbook of
power industry from 2015 to 2020;

(2) +emonitoring data cl processed by wavelet function
are processed structurally [14], semistructurally and
unstructured to realize the “cleaning” of intelligent
monitoring data.

(3) Judge the fusion relationship of the monitoring data
after “cleaning” and obtain the values of Pc and Pm
of local and overall fusion relationships.

(4) +e iterative analysis of steps 1∼4 is carried out using
MATLAB software, and the accuracy, calculation
time, and effectiveness of the calculation results are
output. +e result are shown in Figure 3.

4. The the Case Analysis of Intelligent Health
Monitoring Based on Dynamic
Programming Algorithm

4.1. :e Actual Case Analysis. Taking college students in
various regions as the research object, analyze the data
structure xi in intelligent equipment devices, the impact of
intelligence on health monitoring xj, and the dynamics of
health monitoring xk as the input indicators. Local universities
and national CDC provide c0 � 22.3, μ � 0.02, α0 � 0.41, 100
iterations, and Pmin � 0.23, Pmax � 0.99. +e specific moni-
toring data are shown in Table 1.

4.2. :e Comparison of Data Processing Capacity of College
Students’ Intelligent Health Monitoring. +e dynamic pro-
gramming algorithm uses wavelet packet to preprocess the
intelligent monitoring data [15], eliminate redundant
monitoring data, and extract eigenvalues. +e processing
result is better than the static programming algorithm. +e
results are shown in Table 2.

It can be seen from Table 2 that the dynamic programming
algorithm is consistent with the actual demand, while the
monitoring data processing capacity of the static programming
algorithm is quite different from the actual demand and does
not change along the change of the actual demand curve. In the
range of 0∼25 iterations, there is no significant difference in the
processing capacity of monitoring data between the two al-
gorithms, but there are significant differences in the range of
25∼50, 50∼75 and 75∼100 iterations, and the dynamic pro-
gramming algorithm is better than the static programming
algorithm, which is consistent with the results of relevant
studies Wang [16]. With the increase of the number of iter-
ations, the amount of monitoring data processing increases.
+e specific results are shown in Figure 4.

It can be seen from Figure 4 that in the monitoring stage
of 0.6 years, the change range of dynamic programming
algorithm is significantly less than that of static detection
algorithm. Moreover, the processing capacity of dynamic
programming algorithm is higher than the total data pro-
cessing capacity.+erefore, the amount of data processing in
dynamic programming algorithm is more reasonable. At
same time, it can be seen from Figure 4 that the data
processing capacity of dynamic programming is relatively
stable without significant fluctuation, while the fluctuation
of static programming algorithm is relatively large in the
early stage and tends to be flat in the later stage, so the
processing effect of dynamic programming is better, which is
consistent with the results of relevant studies [17]. +e
comparison of the actual data processing capacity of the two
methods is shown in Figure 5.

As can be seen from Figure 5, the area of dynamic pro-
gramming algorithm is significantly larger than that of static
programming algorithm. Although the height of static pro-
gramming algorithm is higher than that of dynamic algorithm,
the overall area of dynamic programming algorithm is larger.

Computational Intelligence and Neuroscience 5
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It can be seen from Figure 5 that the unit processing data
of dynamic programming algorithm is significantly higher
than that of static programming algorithm, which also fully
explains the phenomenon that the processing process of
dynamic programming algorithm is relatively stable. +e
main reason for the above problems is that the dynamic
programming algorithm uses wavelet function for data
subcontracting to reduce the complexity of data structure.

4.3. :e Calculation Accuracy. +e dynamic programming
algorithm is used to analyze the data structure xi in intel-
ligent equipment devices, the impact of intelligence on
health monitoring xj, and the results of the dynamic xk of
health monitoring. +e results are shown in Table 3.

It can be seen from Table 3 that the data structure xi in
intelligent equipment devices of dynamic programming
algorithm, the impact of intelligence on health monitoring

Build data set

YES

YES

NO

NO

Output calculation
results

Whether is maximum
iterated algebra

Judge the fusion
relationship

semi structurally and
unstructured

Whether
data structure type is

normal

wavelet function are
processed structurally

Figure 3: +e Calculation flow of dynamic programming algorithm.

Table 1: +e data sources of intelligent health monitoring of college students in actual cases.

Attribution area Collection type Collect content
Sports colleges and universities in
Northeast China

ECG function monitoring, sleep quality, circulatory
system

Big data, intelligent devices, cloud
computing

Sports colleges and universities in North
China Subhealth, family history Virtual simulation, smart client data

collection
Physical education colleges and
universities in Northwest China

Reproductive health, adolescent psychology, and
blood health of female students Intelligent device, mobile watch

Sports colleges and universities in
Southeast China Major genetic diseases and epidemic surveillance Mobile hub, network platform

National Center for disease control and
prevention Prevention of sudden and serious diseases Mobile phone, Big data

Private health monitoring organization Sub ealth, blood pressure, blood lipid University network platform

World health organization Epidemic diseases, major diseases, and sudden
diseases

QQ chatting software, VR game,
Bluetooth headset big data,

Note: the monitoring data comes from the data of the National Center for Disease Control and prevention from 2015 to 2020. +e choice of collection type
and attribution area is based on the relevant literature at home and abroad and the actual survey results.
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Table 2: +e average processing capacity of monitoring data of different algorithms.

Different methods Iteration number range
(times)

Average monitoring data processing capacity
(km)

Dynamic programming algorithm 0∼25 32.32 ± 2.32∗∗

Standing long jump, 50-m sprint, 1000-vm long run,
basketball

25∼50 48.62 ± 3.28∗
50∼75 65.28 ± 4.02∗
75∼100 82.23 ± 1.23∗

Total processing capacity 228.45 ± 3.22∗

Static programming algorithm 0∼25 22.37 ± 1.32

Standing long jump, 50-m sprint, 1000-m long run,
basketball

25∼50 40.31 ± 4.16
50∼75 55.08 ± 4.32
75∼100 72.13 ± 1.82

Total processing capacity 189.89 ± 4.12
Compared with static programming algorithm, ∗P< 0.05, ∗∗P> 0.05.
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xj, and the dynamic xk accuracy and overall accuracy of
health monitoring are better than those of static program-
ming algorithm. It mainly understands that the planning
algorithm integrates the weight coefficient and adjustment
error, which is consistent with the results of relevant studies
[18]. +e above three indicators show small error changes in
the dynamic planning algorithm, so as to avoid the inter-
ference of redundant monitoring data in the calculation and
improve the accuracy of calculation.+e results are shown in
Figure 6.

As can be seen from Figure 6, the accuracy of dynamic
programming algorithm is always higher than that of
static algorithm, and the overall fluctuation range is
small. +e accuracy of dynamic programming algorithm
is between 98% and 99%, whereas that of static

programming algorithm is between 90% and 95%.
Moreover, the stability of dynamic programming algo-
rithm is better, which is significantly higher than that of
static programming algorithm. +e results are consistent
with relevant domestic studies. +e results are shown in
Table 4.

4.4.:e Time of Intelligent HealthMonitoring. It can be seen
from Table 4 that the health monitoring processing time of
dynamic planning algorithm is significantly less than that of
static planning algorithm, and the whole health monitoring
processing time is less than 25 s. According to the line
segment slopes of the two algorithms, the health monitoring
data of static planning show ups and downs, whereas the

Static programming algorithm
dynamic programming algorithm
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Figure 6: +e calculation accuracy of different algorithms.

Table 3: +e accuracy of different algorithms.

+e different methods +e evaluating indicator +e accuracy rate (%)

+e dynamic programming algorithm
xi 98.23∗
xj 99.23∗
xk 97.62∗

+e total accuracy 98.32

+e static programming algorithm
xi 92.32
xj 96.23
xk 95.72

+e total accuracy 95.98
Compared with static programming algorithm, ∗P< 0.05; +e value range is 0∼100.

Table 4: +e calculation time of different algorithms.

+e different methods +e calculation time (seconds)
+e dynamic programming algorithm 82.32
+e static programming algorithm 81.22
Note: the value range is 0∼100.
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health monitoring data of dynamic planning change
smoothly and the slope change range is small. +is shows
that the dynamic programming algorithm is better than the
static programming algorithm, which can meet the re-
quirements of intelligent health monitoring and also meet
the standards of intelligent health monitoring by the min-
istry of health and local universities in 2021. +e results are
shown in Table 4.

As can be seen from Figure 7, the calculation time of
dynamic programming method is always lower than that of
static programmingmethod, and the overall calculation time
is almost the same. +erefore, the calculation time of dy-
namic programming is better. +e variation range of

calculation time of different algorithms is shown in Figures 8
and 9.

As can be seen from Figures 7 and 8, the variation range
of calculation time of dynamic programming algorithm is
significantly lower than that of static programming algo-
rithm. +is fully explains the problem of stable calculation
time of dynamic programming algorithm and also shows
that the data processing effect of dynamic programming
algorithm is better. +e variation range of dynamic pro-
gramming algorithm is 0.9%, while that of static pro-
gramming algorithm is 100%. +erefore, the result of
dynamic programming algorithm is more stable and can be
used in data processing of high-end intelligent devices.
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Figure 7: +e calculation time of different algorithms.
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5. Conclusion

By measuring the physical fitness of college students, eval-
uating the physical status and the effect of physical exercise,
improving and urging the effective mechanism of college
students to participate in physical exercise, scientifically
guiding college students to carry out physical activities, so as
to continuously enhance the physical fitness of college stu-
dents, thus also providing effective national physical fitness
monitoring data can be done. Intellectualization is the re-
quirement of the ministry of health and local colleges and
universities for college students in 2020, and it is also the
direction of future development and reform of colleges and
universities [19]. Since 2010, the intelligent development of
College Students’ monitoring has gradually increased.
However, due to the large amount of monitoring data in-
volved in equipment public, relevant specifications, and other
links, the previous static planning Bayesian and genetic al-
gorithms have achieved accurate evaluation, which affects the
implementation of later improvement measures [20]. In this
article, wavelet function and static programming method are
combined to build a dynamic programming algorithm model
to evaluate the intelligent health monitoring.+e results show
that the following: (1) intelligent wearable devices are popular
among contemporary college students and play an important
supporting role in college students’ intelligent health moni-
toring. At the same time, due to the great pressure of study
and work, college students are not only the main subhealth
population in society but also the key health monitoring
object. +e dynamic programming algorithm constructed in
this article can continuously monitor the health of college
students and has the advantages of continuous and complete
monitoring data. Dynamic programming monitoring can
provide redundant data and solve the problem of data dis-
tortion in static programming. (2)+e constructed model can
effectively eliminate redundant monitoring data and

accurately extract eigenvalues, which is consistent with the
actual intelligent health monitoring requirements, and the
calculation time is less than 25 s, and the evaluation process is
stable. (3) Compared with static planning, the model is su-
perior to static planning in terms of calculation accuracy. +e
accuracy of dynamic programming algorithm is between 98%
and 99%, while that of static programming algorithm is
between 90% and 95%. Moreover, the stability of dynamic
programming algorithm is better, which is significantly higher
than that of static programming algorithm. +e results are
consistent with relevant domestic studies. +e monitoring
data processing capacity and calculation time meets the
standards of intelligent health monitoring by the ministry of
health and local universities in 2021. +e variation range of
dynamic programming algorithm is 0.9%, while that of static
programming algorithm is 100%. +erefore, the result of
dynamic programming algorithm is more stable and can be
used in data processing of high-end intelligent devices. Of
course, this article has less research on the transmission
technology and security technology of intelligent devices, and
these contents are the guarantee of intelligence, so we will
focus on the above two aspects in the future.
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.is paper makes a new attempt to identify the effectiveness of innovation factor allocation with a random forest method. .is
method avoids the evaluation bias of the relative effectiveness caused by the noneffective selection of production frontier in the
nonparametric DEA method. It does not refer to other optimal subjects but shifts the focus to the judgment of its own ef-
fectiveness. In addition, it also gets rid of the constraints of the model and variables in the parameter SFA method, ensuring the
reliability of the measurement results by resampling thousands of times. .e data is collected from 30 provinces in China from
2009 to 2018..e findings show the innovation factor allocation inmore than half of the provinces is not fully effective. It indicates
that how to make use of innovation factor inputs to achieve the actual innovation output higher than own optimal levels is
currently still in a period of exploration in China. To further improve innovation factor allocation efficiency, it deeply analyzes the
impacts of innovation factor inputs and finds out the important innovation factor inputs. Furthermore, this study presents the
nonlinear characteristics and optimal combination of important innovation factor inputs. According to this, it offers the detailed
suggestions about how to adjust current important innovation factor inputs for each province in order to greatly enhance the
effectiveness of innovation factor allocation in the future.

1. Introduction

After the outbreak of the new crown pneumonia epidemic,
the global supply chain is forced to terminate, international
and domestic demand are blocked, the barriers to the flow of
factors are strengthened, and the phenomenon of factor
misplacement aggravates. And the five major technologies of
big data, cloud computing, Internet of .ings, blockchain,
and artificial intelligence emerge contribute to the vigorous
development of the real economy and bring the great value
of the digital economy. As a basic resource in the digital
economy, data factors promote the transformation and
upgrading of other production factors. .e optimization of
the spatial layout of regional innovation factors is insepa-
rable from the support and guidance of government policies.
.is not only reflects that new innovation factors such as

data and institution have significantly affected the trans-
formation of productivity and production relations, but
also broadens the connotation scope of the original tra-
ditional innovation factors. In addition, the distribution of
innovation factor inputs is uneven and innovation capa-
bility is generally low among provinces in China, while the
calculation results of innovation efficiency are controversy.
It is of great practical significance to identify the effec-
tiveness of innovation factor allocation in each province
under the new connotation of innovation factors. To this
end, clarifying the multidimensional characteristics of
innovation factors, selecting reliable measurement
methods, and analyzing the current situation of innovation
factor allocation in each province play a powerful role in
stimulating the innovation factors potential and driving
economic growth.
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.e existing literature measures the allocation efficiency
of innovation factors roughly from the following three levels:
First, different innovation inputs and innovation outputs.
Duan et al. [1] construct a comprehensive index of inno-
vation development from the three dimensions of innova-
tion inputs, innovation organization, and innovation
outputs. Dai et al. [2] use financial resources as scientific and
technological financial inputs, and scientific and techno-
logical achievements as scientific and technological financial
outputs. Tao and Peng [3] regard internal R&D expenditures
and full-time equivalent of R&D personnel as technological
innovation inputs, and the number of patent applications
received, revenue from new product sales, and revenue from
main operations as technological innovation outputs. Sec-
ond, different innovation efficiency evaluation objects and
various innovation efficiency measurement ways. Li et al. [4]
decompose the innovation process into innovation devel-
opment process and innovation transformation process and
then calculate the innovation efficiency of 37 subsectors in
China from 2004 to 2011. Wang and Lan [5] use the SFA
model to estimate the innovation efficiency of China’s
A-share listed state-owned enterprises. Chen and Li [6]
adopt a two-stage network DEA method to obtain the green
innovation efficiency, green technology research and de-
velopment efficiency, and green technology achievement
conversion efficiency in China from 2003 to 2017. .ird,
measure the allocation efficiency by the factor allocation
distortion. Dollar and Wei [7] find that the systematic
distortion of capital allocation in China leads to uneven
marginal returns across companies, regions, and depart-
ments. .ey point out that if capital can be allocated more
effectively, it can lower capital intensity by 5% without
sacrificing economic growth. Hsieh and Klenow [8] find that
if capital and labor are redistributed so that the marginal
output of China and India is equal to that of the United
States, this will increase the total factor productivity of the
manufacturing industries of the two countries, respectively,
by 30%–50% and 40%–60%. Chen and Hu [9] show that
resource misallocation leads to a gap of about 15% between
actual output and optimal output in various subsectors of
China’s manufacturing industry.

Existing researches which discuss the allocation modes
of innovative factors mainly can be divided into internal,
external, and open innovation. Internal innovation means
that the innovation subject relies on its own innovation
factors to achieve innovative production. External innova-
tionmeans that the innovation subject completes innovation
activities with the help of external innovation factors. Open
innovation means that the innovation subject breaks
through its own innovation boundaries and coordinates
internal and external innovation factors in the innovation
process [10]. However, different ways of allocating inno-
vation factors have different impacts on innovation per-
formance. Hong and Shi [11] believe that independent R&D
is significantly positively correlated with enterprise inno-
vation performance. Chen and Hou [12] find that the in-
fluence of independent innovation on scientific and
technological performance manifests a nonlinear threshold
effect. Kafouros et al. [13] conclude that the impact of

academic cooperation on the innovation performance in
Chinese emerging market companies is significantly posi-
tive. Asimakopoulos et al. [14] point out that there is an
inverted U-shaped relationship between external knowledge
and enterprise innovation efficiency. Berchicci (2013) [10]
believes that the inverted U-shaped relationship between
external R&D activities and enterprise innovation perfor-
mance is the function of the substitution effect of its own
R&D capabilities. Nieves and Petra [15] find that internal
and external knowledge have substitution effects within a
certain threshold and have a negative impact on enterprise
innovation performance. When the threshold is exceeded, it
will turn into a complementary effect and has a positive
impact on the enterprise innovation performance.

In summary, the definition of the connotation of in-
novation factors in the existing literature is mostly based on
the traditional innovation factors such as labor, capital, and
technology. But it lacks the content of new innovation
factors such as data and institution. .e existing literature
ignores the theoretical basis and operation process behind
the innovation factor allocation..e efficiency measurement
of the innovation factor allocation in the existing literature is
mostly by means of the parametric SFA and the nonpara-
metric DEA. In addition, there are few studies on the
evaluation of innovation factor allocation effectiveness.
Adopting a more reliable method to identify the effective-
ness of innovation factor allocation is helpful to evaluate the
situation of innovation factor allocation more accurately. In
view of this, the main contributions of this article are as
follows: On the one hand, with the introduction of the data
and institution innovation factors, we build the index of
multidimensional innovation factor, which not only weighs
the internal and external coordination of traditional inno-
vation factor from the cost theory, but also considers the
moderating effect of new innovation factor from the cou-
pling theory. Based on this, a four-dimensional integrated
indicator is formed including internal innovation factors,
external innovation factors, institutional innovation factors,
and data innovation factors and the allocation of innovation
factor is evaluated on the input-output process of innovation
factor. On the other hand, wemake a new attempt to identify
the effectiveness of innovation factor allocation by a random
forest method that is different from the previously used..is
method can not only get rid of constraints including the
model setting form, the number of variables, and the cor-
relation between variables in the parameter SFAmethod, but
also avoid the evaluation bias of the relative effectiveness
caused by the noneffective selection of production frontier in
the nonparametric DEA method. It shifts the focus on its
own efficiency, ensuring the reliability of the measurement
by resampling thousands of times. .e above aspects are the
contribution of the theoretical level. Furthermore, in the
aspect of practical level, we draw many different conclusions
from existing studies, which find that the innovation factor
allocation in more than half of the provinces is not fully
effective, data innovation factor inputs especially data in-
tegration and data applications have the significant con-
tribution to innovation output, the marginal impact
characteristics of important innovation factor inputs are all
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nonlinear, and the gap between the current situation and the
optimal combination of important innovation factor inputs
in each province in China is obvious, etc.

.e remaining structure of this paper is as follows: In
Section 2, we present the definition and measurement
method of innovation factor allocation. In Section 3, we
identify the effectiveness of innovation factor allocation in
each province in China and discuss the importance of in-
novation factor inputs. In Section 4, we determine the
important innovation factor inputs, describe their nonlinear
characteristics and optimal combination, and then point out
the future adjustment direction of innovation factor inputs
in each province in China. In Section 5, we offer the main
conclusions and future research.

2. InnovativeFactors:Definition, Indicator, and
Measurement Method

2.1. Definition

2.1.1. 2e Definition of Innovation Factors. Production
factors are the objective basis of production activities, and
factors affecting production activities all belong to the
category of factors [16]. .e narrow defining of production
factors can be understood as the factors joining in the
production process, while the broad defining of production
factors should also include factors that reflect the output
benefits of the production process. Schumpeter [17] defines
innovation as introducing a new combination of production
factors and production conditions into the production
system that has never been before. Combining modern
production conditions with organizational models, inno-
vation can be understood as not only the realization of new
products (services) or procedures, the improvement of
original products (services) or procedures, but also the
process of new products (services) or procedures that are
about to or have been commercialized [18–20].

To sum up, this article defines innovation factors as
production factors that participate in the innovation process,
influence innovation performance, and reflect innovation
achievements. .ey have the characteristics of increasing
marginal returns, which include not only traditional inno-
vation factors such as labor, capital, and technology, but also
new innovation factors such as data and institution.

2.1.2. 2e Definition of the Multidimensional Innovation
Factor Allocation. .e cost theory holds that the criterion
for organizing economic activities is the minimization of
internal production costs and external transaction costs.
Drawing on Nieves and Petra (2014) [15], the innovation
factors are divided into internal innovation factors and
external innovation factors, the internal innovation factors
are derived from the innovation subject itself, the external
innovation factors are derived outside the innovation sub-
ject, and the internal and external innovation factors are
mainly based on traditional innovation factors. On the one
hand, the innovation subject relies on internal innovation
human, material and financial resources, regards innovation

as an internal control process, completes all innovation
links and leaves innovation output within the subject. On
the other hand, the innovation subject combines their own
existing innovation foundations and regards innovation as
a R&D outsourcing process. By contacting external in-
novation partners, they achieve technology cooperation,
absorption, and acquisition of external innovation and
enlarge enterprise innovation outputs. If the innovation
subject is overconcentrated on internal innovation, it will
cause problems such as excessive risk and knowledge
spillover, while overreliance on external source innovation
will bring about problems such as rising negotiation costs
and loss of initiative. .erefore, the innovation subject
needs to effectively coordinate internal and external in-
novation factors to minimize the total cost of innovation
activities.

.e coupling theory states integrating the coordination
channels of internal and external traditional innovation
factors, enhancing the coupling viscosity of internal and
external traditional innovation factors, and reducing the
misallocation of internal and external traditional innovation
factors, which require both the participation of innovation
subjects themselves and innovation assistance from forces
other than the subjects.We refer to analysis of Berchicci [10].
On the one hand, the government-led institutional inno-
vation factors regulate the depth of internal and external
innovation factors coordination, integration, and fit by in-
tellectual property protection, financial education support,
free trade in goods, market transaction quotas, financial
development scale, and industrial pollution control. On the
other hand, data innovation factors led by intermediaries
regulate the breadth of internal and external innovation
factors synergy, integration and adaptation by data pro-
duction level, data transmission speed, data user groups,
data application scope, data sharing degree, and data inte-
gration capabilities. Institution and data innovation factors
play the regulatory role of institutions and information
(intrinsic nature of data) on internal and external innovation
factors, thereby forming a multidimensional integrated in-
dicator of internal innovation factors, external innovation
factors, institutional innovation factors, and data innovation
factors.

Based on the above analysis, this article draws the def-
inition of the multidimensional innovation factor allocation.
.e cost theory synergizes internal and external innovation
factors. .e measurement indicator of internal innovation
factors can be from the three aspects of internal innovation
human resources, material resources, and financial re-
sources. .e measurement indicator of external innovation
factors can be from three aspects such as external innovation
technologies cooperation, absorption, and acquisition. .e
regulation role of institution and data innovation factors
depends on coupling theory. Institution innovation factor
measurement indicator can be from six aspects including
property rights protection, education support, trade free-
dom, trading markets, financial development, and pollution
control. Data innovation factor measurement indicator can
be from six aspects including data generation, transmission,
use, application, sharing, and integration.
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2.2. Indicator

2.2.1. Indicator Composition. .is paper is based on the
definition of innovation factors allocation, the operability of
indicators, and the availability of data. Combining with the
research of Tao and Xu [21], we select the specific quantitative
indicator. .e internal innovation human resources, financial
resources, and material resources in the internal innovation
factors are, respectively,measured from the full-time equivalent
of R&D personnel, internal R&D expenditures, and the
number of R&D organizations. .e external innovation
technology cooperation, absorption, and acquisition in external
innovation factors are, respectively, measured from external
R&D expenditures, foreign direct investment, and high-tech
product imports. Property rights protection, education sup-
port, trade freedom, trading market, financial development,
and pollution control in the institution innovation factors are,
respectively, measured from the total number of patent en-
forcement cases, financial education subsidies, total regional
goods exports, technology market turnover, deposits and loans
of financial institutions, and industrial pollution control in-
vestment. .e data generation, transmission, use, application,
sharing, and integration in the data innovation factors are,
respectively, measured from the number of Internet pages,
Internet broadband access ports, Internet users, total software
services, total post and telecommunications services, and the
number of robots owned. Taking the above four dimensions of
internal, external, institution, and data innovation factors as
innovation inputs, and taking per capita sales income of new
products as innovation output, we evaluate China’s innovation
factors allocation efficiency.

2.2.2. Variables and Data. .is paper is based on the panel
data of 30 provinces in China from 2009 to 2018 (except
Tibet). .e data are extracted from China Statistical Year-
book on Science and Technology, China Statistical Year-
book, China Internet Development Report, China
Information Yearbook, and International Federation of
Robotics. .e acquisition of the variables and the processing
of the data are performed as follows: Regarding the matches
and fillings of the data, the first is the number of robots
owned in China based on the industrial output value of the
main applications of industrial robots in each province. .e
second is filling the missing data of provinces according to
the difference between the national total and existing
provinces total. In addition, with regard to the methods of
the processing of the data, firstly, exchange rate adjustments
are converted by the ratio of RMB to USD. Secondly, the
price adjustment refers to the price index formula of Zhu
and Xu [22]. .e fixed asset investment index and the
consumer price index are, respectively, assigned weights of
0.45 and 0.55. Regarding the year 2009 as the price base
period, convert the nominal values into actual values.
.irdly, using the method of BEA for stock adjustment,
based on the annual investment flow after price adjustments
Et, we calculate the average annual growth rate gk. .en,
considering amortization of intangible assets for at least
10 years, and referring to Wang and Gao [23], set the

residual value rate dT to 10% and get the depreciation rate
δ � 1 − (dT)1/T � 0.2057. Lastly, the annual capital stock is
based on K0 � [E1(1 − δ/2)]/[gk + δ] and Kt � (1 − δ)

Kt− 1 + (1 − δ/2)Et. .e above contents are detailed in
Table 1.

2.3. A Random Forest Method. .e existing researches of
measuring efficiency mainly use nonparameter DEAmethod
and parameter SFA method. .e DEA method is used to
evaluate relative efficiency by constructing the optimal
production frontier. On the one hand, it refers to other
effective subjects instead of its own optimum, which is
difficult to purposely offer the adjustment direction
according to itself current inputs. On the other hand, it may
occur efficiency measurement bias if the optimal production
frontier is selected mistakenly. In addition, the SFA method
measures efficiency by determining the form of model and
the number of variables in advance. It means the differences
of the form of model and the number of variables lead to the
different measurement results. Meanwhile, the collinearity
between variables in the model also causes biased efficiency
measurement. Compared with DEA and SFA, the random
forest method not only gets rid of constraints including the
form of model, the number of variables, and the correlation
between variables, but also ensures the reliability of mea-
surement by resampling thousands of times. With reference
to Ouyang and Chen [24], the prediction of output can be
regarded as the maximum output achieved under the full
utilization of inputs by the random forest method.
According to this, we can calculate own optimal output in
terms of current inputs and then identify effectiveness by the
ration of actual output to optimal output. It does not refer to
other optimal subjects but shifts the focus to the judgment of
its own effectiveness. Moreover, it gets the contribution
rankings of various inputs to outputs from large to small
based on the principle of minimum sum of squares of re-
siduals.We further get themarginal impact characteristics of
inputs and find out the optimal combination of inputs and
thus put forward the further adjustment direction
depending on own current situation of inputs. .e intro-
duction of random forest method is below in detail.

A random forest method is an ensemble learning
method. .is method uses resampling to randomly select
sample data and sample characteristics to establish multiple
regression numbers, and themean value of the output results
of multiple regression trees is used as the final prediction
result. Based on the data of each input, this paper predicts
the results of each output according to the random forest
method. .e detailed steps are as follows:

(i) Suppose there are samples yi, ci1, ..., ciK 
N

i�1, N and
K, respectively, represent total number of samples
and features, yi is the individual i output, and
ci1, ..., cik is the individual i input. Based on this,
samples are drawn randomly with replacement.

(ii) Construct a regression tree with features m selected
from the sample, and perform feature splitting
according to the principle of the minimum sum of
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squared residuals. Specifically for the input indicator
ck, the critical point at which the optimal threshold is
known is d (the determination of d also adopts the
principle of minimum sum of squares of residuals).
.en according to the sample size of the left and
right sides of the critical points TU1 and TU2, we,
respectively, get the sample of U1 and U2:

U1(k, d) � yi, ci1, ..., ciK/ck ≤d 
TU1
i�1 ,

U2(k, d) � yi, ci1, ..., ciK/ck >d 
TU2
i�1 .

(1)

From this, the average value of the output results of each
sample can be obtained:

yU1 � mean yi/yi⊆U1( , yU2 � mean yi/yi⊆U2( . (2)

.e selection of the initial split node ck of the regression
tree is based on the following formula:

min
Ck

min 

TU1

i�1
yi − yU1( 

2
+ min 

TU2

i�1
yi − yU2( 

2⎡⎢⎣ ⎤⎥⎦. (3)

(i) .e selection of the remaining nodes of the re-
gression tree is repeated based on step (ii). .e
prepruning rule is set to include at least 5 sample
points for each node. When the rules are met, the
regression tree immediately stops splitting.

Table 1: Multidimensional innovation factor allocation indicator.

Dimension Target layer Operation layer Data sources Processing method

Inputs

Internal
innovation

factor

Internal innovation
human resources

.e full-time equivalent of
R&D personnel

China Statistical Yearbook
on Science and Technology —

Internal innovation
financial resources Internal R&D expenditures China Statistical Yearbook

on Science and Technology
Price adjustment and stock

adjustment
Internal innovation
material resources

.e number of R&D
organizations

China Statistical Yearbook
on Science and Technology —

External
innovation
factors

External innovation
technology
cooperation

External R&D expenditures China Statistical Yearbook
on Science and Technology

Price adjustment and stock
adjustment

External innovation
technology
absorption

Foreign direct investment China Statistical Yearbook
Exchange rate adjustment,
price adjustment, and
stock adjustment

External innovation
technology
acquisition

High-tech product imports China Statistical Yearbook
on Science and Technology

Exchange rate adjustment
and price adjustment

Institution
innovation
factors

Property rights
protection

.e total number of patent
enforcement cases China Statistical Yearbook —

Education support Financial education
subsidies China Statistical Yearbook Price adjustment

Trade freedom Total regional goods exports China Statistical Yearbook Exchange rate adjustment
and price adjustment

Trading market Technology market
turnover China Statistical Yearbook Price adjustment

Financial
development

Deposits and loans of
financial institutions China Statistical Yearbook Price adjustment

Pollution control Industrial pollution control
investment China Statistical Yearbook Price adjustment

Data innovation
factors

Data generation .e number of Internet
pages China Statistical Yearbook —

Data transmission Internet broadband access
ports China Statistical Yearbook —

Data use Internet users
China Internet Development
Report and China Statistical

Yearbook
—

Data application Total software services China Information
Yearbook Price adjustment

Data sharing
Total post and

telecommunications
services

China Statistical Yearbook Price adjustment

Data integration .e number of robots
owned

International Federation of
Robotics Price adjustment

Output Innovation output Per capita sales income of
new products

China Statistical Yearbook
on Science and Technology Price adjustment

Note: all the data are processed logarithmically to eliminate the influence of differences in indicator units.
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(ii) .e loop steps (i)-(iii) form a large number of re-
gression trees, and the average value of the above
regression tree results is used as the final prediction
of the output results.

In addition to regression analysis, the random forest
method can also evaluate the importance of each input and
its marginal influence on the output. .e nodes of the
regression tree are arranged from top to bottom according
to the contribution of each input to the reduction of the
residual sum of squares of the output. .e top is the input
with the largest contribution, and the bottom is the input
with the least contribution. According to this, the im-
portance of each input can be obtained. By sorting the
importance of input, we can get the important order of
input. .e marginal effect is mainly used to measure the
impact of a single input change on the output, which can be
defined as

f ck(  �
1
N

 N
i�1f ci1, ..., ck, ..., ciK( . (4)

In equation (4), f(ci1, ..., ck, ..., ciK) is the prediction
result of the random forest model f(·) when
ci1, ..., ck, ..., ciK 

N

i�1 is known. f(ck) is the mean of the
predicted results for all samples. Traverse all possible values
ck to get the corresponding result f(ck). .is draws a trend
graph f(ck) about ck and visualizes the influence path of the
input ck on the mean value of output f(ck).

3. Innovation Factors: Allocation Effectiveness
and Importance Degree

3.1. Effectiveness Identification. We use random forest
method, the algorithm is run 1000 times, and the average
value of 1000 times is regarded as the final prediction of
innovation output. Based on the above analysis, it is also the
optimal innovation output achieved by innovation factor
inputs. .en we get the ration of actual output to optimal
output, which is the allocation efficiency of innovation
factors from 30 provinces in China from 2009 to 2018. Based
on this, we identify the effectiveness of innovation factor
allocation for each province in China and offer the corre-
sponding schematic graph shown in Figure 1.

In Figure 1, the black solid dots indicate that the
province’s actual innovation output exceeds its own optimal
output, realizing the effective allocation of innovation fac-
tors, while the gray solid dots indicate that the province’s
actual innovation output is lower than its own optimal
output. .e effective allocation of innovation factors has not
been completed. According to the allocation of innovation
factors in each province from 2009 to 2018, each province is
divided into the following three types: one is fully effective,
and the province achieves an effective allocation of inno-
vation factors during the entire sample period; the second is
not fully effective, and the province only achieves the ef-
fective allocation of innovation factors in a part of the sample
period; the third is totally ineffective, and the province does
not meet the requirements of the effective allocation of
innovation factors during the full sample period.

As can be seen from Figure 1, the provinces with in-
novation factor allocation fully effective are Tianjin, Shanxi,
Shanghai, Zhejiang, Hubei, Hunan, Chongqing, and
Ningxia. .e above provinces can not only effectively co-
ordinate internal and external innovation factors during the
entire sample period, but also give full play to the coupling
role of institution and data innovation factors, organically
integrate the four-dimensional innovation factors into one,
and obtain innovation output that exceeds its own best state.
Although Chongqing and Ningxia are located in the rela-
tively backward western regions, there is a certain gap in the
innovation factor inputs compared with the developed re-
gions, and the optimal output that can be achieved by the
current innovation factor inputs is relatively low, so the actual
output of the two provinces reaching the optimal level is also
relatively easy. .e provinces where the allocation of inno-
vation factors is not fully effective are Beijing, InnerMongolia,
Liaoning, Jilin, Jiangsu, Anhui, Fujian, Jiangxi, Shandong,
Guangdong, Guangxi, Gansu, Qinghai, and Xinjiang. In the
abovementioned provinces, the innovation output obtained
by the innovation factor inputs in only some years is higher
than its own optimal level. Although Beijing, Jiangsu, Fujian,
Shandong, andGuangdong are located in eastern regions with
superior innovation conditions and abundant innovation
resources, their innovation factor inputs are relatively more,
and the optimal output that can be achieved by relying on
their existing innovation factor inputs is also relatively high.
.e actual output beyond its own optimal level is also rela-
tively difficult. .e provinces where the allocation of inno-
vation factors is totally ineffective are Hebei, Heilongjiang,
Henan, Hainan, Sichuan, Guizhou, Yunnan, and Shaanxi..e
actual output of the above eight provinces during the entire
sample period was lower than their optimal level. Although
Hebei is located in the economically developed eastern region,
the relatively high innovation factor inputs have caused
structural imbalance, and it is difficult to fully release the
efficacy of innovation factor inputs.

3.2. Importance Judgment. From the foregoing, the random
forest method can get the importance of the innovation
factor inputs according to the contribution to the reduction
of the square of the residual of the innovation output. It puts
the most important innovation factor input at the top of the
tree and the least important innovation factor input at the
bottom of the tree. .erefore, the higher the innovation
factor input located at the level of the tree, the greater the
contribution to the innovation output. According to the
importance of the innovation factor inputs from 2009 to
2018 (see Table 2), this paper draws a grid graph and a
boxplot graph (see Figures 2 and 3). .e grid graph reflects
the contribution degree, the changing trend, and the ab-
normal time point. .e larger the grid area, the greater the
importance. .e boxplot presents the average contribution
and scatter degree. Based on the above analysis, it provides
clear direction for improving the effectiveness of innovation
factor allocation.

In Table 2 and Figure 2, it can be seen that the con-
tribution of data application is the most prominent in 2009
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Figure 1: Effectiveness of innovation factor allocation.

Table 2: Importance of innovation factor inputs.

Innovation factor inputs 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 Mean Ranking
Internal innovation human
resources 0.0698 0.0543 0.0693 0.0742 0.0669 0.0579 0.0678 0.0706 0.0639 0.0961 0.0691 7

Internal innovation financial
resources 0.0519 0.0530 0.0471 0.0523 0.0368 0.0567 0.0505 0.0600 0.0575 0.0588 0.0525 9

Internal innovation material
resources 0.0878 0.0704 0.0636 0.0710 0.0831 0.0894 0.1036 0.1174 0.1105 0.0697 0.0867 4

External innovation technology
cooperation 0.0384 0.0455 0.0463 0.0409 0.0502 0.0511 0.0518 0.0453 0.0376 0.0560 0.0463 11

External innovation technology
absorption 0.0636 0.0873 0.0833 0.0912 0.1010 0.0824 0.0917 0.0928 0.1064 0.1367 0.0936 3

External innovation technology
acquisition 0.0627 0.1031 0.0888 0.0842 0.0742 0.0786 0.0583 0.0616 0.0792 0.0723 0.0763 5

Property rights protection 0.0314 0.0124 0.0173 0.0275 0.0228 0.0235 0.0205 0.0163 0.0158 0.0197 0.0207 16
Education support 0.0183 0.0187 0.0127 0.0132 0.0145 0.0143 0.0146 0.0130 0.0142 0.0149 0.0148 18
Trade freedom 0.0625 0.0560 0.0598 0.0754 0.0766 0.0595 0.0625 0.0682 0.0547 0.0661 0.0641 8
Trading market 0.0692 0.0926 0.0613 0.0241 0.0256 0.0216 0.0198 0.0292 0.0270 0.0294 0.0400 12
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and 2010, the contribution of external innovation technol-
ogy absorption is the most significant in 2013 and 2018, and
the performance of data integration is the most eye-catching
in the remaining years, which show that the data application,
external innovation technologies absorption, and data in-
tegration have significant impacts on the innovation output
during the entire sample period. In addition, the number

when the input of innovation factors contributes the most
value itself is as follows. First, the number topping the list in
2018 is five, respectively, including internal innovation
human resources, external innovation technology cooper-
ation, external innovation technology absorption, financial
development, and pollution control. Second, the number in
2010 is four, respectively, including external innovation

Table 2: Continued.

Innovation factor inputs 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 Mean Ranking
Financial development 0.0551 0.0540 0.0623 0.0657 0.0957 0.0837 0.0717 0.0623 0.0787 0.1123 0.0742 6
Pollution control 0.0188 0.0112 0.0156 0.0195 0.0204 0.0094 0.0153 0.0158 0.0267 0.0275 0.0180 17
Data generation 0.0439 0.0391 0.0569 0.0491 0.0627 0.0589 0.0680 0.0386 0.0305 0.0378 0.0485 10
Data transmission 0.0592 0.0338 0.0367 0.0320 0.0439 0.0367 0.0334 0.0227 0.0320 0.0217 0.0352 13
Data use 0.0287 0.0190 0.0201 0.0278 0.0276 0.0250 0.0192 0.0175 0.0182 0.0165 0.0220 15
Data application 0.1078 0.1226 0.1138 0.1008 0.0707 0.0933 0.0876 0.0924 0.0883 0.0653 0.0943 2
Data sharing 0.0294 0.0245 0.0301 0.0301 0.0383 0.0350 0.0324 0.0374 0.0223 0.0215 0.0301 14
Data integration 0.1015 0.1025 0.1150 0.1211 0.0889 0.1227 0.1313 0.1387 0.1367 0.0777 0.1136 1
Note: the ranking results are based on the annual average value.

2010 2011 2012 2013 2014 2015 2016 2017 20182009
time

Data intergration

Data sharing

Data application

Data use

Data transmission

Data generation

Pollutution control

Financial development

Trading market

Trade freedom

Education support

Property rights protection

External innovation technology acquisition

External innovation technology absorption

External innovation technology cooperation

Internal innovation material resources

Internal innovation financial resources

Internal innovation human resources

in
pu

t

Figure 2: Grid graph of innovation factor inputs importance.
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technology acquisition, education support, trading market,
and data application. .ird, the number in 2009 and 2016 is
three, which, respectively, include property rights protec-
tion, data transmission and data use in 2009, and internal
innovation financial resources, internal innovation material
resources, and data integration in 2016. Forth, the number in
2013 is two, respectively, including trade freedom and data
sharing, the input in 2015 is data generation, and there is
none in 2011, 2012, 2014, and 2017..is shows that the input
structure of innovation factors in 2018 is more reasonable
than other years, it gives full play to the advantages of in-
novation factor inputs, and there is the most innovation
factor input contributing its greatest impact.

In Table 2 and Figure 3, the average contribution of in-
novation factor inputs during the entire sample period is
ranked from large to small, followed by data integration, data
application, external innovation technology absorption, in-
ternal innovation material resources, external innovation
technology acquisition, financial development, internal in-
novation human resources, trade freedom, internal innova-
tion financial resources, data generation, external innovation
technology cooperation, trading market, data transmission,

data sharing, data use, property rights protection, pollution
control, and education support. .e ranking top two belong
to data innovation factors. It confirms not only the impor-
tance of the data innovation factor inputs, but also the data
integration measured by the number of robots owned and the
data application measured by the total amount of software
business, which implies artificial intelligence and advanced
manufacturing playing the important role within reforming
the synergy of internal and external innovation factors and
promoting the acceleration of innovation output. Data in-
novation factors have the characteristic of strong integration.
.ey can overcome the limitations of time and space, which is
conducive to the optimization and upgrading of internal and
external innovation factors and the complementary advan-
tages between internal and external innovation factors, which
greatly promotes the improvement of innovation output.
Internal innovation human resources, internal innovation
financial resources, external innovation technology absorp-
tion, education support, pollution control, and data trans-
mission all have outliers. Five have large outliers which all
appear at the largest time point of its own contribution, and
three appeared in 2018. It not only illustrates the relatively

Data intergration

Data sharing

Data application

Data use

Data transmission

Data generation

Pollutution control

Financial development

Trading market

Trade freedom

Education support

Property rights protection

External innovation technology acquisition

External innovation technology absorption

External innovation technology co0peration

Internal innovation material resources

Internal innovation financial resources

Internal innovation human resources

in
pu

t

0.08 0.120.04
Coontribution

Figure 3: Boxplot of innovation factor inputs importance.
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reasonable input structure of innovation factors in 2018, but
also implies that the overall input structure of innovation
factors in China is undergoing continuous adjustment and
improvement.

4. Innovation Factors: Marginal Effects and
Input Choices

4.1. Marginal Effect Trend. .e above discusses the impor-
tance of each innovation factor input to the innovation
output under the existing innovation factor inputs combi-
nation, which is the static analysis of the impact on the
innovation output. If the innovation factor input has a
significant impact on innovation output, will it continue to
increase inputs or be subject to threshold constraints? .e
answer to this question requires us to give the dynamic
changes in the marginal effect trend of innovation factor
input.

Based on the importance ranking of innovation factor
inputs, the top eight cumulative impacts exceeding 60% of
the total impact are regarded as important innovation
factor inputs, followed by data integration, data applica-
tion, external innovation technology absorption, internal
innovation material resources, external innovation tech-
nology acquisition, financial development, internal inno-
vation human resources, and trade freedom. At the same
time, it is found that the above inputs are evenly distributed
in the internal, external, institution, and data innovation
factors. In order to obtain the time changing trend of the
marginal effects of each important innovation factor, the
marginal effect graph of each important innovation factor
input is given in the order of the abovementioned four-
dimensional innovation factors (see Figure 4). We select
2009 (dotted line type), 2012 (lower solid line), 2015
(dashed line), and 2018 (higher solid line) for describing in
detail.

.ere are three key boundary points in the marginal
effect trend graph in Figure 4, which are two turning points
(indicated by ×) and the maximum slope point (indicated by
∗). Before the first turning point is the initial stage of in-
novation factor input impact, and the marginal impact on
innovation output is relatively flat. .e first turning point to
the maximum slope point is the marginal impact on in-
novation output from the increasing to the maximum. .e
stage between the maximum slope point and the second
turning point is the marginal incremental impact of the
innovation factor input fallen to the suspended. .e second
turning point is the innovation factor input required for
maximum innovation output. .e marginal impact of in-
creasing the innovation factor input on innovation output is
almost zero after the second turning point. It can be con-
cluded that the optimal innovation factor is the amount of
innovation factor input required when the innovation
output reaches its maximum output. If all the important
innovation factor inputs in a province have exceeded the
second turning point, then the province’s important inno-
vation factor investment portfolio is the best. Based on this,
we give the key boundary points of the marginal effect of

important innovation factor inputs in 2009, 2012, 2015, and
2018 (see Table 3).

Combining the time trend of the marginal effects of
important innovation factors, we find that the impact on
innovation output is nonlinear in whole process. In addition,
the positions of the first turning point, the maximum slope
point, and the second turning point are not exactly the same
in 2009, 2012, 2015, and 2018. It can be seen that the demand
for important innovation factor inputs in different periods is
somewhat different. Details are as follows: Firstly, the first
turning point of internal innovation human resources, fi-
nancial development, and data integration between 2009 and
2015 is relatively closer. .e distance of the first turning
point in internal innovation material resources, external
innovation technology acquisition, and data application
between 2012 and 2015 is the shortest. At the same time,
except for trade freedom, the first turning point of the other
important innovation factor inputs in 2018 appears later
than the other years. It shows that the amount of the im-
portant innovation factor inputs required at the starting
point of increasing marginal effects in 2009, 2012, and 2015
is relatively stable, while the amount of the important in-
novation factor inputs required in 2018 is higher than that in
2009, 2012, and 2015. Secondly, the distance of all important
factor inputs between the first turning point and the
maximum slope point in 2018 is smaller than in 2009, 2012,
and 2015. It indicates that, compared with other years, the
important innovation factor inputs have the certain foun-
dation and do not have a relatively long period of marginal
effect growth in turn in 2018. .irdly, the second turning
point of internal innovation human resources in 2018 ap-
pears earlier than in 2009, 2012, and 2015, while the second
turning point of the other important innovation factors in
2018 appears later than in 2009, 2012, and 2015. It indicates
that, comparing 2018 with the other years, the demand for
internal innovation human resources is relatively small, and
the demand for other important innovation factors is greater
in the optimal innovation factor inputs required to achieve
the maximum innovation output.

4.2. Inputs Selection Analysis. .e ranking top eight of the
innovation factor inputs’ importance in 2012 and 2018 are
consistent with the result of the average contribution
ranking in Table 2. .erefore, the input of important in-
novation factors in each province in 2012 and 2018 is carried
out by grouping accordingly. It can not only analyze the time
changes of important innovation factor inputs, but also
propose future adjustment direction based on the current
innovation factor inputs in each province.

According to the grouping of important innovation
factor inputs in each province in 2012 and 2018 (see Table 4),
combined with the marginal effect graph of important in-
novation factor inputs in 2012 and 2018 (see Figures 4(a)–
4(h), respectively, corresponding to the lower and the higher
solid line), the following important features are found:
Firstly, part of important innovation factor inputs in some
provinces have not exceeded the critical value of the first
turning point..at means these important innovation factor
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Figure 4: Continued.
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inputs have not yet reached the starting point of increasing
marginal effects. Secondly, all important innovation factor
inputs in some provinces are between the first turning point
and the second turning point. .at indicates all important
innovation factor inputs are in the stage where their mar-
ginal effect increases to the maximum and then to the
gradual decline. .irdly, part of important innovation factor
inputs in some provinces have reached the second turning
point threshold value, which means that these important
innovation factors have completed the optimal inputs.
Fourthly, all important innovation factor inputs in some
provinces exceed the second turning point threshold value,
which indicates that all important innovation factor inputs
meet the optimal portfolio requirements. Based on the above
four important characteristics, we classify the input of im-
portant innovation factors in each province in 2012 and
2018, analyze the characteristics of changes in the important
innovation factor inputs, and propose future innovation
development policies.

Based on the summary of important innovation factor
inputs grouping characteristics in each province in 2012 and
2018 (see Table 5), the changes in the following grouping
characteristics of each province are obtained: Firstly, the
important innovation factor inputs in some provinces in

2012 and 2018 have always maintained the characteristics
(a), such as Qinghai and Ningxia. Although Ningxia shows
the innovation factor allocation is effective in 2012 and 2018,
the optimal innovation output achieved is low due to its
existing innovation factor inputs. It implies that the above
provinces need to significantly increase the important in-
novation factor inputs, which can not only increase the
actual innovation output, but also raise the optimal output
threshold standard. Secondly, the important innovation
factor inputs in some provinces in 2012 and 2018 remain at
the characteristic (b), such as Tianjin, Hebei, Liaoning, Jilin,
Anhui, Henan, Hunan, and Chongqing..e above provinces
may refer to the contribution ranking of important inno-
vation factor inputs and determine the appropriate direction
for the increase in the important innovation factor inputs.
.ere are also some provinces where the important inno-
vation factor inputs have dropped from the characteristics
(b) in 2012 to the characteristics (a) in 2018, such as Shanxi,
Inner Mongolia, Heilongjiang, Jiangxi, Guangxi, Hainan,
Guizhou, Yunnan, Gansu, and Xinjiang. .e above prov-
inces input less in data applications..e contribution of data
application input is among the best. Increasing the inputs of
data application can not only make the provinces get rid of
the characteristics (a), but also promote the improvement of

Table 3: Key boundary point of the important innovation factor inputs’ marginal effect.

2009 2012 2015 2018
α β c α β c α β c α β c

(a) 7.57 9.39 11.11 7.49 7.50 11.45 7.57 7.58 11.96 9.65 10.28 10.80
(b) 5.70 5.81 7.44 4.34 7.06 7.38 4.44 6.29 8.22 6.17 6.33 8.42
(c) 15.54 18.78 19.20 15.68 19.03 20.24 16.07 19.24 20.38 16.79 18.86 20.97
(d) 11.25 15.21 16.92 9.75 9.76 17.16 9.31 16.35 17.11 12.90 14.42 17.25
(e) 14.02 16.32 17.99 12.88 16.77 18.24 12.15 16.00 18.31 13.36 18.22 18.83
(f ) 18.58 18.64 20.38 17.87 17.88 20.80 18.25 19.88 21.31 19.61 20.00 21.51
(g) 12.83 13.51 16.17 9.35 14.36 17.11 10.35 14.19 17.21 14.38 14.54 18.23
(h) 13.99 15.61 16.96 13.20 16.56 17.95 14.42 17.59 19.48 15.50 18.44 20.26
Note: α, β, c, respectively, represent the first turning point, the maximum slope point, and the second turning point boundary value.
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Figure 4: Marginal effect trend of important innovation factor inputs. (a) Internal innovation human resources. (b) Internal innovation
material resources. (c) External innovation technology absorption. (d) External innovation technology acquisition. (e) Trade freedom. (f )
Financial development. (g) Data application. (h) Data integration.
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Table 4: Important innovation factor inputs grouping.

(a) (b) (c) (d) (e) (f ) (g) (h)

Beijing 2012 4 3 3 3 2 3 4 3
2018 4 3 3 3 2 3 3 3

Tianjin 2012 3 2 3 3 3 3 3 3
2018 3 3 3 3 2 3 3 3

Hebei 2012 3 2 2 3 2 3 2 3
2018 3 3 3 2 2 3 3 3

Shanxi 2012 3 2 2 3 2 3 2 2
2018 2 1 2 3 2 3 1 2

Inner Mongolia 2012 3 2 2 3 2 3 2 2
2018 1 1 2 1 2 2 1 2

Liaoning 2012 3 2 3 3 3 3 3 3
2018 3 3 3 3 2 3 3 2

Jilin 2012 3 2 2 3 2 3 3 3
2018 2 2 2 2 2 2 3 3

Heilongjiang 2012 3 2 2 3 2 3 2 2
2018 2 1 2 1 2 2 1 2

Shanghai 2012 3 3 4 4 4 3 3 3
2018 4 3 4 4 3 3 3 3

Jiangsu 2012 4 4 4 4 4 4 4 4
2018 4 4 4 4 4 3 3 4

Zhejiang 2012 3 4 3 3 4 4 3 3
2018 4 3 3 3 3 3 3 3

Anhui 2012 3 2 2 3 2 3 2 3
2018 3 3 3 3 2 3 3 3

Fujian 2012 3 2 3 3 3 3 3 3
2018 4 3 3 3 2 3 3 3

Jiangxi 2012 3 2 2 3 2 3 2 2
2018 3 3 3 3 2 3 1 3

Shandong 2012 3 4 3 3 3 3 3 4
2018 4 3 3 3 2 3 3 3

Henan 2012 3 2 2 3 2 3 2 3
2018 3 3 3 3 2 3 3 3

Hubei 2012 3 2 2 3 2 3 3 3
2018 4 3 3 3 2 3 3 3

Hunan 2012 3 2 2 3 2 3 3 3
2018 3 3 3 3 2 3 3 3

Guangdong 2012 4 4 4 4 4 4 4 4
2018 4 4 4 4 4 4 4 4

Guangxi 2012 3 2 2 3 2 3 2 2
2018 2 2 2 3 2 2 1 2

Hainan 2012 3 2 2 3 2 3 2 2
2018 1 1 2 2 2 1 2 1

Chongqing 2012 3 2 2 3 2 3 3 3
2018 3 3 3 3 2 3 3 3

Sichuan 2012 3 2 2 3 2 3 3 3
2018 4 3 3 3 2 3 3 3

Guizhou 2012 3 2 2 3 2 3 2 2
2018 1 3 2 2 2 2 1 2

Yunnan 2012 3 2 2 3 2 3 2 2
2018 2 1 2 2 2 2 1 2

Shaanxi 2012 3 2 2 3 2 3 3 2
2018 4 3 2 3 2 3 3 2

Gansu 2012 3 2 2 3 2 3 2 2
2018 1 1 2 1 2 1 1 2
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innovation output. .ere are also some provinces where the
investment in important innovation factors has risen from
the characteristic (b) in 2012 to the characteristic (c) in 2018,
such as Fujian, Hubei, Sichuan, and Shaanxi. .e grouping
characteristics have been upgraded, and the above provinces
need to continue to maintain this situation, or they can
increase investment in innovation factors which have a large
gap such as trade freedom and other factors. .irdly, the
input of important innovation factors in some provinces in
2012 and 2018 has always remained at the characteristic (c),
such as Beijing, Shanghai, Zhejiang, and Shandong. .e
above provinces may be based on the gap of some important
innovation factors between current and optimal inputs,
combined with the contribution of important innovation
factor inputs, giving priority to the important innovation
factors with small gaps and large contributions. Fourthly, the
inputs of important innovation factors in Guangdong in
2012 and 2018 have met the requirements of characteristics
(d). It means that Guangdong has realized the effective
allocation of innovation factors in 2018. If they want to
improve the optimal innovation output standard, it is more
difficult to start from the input end of innovation factors. It
may be achieved by changing the existing innovation de-
velopment patterns. .e important innovation factor inputs
in Jiangsu Province have declined from the characteristics
(d) in 2012 to the characteristics (c) in 2018. Jiangsu Province
may continue to increase inputs in financial development
and data applications in the future.

5. Conclusions and Future Research

Innovation is the driving force of economic development,
and effectively measuring the allocation of innovation fac-
tors is conducive to better playing the role of innovation. We
use the random forest method to identify the effectiveness of
innovation factor allocation in 30 provinces in China from
2009 to 2018 and explore the importance of the innovation
factor inputs’ contribution in the entire sample period and
its own maximum contribution timing. .en we further
grasp the marginal effect characteristics of important in-
novation factor inputs, catch the time changes of its key
boundary points, analyze the actual inputs of each province
based on the optimal combination of important innovation
factor inputs, and finally propose future adjustment direc-
tions. .e specific conclusions reached are as follows.

First, more than half of the provinces is not fully effective
in the innovation factor allocation. How to rely on internal
and external innovation factors and make use of institution
and data innovation factors to achieve the actual innovation
output higher than their own optimal levels is still in a period
of exploration and adjustment. Second, from the perspective
of the importance of innovation factor inputs, data inno-
vation factors especially data integration and data applica-
tions have contributed significantly, which reflects the
important impact of data innovation factors on innovation
output. From the view of the maximum contribution time of
innovation factor input, the most innovation factor inputs

Table 4: Continued.

(a) (b) (c) (d) (e) (f ) (g) (h)

Qinghai 2012 1 1 1 1 1 1 1 1
2018 1 1 1 1 1 1 1 1

Ningxia 2012 3 1 2 3 2 3 2 2
2018 1 1 2 1 2 1 1 2

Xinjiang 2012 3 2 2 3 2 3 2 2
2018 1 1 2 1 2 1 1 2

Note: the input of important innovation factors is divided into group 1 before the first turning point, into group 2 between the first turning point and the
maximum slope point, into group 3 between the maximum slope point and the second turning point, and into group 4 after the second turning point.

Table 5: Grouping characteristics of important innovation factor inputs.

Grouping characteristics 2012 2018

(a) Part of important innovation factor inputs
has not yet reached the starting point of
increasing marginal effect

Qinghai, Ningxia

Shanxi, Inner Mongolia, Heilongjiang,
Jiangxi, Guangxi, Hainan, Guizhou,
Yunnan, Gansu, Qinghai, Ningxia,

Xinjiang

(b) All the important innovation factor inputs
are in the marginal effects from increasing to
maximum and then to falling flat stage

Tianjin, Hebei, Shanxi, Inner Mongolia,
Liaoning, Jilin, Heilongjiang, Anhui, Fujian,
Jiangxi, Henan, Hubei, Hunan, Guangxi,
Hainan, Chongqing, Sichuan, Guizhou,

Yunnan, Shaanxi, Gansu, Xinjiang

Tianjin, Hebei, Liaoning, Jilin, Anhui,
Henan, Hunan, Chongqing

(c) Part of important innovation factors has
completed the input required for the optimal
combination of innovation factors

Beijing, Shanghai, Zhejiang, Shandong
Beijing, Shanghai, Jiangsu, Zhejiang,
Fujian, Shandong, Hubei, Sichuan,

Shaanxi
(d) All the important innovation factor inputs
meet the requirements of optimal
combination

Jiangsu, Guangdong Guangdong
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contribute its own maximum value in 2018, suggesting that
the structure of China’s innovation factor input has an
overall upward development trend. .ird, the marginal
effects of important innovation factor inputs are nonlinear,
and the positions of the first turning point, the maximum
slope point, and the second turning point of the marginal
effect of important innovation factor inputs in different
periods are different, indicating that the marginal effect of
important innovation factor inputs on innovation output is
not always the same. Based on this, we find out the optimal
combination of important innovation factor inputs. Fourth,
Guangdong Province has achieved the optimal combination
of important innovation factor inputs or can change the
existing innovation development pattern, while the
remaining provinces have not yet reached the optimal factor
input requirements and need to adjust the inputs to improve
the current innovation choice.

Based on the above conclusions, the following policy
implications can be obtained. Firstly is improving the ef-
fectiveness of the innovation factor allocation further. We
not only need to pay attention to the coordination of internal
and external innovation factors, but also focus on the
coupling of institution and data innovation factors. Secondly
is giving full play to the potential of data innovation factors,
especially data application and data integration: Developed
provinces may be able to make further development, while
backward provinces may be able to achieve curve overtaking.
.irdly is grasping the marginal effects of important in-
novation factor inputs, and making good use of the impact
trend of the important innovation factor inputs. Fourth,
each province makes appropriate innovation development
policies based on local conditions and rationally adjusts the
current innovation factor inputs selection according to the
optimal combination.

Needless to say, this paper has some limitations, which
are also the basis of future research in this paper. Firstly,
when evaluating the effectiveness of innovation factors
allocation, this paper takes internal innovation factors,
external innovation factors, institutional innovation
factors, and data innovation factors as innovation factor
inputs, and per capita new product sales revenue as in-
novation output. Except for per capita new product sales
revenue, it can also be measured by indicators such as per
capita gross national product in the evaluation of inno-
vation output. .erefore, it is necessary to add other
variables that can measure innovation output to identify
the effectiveness of innovation factor allocation in further
research, so as to more comprehensively show the allo-
cation situation of innovation factors in various provinces
in China.

Secondly, this paper takes China’s provinces as the re-
search object and evaluates the innovation factor allocation
from the macrolevel. In addition, it also has practical sig-
nificance of evaluating the innovation factor allocation from
the meso- and microlevels. .erefore, it is necessary to
analyze the innovation factor allocation from the industry
level and the enterprise level and further explore the future
adjustment direction of the innovation factor allocation at
the meso- and microlevels.

Finally, when analyzing the impact of innovation
factor input, this paper focuses on the marginal effect
trend and key boundary points of important innovation
factor input but does not show the impact of remaining
innovation factor input on innovation output. Although
the impact of this part of innovation factor inputs is not
significant, they also make the marginal contributions to
innovation output. In the future, we may further explore
the marginal effect characteristics and key boundary
points of such innovation factor inputs. It may draw other
important conclusions.
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To cope with the volatility of customer order demand, enterprises need to formulate a reasonable production plan based on
customer demand for the completion period and their current manufacturing capacity. ,e existing studies have not fully
considered the complex processing procedures, the features of manufacturing attributes, and the repetitive orders of stable
consumers. To solve these problems, this paper explores the order management and completion date prediction of manufacturing
job-shop based on deep learning. Specifically, the features of manufacturing attributes were extracted and used to predict the
activities and completion time of different manufacturing tasks in order management. In addition, a deep learning prediction
model was constructed based on a bidirectional long short-termmemory network (BiLSTM) and self-attentionmechanism, which
completes the order management and completion date prediction.

1. Introduction

With the continuous development of the market economy
and the advancement of science and technology, consumers
expect ordered products to be delivered within a shorter
cycle [1–7]. ,e increasingly market-centric order pro-
duction method puts forward extremely strict requirements
on the corporate capacity of production and timely com-
pletion [8–10]. To cope with the volatility of customer order
demand, i.e., meet consumer requirements on the quality
and completion date of ordered products, enterprises need
to effectively control the ordered tasks in the
manufacturing job-shop and to formulate a reasonable
production plan based on customer demand for the
completion period and their current manufacturing ca-
pacity [11–18]. In the manufacturing industry, order
management runs through the entire production cycle. ,e
accurate prediction of the product completion period is the
main factor affecting the decision of order management
and control [19–22].

Chen [23] constructed a system based on the knowledge
of fuzzy neural networks, aiming to improve the perfor-
mance of manufacturing job-shop in predicting completion

time and allocating internal delivery time. In the system,
multiple experts construct their own fuzzy multiple linear
regression (MLR) models and predict the job completion
time/cycle. Drawing on concepts like machine learning,
evolution, and metaheuristic learning, Patil [24] developed
an enhanced differentiable dynamic quantization (DDQ)
model based on an artificial neural network (ANN).
Computational experiments show that the model outshines
traditional ANN-based DDQ in the prediction of the
completion date, in different job-shop environments and on
different volumes of training data. To prevent overfitting
from weakening the generalization ability of a single neural
network, Zhu et al. [25] introduced a neural network en-
semble to propose a Bagging approach based on the cluster
analysis of the 0.632 prediction error and conducted a case
study to illustrate the whole steps to predict the product due
date by using neural network ensemble. ,e operation of
manufacturing job-shop is difficult to manage, owing to the
heterogeneity of raw materials, complex transformation
process, and varied production flows. Dumetz et al. [26]
provided a simulation framework enabling the comparison
and evaluation of different production planning strategies
and order management strategies. ,e framework integrates
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a basic enterprise resource planning (ERP) system. ,e user
can configure the production plan and order management
process and evaluate the model performance in various
market environments using the discrete event simulation
model. After setting up a set of candidate features, Liu et al.
[27] presented a feature selection algorithm based on the
self-organizing map-feature-weighted fuzzy c-means (SOM-
FWFCM) algorithm. Taking the production data of a job-
shop as an example, the proposed algorithm was compared
with four feature selection algorithms. ,e comparison
demonstrates the effectiveness of that algorithm.

,e completion time of ordered products can be pre-
dicted well by combining data mining with the analysis of
the discrete data in the manufacturing industry, which are
featured by scattered distribution, large volume, and poor
authenticity. However, the existing studies have not fully
considered the complex processing procedures, the features
of manufacturing attributes, and the repetitive orders of
stable consumers. To solve these problems, this paper ex-
plores the order management and completion date pre-
diction of manufacturing job-shop based on deep learning.
Section 2 extracts the features of manufacturing attributes,
using the recursive feature elimination approach of random
forest (RF), principal component analysis (PCA), and
k-means clustering (KMC). Based on the extracted features,
Section 3 predicts the activities and completion time of
different manufacturing tasks in order management and
constructs a deep learning prediction model based on bi-
directional long short-term memory network (BiLSTM) and
self-attention mechanism. ,e proposed model was proved
effective through experiments.

2. Feature Extraction

In complex orders, the diverse products are manufactured in
small batches through complicated and variable operations.
As a result, it is not very desirable to predict the completion
period of the products in complex orders by optimizing the
processing operations of these products using heuristic al-
gorithms. In the manufacturing job-shop, the order com-
pletion time is affected by complex, stochastic, and
correlated factors. During real-world job-shop production,
there is no ability to collect all the valuable and real in-
formation from the manufacturing process of ordered
products. ,erefore, it is particularly important to clarify the
association between the information containing lots of
abnormal data and the completion period of ordered
products.

,e completion date of ordered products is affected by
the following factors: requirement on order quality, urgency
of delivery, importance of consumers, profit margin of
order, task volume of order, and complexity of operations.
,is paper proposes a hybrid algorithm for mining the
factors affecting the completion period of ordered products.
Firstly, the important features of manufacturing attributes
were extracted by the recursive feature elimination approach
of RF. ,en, the linear features of manufacturing attributes
were extracted through the PCA. After that, the KMC was
applied to extract the nonlinear features of manufacturing

attributes. Finally, the extracted important features, linear
features, and nonlinear features are fully fused.

2.1. Extraction of Important Features. ,e recursive feature
elimination approach of RF is detailed as follows:

Step 1. Perform random sampling with the replacement
on the manufacturing attribute samples in the original
training set C. Suppose there are M original samples,
and N samples are selected in each sampling. Denote
the i-th bootstrap sample set generated through mul-
tiple random repetitive sampling as δi.
Step 2. Select the splitting feature and the splitting point
with the smallest Gini index to split the decision tree
(DT), and build the i-th nonpruned and fully grown
classification and regression tree (CART) ψi based on
the bootstrap sample set δi. Repeat this step until all
DTs are constructed.
Step 3. Calculate the mean square error (MSE) of the RF
model. For the i-th DT ψi, define the M-N samples not
collected in the i-th random sampling as a set NDSi. Let
EMSE

i be the MSE of DT ψi, wc be the true value of the
test data, and w∗ic be the predicted value of DT ψi. ,en,
the MSE can be calculated by the following:

E
MSE
i �


M−N
c�1 wc − w

∗
ic( 

2

M − N
. (1)

Step 4.Calculate the importance score of each feature of
manufacturing attributes. ,e importance score FRc of
feature FEc can be calculated by the following:

FRc �
1
l



l

i�1
S′MSE

i − S
MSE
i . (2)

Step 5. Output the feature set of manufacturing attri-
butes corresponding to the minimum EMSE

i , during the
elimination of the feature with the smallest FRc.

2.2. Extraction of Linear Features. Let C� {c1, c2, . . ., ct} be the
original training set composed of the column vectors of
manufacturing attribute samples. In this paper, the PCA is
adopted to extract the linear features from manufacturing at-
tributes. In essence, the extraction searches for a unit projection
vector φ that maximizes the projected variance of ci on φ.

To eliminate the influence of the varied dimensionality
between the column vectors of manufacturing attribute
samples, C can be normalized by the following:

Q � q1, q2, . . . , qt  � c1 − e, c2 − e, . . . , ct − e , (3)

where

e �
1
t

 t
i�1ci. (4)

Let Λ be the covariance matrix of sample set Q. ,e
projection variance PV(q) of dataset Q� {q1, q2, . . ., qt} on
unit vector φ can be calculated by the following:
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1
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i�1
ϕψ

qiq
ψ
i ϕ � ϕψ
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t

i�1
qiq

ψ
i

⎛⎝ ⎞⎠ϕ.

(5)

,us, the PCA can be converted into the following
mathematical problem:

max
ϕ

ϕψ  ϕ

s.t.ϕψϕ � 1
.

⎧⎪⎨

⎪⎩
(6)

Let μ be the Lagrangian multiplier. Formula (6) can be
solved by the Lagrangian function U(φ, μ):

U(ϕ, μ) � ϕψ  ϕ − μϕψϕ. (7)

Solving the partial derivative of U(φ,μ) for φ:

zU(ϕ, μ)

zϕ
� 2 ϕ − 2μϕ � 0⇒ ϕ � μϕ. (8)

Combining Λφ� μφ with formula (8):

FR(q) � ϕψ
1
t



t

i�1
qiq

ψ
i

⎛⎝ ⎞⎠ϕ � ϕψ  ϕ � μϕψϕ � μ. (9)

Formula (9) shows that the eigenvalue of the covariance
matrix Λ of manufacturing attribute sample q is its pro-
jection variance on unit vector φ. ,e largest eigenvalue of Λ
is the maximum projection variance, and the second largest
eigenvalue of Λ is the next best projection variance. ,e rest
can be obtained by analogy. ,e flow of the PCA is detailed
as follows:

Step 1. Normalize the original training set C� {c1, c2,
. . ., ct} to eliminate the influence of the varied di-
mensionality between the column vectors of
manufacturing attribute samples. ,at is, ensure that
the mean projection e′ of normalized dataset Q� {q1,
q2, . . ., qt} on projection vector φ equals zero:

e′ �
1
t



t

i�1
q
ψ
i ϕ �

1
t



t

i�1
q
ψ
i

⎛⎝ ⎞⎠ϕ � 0. (10)

Step 2. Compute the covariance matrix Λ of sample
set Q:

Λ �
1
t



t

i�1
qiq

ψ
i . (11)

Step 3. Decompose the eigenvalues of covariancematrix
Λ, and sort them in descending order. Denote the
ranked eigenvalues and the corresponding eigenvectors
as {ξ1, ξ2, . . ., ξt} and {φ1, φ2, . . ., φt}, respectively.
Step 4. Map the eigenvectors {φ1, φ2, . . ., φv} corre-
sponding to the top v eigenvalues. Let qN

i be the
mapped sample data. ,en, the t-dimensional data can
be mapped into v-dimensional data by the following:

q
new
i �

ϕψ1 qi

ϕψ2 qi

⋮

ϕψv qi

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (12)

,e cumulative contribution rate c can be determined
by the following:

c �

������


v
i�1 ξ

2
i


t
i�1 ξ

2
i




. (13)

2.3. Extraction ofNonlinear Features. ,eKMCwas adopted
to extract the nonlinear features of manufacturing attributes.
Before feature extraction, the low-dimensional data on or-
dered products should be mapped into high-dimensional
data through the following steps:

Step 1. Perform feature interaction on the original
training set C� {c1, c2, . . ., ct} and denote the resulting
interactive feature set as C’� {c0,1, c1,2, . . ., ct−1,t}. Let qij
be the area feature interaction result between features qi
and qj. ,e feature product interaction can be calcu-
lated by the following:

qi,j � qi × qj. (14)

Step 2. Set the number of clusters for nonlinear
manufacturing features and select an initial center
randomly for each class. Find the optimal number
of classes by the inflection point method for the
within-cluster sum of squares, i.e., compute the
within-cluster sum of squares at different k values.
Let SU(f1, f2, . . ., fK) be the within-cluster sum-of-
squares; fj be the center of the j-th cluster; qi be the
i-th sample in the j-th cluster; rj be the total
number of samples in the j-th cluster. ,en, the
optimal number of clusters can be calculated by the
following:

SU f1, f2, . . . , fK(  � 
K

j�1


rj

i

qi − fj 
2
. (15)

Step 3. Compute the distance between each cluster
center and each interactive feature in the dataset.
Based on the computed results, assign the interac-
tive feature to the right cluster. Measure that dis-
tance with cosine similarity. ,e cosine similarity
between samples q1 and q2 can be calculated by the
following:

v �


r
i�1 q1iq2i������


r
i�1 q

2
1i

 ������


r
i�1 q

2
2i

 . (16)

Step 4. Update the center of each cluster based on the
mean of the samples in that cluster. ,e partial de-
rivative of the loss function can be calculated by the
following:
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zfj
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h

j�1


rj

i

z qi − fj 
2

zfj

� 

rj

i

z qi − fj 
2

zfj

� 

rj

i

−2 qi − fj .

(17)

Making formula (17) equal to zero:



rj

i

−2 qi − fj  � 0,

rjfj − 

rj

i

qi � 0⇒fj �


rj

i�1 qi

rj

.

(18)

Formula (18) shows that the loss is minimized, when
the cluster center equals the mean of all samples in that
cluster.
Step 5. Repeat Steps 3-4 until the termination condition
is satisfied.
Step 6. Output the K cluster centers as the nonlinear
features extracted from manufacturing attribute
samples.

Figure 1 explains the flow of linear and nonlinear feature
extractions. All completion date prediction models are
verified on the test data. ,e above algorithm is adopted to
extract the features of the factors affecting the completion
date, according to the test error of each model. ,en, the
mean test error is computed, and the prediction model with
the smallest test error is selected.

3. Prediction of Activities andCompletion Time

Process mining of predictive order management helps job-
shop managers identify abnormal, incompliant order
management activities so that they could take emergency
measures and crisis response measures. In the context of
order management, the prediction of activities and com-
pletion time of each manufacturing task brings several
advantages: effectively increasing job-shop production ef-
ficiency, significantly lowering operating costs, and accu-
rately recognizing illegal activities.

Figure 2 presents the framework of the prediction model
for order management activities and completion time.,ere
are five layers in the framework: an input layer, an em-
bedding layer, a BiLSTM layer, a self-attention layer, and an
output layer.

,e attributes in job-shop manufacturing logs should be
extracted and converted into eigenvectors before being
imported to the prediction model. Let K� {ε1, ε2, ε3, . . ., εm}
be the set of job-shop manufacturing logs, where εi �<oτ1,
oτ2, oτ3, . . ., oτm> represents the evolutionary trajectory of
the i-th event, with m� |εi|. Each evolution trajectory needs
to be converted into an eigenvector a� [a1, a2, a3, . . ., aGR],
withGR being the number of samples. In the eigenvector a�

[a1, a2, a3, . . ., aGR], element ai is a two-dimensional ei-
genvector, including both the event trajectory related to
completion time and the number of event-related attributes.
,e latter covers numerical and non-numerical attributes.

Before an eigenvector is inputted to the neural network
via the embedding layer, it is necessary to linearly map the
high-dimensional sparse eigenvector a� [a1, a2, a3, . . ., aGR].
Let WS be the dimensionality of the code for the mapped
eigenvector. ,en, the mapped low-dimensional dense ei-
genvector can be expressed as o� [o1, o2, o3, . . ., oτ], with
oτ∈RWS. ,en, we have the following:

GR a1, a2, a3, . . . , aGR|ai(  � 

GR

d�1
GR ad|ai( ,

o(a) � −  
k

i�1
logGR aGR|ai( .

(19)

In our embedding layer, nonnumerical attributes are
encrypted by one-hot encoding. ,is is because one-hot
encoding features high-dimensional sparsity and involves no
internal association through nonlinear mapping. Every
embedding vector can be updated through the network
training based on the embedding layer, completing the
search for similarity between different vectors in a multi-
dimensional space [28].

,e BiLSTM consists of two LSTMs with the opposite
propagation directions. Figure 3 explains the internal
structure of an LSTM. As a modification of recurrent neural
network (RNN), the LSTM has a strong ability of modeling
time series and overcomes the memory problem and van-
ishing gradients of traditional RNN. ,e LSTM can update
the hidden state YCτ, based on the input oτ of the previous
layer and the previous hidden state YCτ−1. Let SRτ, YWτ, and
SCτ be the input gate, forget gate, and output gate, re-
spectively. ,e input gate selectively preserves the input
information and updates the cell state, the forget gate se-
lectively forgets the redundant information, and the output
gate determines which cell state should be outputted. Let ω
be the output weight; PO be the bias; JH1 and JH2 be the
activation function sigmoid and the activation function
tanh, respectively. ,en, we have the following:

SRτ � JH1 ωSR ∗ YCτ−1, oτ  + POSR( ,

YWτ � JH1 ωg ∗ YCτ−1, oτ  + POYW ,

GSτ′ � JH2 wGS ∗ YCτ−1, oτ  + POGS( ,

GSτ � YWτ ∗GSτ−1 + SRτ ∗GSτ′,

SCτ � JH1 ωSC ∗ YCτ−1, oτ  + POSC( ,

YCτ � SCτ ∗ JH2 GSτ( .

(20)

,e BiLSTM is an extension of unidirectional LSTM
based on reverse time flow. Let YC′τ and YC″τ be the
forward and backward order management states, respec-
tively. ,en, the current output state YCτ can be updated
based on YC′τ and YC″τ . In addition, the one-way operation
flow of the LSTM is denoted as KOW. Compared with tra-
ditional one-way LSTM, the BiLSTM learns historical and
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future states of order management simultaneously, and
acquires highly stable and reliable feature information.,en,
we have the following:

YC′τ � KOW′ YCτ−1, oτ( ,

YC″τ � KOW″ YCτ+1, oτ( ,

YCτ � YC′τ ,YC″τ .

(21)

,e job-shop orders placed by a stable consumer group
tend to be repetitive. In fact, repetition is an obvious feature of
predicting the activities and completion time of every
manufacturing task during order management. ,is paper
adds a self-attention mechanism to the network to forecast
repetitive activities. Figure 4 explains the internal structure of
the attention mechanism. ,e attention-based prediction
model considers the weight coefficient between input ei-
genvectors, and themanufacturing tasks related to the current
input eigenvector, without being distracted by the informa-
tion weakly correlated with the current input eigenvector.

Let xτ,τ′ be the similarity matrix between hidden states
YCτ and YC′τ at moments τ and τ′, respectively; ωYW and

ωYW′ be the weight matrices of hidden states YCτ and YC′τ ,
respectively; ωx be the weight matrix for nonlinear com-
bination; POx and POYW be bias vectors. ,e vector matrix
[YC1, YC2, YC3, . . ., YCτ] of the previous BiLSTM is im-
ported to the attention layer. ,en, the similarity of any
feature to every neighbor can be characterized by a self-
attention matrix X:

YWτ,τ′ � JH2 ωYWYCτ + ωYW’YCτ′ + POYW( ,

xτ,τ′ � JH ωxYWτ,τ′ + POx .
(22)

,e hidden state τ′ of the attention at moment τ is the
weighted sum of all hidden states YC′τ and similarity matrix
xτ,τ′ at moment τ’:

kτ � 
m

τ�1
xτ,τ′ × YCτ . (23)

For each manufacturing task in order management, the
output layer should predict both activities and completion
time. ,e activity prediction mainly transforms order
management into multiple classes of manufacturing tasks.

Normalization

Computing covariance matrix Λ

Eigenvalue decomposition and 
ranking of matrix Λ

Mapping the eigenvectors 
corresponding to the top-v 

eigenvalues

Determining the cumulative 
contribution rate γ, and outputting 

the result

Preprocessed manufacturing 
dataset of ordered products

Manufacturing attribute samples

(a)

Feature interaction

Initializing cluster centers, and 
determining the optimal number of 

clusters

Clustering interactive features based on 
cosine similarity

Updating the center of each cluster 
based on the mean of samples in that 

cluster

Meeting termination
condition?

Outputting result

No

Preprocessed manufacturing 
dataset of ordered products

Manufacturing attribute samples

Yes

(b)

Figure 1: Flow of linear and nonlinear feature extractions. (a) Linear feature extraction; (b) nonlinear feature extraction.
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,e softmax classifier is adapted to output the predicted
activities of order management and the cross-entropy loss.
Let a be the evolution trajectory of the input manufacturing
event; FS be the total classes of manufacturing tasks; bi be the
true label class of the i-th class; gi (a) be the predicted output
of the model. ,en, the cross-entropy loss can be calculated
by the following:

LOSS(a) � − 
FS

i�k

biloggi(a). (24)

4. Experiments and Results Analysis

Taking a furniture enterprise in Foshan, southern China’s
Guangdong Province as an example, this paper adopts the
recursive feature elimination approach of RF to extract the
important features from manufacturing attributes. ,e
lowest-ranking feature was removed, and the feature ex-
traction error was computed.,ese steps were repeated until
all unimportant features were eliminated. Figure 5 reports
the feature extraction errors at different numbers of residual
features. It can be learned that the model was highly accurate
at 5–7 residual features and relatively inaccurate at fewer
than 4 residual features.

In this paper, the PCA is performed to extract the linear
features of manufacturing attributes. ,e cumulative con-
tribution rate was calculated under a different number of
principal components (as shown in Figure 6). Referring to
the cumulative contribution rates of all components, the
minimum threshold was defined for the cumulative con-
tribution rate (0.8). Hence, the top six principal components

were extracted. Table 1 shows the linear features extracted
from the manufacturing attributes in view of the factors
affecting the order completion period.

Next, the KMC was called to extract the nonlinear
features of manufacturing attributes. ,e optimal number of
clusters was determined as 15 by the inflection point and the
within-cluster sum-of-square. After that, a cluster analysis
was carried out on interactive features. Table 2 shows the
nonlinear features extracted by KMC from manufacturing
attributes.

,e prediction performance of our model on
manufacturing activities and completion time for ordered
products was evaluated through experiments on a self-
designed manufacturing attribute sample set. ,e sample set
was divided into a training set and a test set by the ratio of 3 :
1. One-eighth of the training set was organized as a veri-
fication set. Figure 7 shows the training loss curve of our
prediction model for the completion period. ,e curve
demonstrates the convergence ability of our model.

Our prediction model was applied to predict the
manufacturing activities and completion time on samples
from different sources (as shown in Table 3). ,e prediction
accuracy and error of our model were compared with those
of stacked autoencoder and 1DCNN. From the
manufacturing sample sets from different job-shops, the
trajectories of manufacturing events with repeatable features
involving orders from stable consumers were screened. In
addition, our model was compared separately with the
stacked autoencoder. Figure 8 compares their prediction
accuracies of repetitive activities on samples from different
sources. Facing samples from different sources, our model
was far more accurate in predicting repetitive activities than
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Figure 2: Prediction model for order management activities and completion time.
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Table 1: Results of linear feature extraction.

Serial number 1 2 3 4 5 6 7 . . . 20
First principal component 0.8605 −0.9658 0.6122 0.9354 0.3251 0.7523 −0.8695 . . . 1.1352
Second principal component 0.7258 1.5384 2.0314 0.3528 −1.6583 −2.2587 −2.8391 . . . 1.0038
,ird principal component 0.0358 −0.3623 0.5682 −0.3529 −0.0595 −1.1536 0.1853 . . . 2.3844
Fourth principal component 2.1059 −1.0568 0.2685 1.7682 1.1582 1.6569 0.3587 . . . 0.2859
Fifth principal component −0.2341 −0.9659 0.5623 1.7862 1.1456 1.6852 0.3865 . . . 0.2752
Sixth principal component −0.2694 −0.2381 0.6852 1.0586 0.6387 −0.5283 −0.9381 . . . −0.8375

Table 2: Results of nonlinear feature extraction.

Serial number 1 2 3 4 5 6 7 8 . . . 20
Feature-1 0.3652 0.3424 0.3976 0.0531 0.0283 0.1385 0.0869 0.1859 . . . 0.2541
Feature-2 0.6831 0.3157 0.3867 0.2735 0.0586 0.0853 0.1867 0.1527 . . . 0.3856
Feature-3 0.5672 0.0725 0.5282 0.4685 0.3652 0.8594 0.0685 0.0267 . . . 0.8659
Feature-4 0.8693 0.9658 0.3254 0.0823 0.0428 0.0725 0.2843 0.3048 . . . 0.5428
Feature-5 0.2864 0.6859 0.4857 0.3257 0.2527 0.2576 0.0865 0.2375 . . . 0.1586
Feature-6 0.4586 0.0527 0.2586 0.5861 0.3458 0.3528 0.3157 0.2542 . . . 0.3425
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Figure 7: Training loss curve of completion period prediction
model.
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the stacked autoencoder. Of course, our model performance
is slightly insufficient on the self-designed dataset: the
learning ability was not fully exerted, and the obvious fea-
tures of manufacturing attributes were not ideally extracted.
,e reason is that the manufacturing events in the job-shops
are executed manually, which brings certain stochastic and
changeable factors. In spite of that, the experimental results
demonstrate that our model is feasible to predict the
completion period of orders with repeatable features laid by
stable consumers.

Next, our prediction model for the completion period of
ordered products, which was constructed based on the
features extracted from manufacturing attributes, was
compared with machine learning through experiments.
Table 4 shows the experimental results of the two prediction
models on the test data. ,e results fully demonstrate the
effectiveness of our model. Figure 9 compares the predicted
value of our model with the true value. ,e small error
between the two values visually demonstrates the superiority
of our model in prediction.

5. Conclusions

Based on deep learning, this paper explores the order
management and completion date prediction of
manufacturing job-shop. Firstly, the important features,
linear features, and nonlinear features were extracted from
manufacturing attributes. Next, a deep learning prediction
model was constructed based on BiLSTM and the self-at-
tention mechanism. Based on the extracted features, the
manufacturing task activities and their completion time
were forecasted by the proposed model. ,rough experi-
ments, the relevant features were extracted from
manufacturing attributes by the recursive feature elimina-
tion approach of RF, PCA, and KMC.,e training loss curve
of the completion period prediction model was plotted,
revealing the convergence ability of the model. In addition,
our prediction model was applied to predict manufacturing
activities and completion time on samples from different
sources. ,e prediction error and accuracy were summa-
rized. Furthermore, the experimental results of our model
were compared with those of stacked autoencoder and
1DCNN.,e comparison visually demonstrates the superior
prediction effect of our model.
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Table 3: Experimental results of different models.

Source Job-shop 1 Job-shop 2
Model type Our model Stacked autoencoder 1DCNN Our model Stacked autoencoder 1DCNN
Prediction accuracy of manufacturing activities 79.15 74.52 71.51 77.35 76.26 71.38
Prediction error of completion time 1.65 2.41 — 1.56 1.61 —
Note: 1DCNN is short for the one-dimensional convolutional neural network.
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With the gradual expansion of the book logistics market and the year-on-year increase in book publications, the incidence of book
reverse logistics continues to increase, and the problem of book companies’ inventory backlog has become increasingly
prominent. To effectively alleviate the current backlog of book returns and exchanges, this paper constructs a two-party game
model of “book publisher-book retailer,” analyzes the evolution process of book publishers and book retailers’ participation
strategies and the influence of parameter changes on stable strategies through theoretical analysis and numerical simulation, and
draws the following conclusions. (1) Whether book publishers and book retailers choose to participate in the reverse logistics
optimization of book returns and exchanges is closely related to their benefits and costs, and it also depends on whether the other
party participates in the reverse logistics optimization of books. (2)When the cost of participating in book reverse logistics reaches
a certain condition, the probability of both parties participating in the optimization is the greatest.

1. Introduction

With the rapid development of our country’s society and
economy, people’s demand for spiritual culture is increasing
day by day. &e national inventory of books has increased
substantially, reaching 6.64 billion books in 2014 [1]. At the
same time, the incidence of reverse logistics in the book
industry is the highest, generally around 30% [2]. In a certain
period of time, the return rate of best-selling books will
exceed 50% or even 60% [2]. &erefore, the problem of book
backlog returns is no longer a disturbing factor affecting the
economic development of the book industry but has become
one of the leading factors that determine the economic
development of the book industry. How to establish a good
book reverse logistics between book publishers and book
retailers to ensure the healthy and orderly development of
the book logistics market is one of the key issues faced by
managers and scholars in the industry.

To effectively alleviate the reverse logistics problem of
book backlog inventory, Ma [3] established a book centralized
inventory optimization model on the basis of analyzing the

problems of book reverse logistics. Ning [4] built a collab-
oration mechanism with the focus on the green supply chain.
Morgan [5] linked the sustainable supply chain management,
resource input, and operational performance of reverse lo-
gistics and analyzed the sustainability of reverse logistics.
Faustino et al. [6] introduced the concept of sustainability into
reverse logistics and established an applicable reverse logistics
process reference model. To accurately analyze the relation-
ship of interest groups when book publishers and book re-
tailers participate or not participate in the optimization of
book reverse logistics, this paper consults relevant documents
and sorts them out. Yi [7] and Xia [8] established a Stack-
elberg game model to analyze the group interest behavior of
manufacturers and recyclers in reverse logistics. Ye [9] used
evolutionary game theory to analyze the relationship between
residents, government, and residents in the reverse logistics of
waste sorting and recycling. Chen [10] established a game
model to analyze the impact of recyclers on the supply chain
under different parameter settings of the recycling mode.
Wang [11] used game theory to establish a recycling decision
model and analyzed product recycling strategies between
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manufacturers and retailers. Chen et al. [12], Shi et al. [13],
and Ding et al. [14] used game theory to analyze the reverse
logistics pricing of goods between manufacturers and
recyclers.

&roughout the existing results, scholars at home and
abroad have conducted little research on the evolution
process and evolution law of the behavior of book reverse
logistics interest groups, and they have rarely studied from
the perspective of adaptation and evolution in reverse lo-
gistics scenarios to study the gradual change and evolution
process of the book interest groups’ participation strategies
and behaviors by factors such as costs and benefits of reverse
logistics. &is paper takes book publishers and book retailers
as research objects, explores the synergy between the two in
the book reverse logistics optimization (hereinafter referred
to as optimization), analyzes the behavioral evolutionary
game of book publishers and book retailers participating in
optimization decision making, and conducts numerical
simulations to explore ways to effectively improve the active
participation of both companies in book reverse logistics
optimization, thereby reducing the inventory space occupied
by the accumulation of books, reducing the resource waste of
books, and making up for part of the vacancy in the study of
the behavior evolution of the book reverse logistics interest
groups.

2. Group Behavior Evolution Model of Book
Publishers and Book Retailers

2.1. SceneReappearanceandModelAssumptions. In the book
reverse logistics, because book publishers and book retailers
consider complex and diverse factors when deciding
whether to participate in the optimization of book reverse
logistics, this paper makes the following assumptions
without changing the nature of the problem:

(1) Participants in the game: book publishers and book
retailers are bounded rational subjects, and they will
continue to learn and imitate the strategy choices of
other individuals and improve their own revenue
decisions, so strategies with higher returns will re-
place strategies with lower returns [15].

(2) &e strategic behavior of the game subject: both book
publishers and book retailers can choose a positive
strategy or negative strategy. &e book publishers’
strategy collection is (participation, non-participa-
tion), and the book retailers’ strategy collection is
(participation, non-participation).

(3) &e proportion of behavior strategy: assuming that
in the initial stage of the evolutionary game, the
proportion of book publishers participating in the
optimization is X, then the proportion of not par-
ticipating in the optimization is 1 − X, 0≤X≤ 1; the
proportion of book retailers participating in the
optimization is Y; then, the proportion of not par-
ticipating in the optimization is 1 − Y, 0≤Y≤ 1.

(4) Assume that the cost of book publishers choosing to
participate in book reverse logistics optimization is

greater than the cost of not participating in book
reverse logistics optimization, that is, C1 > S1.

(5) Assume that the cost of book retailers choosing to
participate in book reverse logistics optimization is
greater than the cost of not participating in book
reverse logistics optimization, that is, C2 >F2.

Based on the above assumptions, this paper constructs a
mixed strategy payment matrix between book publishers
and book retailers, as shown in Table 1.

&e parameters and explanations involved in the hybrid
strategy payout matrix are as follows.

(1) α1 and α2, respectively, represent the production and
sales risk ratio of book publishers and book retailers.
Production and sales risk refers to all the costs that
book publishers and book retailers need to bear due
to risks in the process of book reverse logistics, and
α1 + α2 � 1.

(2) N is all loss costs incurred in the process of book
reverse logistics, including invisible losses such as
negative impacts on the enterprise. Visible loss
costs such as the backlog of unsalable books and
excess shipping costs caused by reverse logistics
and so on.

(3) C1 and C2, respectively, represent the cost of book
publishers and book retailers choosing to participate
in book reverse logistics optimization, including the
cost of purchasing new equipment and new tech-
nology, and so on.

(4) S1 and F2, respectively, represent the cost of book
publishers and book retailers choosing not to par-
ticipate in book reverse logistics optimization, in-
cluding the loading, unloading, handling, sorting,
and other costs incurred in the process of book
recycling.

(5) B1 and L2, respectively, represent the revenue of book
publishers and book retailers choosing to participate
in book reverse logistics optimization.

(6) D1 and D2, respectively, represent the revenue of
book publishers and book retailers choosing not to
participate in book reverse logistics optimization.

2.2. Establishment of Replication Dynamic Equation.
According to the assumptions and the game payment ma-
trix, this paper can get the expected returns EA1 and EA2 of
book publishers choosing to participate in the strategy, non-
participation strategy, and the average expected return E

−

A of
book publishers.

EA1 � Y B1 − C1 − α1N(  + (1 − Y) D1 − C1 − N( 

� Y B1 − D1 + N − α1N(  + D1 − C1 − N,

EA2 � Y D1 − S1 − N(  + (1 − Y) D1 − S1 − N( 

� D1 − S1 − N,

EA � XEA1 + (1 − X)EA2.

(1)

&en, we can get its dynamic replication equation F(X).
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F(X) �
dX

dt

� X EA1 − EA( 

� X(1 − X) EA1 − EA2( 

� X(1 − X) Y B1 − D1 + N − α1N(  + S1 − C1 .

(2)

In the same way, this paper can get the expected returns
EB1 and EB1 of bookretailers choosing to participate in the
strategy, non-participation strategy. &e average expected

return EB of bookretailers, and the replication dynamic
equationF(Y).

EB1 � X L2 − C2 − α2N(  + (1 − X) D2 − C2( 

� X L2 − D2 − α2N(  + D2 − C2,

EB2 � X D2 − F2(  + (1 − X) D2 − F2( 

� D2 − F2,

EB � YEB1 + (1 − Y)EB2,

F(Y) �
dY

dt

� Y EB1 − EB( 

� Y(1 − Y) EB1 − EB2( ,

� Y(1 − Y) X L2 − D2 − α2N(  + F2 − C2 .

(3)

Table 1: Matrix of payment.

Game subject Book retailers
Participation (Y) Non-participation (1 − Y)

Book publishers
Participation (X) B 1–C1–α1N,

L2–C2–α2N
D 1–C1–N,
D2–F2

Non-participation (1 − X) D 1–S1–N,
D2–C2

D 1–S1–N,
D2–F2
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&us, the replication dynamic equation, Jacobian matrix
J, and the corresponding determinants and traces of the
game system are obtained. For the sake of discussion below,

let β1 � B1 − D1 + N − α1N + S1 − C1 and β2 � L2−

D2 − α2N + F2 − C2.

F(X) �
dX

dt
� X(1 − X) Y B1 − D1 + N − α1N(  + S1 − C1 ,

F(Y) �
dY

dt
� Y(1 − Y) X L2 − D2 − α2N(  + F2 − C2 ,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(4)

J �

zF(X)

zX

zF(X)

zY

zF(Y)

zX

zF(Y)

zY

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�
(1 − 2X) Y B1 − D1 + N − α1N(  + S1 − C1  X(1 − X) B1 − D1 + N − α1N( 

Y(1 − Y) L2 − D2 − α2N(  (1 − 2Y) X L2 − D2 − α2N(  + F2 − C2 
 ,

(5)

det(J) �

zF(x)

zx

zF(x)

zy

zF(y)

zx

zF(y)

zy





�
zF(x)

zx
·
zF(y)

zy
−

zF(y)

zx
·
zF(x)

zy
,

� (1 − 2X) Y B1 − D1 + N − α1N(  + S1 − C1  · (1 − 2Y) X L2 − D2 − α2N(  + F2 − C2 

− Y(1 − Y) L2 − D2 − α2N(  · X(1 − X) B1 − D1 + N − α1N( ,

(6)

Tr(J) �
zF(x)

zx
+

zF(y)

zy

� (1 − 2X) Y B1 − D1 + N − α1N(  + S1 − C1  +(1 − 2Y) X L2 − D2 − α2N(  + F2 − C2 .

(7)

3. Analysis on the Stability of Interest Groups
Based on Evolutionary Game

&is paper analyzes the evolution process of the strategic
system of book publishers and book retailers and combines
the replication dynamic equation (4) to obtain five evolu-
tionary equilibrium points of system evolution (0, 0)，(1,
0)，(0, 1)，(1, 1)，(X0, Y0), where X0 � (C2 − F2)/
(L2 − D2 − α2N), Y0 � (C1 − S1)/(B1 − D1 + N − α1 N). If
and only if 0< (C2 − F2)/(L2 − D2 − α2N)< 1,
0< (C1 − S1)/(B1 − D1 + N − α1N)< 1, (X0, Y0) may be the
stable equilibrium point of the system. Since the parameter
value range will affect the evolutionary stability strategy of
the system, this paper will discuss the stability strategy of the
evolutionary system in four cases.

(1) Case 1: β1 >0 , β2 > 0. Substitute β1 > 0 and β2 > 0 into
formulas (6) and (7) to obtain the expression of the
determinant and trace of the system equilibrium
point, as shown in Table 2.
To accurately analyze the relationship between
book publishers and book retailers participating in
the optimization, the parameters are assigned, as
shown in Table 3. &is paper can get the dynamic
evolution path and trend of replication of book

publishers and book retailers in Case 1, as shown
in Figure 1.
It can be seen from Case 1 that when β1 > 0, β2 > 0,
that is, B1 − C1 + N − α1N>D1 − S1, L2 − C2 − α2
N>D2 − F2, the net revenue of book publishers and
book retailers participating in the optimization is
greater than the net revenue of not participating in
optimization. &e two stability policies that exist in
the system are related to the initial states of X and Y.
When both parties participate in a low proportion,
the system tends to approach the (0, 0) strategy, that
is, both parties choose not to participate in opti-
mization. When both parties participate in a high
proportion of optimization, the system tends to
approach the strategy (1, 1), that is, both parties
choose to participate in optimization.

(2) Case 2: β1 < 0, β2 > 0. In the same way, this paper
obtains the expression of the determinant and trace
of the equilibrium point of the system, as shown in
Table 4.
Similarly, the parameters are assigned, as shown in
Table 5. &is paper can get the dynamic evolution
path and trend of replication of book publishers and
book retailers in Case 2, as shown in Figure 2.
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(3) Case 3: β1 > 0, β2 < 0. In the same way, this paper
obtains the expression of the determinant and trace
of the equilibrium point of the system, as shown in
Table 6.

Similarly, the parameters are assigned, as shown in
Table 7. &is paper can get the dynamic evolution
path and trend of replication of book publishers and
book retailers in Case 3, as shown in Figure 3.

Table 2: &e local stability of the equilibrium point in Case 1.

Equilibrium point det (J) tr (J) Local stability Strategy profile
(0, 0) + − ESS (Non-participation, non-participation)
(1, 0) + Uncertain Unstable point (Participation, non-participation)
(0, 1) + Uncertain Unstable point (Non-participation, participation)
(1, 1) + − ESS (Participation, participation)
(X0, Y0) − 0 Saddle point
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Figure 1: Evolution path diagram in Case 1. (a) Evolution path of system. (b) Evolution path of book publishers. (c) Evolution path of book
retailers.

Table 3: Assignment of each parameter in Case 1.

Parameter α1 α2 N C1 C2 S1 F2 B1 L2 D1 D2

Assignment 0.5 0.5 20 17 24 10 11 15 50 10 20
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It can be seen from Case 2 and Case 3 that when
β1 < 0, β2 > 0 or β1 > 0, β2 < 0, that is,
B1 − C1 + N − α1N<D1 − S1, L2 − C2 − α2N>D2 −

F2 or B1 − C1 + N − α1N>D1 − S1, L2−

C2 − α2N<D2 − F2, the net revenue of either book
publishers or book retailers participating in opti-
mization is less than the net revenue of not par-
ticipating in the optimization, both parties will not

Table 4: &e local stability of the equilibrium point in Case 2.

Equilibrium point det (J) tr (J) Local stability Strategy profile
(0, 0) + − ESS (Non-participation, non-participation)
(0, 1) − Uncertain Saddle point (Participation, non-participation)
(1, 0) + + Unstable point (Non-participation, participation)
(1, 1) − Uncertain Saddle point (Participation, participation)
(X0, Y0) + 0 Unstable point

Table 5: Assignment of each parameter in Case 2.

Parameter α1 α2 N C1 C2 S1 F2 B1 L2 D1 D2

Assignment 0.5 0.5 20 22 24 4 11 15 45 10 20

x

y

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
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Figure 2: Evolution path diagram in Case 2. (a) Evolution path of system. (b) Evolution path of book publishers. (c) Evolution path of book
retailers.
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Table 6: &e local stability of the equilibrium point in Case 3.

Equilibrium point det (J) tr (J) Local stability Strategy profile
(0, 0) + − ESS (Non-participation, non-participation)
(0, 1) + + Unstable point (Participation, non-participation)
(1, 0) − Uncertain Saddle point (Non-participation, participation)
(1, 1) − Uncertain Saddle point (Participation, participation)
(X0, Y0) + 0 Unstable point

Table 7: Assignment of each parameter in Case 3.

Parameter α1 α2 N C1 C2 S1 F2 B1 L2 D1 D2

Assignment 0.5 0.5 20 22 24 10 11 15 32 10 20

x

y
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Figure 3: Evolution path diagram in Case 3. (a) Evolution path of system. (b) Evolution path of book publishers. (c) Evolution path of book
retailers.
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participate in the optimization, so (0,0) is an evo-
lutionary stability strategy.

(4) Case 4: β1 < 0, β2 < 0. In the same way, this paper
obtains the expression of the determinant and trace
of the equilibrium point of the system, as shown in
Table 8.

Similarly, the parameters are assigned, as shown in
Table 9. &is paper can get the dynamic evolution path and
trend of replication of book publishers and book retailers in
Case 4, as shown in Figure 4.

It can be seen fromCase 4 that when β1 < 0, β2 < 0, that is,
B1 − C1 + N − α1N<D1 − S1, L2 − C2 − α2N<D2 − F2, the
net revenue of book publishers and book retailers partici-
pating in the optimization is less than the net revenue of not
participating in optimization.&us, both parties chose not to
participate in the optimization strategy.

4. Sensitivity Analysis of Group Behavior
Evolution System

4.1. 3e Influence of the Initial State on the Evolution Path of
the System. By changing the initial state of the proportion
of book publishers participating in optimization X and the
proportion of book retailers participating in optimization
Y, this paper further analyzed the influence of different
proportions of initial states on the evolution path and
stability strategy of the system under the condition of Case
1 and obtained the simulation results by using MATLAB
software.

4.1.1. 3e Evolution Path of Book Publishers

(1) Discuss the evolution path of book publishers under
different proportions of book retailers’ selection
strategies. It is assumed that when the proportion of
book retailers participating in the optimization is
selected with a probability of 0.5, the book publishers
participate with the probability of 0.1, 0.3, 0.5, 0.7,
and 0.9, respectively. &e simulation results are
shown in Figure 5.

(2) Discuss the evolution path of book publishers under
different proportions of book publishers’ selection
strategies. It is assumed that when the proportion of
book retailers participating in the optimization is
selected with a probability of 0.5, the book publishers
participate with the probability of 0.1, 0.3, 0.5, 0.7,
and 0.9, respectively. &e simulation results are
shown in Figure 6.

4.1.2. 3e Evolutionary Path of Book Retailers

(1) Discuss the evolution path of book retailers under
different proportions of book publishers’ selection
strategies. It is assumed that when the proportion of
book retailers participating in the optimization is
selected with a probability of 0.5, the book publishers
participate with the probability of 0.1, 0.3, 0.5, 0.7,

and 0.9, respectively. &e simulation results are
shown in Figure 7.

(2) Discuss the evolution path of book retailers under
different proportions of book retailers’ selection
strategies. It is assumed that when the proportion of
book publishers participating in the optimization is
selected with a probability of 0.5, the book retailers
participate with the probability of 0.1, 0.3, 0.5, 0.7,
and 0.9, respectively. &e simulation results are
shown in Figure 8.

As can be seen from Figures 5–8, when the initial
proportion of book publishers or book retailers choosing to
participate in the optimization is relatively low, for example,
when the value is 0.1, 0.3, or 0.5, its evolutionary path tends
to the unsatisfactory state of not participating in the opti-
mization. When the initial proportion of book publishers or
book retailers choosing to participate in the optimization is
relatively high, such as 0.7 or 0.9, its evolutionary path tends
to the ideal state of participating in the optimization.

4.2. 3e Influence of Parameter Value Changes on the
Evolutionary Game System

4.2.1. 3eoretical Analysis. When the net revenue of book
publishers and book retailers participating in the optimi-
zation is greater than the net revenue of not participating in
the optimization, that is, β1 > 0, β2 > 0, the evolutionary
system will eventually tend to the (0, 0) strategy that neither
side will choose to participate in the optimization or both
sides tend to choose (1, 1) strategy that participates in the
optimization. &erefore, (0, 0) and (1, 1) are evolutionary
stable strategies of the system, and the point D (X0, Y0) is the
saddle point. &e specific evolution process is shown in
Figure 9.

&e regional area of quadrilateral AOCD represents the
probability that neither book publishers nor book retailers
will participate in the optimization, while the regional area of
quadrilateral ABCD represents the probability that both
book publishers and book retailers will participate in the
optimization.&erefore, the area size of the quadrilateral can
represent the possibility that the two sides of the game
choose different corresponding strategies, and its size is
related to the position of the saddle point (X0, Y0). &e
probability of system stability strategy can be changed by
changing the numerical size of the saddle point parameter to
guide the evolutionary game system to evolve towards the
ideal state, where X0 � (C2 − F2)/(L2 − D2 − α2N),
Y0 � (C1 − S1)/(B1 − D1 + N − α1N).

Let SABCD represent the area of quadrilateral ABCD and
SAOCD represent the area of quadrilateral AOCD.

SABCD � 1 −
1
2

C2 − F2

L2 − D2 − α2N
+

C1 − S1

B1 − D1 + N − α1N
 ,

(8)

SAOCD �
1
2

C2 − F2

L2 − D2 − α2N
+

C1 − S1

B1 − D1 + N − α1N
 . (9)
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According to formulas (8) and (9), the parameters in the
game model of book publishers-book retailers are analyzed,
and Table 10 is obtained.

From Table 10, it can be seen that when the production
and sales risk ratio of book publishers decreases and the cost

of reverse logistics decreases, the cost of book publishers and
book retailers participating in optimization reduces and the
revenue increases, and the cost of not participating in op-
timization reduces and the revenue decreases, and the
system will reach the (1, 1) state more quickly. When N

Table 8: &e local stability of the equilibrium point in Case 4.

Equilibrium point det (J) tr (J) Local stability Strategy profile
(0, 0) + − ESS (Non-participation, non-participation)
(0, 1) − Uncertain Saddle point (Participation, non-participation)
(1, 0) − Uncertain Saddle point (Non-participation, participation)
(1, 1) + + Unstable point (Participation, participation)
(X0, Y0) − 0 Saddle point

Table 9: Assignment of each parameter in Case 4.

Parameter α1 α2 N C1 C2 S1 F2 B1 L2 D1 D2

Assignment 0.5 0.5 20 22 24 4 11 15 32 10 20

x

y
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0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(a)

t

dx/dt

0.5 1 1.5 2 2.5 30

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(b)

t

dy/dt

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(c)

Figure 4: Evolution path diagram in Case 4. (a) Evolution path of system. (b) Evolution path of book publishers. (c) Evolution path of book
retailers.
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reaches condition X� 1, the probability of both companies
participating in the optimization of book reverse logistics is
the greatest.

4.2.2. Numerical Simulation. To study the influence of
parameter values on the evolution path and trend of the
system, this paper selects an appropriate initial state,
X = 0.8, Y = 0.8, and changes the values of α1, α2, N, B1, L2,
C1, C2, S1, F2, D1, and D2 at the same time. &e specific

values are shown in Table 11. Group A is the control
group, and the other groups are the experimental groups.

(1) &e influence of N changes on the evolution path.
Keep other parameters unchanged and change the
value of N (as shown in E in Table 11) to obtain a
simulation diagram of the evolution trend of book
publishers and book retailers, as shown in
Figure 10.

t

dx/dt
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Figure 5: Evolution path when the initial state of X is the same.
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Figure 6: Evolution path when the initial state of Y is the same.
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Figure 7: Evolution path when the initial state of X is the same.
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Figure 8: Evolution path when the initial state of Y is the same.
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It can be seen from Figure 10 that when N increases,
the proportion of book retailers participating in the
optimization greatly decreases, which means that the
willingness of book retailers to participate in the
optimization decreases, and the convergence speed
of the system slows down; the proportion of book
publishers participating in the optimization has a
small increase, but its impact on the evolution path is
too small, so the system will more slowly reach the

ideal state where both parties participate in the
optimization.

(2) &e influence of α1 and α2 changes on the evolution
path. Change the size of α1 and α2, keep α1 + α2 � 1
and other parameters unchanged, study their in-
fluence on the evolutionary system (as shown in G1
and G2 in Table 11), and obtain the evolutionary
trend simulation diagram of book publishers and
book retailers, as shown in Figure 11.

O (0, 0)

A (0, 1)
B (1, 1)

C (1, 0)X0

Y0

X

D

Y

Figure 9: Phase diagram of system evolution in Case 1.

Table 10: Influence of parameter changes on evolution stability results.

Variation of
parameters Basis of judgment Result

α1↑
zSABCD/zα1 � − (N(C1 − S1))/(2(B1 − D1 + N − α1N)2)< 0,
zSABCD/zα1 � (N(C1 − S1))/(2(B1 − D1 + N − α1N)2)> 0

Both parties prefer not to participate in the
optimization, and the evolutionary game
system converges to the point (0, 0).

α2↑
zSABCD/zα2 � − (N(C2 − F2))/(2(L2 − D2 − α2N)2)< 0,
zSABCD/zα2 � (N(C2 − F2))/(2(L2 − D2 − α2N)2)> 0

D1↑
zSABCD/zD1 � − (C1 − S1)/(2(B1 − D1 + N − α1N)2)< 0,
zSAOCD/zD1 � (C1 − S1)/(2(B1 − D1 + N − α1N)2)> 0

D2↑
zSABCD/zD2 � − (C2 − F2)/(2(L2 − D2 − α2N)2)< 0,
zSAOCD/zD2 � (C2 − F2)/(2(L2 − D2 − α2N)2)> 0

C1↑
zSABCD/zC1 � − C1/(2(B1 − D1 + N − α1N))< 0,
zSAOCD/zC1 � C1/(2(B1 − D1 + N − α1N))> 0

C2↑
zSABCD/zC2 � − C2/(2(L2 − D2 − α2N))< 0,

zSAOCD/zC2 � C2/2(L2 − D2 − α2N)> 0

S1↑
zSABCD/zS1 � S1/2(B1 − D1 + N − α1N)> 0,

zSAOCD/zS1 � − S1/(2(B1 − D1 + N − α1N))< 0
Both parties are more inclined to

participate in the optimization, and the
evolutionary game system converges to the

point (1, 1).

F2↑
zSABCD/zF2 � F2/(2(L2 − D2 − α2N))> 0,
zSAOCD/zF2 � − F2/(2(L2 − D2 − α2N))< 0

B1↑
zSABCD/zB1 � C1 − S1/(2(B1 − D1 + N − α1N)2)> 0,
zSAOCD/zB1 � − C1 − S1/(2(B1 − D1 + N − α1N)2)< 0

L2↑
zSABCD/zL2 � (C2 − F2)/(2(L2 − D2 − α2N)2)> 0,
zSAOCD/zL2 � − (C2 − F2)/(2(L2 − D2 − α2N)2)< 0

N 当 C2 − F2/(L2 − D2 − α2N)2 � C2 − F2/(B1 − D1 + N − α1N)2 时
Both book publishers and book retailers

have the greatest probability of
participating in the optimization.
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It can be seen from Figure 11 that when the pro-
duction and sales risk ratio of book publishers de-
creases and the production and sales risk ratio of
book retailers increases, it will speed up book
publishers to reach the ideal state of participating in
the optimization and slow down book retailers that
have reached the ideal state of participating in the
optimization. Under the condition of the same
production and sales risk ratio, the proportion of
book publishers participating in the optimization is
greater than that of book retailers, indicating that the
possibility of book publishers participating in the
optimization is greater than the possibility of book
retailers participating in the optimization when the
production and sales risks are relatively high.

(3) &e influence of C1 and C2 changes on the evolution
path. Keep other parameters unchanged and change
the values of C1 and C2, respectively (as shown in H1
and H2 in Table 11), to obtain a simulation diagram

of the evolution trend of book publishers and book
retailers, as shown in Figure 12.
It can be seen from Figure 12 that when the cost of
book publishers and book retailers participating in
the optimization increases, the revenue of partici-
pating in the optimization will decrease, and the
willingness to participate in the optimization will
decrease, slowing down the speed at which the
system converges to the ideal state participating in
the optimization. On the contrary, it will increase the
revenue of book publishers and book retailers par-
ticipating in the optimization, increase the willing-
ness to participate in the optimization, and accelerate
the speed of convergence.

(4) &e influence of S1 and F2 changes on the evolution
path. Keep other parameters unchanged and change
the values of S1 and F2, respectively (as shown in J1
and J2 in Table 11), to obtain a simulation diagram of

Table 11: Parameter values.

Parameter α1 α2 N C1 C2 S1 F2 B1 L2 D1 D2

A 0.5 0.5 20 17 24 10 11 15 50 10 20
E 0.5 0.5 30 17 24 10 11 15 50 10 20
G1 0.8 0.2 20 17 24 10 11 15 50 10 20
G2 0.3 0.7 20 17 24 10 11 15 50 10 20
H1 0.5 0.5 20 22 24 10 11 15 50 10 20
H2 0.5 0.5 20 17 19 10 11 15 50 10 20
J1 0.5 0.5 20 17 24 5 11 15 50 10 20
J2 0.5 0.5 20 17 24 10 16 15 50 10 20
K1 0.5 0.5 20 17 24 10 11 25 50 10 20
K2 0.5 0.5 20 17 24 10 11 15 60 10 20
P1 0.5 0.5 20 17 24 10 11 15 50 5 20
P2 0.5 0.5 20 17 24 10 11 15 50 10 15

t

Ratio
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0.75

0.8

0.85

0.9

0.95

1

N=20 Book Publisher
N=30 Book Publisher

N=20 Book Retailer
N=30 Book Retailer

Figure 10: &e simulation diagram of the influence of N on the
evolution path.
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α1=0.8 α2=0.2 Book Retailer
α1=0.3 α2=0.7 Book Retailer

Figure 11:&e simulation diagram of the influence of α1 and α2 on
the evolution path.
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the evolution trend of book publishers and book
retailers, as shown in Figure 13.
As can be seen from Figure 13, when S1 and F2
increase, the revenue of book publishers and book
retailers not participating in the optimization will
decrease, and both sides’ willingness to participate in
the optimization will be stronger, accelerating the
convergence speed of the system and reaching the
ideal state of participating in optimization more
quickly. On the contrary, the result is the opposite.

(5) &e influence of B1 and L2 changes on the evolu-
tionary path. Keep other parameters unchanged and
change the values of B1 and L2 respectively (as shown
in K1 and K2 in Table 11), to obtain a simulation
diagram of the evolution trend of book publishers
and book retailers, as shown in Figure 14.
It can be seen from Figure 14 that when the revenue
of book publishers and book retailers participating in
the optimization increases, the willingness to par-
ticipate in the optimization will increase, speeding up
the convergence of the system. Conversely, the
willingness of book publishers and book retailers to
participate in the optimization will decrease, which
will slow down the system’s convergence speed.

(6) &e influence of D1 and D2 changes on the evolu-
tionary path. Keep other parameters unchanged and
change the values of D1 and D2, respectively (as
shown in P1 and P2 in Table 11), to obtain a sim-
ulation diagram of the evolution trend of book
publishers and book retailers, as shown in Figure 15.

It can be seen from Figure 15 that when book publishers
and book retailers do not participate in the optimization,
revenue increases, and book publishers and book retailers
will reduce their willingness to participate in the optimi-
zation, slowing down system convergence speed. Con-
versely, the willingness of book publishers and book retailers
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Figure 12:&e simulation diagram of the influence of C1 and C2 on
the evolution path.
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Figure 13: &e simulation diagram of the influence of S1 and F2 on
the evolution path.
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Figure 14:&e simulation diagram of the influence of B1 and L2 on
the evolution path.
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to participate in the optimization will increase, speeding up
system convergence.

5. Conclusion

Based on the research of reverse logistics and evolutionary
game theory by domestic and foreign scholars, this paper
constructs an evolutionary game model between book
publishers and book retailers, obtains two evolutionary
stable strategies (participation, participation) and (non-
participation, non-participation), and uses MATLAB to
carry out numerical simulation to analyze the evolution path
of the two companies under different evolutionary and stable
strategies. &e main conclusions are as follows. (1) &rough
exploring the stability of the interest groups of the evolu-
tionary game in different situations and the influence of the
initial state on the evolution path of the system, this paper
finds that only when the net revenue of both parties par-
ticipating in optimization is greater than the net revenue of
not participating in optimization, the evolution game system
can reach the ideal state where both parties participate in the
optimization. When the initial ratio of book publishers and
book retailers participating in the optimization is greater
than or equal to 0.7, the system will eventually evolve into
the ideal state of participating in optimization. (2) &rough
analyzing the influence of parameter value changes on the
evolutionary game system, this paper found that when the
cost of participating in the book reverse logistics reaches the
condition of (C2 − F2)/(L2 − D2 − α2N)2 �

(C1 − S1)/(B1 − D1 + N − α1N)2, the probability of both
parties participating in the optimization is the greatest.
Under the condition of the same production and sales risk
ratio, the proportion of book publishers participating in the
optimization is greater than the proportion of book retailers

participating in the optimization, indicating that when the
production and sales risk ratio is relatively high, the pos-
sibility of book publishers participating in the optimization
is greater than the possibility of book retailers participating
in optimization. When the production and sales risk ratio of
book publishers decreases and the cost of reverse logistics
decreases, the cost of book publishers and book retailers
participating in optimization reduces and the revenue in-
creases, and the cost of not participating in optimization
reduces and the revenue decreases, and the system will more
quickly reach the ideal state where both parties participate in
the optimization.
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Since the country began to go global, the country’s economy has developed rapidly, cultural exchanges between countries have
become more and more frequent, and foreign cultures have begun to gradually spread to the country. At the same time, through
the absorption of foreign community governance experience, domestic research on community governance has also begun to be
put on the agenda.,is paper aims to study the innovative exploration of urban community governance mechanisms through key
high-performance computing algorithms. To this end, this paper proposes a combination of the Bayesian algorithm and dis-
tributed high-performance computing to analyze and explore the governance and management methods of the community
through its efficient and stable computing power, and derive the most suitable community governance mechanism. An ex-
periment was also set up for comparative analysis. ,e experimental results show that the community governance mechanism
derived from the key distributed high-performance computing algorithm improves the community governance capability by
19.4%, effectively improving the community governance and management issues.

1. Introduction

In recent years, with the rapid development of Chinese
politics, economy, and society, the process of urbanization has
accelerated, and residential privatization has continued to
advance. In a sense, Chinese cities are divided into multiple
functional communities. Community is the basic unit of
social management and bears the responsibility of building a
harmonious society. At the beginning of 2010, the outline of
China’s national economic and social development’s 12-year
plan proposed to fully implement the construction of urban
communities, improve the new type of community man-
agement and service system, and build communities. It
promotes the urbanization process of community construc-
tion, expands the management model, improves the service
management system, accelerates the pace of marketization
andmodernization, and builds a harmonious socialist society.

,e themes of construction, development, and gover-
nance of urban communities have received more and more
praise from political parties, experts at all levels, scholars,
and urban residents. Moreover, with the further develop-
ment of urban community construction, the diversity
governance of urban communities has also produced huge
social benefits. Urban community governance is an im-
portant foundation of urban governance in the new era, the
basic work of modern city construction, and an important
part of the reform of modern city management systems.
According to specific conventions, it is recommended to
build an urban community governance mechanism. By
strengthening the construction of adjusted governance
mechanisms such as participation in decision-making, re-
sponse governance, and public consultation, the opposition
in urban community governance in the policy system will be
fundamentally resolved and alleviated. In order to
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comprehensively improve the efficiency of urban commu-
nity governance, it is necessary to promote the improvement
of Chinese urban governance system and the modernization
of governance capabilities. ,rough the use of distributed
computing and key blockchain algorithms, it is very nec-
essary to govern urban communities.

,e research on the construction of foreign cities is
relatively mature compared with China. Research uses the
path from practice to theory, and then applies theory to
practice. ,e research results mainly focus on the impact of
social changes in urban communities, the research on the
operating mechanism and process of urban communities,
and the types of urban communities. A new parallel ap-
proximate Bayesian computational sequential Monte Carlo
(pABC SMC) algorithm proposed by Jagiella et al. allows
robust data-driven modeling of multi-scale biological
systems, and proves the feasibility of multi-scale model
parameterization through statistical inference [1]. How-
ever, the algorithm is mainly based on the parameters
obtained by inference on the theoretical basis, and has not
been verified by the experimental area. ,e interactive
high-performance computing proposed by Mundani et al.
is undoubtedly beneficial to many computing science and
engineering applications, as long as the simulation results
be visualized in real time during the calculation process.
Because a few gigabytes of data per second is not un-
common for running simulations, a new method based on
the sliding window technology is introduced and allows
users to interactively study the large-scale and small-scale
effects of the simulation results [2]. ,e problem of real-
time visualization processing in the calculation process has
not been solved well. JUDEHOWELL has studied the
process of adaptive governance and authoritarian resilience
from the perspective of community governance, bringing
together unrelated research fields so far. He believes that
adaptation will have unintended consequences and may
threaten stability, but it will not necessarily lead to a po-
litical crisis [3]. Mullen has spent decades developing tools
for the High-Performance Computing (HPC) community,
teaching practitioners to use the power of parallel and
distributed computing to familiarize student users with
their target systems. ,e course materials are presented
through the lens of common HPC use cases and paralle-
lization strategies so that students are able to achieve
performance improvements on their HPC systems [4].
However, the learning path of the students is still not clear
enough, and the relevant display is not enough. Palmer B
introduced the GridPACK™ framework, which is designed
to help grid engineers develop modeling software that can
run on high-performance computers. GridPACK™ con-
tains modules for setting up a distributed grid network,
assigning buses and branches with arbitrary behavior to the
network, creating distributed matrices and vectors, and
using parallel linear and nonlinear solvers to solve algebraic
equations [5]. But there is no clear introduction to how the
framework works on related modeling software. ,e
problem of Turek simulating micro-scale urban traffic in a
large environment provides a huge opportunity for the use
of HPC systems. ,e parallel implementation of this

calculation is not simple. ,e simulation proposed in his
article is based on the concept of controlled desynchro-
nization of computation, which does not violate the model.
,e implementation of the Erlang language uses the Erlang
distribution mechanism to build and manage computing
clusters [6]. ,e difficulty in the parallel realization of the
calculation process is still lack of explanation, which leads
to the lack of clear understanding of the HPC system.
Alawneh L believes that if you use trace analysis, you can
more easily understand the interaction between the pro-
cesses of the high-performance computing (HPC) system.
So, he proposed a novel tracking abstraction method
designed to facilitate the analysis of large-scale execution
tracking generated by HPC applications. ,eir method
allows the automatic segmentation of large traces into
smaller and meaningful clusters, which reflect the various
execution stages of the trace scenario [7, 8]. But there is no
good elaboration on the principle of this novel tracking
abstract method. ,e purpose of Arya and Wijaya’s re-
search is to let people know more about the role of women
on the coast of Surabau. ,e role of coastal women is not
limited to their family role, and through social capital
management, coastal women can also contribute to local
governance. Research has found that coastal women groups
can achieve success in social bonds, bridges, and con-
nections. Under the leadership of a sufficiently effective
women’s group to manage the organization, people realized
the need for a savings movement and had a process of
sharing information and knowledge. ,e social bridge
capital shown for establishing connections with other
groups also provides a foundation for the construction of
an urban society from another angle, which is convenient
for later development [9]. ,e above documents are still
very detailed for their main technologies, and the research
on some technologies is also very in-depth. However, the
above-mentioned literature mainly studies the related
application fields of high-performance computing, and the
research on its actual operability is not enough, and it is
easy to have problems in the actual use process.

,e innovation of this paper is to use the key algorithm
extraction of the blockchain combined with distributed
high-performance computing as the technical support, the
urban community governance theory as the theoretical
support, and the research and analysis of the urban com-
munity governance as the research object. And in the ex-
periment and analysis part, related experiments are designed
to explore the effect of its governance, to ensure that the
improved governance mechanism can be effectively
implemented in practice. In addition, two key algorithms
were selected for comparative analysis. On this basis, some
more mature urban community governance theories in
foreign countries were used to construct a governance path,
learn from its experience, select the essence, and remove the
dross, which combines the governance methods of China’s
socialist society to deduct the governance of urban com-
munities, and with the support of high-performance com-
puting capabilities, it deduces a governance method that is
more suitable for most communities and improves the
governance mechanism of the community.
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2. High-Performance Computing Methods

2.1. Blockchain CloudComputingMethod. Cloud computing
is a paid service, and users need to purchase corresponding
cloud computing services on demand under the premise of
fully evaluating their own situation. Cloud computing im-
plements the abstraction of resources such as data com-
puting, data storage, network transmission, and hardware
equipment through key technologies such as virtualization,
distributed parallel processing, and the Internet, and then
provides these resources to users dynamically on demand.
,is provides users with a more flexible, convenient, and
economical way to dynamically obtain computing resources
and storage resources according to their needs [10]. For
users, instead of purchasing and maintaining huge and
expensive infrastructure and incurring huge costs, it is
obviously better to dynamically and expandably rent the
necessary cloud computing resources and storage resources
according to their needs. In this way, users can not only
avoid early-stage investment risks, but also avoid the in-
ability of resources tomeet demand due to the increase in the
company’s scale, which is very attractive to small- and
medium-sized enterprises, especially start-ups. Although
cloud computing is considered to be the service model of the
next generation Internet and cloud computing services have
become more and more perfect after this year’s rapid de-
velopment and research, data security and privacy protec-
tion are still the main challenges that currently restrict the
further development of the cloud computing field (location
information protection, mobile phone data protection, au-
thority protection, etc.). Unlike the traditional computing
model where users fully control data calculation and storage
locally, cloud computing requires the user’s data and
physical servers to be centrally managed by the cloud service
provider, and the user only retains some control rights over
the leased virtual machine [11],,e advantages of traditional
computing models compared with cloud computing models
are mainly focused on the security protection of data because
they completely control local data and storage, thus having
higher security. ,e cloud computing method application
service of blockchain is shown in Figure 1:

,ere are three common deployment models for cloud
computing: public cloud, private cloud, and hybrid cloud.
Users can choose to use different deployment models
according to the type of data to be processed and the re-
quirements for security and data management [12].

Public Cloud: In the public cloud, service providers use
the Internet to provide users with computing resources
including applications and storage. Public clouds are op-
erated by third-party providers, and applications and service
requests from different users are collectively run and pro-
cessed on cloud servers, storage systems, and networks.
Public cloud has the advantages of low cost, no maintenance,
high scalability, and high reliability [13].

Private Cloud: A private cloud is a cloud computing
service dedicated to a single user, which can be regarded as a
user’s private data service center. In a private cloud, in-
frastructure and services are managed and maintained on a
dedicated network, and software and hardware services only

serve a single user. Private clouds can also be operated and
maintained by third-party service providers. Private clouds
are often favored by users who are sensitive to data security,
such as government agencies and financial institutions.
Private cloud services have the advantages of more flexi-
bility, higher security and reliability, and high open
scalability.

Hybrid Cloud: Hybrid cloud combines the user’s in-
frastructure or private cloud and public cloud to obtain the
advantages of both at the same time. In a hybrid cloud, data
and applications can be securely transferred between private
and public clouds for greater flexibility and more deploy-
ment options. Users can use the public cloud to perform
operations with high storage capacity and low security while
using the private cloud to perform secure operations on
sensitive businesses. Hybrid cloud combines the advantages
of the previous two, with advantages such as controllability
and flexibility.

Cloud computing implements the abstraction of data
computing, data storage, network transmission, and hard-
ware equipment through key technologies such as resource
management, distributed parallel processing, and the In-
ternet, and then provides these resources to users dynam-
ically on demand. Taking into account the above
characteristics, this article adopts the hybrid cloud de-
ployment model for related deployment.,is service process
mainly involves three aspects of technology, including re-
source management, Internet technology, and distributed
computing. ,e research on distributed computing is the
focus of this article. As shown in Figure 2, it is the key
technology involved in the cloud computing process [14].

Resource management technology mainly includes vir-
tualization technology and data center management tech-
nology. Virtualization technology is one of the core key
technologies of cloud computing, which can abstract the
details of physical hardware and provide virtualized re-
sources for advanced applications. Virtual machine services
with scalable performance can be provided to users through
virtualization technology, which further improves the uti-
lization efficiency and high scalability of physical servers in
the case of multiple users. Data center is the core of the cloud
computing architecture. Data center management tech-
nology is one of the most basic core technologies of cloud
computing, which directly affects the performance of upper
cloud data storage and computing services. Cloud com-
puting data centers include technologies such as network
topology, large-scale data storage, resourcemanagement and
scheduling, and they need to have features such as auton-
omy, economies of scale, and scalability. In cloud com-
puting, Internet technology is used to complete the
interaction between the users and cloud resources. Cloud
computing only requires the user’s data and physical servers
to be centrally managed by the cloud service provider, and
the user only retains some control over the leased virtual
machine. At present, most cloud computing service pro-
viders provide users with web-based cloud interactive in-
terfaces. ,e B/S architecture-based approach not only
reduces the development cycle, but also further reduces the
resource occupation of the client [15].

Computational Intelligence and Neuroscience 3
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2.2. SVM Algorithm Optimization for Distributed Computing

2.2.1. Classification of Classification Algorithms

(1) Decision Tree Algorithm. ,e decision tree method is to
first find the most informative attributes in the sample
database as the nodes of the decision tree, and then construct
various branches of the nodes according to the attribute
values. ,en, repeat this process for each one. It is used to
establish the branch of the next node and its branches [16].

(2) Bayesian Classification. Bayesian classification is a sta-
tistical classificationmethod.,e classification principle is to
use the pre-probability of the object and use the Bayesian
equation to calculate the post-probability. In other words,
the object has the probability of belonging to a specific
category, and the category with the largest posterior prob-
ability is selected as the class the object belongs to [17].

For a training sample, suppose its prior probability is P;
according to Bayesian classification, the probability obtained is

p(z) � p(z/si) · p(si)/p(x). (1)

If

p(si/z) � Maxjp(sj/Z), i � 1, 2, 3 · · · , N, (2)

then there is x ∈ si; substituting formula (1) into formula (2),

p(z/si)p(si) � Maxj[p(z/sj)p(sj)], i � 1, 2, 3, · · · N, j � 1, 2, · · · , N.

(3)

,is is the most commonly used Bayes classification
decision benchmark. As a result of years of research, the
Bayesian classification is widely used. However, because the
Bayesian sample size is large enough, the sample properties
must be independent of each other; it is difficult to achieve
this in practical applications, and hence it is difficult to
achieve theoretical results with this method [18].

(3) Neural Network Classification. As shown in Figure 3, the
neural network classification is mainly composed of three
layers to form a multilayer feedforward neural network
(Input layer, hidden layer, output layer) [19]. ,e multilayer
feedforward neural network consists of an input layer, one or
more hidden layers, and an output layer. ,e Back Propa-
gation [BP] algorithm learns on the multilayer feedforward
neural network, and the [multilayer] feedforward neural
network using the BP algorithm is called the BP neural
network.

,e most commonly used multilayer feedforward neural
network lies in classification. By setting the number of
sample attribute values and controlling the sample type of
the output layer, various classifications can be performed.
But the problem that it is easier to fall into the minimum is
one of its inherent shortcomings.

Computer
terminal Mobile

terminal

Central control
Calculation

library

miner

Figure 1: Application services of blockchain cloud computing.
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(4) Linear Classification. ,e learning goal of a linear
classifier is to find a classification hyperplane in the n-di-
mensional data space, and its equation can be expressed as

ωT
z + b � 0. (4)

As shown in Figure 4, in the two-dimensional plane, the
solid line is the classification plane. We can make the
classification function as

f(Z) � ωT
z + b. (5)

At the same time, use z to represent the “geometric
distance” of the classification hyperplane;

c � y
ωT

z + b

||ω||
� y

f(z)

||ω||
. (6)

Its mathematical expression is as follows:

min
ω,b

1
||ω||

, s, t, yi ωT
zi + b ≥ 1, i � 1, 2, · · · , n. (7)

,e above problems can be equivalently transformed
into the following problems:

min
ω,b

1
2
||ω||

2
, s, t, yi ωT

zi + b ≥ 1, i � 1, 2, · · · , n. (8)

,e constraints are integrated into the objective function
through the Lagrangian function, as follows:

L(ω, b, a) �
1
2
||ω||

2
− 

n

i�1
αi yi ωT

xi + b  − 1 . (9)

,en make

β(ω) � max
ai≥0

L(ω, b, a). (10)

Our question is transformed into a request:

min
ω,b

β(ω) � min
ω,b

max
ai ≥ 0

L(ω, b, a). (11)

Further transformed into

max
ai ≥ 0

min
ω,b

L(ω, b, a). (12)

In order to solve equation (12), we first find the mini-
mum values of ω and b in equation (9), and calculate the
extreme values of ω and b, respectively, according to the
extreme value conditions, namely:

∇ωL(ω, b, a) � 0

∇bL(ω, b, a) � 0.
(13)

Solve to get

ω � 
x

i�1
βiαiyi. (14)



n

i�1
αiyi � 0. (15)

Substituting (14) and (15) into (12), the dual form of the
original problem is obtained as follows:

Internet technology

cloud computing

Distributed Computing Resource management

Web 2.0

Distributed data
processing

Virtualization
technology

Figure 2: Key technologies involved in cloud computing.
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max
n

i�1
αi −

1
2



n

i,j�1
αiαjyiyj

t, s, ai ≥ 0, i � 1, 2, · · · , n, 
n

i�1
aiyi � 0.

(16)

,at is, the original nonlinear data are mapped to a new
feature space through a nonlinearity, and the following
function is obtained:

f(Z) � 
n

i�1
ωiφi(Z) + b. (17)

Assuming that the data can be obtained by the linear
combination of training points, it can be expressed as the
following formula:

f(Z) � 
n

i�1
αiyi <φ Zi(  · φ(Z)> + b. (18)

Assuming that the kernel is a function K, for all x, z ∈ x,
satisfy

K(X, Z) � <φ(x) · φ(z)> . (19)

,en, Φ is the mapping from X to the inner product
feature space F. ,e Gaussian kernel K is

K zi, zj  � exp −
zi − zj








2

2σ2
⎛⎜⎜⎝ ⎞⎟⎟⎠. (20)

,at is, for any Φ(x)≠ 0, there is

fΦ2(X)dx <∞. (21)

,en, there are

  K z, z′( Φ z′( dzdz′ > 0. (22)

We turn the linear inseparable problem into

max
a



n

i�1
ai −

1
2



n

i,j�1
aiajyiyjK xi, xj 

t, s, ai ≥ 0, i � 1, 2, · · · , n, 
n

i�1
aiyi � 0.

(23)

By solving it, we can get an optimal SVM algorithm
optimization method so as to improve it.

2.3. Distributed Collaborative High-Performance Computing.
,e collaborative computing of the distributed model refers
to the realization of simulation applications by coordinating
and collaborating in a distributed environment with the help
of computer, network technology, and model resources.,is
service sharing-based model not only enables the model to
run in the best operating environment and ensures the safety
of the model code, but also uses more computing resources
and storage space to complete various complex application
simulations. Using more computing resources and storage
space to complete various complex application simulations
can better protect the simulated data. ,erefore, DCHF-SI
needs to provide a collaborative environment for remote
coupling and interaction of physical models located in
different locations. ,e interaction process of the model is

X1

X2

Xi

Input layer Hidden layer Output layer

Figure 3: Multilayer feedforward neural network.
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transparent to the user and needs to meet the particularity of
different spatial physical applications and general com-
mercial applications; the structure of DCHF-SI is shown in
Figure 5.

2.3.1. Coupling Interaction Basic Framework Layer. ,e
coupling interaction mechanism is responsible for the in-
teraction coupling and communication of remote model
components. ,e coupled interaction basic framework is the
core supporting platform of the entire framework operation
[20].

2.3.2. Framework Service Component Layer. Fault-tolerant
service components provide checkpoints for setting up
network or grid resources and rollback recovery and other
fault tolerance strategies and log strategies [21].

2.3.3. Physical Model Component Layer. ,e physical model
components are mainly obtained by encapsulating the
physical model.

2.3.4. Graphical User Interface (GUI) Layer. Model sharing
provides researchers with a large amount of model re-
sources. However, it is very difficult for researchers to select
the model they need from the massive model resources, and
it is impossible to study and analyze all the available models.
In order to solve this problem, the screening of related
resource models is essential. As shown in Figure 6, when the
model component is coupled with the internal model, there
are M∗N assembly methods, which makes the application
assembly more complicated [22].

,erefore, this paper proposes a new type of component-
abstract domain component. Models in the same domain
share an abstract domain component. It also has a unified

standard port for this type of model, but it is not responsible
for its implementation; instead, the best model components
are selected through the QOS service to participate in the
calculation, thereby achieving transparent and intelligent
assembly of applications and reducing the burden on de-
velopers.,e following interfaces need to be added to realize
the generation and connection of abstract components [23].
,e design scheme of the QOS service customizable
northbound interface describes the external form and the
internal function model of the interface, and based on this
scheme, a northbound interface that provides bandwidth
and priority customizable services is implemented. ,e
interface is tested in the SDN experimental network, and the
test results show that the scheme can achieve the expected
goal.

3. Investigation and Experiment on the Status
Quo of Urban Communities

A city is a product formed to adapt to the times, a mani-
festation of mature economic development, and a settlement
formed by a multifaceted population. As the center of trade,
it continues to attract foreigners, the number of permanent
residents also increases, and coupled with resource con-
straints and unreasonable urban layout, it has been greatly
affected. In order to improve this situation, government
departments have established urban communities. ,e
specific implementation steps are: first, delineate a range,
and then build concentration camps in this area, such as
commercial housing communities, office communities, etc.,
to guide relevant people to reside in them, to save resources
as much as possible, use limited space to house more people,
and let them form a society with a large number of people
and a high concentration of people. Housing in the city
community is mostly engaged with nonagricultural work,
which can accommodate people from various places and

Negative objects (y=-1) Positive objects (y=+1)

Figure 4: An example graph of 2-dimensional separability.
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various types of work, and the rational use of space to create
a small, densely populated social group. However, com-
pared with rural areas, there is a lack of interpersonal
communication [24].

At present, China’s urban community governance has
made great progress in terms of systems and mechanisms,
but there are still many problems. ,ere are many reasons
for these problems, including the inertial effect of the
original system, the influence of cultural traditions, and the
lag in social development. For these issues cannot be ig-
nored, it is necessary to explore the outstanding perfor-
mance in different practices. ,is chapter is based on the
status quo of community governance in urban communities,
through combing the status of community governance
practices, and discovering some potential problems in urban
community governance so as to obtain beneficial enlight-
enment and help improve urban community governance.
Here, we make a rough statistics of the number of com-
munities within the scope of the survey statistics, as shown in
Table 1:

It can be seen from the statistical data in the above table
that social organizations have grown rapidly in the past two
years, and the number of private units has grown relatively
slowly; while foundations have no growth opportunities, the
rapid growth of social organizations will lead to a man-
agement problem. If there is no good management and
governancemethod, it is easy to cause problems.,erefore, a
survey of satisfaction with the governance methods of urban
community groups is added, as shown in Table 2:

Obviously, it can be seen that the problem caused by the
excessively rapid growth of social organizations is that there
are many governance problems, governance chaos, and the

satisfaction of group members is low, while private units
basically grow slowly, showing satisfaction and dissatisfac-
tion, and the satisfactory conditions are basically the same.
,e foundation has grown by one in three years, and this has
resulted in them having enough time to administer the
foundation, so that the vast majority of people can be sat-
isfied, and the satisfaction will naturally increase [25].

3.1. Weak Community Social Organizations. In the context
of modern development, urban community governance,
such as the introduction of the participation of social forces,
can add new vitality to community services. Social orga-
nizations participating in community governance can give
full play to their role as a link, integrate their own resource
advantages, broaden funding sources for community gov-
ernance, assume part of the governance capacity, and use
their professional capabilities to provide residents with
market-oriented services.

A social survey experiment on the degree of under-
standing of community social organizations was organized
here, and the experimental data obtained are shown in
Table 3:

From the above table, we can see that in urban com-
munities, children’s understanding of community social
organizations accounted for 2%, adults accounted for 8%,
and the elderly 2%. It only accounts for 12% of the total, and
the number of people who understand it is really too small.
Children and the elderly have less knowledge of community
social organizations, and it is mainly concentrated that
adults have more knowledge of urban community organi-
zations. As a result, most people have problems with the
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Figure 5: DCHF-SI structure diagram.
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governance of the community. ,is also reflects the prob-
lems of small-scale social organizations, insufficient devel-
opment, and insufficient influence in Chinese cities.
Community funding is not guaranteed, and it is easy to be
administrated. ,e inability to independently assume the
responsibility of community management has led to inad-
equate governance in the community [26].

3.2. Residents Lack Awareness of Active Participation. Serving
community residents is the purpose and goal of community
governance, and all governance actions are based on safe-
guarding the interests of the residents. ,e extent of resi-
dents’ participation in community autonomy to a large
extent reflects the true level of community autonomy. From
the survey of urban community residents participating in
community activities in Table 4, it can be seen that the basis
for the formation of this sense of identity and belonging is
gradually disintegrating [27].

Analyzing the data in Table 4, we can see that the
proportion of children who often participate is 4%, adults
6%, and the elderly 2%.,ese values are far lower than those
of a healthy and qualified urban community.,e proportion
of participants is only 12%, the proportion of those who have
participated in some is 30%, the proportion of those who
have participated occasionally is 33%, and the proportion of
those who have never participated is 25%. Similarly, some
seldom participate in community activities, indicating that

there are fewer feedbacks on problems in this community,
and people cannot conduct a good and effective manage-
ment of the urban community. For this reason, we have also
made a detailed survey on the reasons why people of dif-
ferent ages do not participate in community activities. ,e
survey data are shown in Table 5:

From Table 5, we can still see that adults still pay at-
tention to the interests of the majority, and this is one of the
reasons why most people do not participate in community
activities. ,e reason for this phenomenon is that the
community’s publicity is still insufficient, thus failing to
make people develop the concept that community gover-
nance is related to everyone. ,is has also caused more and
more people to lose confidence in community management.

Another questionnaire is designed here to investigate
and reform the community governance system. ,ere are 21
questions in the questionnaire, which consist of two parts:
the first part is the basic information of the interviewee,
covering nine aspects including gender, age, marital status,
location of household registration, education level, residence
time, identity, political outlook, and average monthly in-
come. It forms a characterization description of the inter-
viewee; the second part is a survey of the current community
governance system. Questions include community party
organizations, community neighborhood committees,
community service stations, community intermediary or-
ganizations, residents’ participation, community-related
policies, and other elements of the community governance
system.

4. Status Quo and Improvement of
the Community

4.1. Relevant Situation of the Community Governance System.
From the selection of residents, it can be found that almost
ordinary people regard the community committee as the
first choice to help them solve the difficulties in daily life,
which shows that the community committee has a relatively
high sense of identity in the hearts of residents, followed by
government departments and community service stations.
Compared with the other three governance bodies, the
owners’ committee and the property company do not seem
to be “rooted”(the other three governance entities mainly
include: private units, foundations, and social groups),
which also reflects the absence of the two in community
governance, which is not conducive to building a “social
coordination” community governance system in the long
run. ,e relevant situation investigation is shown in
Figure 7:

From the table above, we can see that in urban com-
munities, the number of residents who often live with
neighborhood committees accounts for about 15%. Among
them, children and the elderly account formore, while adults
still account for a minority. About 40% of the people who
don’t care about the governance and management of the
community and occasionally contact the neighborhood
committee account for about 40%. Among them, children
and adults account for a relatively large number, while the
elderly are relatively small. Among those who almost never
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Figure 6: Model component and internal model component
coupling description.

Table 2: Satisfaction of urban community groups.

Group Social groups Private unit Foundation
Satisfy 56 221 389
Dissatisfied 489 243 31

Table 1: Statistics on the number of urban community groups.

Group Social groups Private unit Foundation
2016 75 32 9
2017 91 38 9
2018 114 43 10
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contact the neighborhood committee, adults account for the
overwhelming majority, while children and the elderly ac-
count for only a small proportion. In the statistics of fa-
miliarity, the proportion of people who know the
neighborhood committee is about 25%. On the contrary, the
proportion of children is the largest, while the proportion of
adults and the elderly is relatively small. Among those who
do not know the director of the neighborhood committee at
all, children and adults account for a larger proportion, while
the elderly are fewer. Among those who have heard of it but
are not clear, there are more adults and fewer elderly and
children.,e statistics on the familiarity of community party
organizations and the degree of recognition of their related
governance methods are shown in Figure 8:

From the survey statistics in Figure 9 on the familiarity of
community party organizations and the recognition of related
governance methods, we can see that the managerial per-
sonnel in the community neighborhood committees still have
a relatively high percentage of recognition of the governance
methods of urban communities, reaching 15.9%; in addition,
the managers of all organizations have a high degree of
recognition of the governance methods, and the members of
them generally do not agree with the governance methods,
and they aremaintained at a low level.,e senior citizens who
agree with party secretaries are the elderly, and most adults
don’t know the secretaries of the community’s party orga-
nizations. When the main personnel in an urban community
do not know the secretaries of the community’s party or-
ganization, it can only indicate the urban community. ,e
publicity of the community is still not in place, resulting in an
insufficient sense of participation of community members
and the inability to actively participate in the comprehensive
governance and control of the community.

In summary, the “two committees” of the community
are not closely connected to the residents, and the com-
munity party organizations and community neighborhood
committees are precisely the “top people” who drive resi-
dents to actively participate in community governance.
,erefore, the construction of the “two committees” in the
community governance system needs to be further im-
proved and strengthened. At the same time, the problem
activities organized by the community are counted, as shown
in Figure 9:

From the urban community’s participation in com-
munity activities organized by the community, we can see
that most of the adults in cultural and sports activities have
not participated in any of the activities.,emain reason is to
let their children participate in some activities organized by
the community, but if it’s just like this, it means that they
have not participated in community team activities at all.
Children’s participation in community activities does not
have much effect on the progress of the community. Sim-
ilarly, in terms of public welfare activities, the majority of
children participate in activities, followed by the elderly who
stay at home, and most adults do not participate in the
governance of the community, which reflects the fact that
the activities of the community mainly remain at the level of
formality, and there is no in-depth understanding of the
meaning of community activities.

From the above data results, we can find that most
residents are not very active in participating in community
activities, and community activities are one of the effective
ways to increase the sense of belonging and identity of
community residents to the community. ,erefore, how to
improve the community governance system and eliminate
the gap in public participation is worthy of our deep
consideration.

4.2. Distributed High-Performance Computing Capability.
Analyze the phenomenon in the process of urban gover-
nance through the calculation and analysis of the surveyed
data, and analyze the problems of urban community gov-
ernance. ,erefore, it is possible to deduce a most suitable
governance method, cooperate with community managers
to better manage the community, and creatively explore the
most suitable governance methods for each urban
community.

Here, we combine the experimental data investigated by
the above analysis and analyze the community governance
issues through distributed high-performance computing,
coordinate the role of various organizations in urban
communities, and actively guide community members to
participate in the governance of the community.,e analysis
data are shown in Figure 10:

Table 3: Urban community residents’ understanding of community social organizations.

Generation Very familiar (%) Probably understand a little (%) Don’t understand at all (%)
Child 2 8 18
Adult 8 31 2
,e elderly 2 10 17

Table 4: Urban community residents’ participation in community
activities.

Condition Child (%) Adult (%) ,e elderly (%)
Often attend 4 6 2
Participated in some 10 17 3
Participate occasionally 8 20 5
Never participated 7 15 3

Table 5: Participation in community activities by people of dif-
ferent ages.

Condition Child (%) Adult (%) ,e elderly (%)
No benefit 1 30 4
No time to 2 12 3
No effect 3 15 5
Don’t know to Participate 8 1 3
Never heard of that 6 3 4
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From the above Figure 10, we can see that the devel-
opment distribution curve of the community is more
concentrated, which is more conducive to the stable con-
struction of the urban community. Regarding the expo-
nential growth of the community, the environment of the
urban community has increased by 21.1% compared with
previous years, and the community is safer than in previous
years. With an increase of 11.1%, the development of urban
communities has increased by 26% compared to previous
years. ,e overall situation shows growth; it can be seen that
using distributed high-performance computing to calculate

the various factors of the community, the most suitable
community development plan can be deduced, which is
more conducive to the development of the community. After
implementation, the overall urban community governance
has increased by 19.4%.

,e data obtained through calculation and analysis is
more conducive to our assumption of a sound and har-
monious urban community and the establishment of a
democratic rule of law, fairness and justice, honesty and
friendship, full of activities, stability and order, and har-
monious coexistence between people’s living environments.
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Figure 7: Statistics on the frequency and familiarity of residents’ contact with neighborhood committees.
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5. Conclusions

,is paper mainly conducts innovative research on the
current domestic urban community governance methods,
mainly using the computing power of distributed algorithms
and the use of key algorithms of blockchain technology, and
comprehensively analyzes and understands the current
community through the combined use of the two. ,e goal
of improving the current domestic community management

dilemma has been achieved by exploring the management
methods and improving the management methods. At the
same time, the analysis and comparison of the urban
community governance mechanism after the analysis of
distributed high-performance computing is carried out, and
it is found that through the calculation derivation the
proposed governance method can improve the overall
governance effect of the community by 19.4%. It can be seen
that the use of related distributed algorithms in this paper is
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By leveraging neural networks, deep distance metric learning has yielded impressive results in computer vision applications.
However, the existing approaches mostly focus a single deep distance metric based on pairs or triplets of samples. It is difficult for
them to handle heterogeneous data and avoid overfitting. +is study proposes a boosting-based learning method of multiple deep
distance metrics, which generates the final distance metric through iterative training of multiple weak distance metrics. Firstly, the
distance of sample pairs was mapped by a convolution neural network (CNN) and evaluated by a piecewise linear function.
Secondly, the evaluation function was added as a weak learner to the boosting algorithm to generate a strong learner. Each weak
learner targets the difficult samples different from the samples of previous learners. Next, an alternating optimization method was
employed to train the network and loss function. Finally, the effectiveness of our method was demonstrated in contrast to state of
the arts on retrieving the images from the CUB-200-2011, Cars-196, and Stanford Online Products (SOP) datasets.

1. Introduction

In the past decades, distance metric learning has been ap-
plied effectively in image retrieval, face recognition, person
re-identification, clustering, etc. It is now a hot topic in the
field of computer vision. +anks to the recent success of
convolutional neural networks (CNNs), deep distance
metric learning methods have attracted lots of attention [1].

Each deep distance metric aims to map training samples
to features via CNNs. +e mapping should narrow the
distance between similar sample pairs and increase that
between dissimilar sample pairs. To learn deep distance
metrics, many approaches have been developed based on
sample pairs [2, 3], triplets [2, 4], or quadruplets [5]. +is
study attempts to learn the simple similarity functions of
sample pairs. +e distance metric was defined as the Eu-
clidean distance between sample pairs, which can be com-
puted rapidly compared with other metrics.

Most of the existing methods of deep distance metric
learning try to improve the single loss function based on a
single distance metric. However, a single distance metric is
insufficient to handle all the samples from the given data

distribution. In fact, feature data are generally not distrib-
uted uniformly: the density varies from region to region in
the data distribution [6, 7]. To solve the problem, some
scholars resorted to ensemble technique and employed
several learners to map each sample to multiple subspaces
[8–10]. Nevertheless, these strategies do not support end-to-
end training of the network and loss function of each weak
learner. +e lack of this training model suppresses the
discrimination ability and increases the susceptibility of the
metric to noise. +e accuracy of deep distance metric
learning could be further improved through joint training of
the network and loss function.

+is study aims to improve the adaptability of con-
ventional deep distance metric between pairs of samples.+e
main idea is to divide the last fully connected layer of the
CNN into multiple nonoverlapping groups (Figure 1), each
of which is a separate feature mapping of the network. +e
distance metric of sample pairs mapped by one of the groups
was evaluated by a piecewise linear function. Each group has
a corresponding evaluation function, which is added as a
weak learner to the boosting algorithm to generate a strong
learner. +is finally forms a multidistance metric ensemble.
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In addition, the same underlying feature representation,
which was pretrained through experiments, was applied to
the fully connected layers of all groups. In this way, the
high computing cost of CNN training in the boosting
framework was significantly reduced. In that framework,
each learner reweights the training samples for successive
learners, according to the gradient of the loss function. As
a result, the successive learners would focus on difficult
sample features, producing more suitable feature repre-
sentations. +e final ensemble output is a linear com-
position of multiple weak learners. Furthermore, the
performance of the conventional distance metric was
improved by introducing a piecewise linear function,
which evaluates the similarity of sample pairs in distance
metric learning. +is facilitates the joint training of the
network and loss function. +rough the evaluation of
various deep distance metric learning methods in the
image retrieval task， it can be seen that Recall@1 of the
proposed method is 4.2, 2.8, and 0.4 higher than that of
the previous best score on CUB-200-2011， Cars-196, and
SOP datasets, respectively. Experimental results show that
the proposed method outperforms the comparison
methods, while avoiding overfitting to a certain extent.

+e contributions of our work are as follows:

(1) +e last fully connected layer of the CNNwas used to
form multiple groups of features, which was
designed to form a distance metrics ensemble and
formulated as a boosting problem. +en, an alter-
nating optimization method was adopted to jointly
train the network and loss function.

(2) A piecewise linear function was employed as
the evaluation function of the distance metric of
sample pairs mapped by CNN and added as a weak

learner to the boosting algorithm to generate a strong
learner.

2. Literature Review

+is section reviews the most closely related works out of the
numerous publications on the hot topic of distance metric
learning.

2.1.DeepDistanceMetric Learning. Manymethods employ a
discriminative distance metric loss function to increase
interclass distance and reduce intraclass distance
[2, 4, 11–14]. For instance, contrastive loss is a popular tool
of deep distance metric learning that minimizes the distance
between the eigenvectors of positive sample pairs and
widens the distance between the negative sample pairs [2, 3].
Based on contrastive loss, triplet loss creates a 3-tuple with a
positive sample pair and a negative sample pair, in the light
of the relative relationship between intraclass distance and
interclass distance [2, 4], and ensures that the positive
sample pairs are closer in the mapped feature space than the
negative sample pairs. Many other loss functions have been
extended from the above two losses, namely, histogram loss
[15], quadruplet loss [5], N-pair loss [11], angular loss [12],
and hierarchical triplet loss [16].

Taking a tuple of samples as training samples yields a
huge amount of training data. Deep distance metric learning
would be greatly enhanced by acquiring more effective
samples. Recently, several scholars have designed sampling
strategies to tackle hard and semihard negative mining
[16–18]. For example, Xuan et al. [7] observed that easy
positive samples help to preserve the intraclass difference
and thus improve the generalization ability of triplet loss.
However, the use of easy positive samples constantly
underchallenges the metric, making the embedding space
less discriminative.

2.2. Ensemble Learning. +e methods above all strive to
improve the loss function based on a single distance metric.
However, it is difficult for them to adapt to all available data.
Recently, ensemble learning, which iteratively trains an
ensemble from several weak learners for the final prediction,
has been incorporated to boost the generalization perfor-
mance of deep metric learning.

Negrel et al. [8] explained how to use their boosting-
based metric learning algorithm to compute hierarchical
organizations of face databases. Kim et al. [9] introduced
multiple attention-based learners for ensemble. Xuan et al.
[10] grouped labels randomly to create a large family of
related embedding models, which can serve as an ensemble.
Sanakoyeu et al. [6] employed a divide-and-conquer strategy
to divide the embedding space to several clusters and used
each cluster to train a single learner.

2.3. Other Related Metric Learning. In addition, there are
other types of distance metric approaches recently, such as
sample selection, local metric, and hierarchical metric. Wu
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Figure 1: Structure of boosting-based deep distance metric.
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et al. [19] proposed a distance-weighted sampling procedure,
which selects more informative and stable examples than
traditional approaches, achieving excellent results in the
process. Wang et al. [13] generalized tuple-based losses and
reformulated them as different weighting strategies of
positive and negative pairs within a minibatch. Roth et al.
[20] proposed to learn the distribution for sampling negative
examples instead of using a predefined one. Local metric
learning methods [21, 22] learn a collection of Mahalanobis
distance metrics, each operating on a different subset of the
data obtained by K-means or Gaussian mixture clustering.
From [23, 24], we learn a two-level category hierarchy by
using coarse and fine classifiers. Ge et al. [16] proposed a
hierarchical version of triplet loss that learns the sampling all
together with the feature embedding.

Different from the above approaches, our approach
realizes the end-to-end training of the network and loss
function of each weak learner, thereby enhancing the ac-
curacy of deep distance metric and reducing the probability
of overfitting.

3. Methodology

3.1. Boosting-Based Deep Distance Metric Model. Let X �

[x1, x2, . . . , xN] be N training sample pairs, each of which
belongs to one of the two class labels yn ∈ −1, +1{ }. If the two
samples belong to the same class, the pair is labeled yn �+1
and called a positive sample pair; if the two samples belong
to different classes, the pair is labeled yn � -1 and called a
negative sample pair.

We divide the last fully connected layer of the CNN into
multiple nonoverlapping groups. +e training sample pair
xn � (x1

n, x2
n) is fed into the CNN to generate a eigenvector

pair fm(xn) � (fm(x1
n), fm(x2

n)), which is extracted from
the mth group of the last fully connected layer. So, the
training sample pair xn can be mapped to generate multiple
groups of features, which was designed to form a distance
metrics ensemble and formulated as a boosting problem.

Drawing on the idea of the boosting algorithm, multiple
weak learners are adopted to produce a strong learner of
distance metrics between the mapping values of training
sample pairs. +e weak learners are trained on reweighted
samples, according to the gradient of the loss function. In
general, we want to a set of weak learners and their cor-
responding boosting model:

DM f x
1
n , f x

2
n   � 

M

m�1
φm fm x

1
n , fm x

2
n  , (1)

where M is the number of weak learners and φm is the
distance metric evaluation function between the eigenvec-
tors of the training sample pair mapped by themth group of
the fully connected layer.

In the above formula, φm was used to quantify the
similarity between two training samples, and it responds to
this similarity based on whether the two samples should be
considered to represent the same class. +erefore, a

threshold was defined to deal with the distance metric be-
tween two training samples, and a piecewise linear function
was adopted as the evaluation function. +is function re-
duces the distance between similar training samples and
increases that between dissimilar ones in the mapped space.
+e evaluation function can be defined as

φm fm x
1
n , fm x

2
n   �

αm, if d fm x
1
n , fm x

2
n  < tm,

βm, else,

⎧⎨

⎩

(2)

where d(fm(x1
n), fm(x2

n)) is a generic distance metric (the
simple Euclidean distance), αm and βm are the evaluated
similarity and dissimilarity between the two samples, re-
spectively, and tm is a distance metric threshold. If the
Euclidean distance between two mapped training samples is
smaller than the threshold tm, then the evaluation value is
αm; otherwise, it is βm (Figure 2).

In each round of boosting, a new weak learner is trained
on the reweighted training set in the minibatch, according to
the gradient of the loss function, and then added to form a
strong learner. As demonstrated by Friedman [25], the
training of a single learner can be written as a loss function
minimization problem:

argmin 
N

i�1
ℓ yi; DM−1 xi(  + φm xi( ( , (3)

where ℓ is a loss function. Here, the exponential loss function
ℓ(yi; DM(xi)) � e− yiDM(xi) is utilized. Inspired by Schapire
and Singer [26], formula (3) can be rewritten as

argmin 
N

i�1
w

m
i e

− yiφm xi( ), (4)

where wm
i is the weight of training sample xi in iteration m.

+e weak learner is selected to minimize the loss function in
each iteration to update the strong learner. Both αm, βm, and
tm of the distance evaluation function and wnet

m of the mth
group of the fully connected layer need to be optimized.

+e proposed approach is easily integrated into some
deep metric learning approaches, such as triplet loss, N-pair
loss, and hierarchical triplet loss. However, for some loss
functions, such as histogram loss and angular loss, it is not
applicable and needs to be improved.

3.2. Joint Training. As to formula (3), we need attempt to
jointly learn both the network and loss function. We note
that its function was nonconvex, which was difficult to solve
in general. Referring to Zhang et al. [27], this study applies
an alternating optimization method to jointly train the
network and loss function.

Since a learner needs to be optimized in each round of
boosting, the optimization problem (4) was investigated,
while fixing parameters wnet

m of the mth group of the fully
connected layer. Formula (4) can be decomposed into
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αm + 
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w
m
i e

βm . (5)

Taking partial derivatives of formula (5) with respect to
αm and βm and setting both to zero to optimize each
parameter,

αm �
1
2
log

yi�1∧d xi( )< tm
w

m
i

yi�−1∧d xi( )< tm
w

m
i

⎛⎝ ⎞⎠, (6)

βm �
1
2
log

yi�1∧d xi( )≥ tm
w

m
i

yi�−1∧d xi( )≥ tm
w

m
i

⎛⎝ ⎞⎠. (7)

After each iteration, the weights of the training sample
pairs are updated using the exponential loss function:

w
m+1
i � w

m
i e

− yiφm xi( ). (8)

+en, the weights of all training sample pairs are nor-
malized. As shown in formulas (6) and (7), the parameters
that affect the evaluation function are only related to tm, i.e.,
the optimal value obtained by the traversal method. If the
training sample pairs are classified correctly, the weight of
successive learners tends to be small; otherwise, the weight
tends to be large. Hence, successive learners focus on dif-
ferent training sample pairs than previous learners, in-
creasing the diversity among learners (Figure 3).

+e next step is to update parameters wnet
m of the mth

group of the fully connected layer, while fixing αm, βm, and
tm of the evaluation function. +ese parameters were trained
with the contrastive loss function, using the standard
backpropagation algorithm. In the forward process, the
similarity distance metric is computed for each input
training sample pair. In the backward process, the gradient
of the loss function is iteratively propagated for each group
(Figure 4).

For the contrastive loss function, the distance metric
threshold tm obtained through weak learning training serves
as the distance margin of a negative training sample pair.
+en, the contrastive loss function can be established as

ℓ′ x
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2

yn + 1( d fm x
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2
n  

+
1
2

1 − yn(  tm − d fm x
1
n , fm x

2
n   

+
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(9)

+e training procedure is illustrated as Algorithm 1.

4. Experiments and Results’ Analysis

To verify its effectiveness, our method for deep distance
metric learning was tested on three standard datasets: CUB-
200-2011, Cars-196, and Stanford online products (SOP).
Following the standard protocol proposed by Oh Song et al.
[2], each dataset was broken down into a training set and a
test set. For the CUB-200-2011 dataset, 5,864 images in the
first 100 classes were allocated to the training set and 5,924
images in the last 100 classes were allocated to the test set.
For the Cars-196 dataset, 8,054 images in the first 98 classes
were allocated to the training set and 8,131 images in the
remaining 98 classes were allocated to the test set. For the
SOP dataset, 59,551 images of 11,318 classes were allocated
to the training set and 60,502 images in 11,316 classes were
allocated to the test set.

+e performance of our method in retrieving images
from the above datasets was evaluated by Recall@K. For each
retrieval task, the authors computed the percentage of the
testing images whose top-K retrieved images contain at least
one image with the same class label. +e K value was set to
K∈{1, 2, 4, 8, 16, 32} for CUB-200-2011 and Cars-196, and
K∈{1, 10, 100, 1000} for SOP. Our method was implemented
under the framework of TensorFlow. Following Oh Song’s
approach [2], GoogLeNet was adopted as the feature ex-
tractor. +e batch size was fixed at 128 in all experiments.

Since the deep distance metric could be affected by the
number of weak learners, the influence of that number on
our method was observed through experiments on each of
the three datasets. As shown in Figure 5, with the growing
number of weak learners, the Recall@1 score first increased

�e evaluated similarity is αm �e evaluated dissimilarity is βm

Yes No

(fm (x1), fm (x2))

|| fm (x1), fm (x2))||<tm

Figure 2: Operation of the evaluation function.
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and then declined. +e highest Recall@1 score was achieved
at 8, 6, and 7 weak learners, for CUB-200-2011, Cars-196,
and SOP, respectively. A possible reason is that the images in
Cars-196 have relatively small variations, those in SOP face
large view-point changes, and those in CUB-200-2011 fea-
ture a large pose variation and a strong background clutter.
In the following experiments, the number of weak learners

was set to 8, 6, and 7, for CUB-200-2011, Cars-196 and SOP,
respectively.

+e eigenvector size also exerts amajor effect on the deep
distance metric. Hence, experiments were carried out on
Cars-196 with 6 weak learners and different eigenvector
sizes. Drawing on the work of Wang et al. [13], the eigen-
vector size was increased from 64 to 1,024. Figure 6

�e m-th group of fully 
connected layer

�e m-th optimized distance evaluation 
function φm (fm (x1), fm (x2))

(fm (x1), fm (x2))

�e training samples whose weights
are updated at the m-1th iteration

�e training samples whose weights
are updated at the m-th iteration

Figure 3: Optimization of the distance evaluation function with fixed parameters of the mth group of the fully connected layer.

�e gradient of m-th contrastive loss function

Backpropagation Forward

�e m-th group of the optimized fully connected layer

Figure 4: Optimization of the mth group of the fully connected layer with fixed parameters of the evaluation function.

Initialization: initialize distance metric threshold tm,m� 1,..,M, the weights of the training sample pairs wm
n ,m� 1,..,M and n� 1,..,N,

and parameters of the mth group of the fully connected layer wnet
m , m� 1,..,M, randomly;

for m� 1 to M
repeat
for n� 1 to N
Select the optimal value tm, which minimizes formula (4), and update the weights wm

n of the nth training sample pairs;
Compute the derivatives of formula (9), and update the parameters wnet

m of the mth group of the fully connected layer via
backpropagation;
end
until terminal condition.

Dm � Dm−1 + φm

end
Output DM

ALGORITHM 1: Training procedure of our method.
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compares the retrieval performance of our method with
that of the multiscale (MS) method [13]. As shown in
Figure 6, the retrieval performance of both methods
gradually increased with the eigenvector size. Our

method performed stably, when the size was equal to or
greater than 256, and always outshined the MS. Hence,
the eigenvector size was fixed at 256 in subsequent
experiments.
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Figure 5: Influence of the number of weak learners over the performance of our method on different datasets.
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Figure 6: Retrieval performance (R@1) at different eigenvector sizes on Cars-196.
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Next, the training results and testing results were con-
trasted on Cars-196. As shown in Figure 7, the training R@1
only had a small gap from the testing R@1. On Cars-196, the
R@1 score of the training set was around 93%, only 7% than
that on the test set. +is clearly shows that our method
avoids overfitting.

Figure 8 shows the convergence curves of our method
and several state-of-the-art methods on Cars-196. In the first
40 epochs, our method reached the performance of the state
of the arts and converged faster than the other methods.
However, according to the trend of the curve in Figure 8,
that is, number of epochs from 0 to 50, the convergence rate
of ours model was not the maximum. However, on the
whole, the convergence rate of our method was satisfactory.
Except for theMS, the contrastive methods took hundreds of
epochs to converge. +us, the training time of our method
was compared with that of the MS. On a single NVIDIA
Tesla V100 GPU, the mean running time of our method was
24.36s per epoch on CUB-200-2011 and 40.29s per epoch on
Cars-196, while that of the MS was 28.45s and 43.58,
respectively.

Finally, the image retrieval efficiency of our method was
compared with that of the state-of-the-art methods on CUB-
200-2011 and Cars-196, respectively. +e comparison results
(Tables 1 and 2) show that our method outperformed these
methods, including higher-order tuples such as LiftedStruct
and N-Pairs, as well as angular loss and ensemble methods
such as annotation-based expansion (ABE) and deep ran-
domized ensembles for metric learning (DREML). In par-
ticular, on the challenging CUB-200-2011 dataset, our
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Figure 7: Training and testing results (R@1) on Cars-196.
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Figure 8: Convergence curves of different methods on Cars-196.

Table 1: Recall@K (%) on CUB-200-2011.

CUB-200-2011
R@ 1 2 4 8 16 32
Contrastive [2] 26.4 37.7 49.8 62.3 76.4 85.3
Triplet [2] 36.1 48.6 59.3 70.0 80.2 88.4
LiftedStruct [2] 47.2 58.9 70.2 80.2 89.3 93.2
N-Pairs [11] 51.0 63.3 74.3 83.2 — —
Angular loss [12] 54.7 66.3 76.0 83.9 — —
HDC [28] 53.6 65.7 77.0 85.6 91.5 95.5
HTL [16] 57.1 68.8 78.7 86.5 92.5 95.5
ABE [9] 60.6 71.5 79.8 87.4 — —
DREML [10] 63.9 75.0 83.1 89.7 — —
MS [13] 65.7 77.0 86.3 91.2 95.0 97.3
SoftTriple [29] 65.4 76.4 84.5 90.4 — —
Ours 69.6 80.3 87.2 93.5 97.6 98.8
Note. DHC and HTL are short for hybrid dilated convolution and hybrid
transfer learning, respectively.

Table 2: Recall@K (%) on Cars-196.

Cars-196
R@ 1 2 4 8 16 32
Contrastive [2] 21.7 32.3 46.1 58.9 72.2 83.4
Triplet [2] 39.1 50.4 63.3 74.5 84.1 89.8
LiftedStruct [2] 49.0 60.3 72.1 81.5 89.2 92.8
N-Pairs [11] 71.1 79.7 86.5 91.6 — —
Angular loss [12] 71.4 81.4 87.5 92.1 — —
HDC [28] 73.7 83.2 89.5 93.8 96.7 98.4
HTL [16] 81.4 88.0 92.7 95.7 97.4 99.0
ABE [9] 85.2 90.5 94.0 96.1 — —
DREML [10] 86.0 91.7 95.0 97.2 — —
MS [13] 84.1 90.4 94.0 96.5 98.0 98.9
SoftTriple [29] 84.5 90.7 94.5 96.9 — —
Ours 88.8 94.2 96.9 98.4 99.1 99.6

Table 3: Recall@K (%) on SOP.

SOP
R@ 1 10 100 1000
Contrastive [2] 42.0 58.2 73.8 89.1
Triplet [2] 42.1 63.5 82.5 94.8
LiftedStruct [2] 62.1 79.8 91.3 97.4
N-Pairs [11] 67.7 83.8 93.0 97.8
Angular loss [12] 70.9 85.0 93.5 98.0
HDC [28] 69.5 84.4 92.8 97.7
HTL [16] 74.8 88.3 94.8 98.4
ABE [9] 76.3 88.4 94.8 98.2
MS [13] 78.2 90.5 96.0 98.7
SoftTriple [29] 78.3 90.3 95.9 -
Ours 78.7 91.6 96.8 99.3
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method led the best-performing state-of-the-art method by a
large margin: 4.2% in R@1. On SOP, our method also
attained the best performance (Table 3). On all the datasets,
our method, with a low feature dimension, performed better
than the existing methods, with high feature dimensions.

5. Conclusions

+is study presents a deep distance metrics ensemble
method based on boosting, which generates the final dis-
tance metric through iterative training of multiple weak
distance metrics. Specifically, the last fully connected layer of
the CNN was used to form multiple groups of features. +e
sample pairs were mapped by the CNN, and the distance
between the mapped sample pairs was evaluated by a
piecewise linear function. +e function was added as a weak
learner to the boosting algorithm to generate a strong
learner. +en, an alternating optimization method was
utilized to optimize the parameters of network and loss
function. +e effectiveness of our method was demonstrated
on three datasets widely used in image retrieval tasks. +e
future research will further improve our method by cas-
cading more models and combine our method with other
loss functions.
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(e privacy protection for face images aims to prevent attackers from accurately identifying target persons through face rec-
ognition. Inspired by goal-driven reasoning (reverse reasoning), this paper designs a goal-driven algorithm of local privacy
protection for sensitive areas in multiface images (face areas) under the interactive framework of face recognition algorithm,
regional growth, and differential privacy.(e designed algorithm, named privacy protection for sensitive areas (PPSA), is realized
in the following manner: Firstly, the multitask cascaded convolutional network (MTCNN) was adopted to recognize the region
and landmark of each face. If the landmark overlaps a subgraph divided from the original image, the subgraph will be taken as the
seed for regional growth in the face area, following the growth criterion of the fusion similarity measurement mechanism
(FSMM). Different from single-face privacy protection, multiface privacy protection needs to deal with an unknown number of
faces. (us, the allocation of the privacy budget ε directly affects the operation effect of the PPSA algorithm. In our scheme, the
total privacy budget ε is divided into two parts: ε_1 and ε_2.(e former is evenly allocated to each seed, according to the estimated
number of faces ρ contained in the image, while the latter is allocated to the other areas that may consume the privacy budget
through dichotomization. Unlike the Laplacian (LAP) algorithm, the noise error of the PPSA algorithm will not change with the
image size, for the privacy protection is limited to the face area. (e results show that the PPSA algorithmmeets the requirements
ε-Differential privacy, and image classification is realized by using different image privacy protection algorithms in different
human face databases. (e verification results show that the accuracy of the PPSA algorithm is improved by at least 16.1%, the
recall rate is improved by at least 2.3%, and F1-score is improved by at least 15.2%.

1. Introduction

In the information age, the importance of data becomes
more and more prominent. (e value of data is highlighted
in various fields in our society. Data-based services are
widely applied in different industries. In particular, the
application of image data has been developing rapidly.
(anks to the fast development of information technology
and multimedia technology, it is now easier to acquire and
share digital face images. (e users can publish their own
photos on social network platforms and other channels.
Statistics show that more than 3.2 billion face images are
shared by users of major social network platforms around

the world. (ese digital images usually contain a wealth of
personally sensitive information. If the information is col-
lected and analyzed by attackers, unmeasurable losses will
occur, in addition to the leak of personal privacy.

(e privacy protection of image data often relies on
techniques like k-anonymity, access control, and privacy
encryption. Fung et al. [1] and Xiao and Tao [2] proposed the
k-same method based on the anonymization mechanism.
(e method anonymizes each published gray image, re-
ducing the probability of attackers deriving user identity
from the published image to less than 1/k. Li et al. [3] applied
access control to restrict user access to social network im-
ages. (e transfer and visitor volumes of these images are
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reduced to protect privacy. (is approach, which protects
images via access settings, is not a fundamental privacy
protection method for images. If an attacker has a certain
background knowledge, he/she may bypass the access
control and acquire the user images and privacy informa-
tion. To prevent the communication process from being
eavesdropped, Terrovitis et al. [4] implemented homo-
morphic encryption on gray images. However, every data
encryption technique makes some assumptions and designs
the corresponding encryption algorithm based on these
assumptions. However new it is, the encryption algorithm
will soon be breached by attackers. Focusing on anonymized
images on Facebook, Sweeney, and Anonymity [5] revealed
that attackers can deduce the social security number (SSN)
of the person in each anonymized image, based on the
unique Friendster feature of Facebook, and identify the
sensitive information (e.g., disease and address) from the
SSN.

In 2006, Dwork [6] proposed differential probability,
which disturbs sensitive data by adding noise to the output.
Differential privacy can hide the impact of a single record:
whether a record is in the dataset or not, the output
probability of the same result will not change significantly. In
this way, attackers are hampered from further reasoning.
Compared with other privacy protection techniques, the
differential probability is superior in that it makes no as-
sumption about the background knowledge of attackers.
Dwork further investigated differential privacy in a series of
theses [7–11] and proposed its implementation mechanism
[12, 13]. McSherry [14] pointed out that the differential
privacy algorithm for complex privacy problems needs to
satisfy two composition properties: sequence combination
and parallel combination. In recent years, differential pri-
vacy has been mainly applied to the field of data publication.
(e differential privacy protection for data publication
mainly attempts to ensure the accuracy of published data or
query results while satisfying differential privacy. (e rele-
vant research focuses on adjusting the publication mecha-
nism and algorithm complexity. (e primary research
method is a quantitative analysis based on calculation and
learning theories.

By the realization environment, the differential privacy
protection for data publication can be divided into inter-
active data publication and noninteractive data publication
[12]. On interactive data publication, Roth and Roughgarden
[15] presented a median algorithm that can respond to more
queries. Hardt and Rothblum [16] developed a pulse wave
modulation (PMW) mechanism capable of increasing the
number of queries. Gupta et al. [17] proposed a universal
iterative dataset generation mechanism. Fan and Xiong [18]
designed a novel approach with filtering and adaptive
sampling for releasing time series under differential privacy
(FAST). Kellaris et al. [19] put forward a flow data publi-
cation algorithm with no limit on the number of publica-
tions. On noninteractive data publication, Xiao et al. [20]
came up with the Privelet algorithm. Xu et al. [21] created
the noise first and structure first algorithms. Li et al. [22]
proposed the matrix mechanism. Li et al. [23] put forward a
data- and workload-aware algorithm (DAWA) algorithm.

Owing to the complexity of image data, the current research
is still in the exploratory stage concerning the differential
privacy protection for sensitive information in images.

Images are often represented as matrices in the real
number field. Any pixel in an image can be mapped to a
value at the corresponding location in a two-dimensional
(2D) matrix. To satisfy ε-differential privacy, the most direct
approach is to add a Laplace noise to all the values in the
matrix. However, the disturbed image may be over distorted
and become useless. Fourier transform and wavelet trans-
form are common ways to compress images. Zhang et al.
[24] proposed an image compression method based on
discrete Fourier transform (DFT), which adds a unique
Laplace noise to each target image. Despite suppressing the
noise error, their approach introduces the reconstruction
error to image compression. Considering the uncorrelation
between the values in the image matrix, Liu et al. [25]
converted the image gray matrix into a one-dimensional
(1D) ordered data flow and modeled the data flow with the
sliding window model. To protect the privacy of images, the
privacy budget was allocated dynamically based on the
similarity between the data of adjacent sliding windows.(is
highly available strategy is restricted to the 1D space. Liu
et al. [26] utilized regional growth to expand the comparison
between adjacent subgraphs to the 2D space and further
optimized the privacy protection for face images.

(e noises of the above methods cover the entire image.
For face images, the sensitive information of the face only
concentrates in the face area and even in some specific areas.
(e exposure of other nonsensitive areas will not lead to the
leak of privacy.(erefore, this paper proposes a local privacy
protection method for the sensitive areas in multiface
images.

2. Background

2.1. Differential Privacy

Definition 1. Adjacent datasets of the face image
For a given imageX, the graymatrix Xmn can be obtained

by normalizing the image. (en, there exists

X|Xmn �

x11, x12, · · · x1n

⋮ ⋱ ⋮
xm1, xm1, · · · xmn

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, where xij in matrix Xmn

represents the gray of the corresponding element. If there
exists an X′ with only one element difference from X,
|X − X′| � xij(1≤ i≤m, 1≤ j≤ n), then X and X′ are adja-
cent datasets.

Definition 2. Differential privacy
For a given random algorithm M of image data publi-

cation, with the output range of Range(M), the algorithm
can provide ε-differential privacy, if its arbitrary outputs on
two adjacent gray images X and X′ satisfy the following:

Pr[M(X) ∈ S]≤ exp(ε) × Pr M X′(  ∈ S , (1)

where ε is typically a small positive number that balances
privacy with accuracy. If ε is small, the privacy is high and
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accuracy is low. (e inverse is also true. Normally, ε is
selected by the user by executing a privacy policy. When the
adjacent datasets vary by only one record, the algorithm
satisfies ε-differential privacy. When the adjacent datasets
vary by k records, the algorithm satisfies kε-differential
privacy.

Definition 3. Global sensitivity
LetQ be a random query functionmeeting Q: D⟶ Rn.

(en, the global sensitivity of Q can be expressed as follows:

ΔQGS � max
X,X′

Q(D) − Q D′( 
����

����ρ. (2)

Theorem 1. Laplace mechanism
Let Q be a query series of the length d. 6e random al-

gorithm M receives database D and outputs the following
vector that satisfies ε-differential privacy:

M(D) � Q(D) + <〈Lap1
ΔQLS

ε
, . . . , Lapd

ΔQLS

ε
 〉. (3)

As the most common noise addition mechanism, the
Laplace mechanism disturbs the real output by adding the
noise generated by Laplace distribution, thereby achieving
differential privacy. (e probability density function (PDF)
of its noise distribution satisfies f(x|μ, b) � 1/2be|x− μ|/b.

Property 1. Differential privacy-serial combination property
For a given dataset X and a set of differential privacy

algorithms M1(X), M2(X), . . . , Mm(X) related to X, if the
algorithm Mi(D) satisfies εi- differential privacy, and the
random processes of any two algorithms are independent of
each other, then the algorithm combined from these algo-
rithms satisfies 

m
i�1 εi- differential privacy.

2.2. Multitask Cascaded Convolutional Network (MTCNN).
With the development of CNN [27], Sun et al. [28] suggested
that the CNN can be applied to localization face landmarks
by virtue of its strong feature extraction ability. A three-layer
deep CNN (DCNN) was designed to solve a thorny problem
in landmark extraction: the inability to obtain the global
optimal solution, due to the improper setting of initial
values. Zhang et al. introduced multitask learning to face
landmark localization and proposed a task-driven DCNN
for face landmark localization (TCDCN). (e TCDCN, a
multitask learning model of four subtasks, has a smaller time
complexity than traditional CNN [29]. Two years later,
Zhang et al. developed the MTCNN, which effectively in-
tegrates face area detection with face landmark localization.
(e three cascading neural networks in MTCNN are re-
sponsible for face classification, bounding box regression,
and key point localization, respectively [30]. Wu et al. [31]
presented a tweaked CNN (TCNN), which relies on a mixed
Gaussian model to cluster the features on different layers,
and concluded that a deeper network layer can more ac-
curately mirror face landmarks. In addition, many other
methods have been adopted to locate face landmarks,

namely, principal component analysis (PCA) [32], support
vector machine [33], Bayesian probabilistic network (BPN)
[34], dynamic link architecture (DLA) [35], and Gabor
wavelet network (GWN) [36].

(e MTCNN is a multitask parallel face recognition
method based on deep learning. (is method has been widely
recognized in the industry because it operates rapidly, and its
accuracy meets the general requirements of face detection. (e
multitask parallel capacity of the MTCNN algorithmmanifests
as the simultaneous detection of multiple faces (detecting
whether an image contains faces and finding the face locations
in the image, as shown in Figure 1) and the localization of face
landmarks (locating the five landmarks, namely, two eyes, nose
tip, and mouth corners, as shown in Figure 2).

(e MTCNN algorithm can be realized as a three-stage
cascaded CNN. (e first stage is called a proposal network
(P-Net), which mainly obtains the candidate windows for
the face area and the regression vector of the bounding box,
carries out regression with the bounding box, calibrates the
candidate windows, andmerges highly overlapped candidate
boxes through nonmaximum suppression (NMS). (e
structure of the P-Net is shown in Figure 3.

(e second stage is called a refine network (R-Net),
which eliminates the false positive areas through bounding
box regression and NMS. (at is, lots of nonface windows
are denied by a more complex CNN in order to refine the
face window.(e structure of the R-Net is shown in Figure 4.

(e third stage is called an output network (O-Net).
With one more convolutional layer than the R-Net, the
O-Net outputs more refined results. (e functions of the
O-Net are the same as those of the R-Net. But the O-Net
carries out more supervision of the face area and output five
landmarks. (e structure of the O-Net is shown in Figure 5.

Each stage of the MTCNN is a multitask network, re-
sponsible for handling tasks like face/nonface judgement,
face box regression, and landmark localization. (e face/
nonface judgement adopts the cross-entropy loss function:

L
det
i � − y

det
i log pi(  + 1 − y

det
i  1 − log pi( ( , (4)

where pi is the probability for the image to contain faces;
ydet

i ∈ 0, 1{ } is the true background label.
(e regression loss of face box can be calculated by

Euclidean distance:

L
box
i � y

box
i − y

box
i

�����

�����
2

2
, (5)

where y is the background coordinates predicted by the
network; y is the true background coordinates;
ybox

i ∈ R
4(R4 is a 4-tuple composed of x of the upper left

corner, y of the upper left corner, length, and width).
Landmark localization is calculated similarly as face box

regression. (e Euclidean distance between the predicted
landmark location and the true landmark location is cal-
culated and minimized:

L
landmark
i � y

landmark
i − y

landmark
i

�����

�����
2

2
, (6)

where ylandmark
i ∈ R10 is a 10-tuple, for five landmarks are

being localized.
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Figure 1: Face detection.

Figure 2: Landmark localization.
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Figure 3: Structure of P-net.
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Figure 4: Structure of R-net.

4 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

(e simplest function of the training process can be
expressed as follows:

min
N

i�1


jε det,box,landmark{ }

αjβ
j
i L

j
i , (7)

where N is the number of training samples; αj is the im-
portance of a task; βj

i ∈ 0, 1{ } is a sample label. In the P-Net
and R-Net, αdet � 1, αbox � 0.5, and αlandmark � 0.5. In the
O-Net, αdet � 1, αbox � 0.5, and αlandmark � 1.

3. Methodology

3.1. Laplacian (LAP) Algorithm. (is paper proposes the
LAP algorithm based on the Laplace mechanism. In the LAP
algorithm, every element xij in the gray matrix Xm×n is
regarded as an independent individual.(is divisionmethod
is the basis for applying the interactivemechanism to privacy
protection. Each xij (1≤ i≤m, 1≤ j≤ n) consumes a privacy
budget of ε/(m × n). (e LAP algorithm can be realized in
the steps in Algorithm 1.

Compared with the original image X, the privacy pro-
tected image X′ contains an additive noise of
2m × n × (ΔQ × m × n/ε)2. Admittedly, the LAP algorithm
satisfies ε-differential privacy. However, the noise results
show that the LAP algorithm will have a huge error if it is
applied to protect the privacy of an excessively large image. If
so, the noisy image will be of low availability.

3.2. Fusion Similarity Measurement Mechanism (FSMM).
(is paper divides a face image Xm×n into multiple non-
intersecting subgraphs Tij(1≤ i≤ I, 1≤ j≤ J), each of which
contains multiple pixels:

Xm×n �

x11, x12, · · · x1n

⋮ ⋱ ⋮

xm1, xm1, · · · xmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

T11, T12, · · · T1J

⋮ ⋱ ⋮

TI1, TI1, · · · TIJ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (8)

(rough the division, the nonintersecting subgraphs
Tij carry as much information of the original image as
possible.

(e key to regional growth is to determine the criterion.
Due to the natural complexity of face images, the criterion
should be designed by judging the various features of the
original image. (e traditional criterion for regional growth
only focuses on the difference between gray values. (e gray
value of a single pixel cannot provide rich information about
the image. By contrast, subgraphs as the basic units of re-
gional growth can retain the luminance, contrast, structure,
color, texture, and spatial distribution features of the image.
(is paper presents a new regional growth criterion called
FSMM, which further improves the accuracy of area
merging with subgraphs as the basic units.(e FSMM can be
realized in the steps in Algorithm 2.

As its name suggests, the new regional growth criterion
relies on the FSMM, a brand-new similarity measure be-
tween images. In rws 3-4 of the algorithm, parameter σ, a
very small positive number, appears to ensure the denom-
inator is nonzero. In rows 7–9, uX and uY are, respectively,
the mean values of images X and Y, reflecting the luminance
features of the images; σX and σY are, respectively, the
variances of images X and Y, reflecting the contrast features;
C1, C2 andC3 are very small positive numbers that ensure
the denominator is nonzero. In Column 10, α, β, and c are
parameters adjusting the proportion of different eigenvalues:
if
α � β � c � 1, thenC1 � (K1L)2, C2 � (K2L)2, andC3 �

C2/2, with K1≪ 1, K2≪ 1, and L being the dynamic range
of the image. (e final calculation method for FSMM(X, Y)

can be expressed as follows:

FSMM(X, Y) �
ϕ ×(d(X, Y)/ ρ(X, Y) + σ) × 2uXuY + C1(  × 2σXσY + C2( 

u
2
X + u

2
Y + C1  × σ2X + σ2Y + C2 

. (9)
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Figure 5: Structure of O-net.
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3.3. Privacy Protection for Sensitive Areas (PPSA) Algorithm.
To achieve privacy protection of sensitive information (face
area) in multiface images and reduce noise impact on the
privacy protected images, this paper proposes a local privacy
protection method for face images, which combines face
recognition, regional growth, and differential privacy. (e
proposed algorithm is called the PPSA.

Inspired by goal-driven reasoning (reverse reasoning),
the PPSA was designed with goal as the starting point. (e
privacy protection for face images aims to prevent attackers
from recognizing the target persons through face detection.
(erefore, the first step of PPSA design is to understand how
attackers identify faces. Next, a privacy protection method
should be provided for face images, targeting the face
identification technique of attackers. In this way, the
designed privacy protection algorithm can effectively curb
privacy leak and mitigate the effects of noise on the avail-
ability of the privacy protected image.

(e design of the PPSA needs to solve three key
problems: (1) locate the sensitive area in the multiface image
and recognize the landmarks in the area; (2) formulate the
criterion for regional growth; (3) allocate the privacy budget
reasonably to areas requiring different levels of protection.

(e PPSA algorithm is designed to protect the sensitive
information (face information) in multiface images in
batches. Different from single-face privacy protection,

multiface privacy protection needs to deal with an unknown
number of faces.(us, the allocation of the privacy budget is
crucial to PPSA design. (e privacy protection should be
tailored to areas with different protection requirements. In
our scheme, the total privacy budget ε is divided into two
parts: ε1 and ε2. (e ε1 is evenly allocated to each seed Seedn

(any subgraph containing a landmark is a seed), according to
the estimated number of faces ρ contained in the image.
During regional growth, Seedn

′ (noisy seed) replaces the T(i,j)

(adjacent subgraph) meeting the growth criterion, thereby
protecting the privacy of T(i,j). Note that the privacy pro-
tection of T(i,j) does not consume any privacy budget.
Meanwhile, the ε2 is allocated through dichotomization.(is
part of the privacy budget is consumed by the Seedn outside
the estimated number of faces ρ, the T(i,j) failing to meet the
growth criterion, and the T(i,j) belonging to the sensitive
area but not involved in regional growth. (e PPSA algo-
rithm can be realized in the steps in Algorithm 3.

(e image preprocessing, privacy budget allocation, and
regional growth are described in rows 1–6, rows 7–9, and
rows 10–29, respectively. In row 30, T(i,j) is the addition of
Laplace noise to an unprotected subgraph in S′. In row 18,
the PPSA limits the range of regional growth: if a T(i,j)

meeting the growth criterion but lying beyond the coverage
of the current Si

′ or the growth range of the current Seedn, it
will not be able to complete this area merging; the growth

Input: original image X, privacy budget ε, parameters m and n, subgraph similarity expectation Th

Output: Image X′ satisfying differential privacy
(1) Read the original image X, convert the image into gray matrix and store it in matrix Xm×n

(2) for i� 1 to m
(3) for i� 1 to n
(4) X(i,j)

′ � X(j,i) + lap(ΔQ × m × n/ε)
(5) end for
(6) end for
(7) Output privacy protected picture X′

ALGORITHM 1: LAP.

Input: image X, image Y
Output: graph similarity θ

(1) Convert the image to a grayscale image, X′ �
X1 · · · · · ·

· · · ⋱ · · ·

· · · · · · Xc

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, Y′ �

Y1 · · · · · ·

· · · ⋱ · · ·

· · · · · · Yc

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

(2) Calculate the Euclidean distance between X′ and Y′, θ �

�������������


n
i�1 (Xi − Yi)

22


(3) Calculate the Jaccard similarity index between X′ and Y′, ρ(X′, Y′) � |X′ ∩  Y′|/|X′⋃ Y′|
(4) θ � θ/ρ(X′, Y′) + σ
(5) Combined with Hamming distance and perceptual hash algorithm ϕ, ϕ �

θ × (ρ(X′, Y′) + σ)/d(X′, Y′)μ(X′, Y′)< 0.078 × c

1, 0.078 × c≤ μ(X′, Y′)≤ 0.156 × c

(1/lg) × (m × n − μ(X′, Y′)), μ(X′, Y′)> 0.156 × c

⎧⎪⎨

⎪⎩(6) θ � ϕ × θ
(7) Calculate the luminance relationship between X′ and Y′, l(X′, Y′) � (2uX′uY′ + C1)/(u2

X′ + u2
Y′ + C1)

(8) Calculate the contrast ratio relationship between X′ and Y′, c(X′, Y′) � (2σX′σY + C2)/(σ2X′ + σ2
Y′ + C2)

(9) Calculate the structural relationship between X′ and Y′, s(X′, Y′) � (σX′Y′ + C3)/(σX′σY′ + C3)

(10) SSIM(X′, Y′) � [l(X′, Y′)]α · [c(X′, Y′)]β · [s(X′, Y′)]c

(11) θ � SSIM(X′, Y′) × θ
(12) Output θ

ALGORITHM 2: FSMM.
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range of Seedn will be limited to half of the Euclidean
distance to the nearest adjacent Seedm. If ω≤ ρ, only rows
10–27 will be executed for regional growth. If ω> ρ, all the
rows from 10–29 will be executed for regional growth.

Theorem 2. 6e PPSA consumes a privacy budget smaller
than ε and satisfies ε-differential privacy.

Proof. In the PPSA, the total privacy budget ε is divided into
two parts. Among them, ε1 is used to add noise to seeds. If
ω< ρ, there exists εleft1 > 0 after the end of the algorithm; if
ω≥ ρ, there exists εleft1 � 0 after the end of the algorithm.
Meanwhile, ε2 is allocated by dichotomy:

ε2 ×
1
21

+
1
22

+
1
23

+ · · ·
1
2N

 < ε2 (N⟶ +∞). (10)

(us, there exists the following:

ε − εleft1 + εleft2 > 0. (11)

(erefore, the PPSA consumes a privacy budget smaller
than ε. According to Property 1, the PPSA satisfies ε-dif-
ferential privacy.

Q.E.D.

Theorem 3. 6e error of the PPSA is no greater than that of
the LAP, i.e.,

Error(DPLP)<Error(LAP). (12)

Proof. In the PPSA, the privacy protected image contains
four kinds of subgraphs, namely, noise-free subgraph P(i,j),
seed Seedn, subgraph merged in regional growth T(i,j), and
subgraph belonging to a sensitive area but not involved in
regional growth T(i,j).

(1) For P(i,j):

P(i,j) PPSA′ � 0

P
’
(i,j) LAP � P(i,j) + lap

ΔQ × I × J

ε
 .

(13)

Subtracting the two formulas above, we have the
following: Error(PPSA(P(i,j)))<Error(LAP(P(i,j))).

(2) For T(i,j):

Input: Original image X, privacy budget ε, estimated number of faces ρ, preset parameters β, estimate the number of faces in the
image ω, subgraph similarity expectation Th

Output: Image X′ satisfying differential privacy.
(1) Read the original image X, convert the image into gray matrix and store it in matrix Xm×n

(2) MTCNN is used to extract the face region S � (S1, S2, . . . Sω) and face feature point KS � (K1, K2, . . . K5×ω) in face image X
(3) Set the gray matrix X according to the preset parameters β It is divided into subgraph sets T(I,J) with the same structure
(4) If KS belongs to a subgraph T(i,j), set T(i,j) as Seedn
(5) Find all backup SeedN � (Seed1, Seed2, . . . Seed5×ω)

(6) Adjust the face image area S as S′ according to the sub image size
(7) ε � ε1 + ε2
(8) εleft1 � ε1
(9) εleft2 � ε2/2
(10) Set Seed � 0, Seed used to record whether this seed has been used during regional growth
(11) Create a linked list to record the status of the current seed region merging process
(12) while( Seed≤ 5 × ω)
(13) if(εleft1 > 0)

(14) if (list head �� NULL)

(15) Pick unmarked Seedn adds noise to it as Seedn
′, Seedn
′ � Seedn + lap(ΔQ × 5 × ρ/ε1)

(16) εleft1 � εleft1 − ε1/5ρ
(17) Attempt to merge adjacent T(i,j) start regional growth
(18) if (T(i,j) ∉ S′

�����Euclidean Distance(T(i,j), Seedn)≥Min(Euclidean Distance(Seedn, Seedm)/2)

(19) brake
(20) else
(21) if(FSMM(Seedn

′, T(i,j))≤Th)

(22) T(i,j) � Seedn
′

(23) else
(24) T(i,j)

′ � T(i,j) + lap(ΔQ/εleft2 )

(25) εleft2 � εleft2 /2
(26) Seedn is set to marked, Seed � Seed + 1
(27) Release all data in the list, and the consolidation of this subregion is completed
(28) else if(εleft1 � 0)

(29) Execute line 15–line 28, line 16 ΔQ × 5 × ρ/ε1 adjusted to ΔQ/εleft2 , line 17 is adjusted to εleft2 � εleft2 /2
(30) T(i,j)

′ � T(i,j) + lap(ΔQ/εleft2 )

ALGORITHM 3: PPSA.
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T(i,j) LAP′ � T(i,j) + lap
ΔQ × I × J

ε
 

T(i,j) PPSA′ � T(i,j) + lap
ΔQ × 2M

ε2
 .

(14)

If 2M ≤ I × J, there exists Error(PPSA(P(i,j)))

<Error(LAP(P(i,j))).
If 2M > I × J, there exists Error(PPSA(P(i,j)))

≈ Error(LAP(P(i,j))).
(e validity of Error(PPSA(P(i,j))) ≈ Error
(LAP(P(i,j))) depends on the uniqueness of the gray
image. In the gray image matrix, the gray value falls
between 0 and 255. Under the Laplace mechanism,
the smaller the ε, the greater the noise. For any other
type of data, the noise effect will be huge, if ε is
sufficiently small. For gray value, however, the
fluctuation induced by noise is limited. Take
T(i,j) PPSA′ � T(i,j) + lap(ΔQ × 2M/ε2) for example.
When lap(ΔQ × 2M/ε2)⟶ +∞ 时, T(i,j) PPSA′
value in the gray matrix will become 255. When
lap(ΔQ × 2M/ε2)⟶ −∞, that value will change to
0. (us, Error(PPSA(P(i,j))) ≈ Error(LAP(P(i,j)))

holds, as long as I × J is sufficiently great.
(3) For Seedn:

(ere are two possible scenarios: ω≤ ρ and ω> ρ.
When ω≤ ρ, Seedn DPLP′ only consumes ε1. (en,
there exists the following:

Seedn PPSA′ � Seedn + lap
ΔQ × 5 × ρ

ε1
 

Seedn LAP′ � Seedn + lap
ΔQ × I × J

ε
 .

(15)

If 5 × ρ≪ I × J, the numerical gap between ε1 and ε is
so small as to be negligible. Subtracting the above
two formulas, we have the following:
Error(PPSA(Seedn))<Error(LAP(Seedn)).
When ω> ρ, the first ρ face areas consume ε1 until no
budget in this part is left. In this case, there exists
Error(PPSA(Seedn))<Error(LAP(Seedn)). For the
lack of space, the proof is omitted.
In the following ω − ρ face images, Seedn DPLP′ needs
to consume ε2. According to the proof of T(i,j), there
exists Error(PPSA(Seedn)) ≈ Error(LAP(Seedn))

during the consumption of ε2. (us, it can be de-
duced that, in any scenario, there exists the
following:

Error PPSA Seedn( ( ε1 + Error PPSA Seedn( ( ε2

<Error LAP Seedn( ( ε.
(16)

(4) For T(i,j):
(ere are also two possible scenarios:ω≤ ρ andω> ρ.

When ω≤ ρ, the proof is as follows:

Error PPSA T(i,j)   � T(i,j) PPSA′ � Seedn + lap
ΔQ × 5 × ρ

ε1
  − T(i,j)

Error LAP T(i,j)   � T(i,j) LAP′ � lap
ΔQ × I × J

ε
 .

(17)

Subtracting the above two formulas, we have the
following:
Error PPSA T(i,j)   − Error LAP T(i,j)  

� Seedn + lap
ΔΔQ × 5 × ρ

ε1
  − T(i,j) − lap

ΔQ × I × J

ε
 

� Seedn + lap
ΔQ × 5 × ρ

ε1
   − T(i,j) + lap

ΔQ × I × J

ε
  

� Seedn PPSA′ − T(i,j) LAP′ .

(18)

For a gray image, when the privacy budget is suf-
ficiently small under the Laplace mechanism,
Error(T(i,j) LAP′) is equivalent to Error(Seedn LAP′).
(us, we have the following:

Seedn PPSA
′ − T(i,j) LAP

′

� Seedn PPSA′ − Seedn LAP′

� Seedn + lap
ΔQ × 5 × ρ

ε1
  − Seedn − lap

ΔQ × I × J

ε
 

� lap
ΔQ × 5 × ρ

ε1
  − lap

ΔQ × I × J

ε
 < 0.

(19)

(us, Error(PPSA(T(i,j)))<Error(LAP(T(i,j))).
Similarly, when ω> ρ, there exists
Error(PPSA(T(i,j))) ≈ Error(LAP(T(i,j))). For the
lack of space, the proof is omitted.
Q.E.D.
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4. Experiments and Results Analysis

4.1. Experiments. To demonstrate its feasibility, the PPSA
was tested on a 750∗1020 image containing 8 faces from the
WIDER FACE dataset. (e original image was divided into
7,650 subgraphs of the size 10∗10. During the imple-
mentation of the PPSA, the original image (Figure 6) was
first transformed into a gray image (Figure 7). (en, the
MTCNN algorithm was called to recognize the face area S
and landmarkKS (Figure 8). Tomeet the requirements of the

PPSA on regional growth, the face image was divided into
multiple equal size T(I,J) (Figure 9), using the preset pa-
rameters. (e subgraph area (Figure 10) overlapping the
landmark location was taken as the SeedN (Figure 11) of
regional growth. However, the S detected by the MTCNN is
not compatible with the size f T(I,J) (Figure 12). To solve the
problem, Swas resized to S′ (Figure 13), according to the size
of T(I,J).

Figure 14 provides the results of the LPA. Figure 15
presents the PPSA results under the same privacy budget.

Figure 7: Gray image.

Figure 8: S and KS.

Figure 6: Original image (RGB).

Computational Intelligence and Neuroscience 9
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Observations show that the PPSA operates within the face
area while the LAP acts across the image. Besides, within the
scope of the regional growth algorithm, the PPSA retained
the recognizability of landmarks. Although not excluding
the possibility of privacy leaks, this strikes a balance between
the privacy and availability of the privacy protected mul-
tiface image. In addition, the relationship between the
number of faces ρ estimated by the PPSA and the true
number of faces ω determines how much privacy budget can
be obtained by a seed. (e allocation of the privacy budget

will directly affect the error of the protected image. Fig-
ures 16 and 17 present the local results at different rela-
tionships between ρ and ω.

4.2. Results Analysis. To verify the feasibility of our al-
gorithm, multiple face images were collected from
WIDER FACE dataset, i-bug face dataset, and AFW
dataset and subjected to experiments using Tensor-
Flow +AlexNet CNN.(e experiments were carried out in

Figure 9: Rendering of T(i, j).

Figure 10: Rendering of KS and T(i, j).

Figure 11: Rendering of SeedN.

10 Computational Intelligence and Neuroscience
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the environment of Intel® Core i9-9900K CPU @
3.60 GHz, 32G memory, GTX 21080TI GPU, and Win-
dows 10. (e privacy budget was set to 1, 2, 3, 4, and 5, in
turn. (e face recognition performance was measured by
precision, recall, and F1-score. (e experimental results
are displayed in Figures 18–26.

(e experimental results show that the PPSA achieved
different results on images from different datasets. (e

difference arises from the varied image sizes of different
datasets: 760∗1000 in WIDER, 500∗ 800 in i-bug, and
1000∗1500 in AFW. In addition, the different background
complexities between the face datasets also influence the
operation effects of LAP, sliding window publication (SWP)
algorithm, and region growing publication (RGP). By
contrast, the operation of the PPSA is not affected by image
size and background complexity.

Figure 12: Rendering of SeedN.

Figure 13: Rendering of SeedN and S′.

Figure 14: LAP results.

Figure 15: PPSA results.

Figure 16: Local results at ω≤ ρ.

Figure 17: Local results at ω> ρ.

Computational Intelligence and Neuroscience 11
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Figure 18: WIDER and precision.
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Figure 19: WIDER and recall.
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Figure 20: IDER and F1-score.
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Figure 21: I-bug and precision.
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Figure 22: I-bug and recall.
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Figure 23: I-bug and F1-score.
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From the experimental results, it can be learned that the
operation results of the PPSA mainly depend on the number
of estimated faces ρ and S′. In the images from i-bug, there
are relatively few faces in each image, but the face area takes
up a large portion of the entire image. In the images from
WIDER, there are many faces in each image, and the face
area takes up a large portion of the entire image. In the
images from the AFW, there are relatively few faces in each
image, but the face area takes up a small portion of the entire
image, for the images tend to be large. (erefore, it is ex-
pected that the PPSA’s privacy protection effect is positively
correlated with ω, and negatively with S′. (e prediction is
consistent with the experimental results.

5. Conclusions

To protect the privacy of multiface images, this paper
combines face detection, regional growth, with the Laplace
mechanism of differential privacy to add noises to local
sensitive areas in face images and realizes the privacy
protection for the local sensitive areas in multiface images
under an interactive framework. Compared with the LAP,
SWP, and RGP, the proposed PPSA can effectively suppress
the noise impact on the protected image and improve the
availability of the privacy protected image. Moreover, the
PPSA applies to images of various sizes, and its error does
not increase with the image size.

Although the PPSA can effectively protect the face in-
formation in multiface images, the attackers may choose to
attack the hair, clothes, and body of persons in the images.
Besides, privacy leak may arise from the relationship be-
tween persons, and the correlation between each person and
the background.(e future work will further improve image
privacy protection, trying to solve these potential risks.
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)is article focuses on the analysis of large-scale distribution network reconstruction fused with graph theory and graph partitioning
algorithms. Graph theory and graph segmentation algorithms have been rushed bymany researchers in the fields of medicine, drone,
and neural network. It is a newcomer in the field of computer vision, which can not only realize the division in color but also divide it
by image data. )e distribution network is also indispensable for new energy, electric machines, but the traditional distribution
network has many problems, such as not suitable for distributed power access and excessive network loss. To improve the per-
formance of distribution networks and reduce network losses, this paper A multi-division model for distribution network con-
struction and reconstruction is established, and a graph theory-based division algorithm method is proposed to effectively solve the
problem of feeder-to-feeder reconstruction during large-scale distribution in distribution networks. )rough its superconductivity
phenomenon and the characteristics of clustering algorithm division, this paper uses formulas to show its division principle and gives
examples of various distribution network reconstruction algorithms to explore which method of improvement can improve the
performance of the distribution network and reduce network losses.)e number of iterations is also strictly considered, and the value
is taken after multiple iterations to reduce the error. )rough the distribution network calculation example, the network loss
reduction value is obtained, and the distribution network fault repair model is exemplified.)e picture is used to briefly describe the
process of distribution network reconstruction and find that the faults of the distribution network can be quickly located and isolated
through the FTU, and quickly repaired. Finally, in order to reduce the network loss, reduce the load of power flow calculation, and
solve the problem of local optimization, a JA-BE-JA optimization algorithm based on large-scale distribution network reconfi-
guration is proposed. )e mixed sampling method is preferred to test the number of divisions in the four states, and the parameters
are selected to test the performance of the improved annealing simulation algorithm, and the conclusion is drawn as follows: the
improved graph segmentation algorithm has strong robustness, can avoid local optimization of graph data, and can reduce network
loss. Compared with traditional distribution network reconstruction methods, the network loss can be reduced to 454.3KW, which
can be optimized by 10.68% compared with the initial network loss.

1. Introduction

As a rigorous and scientific theory, graph theory has now
been widely used in various fields. )e first successful ap-
plication of graph theory occurred in the 1990s. Some
scholars successfully applied it in the research of image
segmentation, which attracted the attention and discussion
of many scholars at that time. In the development of modern
society, the theory of graph theory has also been applied
more effectively and broadly, such as texture synthesis,
image restoration, and the complicated construction and

reconstruction of power distribution networks in modern
society. )e emergence of graph theory has become ex-
tremely significant, which effectively helps in large-scale
problems such as distribution networks. )erefore, by
establishing a multipartition model for the construction and
reconstruction of the distribution network, this paper
proposes a partition algorithm based on graph theory to
effectively solve the problem of reconfiguration between
feeders during large-scale distribution in the distribution
network. )e proposal of this algorithm greatly reduces the
computational pressure in network reconstruction and can
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effectively arrive at the most reasonable solution based on
the global distribution network. Since graph theory itself is a
branch subject based on mathematics, the algorithm pro-
posed in the article is a new and effective graph theory
algorithm based on rigorous mathematical proofs. In the
reconstruction of the distribution network, the image seg-
mentation technology plays an extremely important role.
)e topology of the network is changed by constantly
switching the switch states of the tie switch and the section
switch, so as to regulate the flow of power in the entire
distribution network.)e branch exchange method, optimal
flow mode method, genetic algorithm, etc., are all effectively
applied in the construction of the distribution network. )e
improved graph segmentation algorithm can effectively
reduce the network loss caused by the operation of the
distribution network. In the subsequent reconstruction of
the distribution network, graph segmentation algorithms
have great research significance.

)e purpose of this article is to study the analysis of
large-scale distribution network reconstruction fused with
graph theory and graph partitioning algorithms and to
propose optimization algorithms to reconstruct the distri-
bution network. )e algorithms are tested before and after
optimization through experiments and applied in the en-
vironment of distribution network reconfiguration, col-
lecting the number of edge cuts in the distributed
segmentation of 4 image datasets with data sizes ranging
from small to large by the JA-BE-JA algorithm based on the
BSP-Spark platform. )en, the edge cut numbers of the JA-
BE-JA algorithm are collected based on the BSP-PeerSim
platform in the same dataset, and they are all collected after
1200 supersteps to ensure the accuracy of the experiment,
and the strong robustness of this algorithm and the char-
acteristics of avoiding local optimization are obtained. A 16-
bus distribution network is selected for testing, which
contains 3 feeder parts, indicating that this algorithm can be
applied to large-scale distribution networks and can reduce
network losses. At the same time, it also shows that, in
dealing with the problem of large-scale distribution network
reconfiguration, the optimization algorithm proposed in this
paper has a better effect, has a certain guiding significance,
and has both theoretical and practical significance.

)e improved algorithm designed in this article has a
good application prospect in large-scale distribution net-
work reconstruction. Based on the image segmentation
method of graph theory-full variational approximation of
the Ginzburg–Landau functional of graph clustering, the
power flow algorithm of the distribution network recon-
struction and the distribution network fault recovery model
to perform certain segmentation of the distribution network
and the graph theory explanation, the two do have certain
commonalities. )en through experiments, the improved
algorithm of graph theory and graph segmentation is in-
tegrated into the distribution network reconstruction. In
order to avoid errors, there are some details in the exper-
iment, such as the choice of encoder and the choice of it-
eration times. Finally, it is concluded that this graph
partitioning improved algorithm can be better applied to a
large-scale distribution network environment, and the

network loss and robustness are all optimized, which can
play a certain guiding role in future development, and it can
also be used for reference in other fields.

2. Related Work

)e application of graph theory and graph segmentation
algorithms in various fields has extremely optimistic de-
velopment prospects, and all fields have never stopped the
research and exploration of graph theory and graph seg-
mentation algorithms in order to have a brighter develop-
ment prospect. Li and Yang paid attention to the adaptive
pinning synchronization problem of random complex dy-
namic network (CDN); based on the algebraic graph theory
and Lyapunov theory, they deduced the design conditions of
the pinning controller and performed a strict convergence
analysis on the synchronization error of probabilistic
meaning. Compared with the existing results, due to the use
of graph theory, the topology of the random CDN remains
unknown [1]. Keown et al. used a selective high-quality data
subset from autism brain imaging data exchange (including
111 ASD and 174 typical developmental participants) and
several graph theory indicators. )ey preprocessed and
analyzed resting state functional magnetic resonance im-
aging data to detect low-frequency inherent signal corre-
lation and concluded that compared with typical
development participants, the Rand index (reflecting the
similarity between the network organization and the nor-
mative network set) of ASD participants was significantly
lower [2]. Glaria et al. stated that there are many benefits of
compressing real-world graphs, such as improving or en-
abling visualization in small memory devices, graph query
processing, community search, and mining algorithms. )is
work proposes a novel compact representation for real
sparse and clustered undirected graphs. )is method uses a
fast algorithm to list all the largest cliques and defines a
clique graph according to its largest clique [3]. Li et al.
showed that the existing vector-based methods of machine
learning usually use vector-based features to represent the
program, but it is easy to ignore the control information
between the basic block and the partition on the path other
than the critical path. And they proposed a novel graph-
based thread partitioning method to overcome these two
bottlenecks. )ey used graphs to characterize the program,
integrated features and control information, and successfully
extracted a good partition scheme [4]. Ghasemi said that the
problem of power distribution system reconfiguration is a
complex optimization process to find a structure with the
least loss, which needs to meet the satisfaction of both
consumers and the power distribution system company.
One of the most important parameters in this regard is to
improve the reliability of the system. On the one hand, this
parameter improves the satisfaction of electricity con-
sumption, and on the other hand, it improves the economic
benefits of power distribution enterprises [5]. Hong H et al.
proposed a distribution network reconfiguration method
based on a directed graph considering distributed genera-
tion. Two reconfiguration scenarios are considered: oper-
ating mode adjustment with the goal of minimizing active
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power loss (case I) and service restoration with the goal of
restoring the load to the greatest extent (case II). )ese two
situations are modeled as a mixed integer quadratic pro-
gramming problem and amixed integer linear programming
problem [6]. Although these studies have reached certain
guiding conclusions, there are unavoidable errors, or in-
sufficient optimization effects, insufficient demonstrations,
etc., which need to be further improved.

3. Distribution Network Reconstruction Model
and Graph Theory-Graph
Segmentation Method

3.1. Image Segmentation Algorithm Based on Graph (eory-
Full Variational Approximation of the Ginzburg–Landau
Functional of Graph Clustering. )e Ginzburg–Landau
function is based on the phase transition theory, which
combines superconducting phenomena such as quantum
mechanics, electrodynamics, and quantum mechanics of
superconductors to obtain related nonlinear partial differ-
ential equations [7]. Formula (1) expresses the relationship
between phase change and phase separation. Letting S

represent the open subset of Rt, the parameter u> 0 is the
spatial scale:

GL(v) ≔
u

2


S
|∇v(a)|

2
dx +

1
u


S
W(v(a))dx. (1)

)e form of the Ginzburg–Landau function is a state
transition equation, is closely related to the state transition
equations such as Allen–Cahn and Chafee–Infante, usually
because of the connection between the Ginzburg–Landau
function and the total variational seminorm, and is regarded
as the second approximation of the total variation, so it can
solve the nonsmooth total variation minimization question
[8]. )e formula used when processing the image is

B(v) � GL(v) + λf v, v0( , (2)

where f(v, v0) is the distance function of the reconstructed
image v and the given image v0.)e statistics of the model are
closely related to the physical assumptions. Among them, the
parameter λ> 0 can control the influence of data fitting on
regularization. Applying the L2 gradient descent method, the
partial differential equation at this time can be known:

f v, v0(  � v − v0
����

����
d

Ld(S)
, d � 1, 2,

vt � −
βGL

βv
� uΔv −

1
u

W′(v) − λ
βf

βv
.

(3)

Because of the existence of the distance function f(v,v0),
here we add a forced term λβf/βv. Since B(v) is a nonconvex
function, there cannot be a unique solution at this time, and
the result depends on the initial conditions. )e prior in-
formation of the image can be used as the initial input of the
segmentation algorithm to achieve the goal of more accurate
image segmentation in graph theory. )en, the segmented
image can be classified with high-dimensional data, and then
I ≔ a � (a1, a2) ∈ C2: 0≤ a1 ≤N − 1; 0≤ a2 ≤M − 1  is set

to represent a rectangular image with K � N × M pixels.)e
image neighborhood of a can be represented as set
M(a), a ∈ 1:

M(a) ≔ b ∈ 1: a1 − b1


≤ ε and a2 − b2


≤ ε . (4)

When ε ∈M, there are (2ε + 1) × (2ε + 1) size pixels
centered on a in M(a); for K ∈M, we can associate the
feature vector c ∈ RK selected by the a and M(a) neigh-
borhoods. Let X be the pixel node, B the relationship be-
tween the vertices mapped to the edge of the graph, ω the
weight, and W the similarity matrix, then

ω az, ai(  � ω ai, az( ,ω az, ai( > 0,

ω az, ai(  � ω c az( , c ai( (  � ω cz, ci( ,
(5)

where c is the characteristic function. At this time, in order
to make the symbols consistent, let ω(az, ai) � ω(az, ai),
facing the segmentation problem, take the weight of the edge
connected to node xz and the degree dz of the vertex to
obtain a diagonal matrix D of m × m:

dz � 
m

i�1
ωzi,

D �

d1 · · · · · · · · ·

· · · d2 · · · · · ·

⋮ ⋮ ⋱ ⋮

· · · · · · · · · dm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(6)

When X is used to represent the space of X⟶ R of all
functions, X⟶ X is its Laplacian L:

Lv(a) � 
b∈X

ω(a, b)(v(a) − v(b)), a ∈ X,

L(a, b) ≔
d(a), if(a � b)

0 − ω(a, b), otherwise
.

(7)

)e related quadratic form H of L can be expressed as

H(v, Lv):
1
2


a,b∈X

ω(a, b)(v(a) − (b))
2
. (8)

)e non-negative real eigenvalue of L is λz 
a

z�1, of which
0 � λ1 ≤ λ2 ≤ ...≤ λP, and under the large-scale limit, L can be
appropriately scaled to achieve high stability of convergence.
At this time, Tulaplas can be normalized:

Lp ≔ D
− 1/2

LD
− 1/2

� I − D
− 1/2

WD
− 1/2

. (9)

At this time, the matrix Lp presents a symmetric state,
redefining the discrete Ginzburg–Landau function:

GLd(v) ≔
u

2
H v, Lpv  +

1
u


a∈X

W(v(a))

+ 
a∈X

χ(a)

2
v(a) − v0(a)( 

2
,

ω(a, b) � exp − ‖c(a) − c(b)‖
2/σ2 , σ > 0.

(10)
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Because this image is an undirected graph,ω(a, b) will be
in a symmetrical state, that is, ω(a, b) � ω(b, a). Here, in
order to reduce the computational complexity, some feature
vectors will be used to construct vectors for graph clustering,
and then clustering algorithms will be used to divide their
feature vectors to segment the image [9]. )e feature vector
value is related to the gray or RGB (red, green, blue) intensity
value and the texture feature of the neighborhood.

3.2. Power Flow Algorithm for Distribution Network
Reconstruction. When the distribution network is being
reconfigured, when its topological structure is radial, the
power flow algorithm can be used to calculate the operation
of the distribution network, network losses, and voltage
offsets [10]. At present, the power flow algorithms suitable
for distribution networks are mainly divided into the
Newton method, branch method, and bus method. How-
ever, there are certain limitations, and the power flow al-
gorithm is not applicable to the distribution network in
some cases. For example, the distribution network and the
transmission network have different line parameters, dif-
ferent resistance and reactance ratios, or different numbers
of OV nodes. )e distribution network will have problems
such as frequent line changes and complex structure.

)erefore, there will be more power flow algorithms used in
the transmission grid than in the distribution network.
Based on the increasing attention of the distribution net-
work, improving the convergence, timeliness, and simplicity
of the power flow algorithm has become a major goal of the
research [11]. Figure 1 is a simple radial distribution network
circuit diagram, and its parameters are explained as follows.

)e radial distribution network mainly relies on the
current quick-break protection at the line outlet, circuit
breaker, load switch, and recloser to protect the circuit.

3.2.1. Improving the Basic Principle of the Cow Pull Method.
Because it has a better solution effect for nonlinear equa-
tions, it is often used in power flow calculations of distri-
bution networks. )e Newton-Raphson method voltage
polar coordinate formula is

_Uk � Uk < βk � Uk cos βk + i sin βk( . (11)

Let the distribution network have x OL nodes, denoted
by 1, 2, 3, ..., x, respectively, and y − x − 1 PV nodes, denoted
by x + 1, x + 2, ..., y − 1, plus a balance node, then all nodes
satisfy

ΔOk � Okr − Ok � Okr − Vk

y

i�1
Vi Wki cos βki + Mki sin βki(  � 0; k � 1, 2, ...y − 1,

ΔLk � Lkr − Lk � Lkr − Vk

y

i�1
Vi Wki sin βki − Mki cos βki(  � 0; k � 1, 2, ..., x.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(12)

According to Taylor’s expansion, the modified formula
of Newton–Raphson’s method can be obtained as

ΔO

ΔL
  � −

S D

F G
 

Δβ

U
− 1
H2
ΔU

⎡⎣ ⎤⎦. (13)

)e small distance between the actual nodes will only
form a small voltage difference between adjacent nodes, so in
the calculation, the ground admittance parameter can be
ignored. At this time, if k≠ i, then

Ski ≈
βOk

βθi

� UkUiMki cos θki,

Dki ≈ Ui

βOk

βUi

� − UkUiWki cos θki,

Fki ≈ Ui

βLk

βθi

� UkUiWki cos θki,

Gki ≈ Ui

βLk

βθi

� UkUiMki cos θki.

(14)

If k � i, then

Ski ≈
βOk

βθi

� − Uk 

y

i�1
i≠k

UiMki cos θki,

Dki ≈ Uk

βOk

βUk

� Uk 

y

i�1
i≠k

UiWki cos θki,

Fki ≈ Uk

βLk

βθk

� Uk 

y

i�1
i≠k

UiWki cos θki,

Gki ≈ Uk

βLk

βθk

� Uk 

y

i�1
i≠k

UiWki cos θki.

(15)

)e iterative steps of improving the Niu Lamethod are as
follows: First, the voltage of the balance node and its phase
angle are set, and the parameters of the other node lines are
initialized. )en, the calculated parameter values are
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calculated for active and reactive power corrections, and the
accuracy of the power flow calculation is judged until it
meets the calculation requirements. )en, the above pa-
rameters are substituted into the Jacobian matrix to calculate
the voltage amplitude correction amount and phase angle
correction amount [12]. Let the number of iterations at this
time be h, then

U
(h+1)
k � U

(h)
k + ΔU(h)

k ; θ(h+1)
k � θ(h)

k + Δθ(h)
k . (16)

)en, the above work is gradually repeated, and the
iteration continues.

3.2.2. Distribution Network Reconstruction with DG. )e
reconstruction step is to initialize various parameters first
and number the goals of the distribution network recon-
struction and the simplified branches, reinitialize part of the
variable value and judge the shape, determine whether it is
radial and decide whether to reapply the value, then find the
variable of another part of the branch of the distribution
network that has been disconnected, and iterate the speed
and position. After that, the hierarchical matrix is con-
structed and combined with the distributed power pro-
cessing process, and it is pushed back to the power flow
calculation before it is completed. )en, the next step is to
compare the objective function values to determine the
optimal population particle value, continue to iterate and
judge the distribution network structure until it is radial and
reaches the number of iterations, and finally output the
optimal population particle value [13]. )e steps are shown
in Figure 2.

Here, we will take the IEEE69-node system as an ex-
ample of distribution network reconstruction. At this time,
there are 69 nodes, numbered from 1 to 69. )e solid line is
the segment switch, and the dashed line is the tie switch. )e
total system load in this distribution network topology is
3814.6 + j2702.2 kVA, and there are 98 iterations of the al-
gorithm.)e forward and backward power flow calculations
are used to iteratively converge to achieve the minimum
network loss. )e topology of the distribution network is
shown in Figure 3.

In the case of the reconfiguration of the distribution
network without distributed power, the initial topology of

IEEE69 is that the dashed part denotes the contact switch is
off and the solid line denotes the section switch is closed [14].
)e reconstruction of the IEEE69-node system without DG
is shown in Table 1.

At this time, the network loss of the common algorithm
is reduced by 52.98% compared with that before recon-
struction, while the algorithm in this paper is reduced by
57.08% compared with that before reconstruction, and the
performance is increased by 4.1%, and the effect is better.
)e network loss of the reconfiguration of the distribution
network with distributed power sources is shown in Table 2.

It can be seen that reasonable arrangement of grid-
connected locations can reduce network loss. At this time, it
has been reduced by 17.27% before reconstruction. After
reconstruction, it is reduced by 69.74%. It can be seen that,
with the DG power grid, the advantage of its topology is
obviously higher than that of power grid without DG. )at
is, DG reconstruction can improve the voltage quality of the
system nodes and improve the operation stability of the
distribution network [15].

3.3. Distribution Network Fault Recovery Reconstruction
Model. Normally, the realization principle of the distribu-
tion network fault recovery reconstruction is to use the
application layer and the decision-making layer of the
distribution network. )e control system writes the re-
construction algorithm into the distribution network dis-
patching system, and the relevant FTU in the distribution
network transmits real-time information at the section
switch and contact switch. Incorporating data into the
SCADA system, the faulty area is located, and here the
SCADA system is the control center of the distribution
network. Commands are sent to the FTU to isolate the faulty
area by operating the switch, the self-healing system is used
to generate the structure, optimize algorithm calculations,
and control the data, and then the fault area recovery process
is performed [16]. In this process, the optimization algo-
rithm is the core part of the distribution network recon-
struction, and the voltage, current, power, resistance,
frequency, and other states of the distribution network need
to be set, and give the range of functions in different states to
explore the operation state of the distribution network at this

k i NodeNodeNode

Node

h

Oki ki+iL Oki ki+iL

Oki ki+iL Oki ki+iL

Oki ki+iL

Oki ki+iL Oki ki+iL

Oki ki+iL

Oki ki+iL

G

Figure 1: Circuit diagram of a typical radial distribution network.
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Figure 2: Distribution network reconstruction algorithm flow.
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Figure 3: IEEE69 distribution network node topology.

Table 1: Distribution network reconstruction results without DG grid connection.

State Disconnect switch position Lowest node voltage Network loss (kW)
Before reconstruction 27/70/71/72/73 0.912 231.25
Ordinary algorithm 13/43/50/71/72 0.951 108.74
)e algorithm of this paper 14/44/50/71/72 0.946 99.26

Table 2: Distribution network reconstruction results when DG is connected to the grid.

State Disconnect switch position Lowest node voltage Network loss (kW)
Before reconstruction 27/70/71/72/73 0.912 231.25
Before reconstruction (including DG) 27/70/71/72/73 0.931 191.32
After reconstruction (including DG) 13/46/51/71/72 0.962 69.98
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time, and then carry out the optimization search operation
[17]. )ese states include the power grid emergency state,
abnormal state, and realm state. )e control process of the
distribution network is shown in Figure 4.

In the restoration and reconstruction of the distribution
network failure, the FTU can quickly locate and isolate the
distribution network failure and quickly repair it.

3.4. Improved Graph Segmentation Based on Graph (eory
BSP-Spark System and Improved JA-BE-JA Algorithm Based
onBSP-SparkCluster. )is experiment will be carried out in
the environment of a BSP-Spark distributed cluster com-
posed of 4 PCs. Among the PCs, one is used for the main
control system with 8GB of memory, and three are used as
slave computing nodes with 4GB of memory. )e software
used for compilation is IntelliJ IDEA, and the program used
for language writing is Scala. In order to minimize the
experimental errors caused by various factors, the machines
here will perform tasks one-to-one, and Spark on Yarn will
complete resource management and scheduling in the ex-
periment. )e storage system is a distributed file system
HDFS [18]. It is known that the BSP-Spark system archi-
tecture is an M/S architecture, with a complete master-slave
relationship, implemented by 1 master node and 3 child
nodes. )e node deployment diagram is shown in Figure 5.

If it wants to achieve high-performance distributed
partitioning, it must optimize the parameters of the BSP-
Spark system, such as memory, parallelism, and data skew.
Although Spark’s calculation is based on memory, there are
also algorithms that do not rely on memory. At this time, a
caching mechanism needs to be added. In general, the
caching method used is spark.executor.memory, and large-
scale iterative algorithms need to use a storage mechanism to
control the consumption of data access. )is article will
reduce the set cache to reduce memory consumption, and
System.setProperty can just solve this problem [19]. Exe-
cution efficiency is closely related to Spark parallelism. Too
low parallelism will lead to waste of resources, while too high
will reduce efficiency. At this time, spark.default.parallelism
is used to optimize the parallelism to ensure the number of
tasks. One of the major problems of distributed systems is
data skew. During Spark application development, memory
overflow exceptions are usually caused. A relatively large
amount of graph data corresponds to a relatively small
number of node calculations, which will also cause its ex-
ecution speed to tilt. At this time, shuffle is used to reduce the
number of partitions. When small-scale data appear,
broadcast variables can be used, and the time interval can be
set by spark.speculation.interval [20].

)e JA-BE-JA algorithm is a graph partitioning algo-
rithm that combines point partitioning and edge parti-
tioning for load balancing. It comes from the PeerSim
environment. Based on the JA-BE-JA algorithm of the BSP-
Spark platform, image nodes can be processed asynchro-
nously on a regular basis, and a node only interacts with a
small random range of adjacent nodes. )e information
dissemination between nodes is only through the edges of
the image and is based on memory sharing. Its vertices

correspond to a single node host and process threads in-
dependently. )e image dataset input by the improved JA-
BE-JA algorithm is only in G(V,E) format, and the image
data need to be preprocessed before dividing. Preprocessing
includes split-transform-storage, and graph data cleaning
uses transformation and action operators to generate new
edge RDDs and vertex RDDs from the data source. )e
algorithm flow is shown in Figure 6.

)e edge segmentation and point segmentation of the
JA-BE-JA algorithm are realized by the Graph.partitionBY
operator, and the mixed sampling method is preferred for
the sampling strategy.

4. Results and Analysis

4.1. Experimental Results and Analysis. Here, we will collect
the edge cuts of the JA-BE-JA algorithm based on the BSP-
Spark platform in the distributed segmentation of 4 image
datasets with data sizes ranging from small to large, then collect
the edge cuts of the JA-BE-JA algorithm based on the BSP-
PeerSim platform in the same dataset, and collect them after
1200 supersteps to ensure the accuracy of the experiment
[21–23].)e experimental results are shown in Figures 7 and 8.

It can be seen that the size of the vertices and edges of the
4elt graph is small, and the difference in the number of edge
cuts is small, while the size of the vibrobox graph is larger,
and the trend of the number of edge cuts gradually tends to
be flat.

Next, the improved annealing simulation algorithm is
analyzed. It is known that the improved BSP-Spark algo-
rithm has better load in large-scale graph segmentation, but
it is easy to form a local optimal state. )erefore, this article
will propose an improved annealing algorithm based on
BSP-Spark and perform performance testing, taking two
parameters u and v for performance measurement; let u be
the parameter of the edge cut problem of the improved JA-
BE-JA algorithm and be the system energy function value.
)e relationship between u and JA-BE-JA algorithm in the
original BSP-PeerSim and BSP-Spark environments is
shown in Figure 9.

It can be seen that the improved annealing simulation
algorithm has a smaller edge cut when u� 2. )is is because
when this parameter is greater than 1, graph partitioning can
reduce the number of communication edges without
damaging the original topological structure of the graph and
reduce information propagation and iteration time. When
the parameter u� 3, the consumption of information dis-
semination will increase due to the reduction of the total
effect value of the graph. )is situation will become more
serious as the parameter u increases. )e improved
annealing model algorithm can reduce the consumption
when u� 2 and reduce the probability of the local optimal
problem of the JA-BE-JA algorithm. Let v be the cooling
coefficient, which can represent the cooling rate, and the
relationship between it and the edge cut number of the JA-
BE-JA algorithm is shown in Figure 10.

It can be seen from the Figure 10 that based on the
original BSP-PeerSim environment, the number of edge cuts
increases with the increase of the parameter v, and v can
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represent the equalization effect of the number of exchanges
and the quality of graph division. )at is to say, the greater the
number of exchanges, the longer the convergence time, and the
information dissemination consumption will increase. Based
on the BSP-Spark environment, the edge cut value of the
obvious graph has robust stability for the parameter v.

In the improved data migration algorithm, local optimi-
zation problems can be avoided, and random functions can be
used to reduce the number of communication edges. At this
time, using different datasets for testing, it can be seen that a 4-
way partitionwill cause 76.3% of the vertex data tomigrate, and
only 23.7% of the data moved to different partitions.

4.2. ImprovedGraph(eory andGraph SegmentationMethod
Cited into theDistributionNetworkCalculationExamples and
Result Analysis. Here, we will use the improved JA-BE-JA
algorithm to calculate the distribution network example.)e
16-busbar system of the distribution network has 3 tie
switches and 3 feeders, as shown in Figure 11.

)e tie switch is closed, the weighting operation is
performed on the 16-bus distribution system, the eigen-
vector is solved by the spectral division algorithm, and the
critical edge of the above-mentioned distribution system and
the node of division 1 are removed [24]. Figure 12 is
available.
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Figure 4: Distribution network control process.
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)e above figure is a subgraph based on the feature eval-
uation value after the first scoring and sorting, and its feature
evaluation value is shown in Figure 13 at the same time as the
feature evaluation value after the second scoring and ranking.
)e distribution network nodes are divided into groups: group 1

is 1, 2, 4, 5, 6, 7, 8, 9, 11, 12{ }, group 2 is 3, 10, 13, 14, 15, 16{ },
which is recorded as division 1, and the rest of the system needs
to be divided into two using the improved JA-BE-JA algorithm,
that is, division 2: 1, 4, 5, 6, 7, 11{ } and division 3: 2, 8, 9, 12{ },
and Figure 13 can be obtained.
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Figure 6: Improved JA-BE-JA algorithm flow.
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It can be seen that the final reconstruction result of the
distribution network is to close the tie switch between
nodes 10 and 14, close the tie switch between 5 and 11,
open the section switch between 8 and 10, turn on the
segment switch between 9 and 11, and use the improved
JA-BE-JA algorithm graph theory to divide the network
loss to 454.3 KW.)e initial network loss is 508.6 KW, and
the network loss is reduced by 10.68%. )e power dis-
tribution system is often of large-scale and widely dis-
tributed, and there are multiple feeders. It can be seen that
this algorithm is still applicable in large-scale distribution
networks, reducing the burden of power flow calculation,
reducing the network loss, and also solving the problem of
local optimization.

5. Discussion

)is article focuses on the analysis of large-scale distribution
network reconstruction with graph theory and graph parti-
tioning algorithms. Image segmentation based on graph
theory has been developed in many fields and has made
indelible contributions in medicine and neurology [25]. )is
article first describes many advantages of graph theory and
graph segmentation technology in the application of distri-
bution networks and then describes the research methods of
graph theory and graph segmentation and distribution net-
works. For example, the image segmentation method based
on graph theory-full variational approximation of the
Ginzburg–Landau functional of graph clustering uses
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quantum mechanics, superconductor, electrodynamics, and
other phenomena to derive relevant formulas, divides the
feature vector through the clustering algorithm, and performs

image segmentation. For example, for the power flow algo-
rithm of distribution network reconstruction, the radial
circuit diagram is given in this article, and the power flow
algorithm is used for calculation according to the topology of
the distribution network. In this paper, the improved Niu pull
method is used to improve convergence, timeliness, etc.,
phase angle correction and voltage correction are carried out,
the distribution network reconstruction with DG is proposed,
and the optimal value of the population particles is repeatedly
iterated. )e IEEE69 example is used to show the situation,
and the forward and backward power flow calculations are
used to iteratively converge to achieve the minimum network
loss. It also describes the fault recovery model of the distri-
bution network, using the application layer, decision-making
layer, and control system of the distribution network to write
the reconstruction algorithm into the distribution network
dispatching system. )e faults of the distribution network are
quickly located and isolated through the FTU, and quickly
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repaired. Finally, the graph theory algorithm and the per-
formance of the improved JA-BE-JA algorithm are tested
through experiments, and they are applied to the distribution
network, and the relationship between each partition and the
JA-BE-JA algorithm is compared. Substituting the parameters
into the test, it can be seen that a 4-way partition will cause
migration of a large number of vertex data, and migration of
only a small part of the data to different partitions. Finally, a
16-bus distribution system example is used for testing, and the
improved JA-BE-JA algorithm can reduce the loss by 10.68%
compared with the previous one, and it can be applied to a
multifeeder system, that is, the large-scale distribution net-
work, which reduces the power flow calculation. It can also
reduce network loss and prevent local optimization. It can be
obtained that this improved algorithm can be better applied in
large-scale distribution networks.

6. Conclusions

In the analysis of large-scale distribution network recon-
struction with graph theory and graph partitioning algorithms,
it is known that based on the BSP-Spark environment, the
improved algorithm has robust stability and can avoid the
problem of local optimization. A 4-way partition caused 76.3%
of the vertex data migration, and only 23.7% moved to a
different partition. )e improved JA-BE-JA algorithm is also
more obvious for the optimization of the distribution network.
Using the improved JA-BE-JA algorithm with graph theory
and graph division, the network loss is 454.3KW, the initial
network loss is 508.6KW, and the network loss is reduced by
10.68%. In addition, the improved algorithm can effectively
increase the number of edge cuts and the number of vertices
exchanged on the distributed clusters. It is muchmore effective
than the traditional graph segmentation algorithm in the
processing of large-scale distribution networks.
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Interference detection is an important part of the electronic defense system. It is difficult to detect interference with the traditional
method of extracting characteristic parameters for interference generated at the same frequency as the original signal. Aiming at
this special time-frequency overlapping interference signal, this paper proposes an interference detection algorithm based on the
long short-term memory-support vector machines (LSTM-SVM) model. LSTM is used for the time series prediction of the
received signal. .e difference between the predicted signal and the received signal is used as the feature sample, and the SVM
algorithm is used to classify the feature samples to obtain the recognition rate of whether the sample has interference. .e LSTM-
SVM model is compared with the gate recurrent unit-support vector machines (GRU-SVM) model, and the comparison results
are visualized using a confusion matrix..e simulation results show that this LSTM-SVMmodel algorithm cannot only detect the
existence of the interference signal but also can determine the specific position of the interference signal in the received waveform,
and the detection performance is better than the GRU-SVM model.

1. Introduction

In the present study, algorithms based on deep learning are
booming, and research on algorithms based on deep
learning has been proposed in many fields. LSTM neural
networks can better predict time series data, and various
algorithms based on LSTM to predict future development
are also being widely used. Natural disaster prediction is a
very important application. LSTM is used to learn the
spatiotemporal relationship between disasters in different
locations, and this relationship is used to make predictions.
.rough the training of historical trajectory data, the tra-
jectory prediction model is obtained, so that early warning
can be achieved [1, 2]. In terms of health care, the use of an
LSTM network to independently detect the contraction
curve of an ECG or EMG signal, based on the predicted
signal, provides a powerful assistant for medical staff to
quickly diagnose and help patients recover [3–5]. Adopting
LSTM can achieve higher accuracy than traditional math-
ematical models in predicting future disease trends [6]. In

terms of traffic prediction, new methods for urban traffic
prediction combining spectrogram analysis and LSTM have
been proposed [7, 8]. Using an LSTM network, electric cars
can estimate future speed in real-time to estimate the precise
value of brake pressure [9]. In addition, subway passenger
flow prediction using LSTM can guide passengers to ef-
fectively select departure times and transfer from station to
station [10]. It is widely used in fault detection, such as image
forgery detection, analyzing discriminative features between
different regions by combining encoder and LSTM net-
works, to predict whether the image has been tampered with
[11]. LSTM can provide inpainting for video frames, using
convolutional LSTM-based encoders and decoders to pre-
dict missing frames [12]. LSTM can achieve a predicted
quantified output of the remaining mechanical life [13].

At present, the related research involving interference
detection in wireless communication is increasing day by
day, and some effective algorithms have been proposed.
Some of these algorithms are based on computer network
protocols and detect the presence of interference signals by
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detecting the listening time of the carrier signal; Some al-
gorithms analyze the signal according to the frequency
domain transformation, and perform the frequency domain
transformation on the signal to extract features, then analyze
whether there is interference in the signal; some algorithms
achieve the purpose of signal analysis by counting the
mathematical characteristics of the signal and calculating the
high-order statistics of the signal so as to extract the signal
characteristics. Obviously, the above method belongs to the
traditional interference detection method, which mainly
analyzes the parameter characteristics such as the spectrum
and power of the received signal, and then confirms whether
there is interference. Secondly, when the signal overlaps with
the interfering frequency, the eigenvalues of the interfering
signal are difficult to detect [14].

Since communication signals belong to time series data,
the time series prediction algorithm based on deep learning
provides an idea for signal interference detection. Among
them, the recurrent neural network has the characteristics of
short-term memory. If the time series signal is long, it will
affect the transmission of information. LSTM and gate re-
current unit (GRU) can solve short-term memory problems.
Based on the existing research field, we combine LSTM and
GRU with the SVMmodel and propose the LSTM-SVM and
GRU-SVM models for signal interference detection [15].

2. Materials and Methods

A signal is a periodic time series data, and unknown sam-
pling points can be predicted through the correlation be-
tween sampling points [16]. According to this feature,
assuming that the training signals are all normal signals, the
predicted future signals should also be normal signals. In this
case, calculating the difference between the real signal and
the predicted signal as the detection feature can get a good
detection effect. .e signal prediction problem can be solved
by the LSTM network. In essence, signal prediction is a time
series prediction problem with periodic characteristics. .e
previously received signal is used as the input, and the
output is the signal at the moment you want to predict.

2.1. Structure of LSTM. .e LSTM unit structure is shown in
Figure 1. Compared with the RNN cell structure, LSTM adds
a cell state to the structure. LSTM neurons consist of a forget
gate, an input gate, and an output gate. .e forget gate is
used to determine the importance of information, the input
gate is used to update the cell state, and the output gate is
used to calculate the value of the hidden state.

2.2. Structure of GRU. .e GRU unit structure is shown in
Figure 2. Compared with the LSTM cell structure, the GRU
reduces the cell state. .e neurons of the GRU include an
update gate and a reset gate [17]. .e update gate is used to
determine the importance of the information, while the reset
gate is used to determine the proportion of retained in-
formation. Compared to LSTM, GRU has simpler neurons
and therefore faster training.

2.3. Activation Function: Tanh, Sigmoid. .e Tanh function
is used to adjust the threshold of the function output. .e
value range is [− 1, 1], as shown in Figure 3.

f(x) �
sinh(x)

cosh(x)
�
1 − e

− 2x

1 + e
− 2x

(1)

.e activation function Sigmoid is similar to the tanh
function, with a value range of (0, 1), as shown in Figure 4.

σ �
1

1 + e
− x (2)

2.4.TimeSeries SignalForecasting. 60% of the received signal
is used for training datasets of LSTM and GRU. .e
remaining 40% of the signals, as the test dataset, are used for
prediction. .e eigenvalues are obtained by subtracting the
test data from the predicted data. .e process is shown in
Figure 5 [18].

When the normal communication signal in the received
signal adopts the cosine signal and the interference signal
adopts the narrow-band Gaussian noise [19], the LSTM time
series signal prediction is shown in Figure 6, the obtained
eigenvalues are shown in Figure 7.

.e first picture of Figure 6 is the original received signal.
You can see that there are interference signals between
2500–3000..e second picture is the training and prediction
time series of LSTM, where the first 60% is the training set,
and the last 40% is the prediction value. .e first picture in
Figure 7 is the 40% of the received signal that needs to be
predicted. .e second picture is the comparison of the
predicted value with the original received signal, and the
third simulation plot is the eigenvalues [20].

2.5. Windowing of Signal Sample Values. In the detection
process, when the deviation of each sampling point is used as
a feature to train the SVM classifier, the difference calculated
for the test dataset, especially the part containing the in-
terference signal, contains many differences similar to the
difference calculated from the normal signal points, and
these points are difficult to detect. So, we add windows to the
features based on the time step and detect them based on the
waveforms and correlations of multiple feature points to
overcome contingency. .e windowing process is shown in
Figure 8.

If only each sampling point were used as a feature of
interference detection, the detection effect would be very
poor due to the accidental error of calculating the difference.
.erefore, here we select the mean value of the sampling
points of each n continuous signal as a feature, and the
method of constant translation is used to construct a
complete feature of interference detection. As shown in
Figure 8, the signal is windowed, the window length is “N,”
the step length is “S,” and the input data is formed in time
series. .e value of S is 1, when N is an odd number, the ith
eigenvalue is calculated according to formula (3), and when
N is an even number, the ith eigenvalue is calculated
according to formula (4).
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Vi e �
Vi− (N− 1)/2 + ... + Vi− 1 + Vi + Vi+1 + ... + Vi+(N− 1)/2

N
(3)

Vi e �
Vi− N/2+1 + ... + Vi + Vi+1 + ... + Vi+N/2

N
(4)

2.6. Data Normalization Processing. .e eigenvalues are
normalized and preprocessed, the normalization method
adopted is according to the following formula:

f: x⟶ y �
x − xmin

xmax − xmin
(5)

3. Results

In the AWGN channel environment, the sampling fre-
quency of the received signal is 3 KHz, the center frequency
of the communication signal and the interference signal is
1 KHz, and the signal power is 10 dB. .e sampled signal of
the received signal r(t) is r(n), as shown in formula (6).

r(n) � s(n) + j(n) + w(n), n � 1, 2, . . . , N (6)

In the above equation N is the sampling length, s(n) is
the communication signal, j(n) is the interference signal,
and w(n) is the Gaussian white noise.

3.1. Comparison of the Influence of SNR on Interference
Detection. Both LSTM and GUR are set to train the first 0.6
parts of the time series of the data and test the remaining 0.4

parts at 100 training iterations. After obtaining the eigen-
values, the eigenvalues are not subjected to windowing
processing, and the eigenvalues are classified in the SVM to
obtain the interference detection rate. When the signal
power is 10 dB, the SNR value range is 0dB–20 dB, and the
step size is 2 dB, the interference detection accuracy is shown
in Figure 9.

It can be seen from Figure 9 that, the difference data
obtained by the LSTM and GUR time prediction models are
not windowed. As the SNR increases, the detection rate of
the difference signal by SVM also gradually increases.

3.2. Comparison of Windowing Experiments. Due to the
continuity characteristics of the interference signal, taking
into account the correlation between the sampling points,
window processing is performed on the sampling points,
which can overcome the influence of accidental errors.
When the power of the signal is 10 dB and the SNR is 20 dB,
the eigenvalues are processed by windowing. .e window
length is 1–10, the step size is 1, and the interference de-
tection accuracy is obtained as shown in Figure 10.

It can be seen from Figure 10 that LSTM has the highest
detection rate when the window length is 6, but the GRU
windowing effect is not good. .e detection rate is the
highest when no window is added, so the window value is
selected as 1.

3.3. Interference Detection Accuracy under the Optimal
Window. .e difference signal generated by the LSTM is
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Figure 4: Activation function sigmoid.
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windowed with a length of 6 and the difference signal
generated by the GRU is not windowed. After normaliza-
tion, it is sent to the SVM for classification..e classification
result diagram is shown in Figure 11 [21].

It can be seen from Figure 11 that, when there is an
interference signal, the interference detection accuracy of
LSTM-SVM is 93.6%, and the interference detection accu-
racy of GRU-SVM is 89.6%.

3.4. Confusion Matrix. Since the SVM classification results
cannot see the detection accuracy of each type, we use a
confusion matrix to further refine the detection results. .e
confusion matrices for LSTM-SVM and GRU-SVM inter-
ference detection classification are shown in Figure 12 [22].

From Figure 12, it can be seen that, when there is no
interference, the detection accuracy of the GRU-SVM is
100%, and that the detection accuracy of the LSTM-SVM
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model is 99.5%. When there is interference, the detection
accuracy of GRU-SVM is 68.7%, and the detection accuracy
of LSTM-SVM is 81.8%. Overall, the false detection rate of
GRU-SVM is 10.4%, and the false detection rate of LSTM-
SVM is 6.4%. .erefore, the eigenvalues obtained by LSTM-
SVM are more conducive to detecting the presence of in-
terference signals.

4. Discussion

.e traditional interference detection starts from the re-
ceived signal, analyzes the frequency domain characteristics
of the received signal, extracts the characteristic value, and

then determines whether there is an interference signal.
However, when the interference signal and the communi-
cation signal have the same frequency, it is difficult to extract
the eigenvalues by using the traditional method. From the
perspective of the time domain, this paper adopts the LSTM
model, which has good prediction ability for time series
signals. .e eigenvalues are obtained from the difference
between the predicted signal and the received signal, which
solves the problem of signal interference detection in the
case of interference.

.e setting of the interference signal in the experiment
described in this paper is relatively ideal. .e interference
signal used in this paper is a partial frequency band
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interference signal, that is, the interference signal is gen-
erated by Gaussian noise through a narrow-band filter. You
can try to use other interference signals to verify whether the
experimental results in this paper are applicable.

5. Conclusion

Aiming at the detection of special time-frequency over-
lapping interference signals, an interference detection al-
gorithm based on the LSTM-SVMmodel is proposed in this
paper. LSTM is used for the time series prediction of re-
ceived signals, and the difference between the predicted

signal and the received signal is used as a feature sample..is
method can still be trained using a small amount of data and
can obtain better prediction performance. .e eigenvalue
samples are windowed, and the SVM algorithm is used to
classify and detect the eigenvalue samples. .e LSTM-SVM
model is compared with the GRU-SVM model. .e com-
parison results show that the interference detection accuracy
of the two models increases with the improvement of the
SNR. Windowing the eigenvalues can significantly improve
the interference detection performance of the LSTM-SVM
model, but windowing the GRU-SVMmodel will reduce the
accuracy. Under the optimal window, the detection
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Establishing a coordinated governance mechanism for regional carbon emissions is an essential way to achieve carbon peak and
carbon neutrality, while the study of interprovincial carbon emissions transfer is one of the important foundations of regional
carbon emissions coordinated governance research. Based on the multiregional input-output (MRIO)model, this study calculated
the carbon emissions from both the producers’ perspective and the consumers’ perspective and analyzed the interprovincial net
carbon emissions transfer decision. Furthermore, the logarithmic mean Divisia index (LMDI) method was adopted to decompose
the factors that affect the province’s net carbon emissions into technological effect, structural effect, input-output effect, and scale
effect. It was revealed that the input-output effect was the primary influencing factor of the net carbon transfer at the
provincial level.

1. Introduction

China’s economy has grown massively since the 21st cen-
tury. As of 2020, China has achieved its first centenary
goal—building a moderately prosperous society in all re-
spects and is striding forward to its second centenary goal.
However, the emission of carbon dioxide (CO2) is also rising
along with the total economic volume, and China has be-
come the world’s largest carbon emitter. ,e issue of
greenhouse gas emissions is getting more and more atten-
tion. On March 15, 2021, the Chinese government stated to
have carbon emissions peak before 2030 and achieve carbon
neutrality by 2060. ,is is a major decision under the goal of
building a community of shared future for all humankind.

China has a vast territory. ,e differences in resource
endowments and climate environment in different regions
have not only brought differences in industrial structure be-
tween regions but also differences in CO2 emissions of regional
production activities. During regional trading, the production
of goods and the provision of services lead to carbon emissions
in production areas, but goods and services are actually con-
sumed by consumption areas; therefore, CO2 emissions are
transferred along with the flow of goods and services. If the
inter-regional transfer of carbon emissions is ignored during

the promotion of carbon emissions reduction, on the one hand,
it may cause some regions to import high-carbon products
from other regions for carbon emissions reduction. It will
impair the effectiveness of emissions reduction policy, and even
cause partial decrease with overall increase [1, 2]. On the other
hand, it may cause high-polluting and high-energy-consuming
industries to migrate from high-carbon emissions areas to low-
carbon emissions areas. It is not conducive to take advantage of
resource endowments in various regions, and neither con-
ducive to promoting the development and utilization of clean
energy and encouraging low-carbon consumption and low-
carbon lifestyle. ,erefore, to advance carbon emissions re-
duction, we need to think from the perspective of regional
synergy. However, before planning how to scientifically pro-
mote the fair distribution of CO2 reduction between regions,
we need to pay attention to the following two issues. First, how
is the regional distribution of carbon emissions transfer in
China? Second, what are the main factors affecting the transfer
of carbon emissions between regions in China? ,erefore, this
study is committed to carrying out the analysis of interpro-
vincial carbon emission transfer, characterizing the relationship
of carbon emission transfer, discussing its influencing factors,
and consolidating the foundation for the research on carbon
emission collaborative governance.
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2. Literature Review

With respect to the calculation of carbon emissions transfer,
more and more scholars adopted the multiregional input-
output (MRIO) model in recent years. ,e single-region
input-output (SRIO)model was first constructed by Leontief
[3] and then expanded to multiple regions and widely ap-
plied in environmental impact assessment (EIA) [1, 2, 4].

Various scholars have integrated the MRIO model with
the actual situation in China. Guo et al. [5], Yao et al. [6], and
Zhang et al. [7] used theMRIOmodel to calculate and analyze
China’s interprovincial carbon emissions input-output, the
carbon footprint of residents’ consumption in China’s eight
major regions, and the carbon emissions input-output from
various sectors in the eight major regions, respectively, re-
vealing significant regional differences [5–7]. In addition, Liu
et al. [8] used the 1997 inter-regional input-output table to
analyze the transfer of carbon emissions from the perspective
of industry and proposed a CO2 emissions reduction model
for industrial structure adjustment. ,e calculation demon-
strated that structural adjustment of energy consumption of
electric power industry and improving the efficiency of energy
utilization in heavy industry were effective means to reduce
carbon emissions [8]. Su and Ang [9, 10] explored the spatial
agglomeration of carbon emissions transfer by calculating the
carbon emissions transfer between major regions in China in
2002 and proposed to optimize interregional carbon emis-
sions transfer from the mechanism level [9, 10]. Sun et al. [11]
calculated carbon transfers between Indian economic sectors
from 1995 to 2009 based on the SRIOmodel.,e study found
that CON (construction) transfers the largest amount, and
EGW (electricity, gas, water supply) emissions account for
60% of CO2 in the secondary industry [11]. Based on the
MRIO model, Chen et al. [12] independently compiled
China’s inter-regional input-output table for 2012, calculated
the amount of inter-provincial carbon emissions transfer, and
analyzed the inter-provincial carbon equity from the per-
spective of carbon Gini coefficient [12]. Wang and Hu [13]
used an inter-regional bilateral trade carbon transfer mea-
surement model to measure the carbon emissions caused by
interprovincial demand and interprovincial exports in China
in 2007, 2010, and 2012.,e study shows that cooperation and
diffusion of emission reduction technologies can be effective
suppress interprovincial carbon emissions transfer [13]. Han
et al. [14] explored the flow of carbon emissions in China’s
provinces and other economies from a multi-regional per-
spective based on Nested IOA [14]. Based on the MRIO
model, Wang et al. [15] analyzed the carbon-neutrality-ori-
ented carbon emissions reduction model by studying the
consumption-based carbon emissions and carbon transfer at
the provincial and industry levels in China [15]. Liu et al. [16]
deduced the calculation method of the value chain embodied
carbon transfer based on the input-output table balance
formula, and found that China’s inter-regional value chain
embodied carbon transfer and its net value both showed an
increasing trend [16].

Regarding the decomposition of the influencing factors
of carbon emissions transfer, the popular academic methods
include the structural decomposition and the logarithmic

mean Divisia index (LMDI) decomposition, both of which
have been widely used in various research scenarios. Based
on the input-output model, Qian and Yang [17], as well as
Jiang [18], employed the structural decomposition method
to decompose carbon emissions embodied in international
trade between East Asia and the BRICS, respectively [17, 18].
Guo [19], Du and Sun [20] and Huang et al. [21] applied the
LMDI method to decompose the total carbon emissions,
export embodied carbon emissions, and carbon emissions
embodied in inter-provincial trade [19–21].

Existing studies have adequately applied the MRIO
model to calculate the international and domestic carbon
emissions transfer, used different methods to decompose the
influencing factors, and analyzed interprovincial carbon
equity from various perspectives and put forward corre-
sponding proposals of carbon emissions reduction. On these
bases, this study used a MRIO model to calculate the carbon
emissions transfer between provinces based on the three-
year data of 2012, 2015, and 2017, analyzed the transfer paths
of inter-regional carbon emissions through social network,
and then decomposed the factors affecting the net carbon
emissions transfer at the provincial level using the LMDI
method. We aimed to provide a basis for the construction of
a coordinated governance mechanism for regional carbon
emissions and emissions reduction plans to promote the
achievement of carbon peak and carbon neutrality.

3. Interprovincial Carbon Emissions Transfer

Different provinces and cities in China have different re-
source endowments and natural environments. When de-
signing emissions reduction plans, it will be not all-inclusive
to consider only the differences in industrial structure be-
tween provinces and cities caused by different resource
endowments. During the implementation of the emission
reduction plans, because interprovincial trade will drive the
transfer of interprovincial carbon emissions, with no re-
striction, some regions will purchase high-carbon emission
products from other regions to replace local production for
the purpose of carbon reduction, sabotaging overall emis-
sions reduction. Due to differences in technological levels
between regions, there may even be reduced partial emis-
sions with increased overall emissions, the so called inter-
regional carbon leakage. For that reason, we attempted to
provide a basis for the coordinated governance mechanism
of regional carbon emissions by calculating and analyzing
the current interprovincial carbon emissions transfer, car-
bon transfer network, and carbon transfer path.

3.1. Interprovincial Carbon Emissions Transfer Calculation
Model. In the present study, a MRIO model was adopted to
calculate the carbon emissions from both the consumers’
perspective and the producers’ perspective and the inter-
region carbon emissions transfers between 31 provinces and
cities across China.

Assuming that in the MRIO model there are totally n

provinces and cities and m industries in each province/city,
the MRIO model has the following equation:
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represents the final use of the industry i of province I by
province J, and EXI

i represents the output of the industry i of
province I. Transform the intermediate input to get:
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where AI,J
i,j � XI,J

i,j /
n
k�1 

m
l�1 Xk,J

l,j represents the products
and services of the industry i of province I directly con-
sumed by per unit of output of the industry j of province J.

,e matrix form of equation (2) is

X � AX + Y + EX, (3)

where X is the total output vector (mn × 1), A is the direct
consumption coefficient matrix (mn × mn), Y is the final use
vector (mn × 1), and EX is the export vector (mn × 1).

Transform equation (3) to get

X � (I − A)
− 1

(Y + EX). (4)

Let B � (I − A)− 1, where B is the total input con-
sumption coefficient matrix and and the element BI, J

i, j rep-
resents the intermediate products and final products
provided by the industry i of province I to meet the per unit
of final use in the industry j of province J.

Following the Intergovernmental Panel on Climate
Change (IPCC) guidelines, this study calculates the carbon
emissions of each industry in each province/city using the
following equation:
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where CI
i is the total carbon emissions of the industry i of

province I, CEI
ik is the carbon emitted by industry i of

province I consuming energy k, ADI
ik represents the total

amount of energy k consumed by the industry i of province
I, NCVk represents the average low calorific value of energy
k, CCk is the carbon emissions per unit of heat, and OI

ik is the
oxidation rate.

,en the total carbon emissions caused by final con-
sumption is

CE � E(I − A)
− 1

Y, (6)
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From the producers’ perspective, the carbon emissions
CEI

p represent the CO2 emissions produced by the pro-
duction activity in province I:

CEI
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m
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E
I
(I − A)

− 1
Y

K
. (8)

From the consumers’ perspective, the carbon emissions
CEI

c represents the CO2 emissions from production activities
in all provinces caused by province I’s demand for products
and services:

CEI
c � 

m

K�1

E
K

(I − A)
− 1

Y
I
. (9)

Interprovincial carbon emissions transfer originates
from interprovincial trade. ,at is, in order to meet the
needs of other provinces and cities for products and services,
one province or city needs to conduct a production activity.
,en the amount of carbon emissions transfer CTI, J is
represented by the carbon emissions generated during the
production process. It means that the carbon emissions of
various industries in province I caused by the final use by
province J is the carbon emissions transfer from province J

to province I:
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3.2. Carbon Emissions Results from Different Perspectives.
,is study adopted the interregional input-output tables of
42 sectors in 31 provinces, municipalities, and autonomous
regions in China in 2012, 2015, and 2017. According to the
method of Chen et al. [12], the 42 sectors in the input-output
tables were merged into 16 sectors. ,e energy consumption
by each sector, each region in each year was from the official
data released by CEADs (https://www.ceads.net).,e results
are shown in Table 1.

In 2012, 2015, and 2017, the highest total carbon
emissions from the consumers’ perspective were coastal
provinces with large populations and high consumption
levels, such as Shandong (566 million tons per year) and
Guangdong (528 million tons per year). ,e lower ones were
in regions with relatively small populations and low con-
sumption levels including Tibet (15 million tons per year)
and Qinghai (41 million tons per year). ,e primary reason
is the large differences in the total population and con-
sumption levels between regions. A large population and a
high consumption level make the total final use large in that
region, leading to high-carbon emissions from the con-
sumers’ perspective. It is the opposite way in sparsely
populated areas with low consumption levels.

With respect to the time trend, benefit from the increase
in consumption levels by economic development during the
period, the total carbon emissions from the consumers’
perspective in populous regions such as Guangdong,
Jiangsu, and Henan were all rising. While regions such as
Beijing, Shanghai, and Tianjin which already have high
consumption levels demonstrated an overall decreasing
pattern from the perspective of consumers. It indicated that
economic development in areas with high consumption
levels has brought about a low-carbon consumption
structure.

From the perspective of the producers, the high total
carbon emissions were in regions like Shandong (645million
tons per year), Hebei (556 million tons per year), and Shanxi
(379 million tons per year). ,e industrial structure in these
regions preferred high polluting industries such as steel and
energy. ,e advantageous industries in Shandong include
three high-polluting and high-energy-consuming industries,
energy processing (petroleum and coal), nonferrous ex-
tractive metallurgy, and chemical raw material production,
which resulted in much higher carbon emissions than other
regions. ,e lower total carbon emissions from the per-
spective of producers were regions with advantages in the
tertiary industry, such as Beijing (58 million tons per year),
Hainan (35 million tons per year), and Tibet (0.05 million
tons per year).

Regarding the time trend, the total carbon emissions
were relatively stable from the perspective of producers,
different from those of the perspective of consumers. Except
for Inner Mongolia and Xinjiang whose changes were rel-
atively big, the changes in total carbon emissions were small
in other provinces/cities. ,e primary reason is that their

industrial structure is stable compared to the consumption
level; therefore, the changes in total carbon emissions caused
by industrial structure were small.

3.3. Total Net Carbon Emissions Transfer. According to the
principle of “the consumers assume responsibility,” the net
carbon emissions transfer was calculated by subtracting the
producers’ total carbon emissions from the consumers’ total
carbon emissions, that is, equation (9) minus equation (8).

,e regions with high annual net carbon emissions
transfer-out in 2012, 2015 and 2017 were provinces/cities with
large populations and high consumption levels such as
Guangdong, Zhejiang, and Beijing. ,eir industrial structure
could not support their own demand, so they purchased
products from other provinces/cities and transferred the CO2
that should be emitted in region for producing these products
to other regions. ,e regions with high annual net carbon
emissions transfer-in were regions with an industry structure
preferring energy and heavy-industry, such as Inner Mongolia,
Hebei, and Shanxi. On the one hand, the energy industry, as an
important part of production and life, participates in the
production process of other industries in the region. On the
other hand, the region’s own demand is far from releasing its
production capacity. While a large number of products were
sold by these regions, the CO2 that should be emitted by other
provinces/cities for producing these products was transferred
in. With respect to the time trend, provinces/cities with neg-
ative annual net carbon emissions transfer have greater fluc-
tuations compared to those with positive annual net carbon
transfer. Especially the fluctuations in Chongqing, Yunnan,
Shanghai, and Henan were big. While Shanghai and Henan
even changed the direction of net carbon transfer.

By equation (10), we can get the interprovincial carbon
emission transfer matrix, but it is difficult to display due to
the large amount of data. To visualize the carbon emissions
transfer relationship clearly between provinces/cities, the
amount of carbon transfer from one province/city to the
other provinces/cities was sorted by the proportion of the
total transfer amount, and the top 60% was taken to generate
the interprovincial carbon emissions transfer relationship
matrix. ,en the social network was drawn with arrows
pointed the direction of CO2 transfer (see Figure 1).

In general, the interprovincial carbon emissions transfer
social network exhibited a star-like shape. ,e five provinces
of Inner Mongolia (IM), Hebei (HB), Shanxi (SX), Liaoning
(LN), and Shandong (SD) with high net carbon transfer-in
not only received most transfer-out from Guangdong (GD),
Zhejiang (ZJ), Beijing (BJ), Chongqing (CQ), Shanghai (SH),
and Tianjin (TJ), the regions with high net carbon transfer-
out but also served as the main transfer-out places of carbon
emissions from other provinces/cities. ,ey worked as the
center of the interprovincial carbon emissions transfer
network and were also the dominant regions from the
perspective of producers. From the perspective of coordi-
nated governance of regional carbon emissions, the impact
of the emissions reduction policy on the central provinces
could quickly spread through the transfer network, con-
ducive to timely adjustment of policy based on actual effects.
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Although the net carbon transfer-in Henan was not high
in 2015, and the net carbon emissions were transferred-out
in 2017, it is still close to the center of the carbon emissions
transfer network. It is because that the carbon emissions
transferred to the “sub-center” Henan were far less than the
amount transferred to the “central” provinces, and the
carbon emissions transferred fromHenan to other provinces
were high too. Similarly, Jiangsu had a net carbon transfer-
out of only 0.02million tons in 2017, whereas it was still close
to the center of the network. ,e main reason is also that
provinces such as Inner Mongolia, Shanxi, and Liaoning

received most of the carbon emissions transfer, while carbon
emissions transferred from Jiangsu’s to other provinces was
high too.

4. Decomposition of Factors Affecting Net
Carbon Emissions Transfer

To support the construction of a coordinated governance
mechanism for regional carbon emissions, it is not only
necessary to grasp the current interprovincial carbon
emissions transfer and carbon transfer network but also

Table 1: Carbon emissions results from different perspectives.

Year
Consumers’ perspective Producers’ perspective

2012 2015 2017 2012 2015 2017
Beijing 209.0 170.9 142.7 65.5 59.6 49.4
Tianjin 202.0 199.7 117.4 112.5 112.5 104.1
Hebei 351.9 369.2 476.1 536.6 556.0 576.5
Shanxi 227.8 209.6 241.6 378.1 355.2 406.4
Inner Mongolia 291.0 219.1 263.9 455.9 463.6 549.2
Liaoning 302.5 304.7 240.1 356.3 371.0 371.4
Jilin 223.0 209.4 175.7 205.3 185.2 179.6
Heilongjiang 261.8 223.8 239.3 222.6 228.6 232.5
Shanghai 277.4 161.7 122.9 123.0 115.1 132.3
Jiangsu 409.9 431.7 517.5 436.5 504.5 515.9
Zhejiang 320.1 420.1 435.8 252.7 264.0 258.3
Anhui 185.0 257.9 246.7 258.1 289.6 310.2
Fujian 191.2 148.2 135.4 165.8 169.7 178.9
Jiangxi 128.0 184.3 196.9 128.7 166.7 182.0
Shandong 566.4 602.0 532.1 640.0 662.0 635.6
Henan 356.9 426.0 517.8 419.8 435.1 407.7
Hubei 349.5 379.0 316.4 310.7 269.5 277.9
Hunan 241.4 291.7 351.7 237.0 239.5 265.4
Guangdong 559.9 438.0 586.0 298.6 294.5 345.0
Guangxi 203.2 202.3 175.7 173.4 171.6 186.0
Hainan 50.1 53.9 36.0 32.4 36.3 37.1
Chongqing 159.0 291.6 197.1 138.8 131.4 124.4
Sichuan 233.1 269.7 289.6 258.7 272.8 263.8
Guizhou 131.0 161.3 199.5 182.4 200.1 209.5
Yunnan 200.2 244.7 278.1 176.5 150.4 169.0
Tibet 12.4 8.5 24.6 4.0 4.4 6.6
Shaanxi 220.6 238.1 270.1 191.8 227.2 217.6
Gansu 90.7 105.9 96.5 121.5 132.7 126.1
Qinhai 34.6 36.8 54.5 34.0 42.1 46.9
Ningxia 50.4 56.0 99.4 108.9 119.1 145.6
Xinjiang 181.3 191.5 273.7 195.2 277.1 339.7

Figure 1: Interprovincial carbon emissions transfer social network (2017).
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need to fully understand the continuous and systemic
influencing factors of net carbon emissions transfer. ,us,
this article adopted the LMDI method to decompose the
influencing factors of the net carbon emissions transfer at
the provincial level.

4.1. Establishment of the LMDI Model. In order to explore
the key factors affecting the net carbon emission transfer in
each province, the contribution of various factors to the
carbon emission transfer was evaluated. Since this study
focused on the impact of carbon emissions intensity, output
structure, demand-output ratio, and total demand on carbon
emissions, the following equation is used for analysis:
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j , representing the carbon emis-
sions transferred per unit of output from industry j of
province J to province I; ST(I, J)j
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senting the industry structure of production activities of
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T, representing the output of province I

caused by per unit of final demand of province J; and
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T, representing the final demand scale of province
J.

,is article employed the LMDI method to decompose
the factors that affect the provincial net carbon emissions
into technical effect, structural effect, input-output effect,
and scale effect:
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,e technology effect reflects the differences in pro-
duction technology between provinces in interprovincial
trade. ,e structural effect reflects the contribution of the
difference n the final demand structure of each province to
the transfer of net carbon emissions. ,e input-output effect
reflects the degree of correlation between the various in-
dustries in each province in the production process. ,e
scale effect reflects the contribution of differences in the scale
of final demand across provinces to the transfer of net
carbon emissions implied by trade.

4.2. Analysis of LMDI Decomposition Results. ,is paper
decomposed the annual net carbon transfer into technical
effect, structural effect, input-output effect, and scale effect

via LMDI method. A positive contribution of an effect in-
dicated that this effect made the regional carbon transfer-out
greater than carbon transfer-in, and a negative contribution
value indicated a larger carbon transfer-in than carbon
transfer-out. ,e decomposition results are shown in Ta-
ble 2. Due to the large amount of data, only data of 2017 are
displayed.

,e provinces/cities with a positive technical effect were
concentrated in the economy developed regions such as
Beijing, Guangdong, and Zhejiang, as well as the regions
whose economic development did not rely on high-polluting
and high-emission industries, such as Jiangxi and Yunnan.
,e main reasons might be that, the regions such as Beijing
and Guangdong, have advanced carbon emission technology
with developed economy compared to their trading regions,
resulting smaller amount of carbon emissions of the
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corresponding equivalent commodities. ,erefore, the
carbon transfer-in caused by production was less than the
carbon transfer-out caused by consumption. Provinces and
cities that do not rely on high-polluting and high-emission
industry for economic development such as Jiangxi and
Yunnan had advantages in carbon emissions intensity when
trading with regions with a large proportion of heavy in-
dustry, leading to net carbon emissions transfer-out. On this
basis, during the coordinated governance of regional carbon
emissions, we could encourage technology exchanges be-
tween regions with positive technical effects and regions
with negative technical effect to speed up the spread of
current low-carbon production technologies. In addition, we
could strengthen support for technological innovation in
regional with negative technical effect to guide the pro-
duction technology toward low-carbon style.

,e regions with positive structural effect included 16
provinces and cities, such as Jiangsu, Chongqing, Shanghai,
and Tianjin.,emain reason is that the provinces and cities,
such as Jiangsu, Chongqing, and Shanghai, when trading
with other regions, gained output in industries with low-
carbon emissions such as transportation and storage and
construction in their own regions. While the provinces such
as Inner Mongolia, Shanxi, and Ningxia, gained output in
industries with high-carbon emissions such as coal mining

and dressing, metal smelting and pressing, and power and
heat supply. ,erefore, the regions with positive structural
effect would have a smaller carbon emissions transfer-in
from production than the carbon emissions transfer-out
from consumption, thus a net carbon transfer-out. Whereas
the regions with negative structural effect would have a
larger carbon transfer-in than transfer-out, thus a new
carbon transfer-in. From the perspective of collaborative
governance, it is necessary to fully consider the differences in
resource endowments between provinces and cities, to guide
the industrial structure of each region to give full play to its
own advantages, and to rationally lead the transfer of high-
polluting and high-emission industries between regions.

,e regions with positive input-output effect were
mainly distributed in areas with relatively immature in-
dustrial chains and weak economies such as the northwest
and southwest. While regions with negative input-output
effect were mainly distributed in the eastern and northern
coastal areas, where the industrial chains were more mature
and the input-output relationship between industries was
more complex. When meeting the needs of other provinces,
the total output increase of all industries brought by the
equivalent demand from other provinces will be higher than
that of regions with weaker inter-industry linkages. It is
likely to cause larger carbon transfer-in from production

Table 2: LMDI decomposition results in 2017.

Province Total effect Total effect Total effect Technical effect Structural effect Input-output effect Scale effect
Year 2012 2015 2017 2017
Beijing 1.44 1.11 0.93 1.30 − − 0.17 − 0.15 − 0.05
Tianjin 0.90 0.87 0.13 0.35 − 0.03 0.10 − 0.29
Hebei − 1.85 − 1.87 − 1.00 − 0.63 0.15 − 0.80 0.27
Shanxi − 1.50 − 1.46 − 1.65 − 0.79 − 0.92 0.85 − 0.78
Inner Mongolia − 1.65 − 2.44 − 2.85 − 1.55 − 1.34 1.09 − 1.05
Liaoning − 0.54 − 0.66 − 1.31 − 0.58 − 0.55 0.14 − 0.32
Jilin 0.18 0.24 − 0.04 − 0.17 0.39 0.35 − 0.61
Heilongjiang 0.39 − 0.05 0.07 − 0.68 0.18 1.00 − 0.43
Shanghai 1.54 0.47 − 0.09 0.22 0.37 − 0.45 − 0.24
Jiangsu − 0.27 − 0.73 0.02 0.31 0.76 − 3.05 2.00
Zhejiang 0.67 1.56 1.78 0.96 0.21 − 0.34 0.93
Anhui − 0.73 − 0.32 − 0.64 0.04 0.20 − 0.63 − 0.24
Fujian 0.25 − 0.22 − 0.43 0.23 − 0.33 − 0.33 − 0.01
Jiangxi − 0.01 0.18 0.15 0.25 0.19 0.13 − 0.41
Shandong − 0.74 − 0.60 − 1.04 0.04 − 0.44 − 1.99 1.35
Henan − 0.63 − 0.09 1.10 0.70 0.62 − 1.76 1.55
Hubei 0.39 1.09 0.38 0.00 0.02 0.17 0.20
Hunan 0.04 0.52 0.86 0.15 0.59 − 0.09 0.22
Guangdong 2.61 1.43 2.41 1.28 1.31 − 2.10 1.92
Guangxi 0.30 0.31 − 0.10 − 0.11 − 0.03 0.34 − 0.30
Hainan 0.18 0.18 − 0.01 − 0.02 − 0.01 0.44 − 0.42
Chongqing 0.20 1.60 0.73 0.13 0.70 0.28 − 0.39
Sichuan − 0.26 − 0.03 0.26 0.23 0.04 − 0.20 0.19
Guizhou − 0.51 − 0.39 − 0.10 − 0.07 − 0.34 0.86 − 0.55
Yunnan 0.24 0.94 1.09 0.06 0.04 1.07 − 0.08
Tibet 0.08 0.04 0.18 0.09 0.05 0.11 − 0.07
Shaanxi 0.29 0.11 0.53 − 0.16 0.44 0.57 − 0.32
Gansu − 0.31 − 0.27 − 0.30 − 0.10 − 0.31 0.66 − 0.54
Qinghai 0.01 − 0.05 0.08 0.00 − 0.06 0.30 − 0.18
Ningxia − 0.58 − 0.63 − 0.46 − 0.42 − 0.76 1.52 − 0.80
Xinjiang − 0.14 − 0.86 − 0.66 − 1.05 − 0.93 1.89 − 0.57
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than carbon transfer-out from consumption, thus the net
carbon transfer-in. ,e input-output effect was the domi-
nant factor of net carbon transfer. ,erefore, in the overall
governance process, it is necessary to rationally consider the
economic benefits of the increased production of various
industries brought about by the interprovincial trade de-
mand and the carbon emissions transfer that comes along, so
as to improve the interprovincial industrial chain. Opti-
mizing the industrial structure and leading the input-output
relationship between industries toward low-carbon can be
an effective practical direction to promote the coordinated
governance of regional carbon emissions.

,e regions with positive scale effect were mainly dis-
tributed in developed coastal provinces. ,ey have large
populations and high consumption levels, and the corre-
sponding final consumption scales were larger than other
provinces. ,erefore, the scale of consumption would be
greater than the scale of production in interprovincial trade,
and the carbon emissions transfer-out from consumption
would be larger than transfer-in from production, resulting
in a net carbon transfer-out. From the perspective of co-
ordinated governance of regional carbon emissions, it is
necessary to build a reasonable horizontal inter-provincial
carbon compensation mechanism, so that high-consump-
tion regions could assume the carbon emission responsi-
bility of consumed goods, and build a bridge of coordinated
carbon governance between carbon transfer-out and
transfer-in provinces and cities.

In terms of time trend, among the provinces with large
changes in carbon emissions transfers in 2012, 2015, and
2017, the changes in total effect in Inner Mongolia, Liaoning,
Jilin, Heilongjiang, Hunan, and Zhejiang were mainly due to
the same direction changes of scale effect.,e decline in total
effect in Fujian was primarily due to the reduction in input-
output effect. While for provinces and cities with drastic
changes in the amount of carbon emissions transfer, the
changes in total effect in Shanghai, Jiangsu, and Henan were
mainly caused by the same direction changes of scale effect.
It can be seen that the scale effect was the dominant factor
causing changes in carbon emissions transfer. Presumably, it
is because that the final consumption scale responded more
quickly to changes in environmental factors such as con-
sumers’ preferences and industry policies than the industrial
structure, technological level, and industry input-output
relationships.

5. Conclusion and Suggestion

,is study constructed an interregional input-output model
for 31 provinces and cities in China to calculate and analyze
the carbon emissions transfer between provinces and cities,
carbon emissions from the perspective of producers and
from the perspective of consumers. Furthermore, this study
conducted influencing factor decomposition for net carbon
emissions transfer using the LMDI method. ,e following
conclusions are drawn:

(1) High-carbon emission areas from the consumers’
perspective are mainly distributed in populous
provinces and cities such as Shandong, Guangdong,
Jiangsu, and Henan, and the emissions are rising.
While in regions with high consumption levels such
as Beijing, Shanghai, and Tianjin, the carbon emis-
sions are declining from the consumers’ perspective.
High-carbon emission areas from the producers’
perspective are mainly distributed in regions with
industrial structure preference toward high-pollut-
ing industries like steel and energy, including
Shandong, Hebei, and Shanxi. And the carbon
emissions the producers’ perspective fluctuated little
over time and are relatively stable.

(2) ,e interprovincial carbon emissions transfer net-
work is star-like.,e five provinces, Inner Mongolia,
Hebei, Shanxi, Liaoning, and Shandong, with high
net carbon transfer-in are the primary transfer-out
places of carbon emissions from other provinces, and
they are located in the center of the carbon emissions
transfer network.

(3) ,e input-output effect is the dominant one that
affects the net carbon transfer, indicating that the net
carbon transfer is primarily affected by the com-
pleteness degree of the industrial chain. In the
eastern and northern coastal areas, the industrial
chain is relatively complete, and the input-output
relationship between industries is more complicated.
,eir increases in total industrial output caused by
the same demand are higher than that of other re-
gions. ,erefore, the carbon transfer-in from pro-
duction is greater than the carbon transfer-out from
consumption, resulting a net carbon transfer-in. ,e
scale effect is the primary factor determining the
carbon emissions transfer from 2012 to 2017. ,e
reason for that is that compared with the industrial
structure, technological level, and industry input-
output relationships, the final consumption scale
responds more quickly to changes in environmental
factors including consumers’ preferences and in-
dustry policies.

Based on the above-mentioned empirical results and
research conclusions, the following suggestions are made.
First, we should strengthen support for low-carbon indus-
tries and low-carbon technologies. On the one hand, to
provide more support for low-carbon industries such as
clean energy to improve energy efficiency and expedite the
low-carbon shift in industrial structure. On the other hand,
to encourage low-carbon technological innovation and lead
high-polluting and high-emission industries to reduce
pollution and emissions. At the same time, to promote low-
carbon consumption and low-carbon lifestyle and guide the
low-carbon shift in consumption concept. We should take
full advantage of the relationship between the center regions
with other regions in the interprovincial carbon emissions
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transfer network, prioritize the industrial upgrading and
transformation of the metal and nonmetal processing and
manufacturing industry in center regions, and eliminate
outdated production capacity with high pollution and high
emissions. ,en, we should improve the responsibility
mechanism for interprovincial carbon transfer. We should
fully review the differences in economic development be-
tween provinces, comprehensively consider the producers’
principle and consumers’ principle, and rationally allocate
carbon reduction responsibility in major high-carbon pro-
duction regions and major high-carbon consumption re-
gions. Last but not least, we should think about the
differences in resource endowments of various provinces
and cities, improve the industrial chain, and promote the
low-carbon shift of input-output structure of inter-pro-
vincial industries.
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For the repair level and spare parts stocking decision problems, generally METRIC type methods and level of repair analysis
(LORA) are used separately. In practical engineering, the repair level of large-scale systems is usually judged according to the
failure modes. +e method of judging the repair level by the maintenance success rate is no longer applicable. In the case of
multiple failure modes of a large-scale system, considering the requirements of system availability, we build a spare parts stocking
decision and service logistics cost optimization model of a two-echelon service logistics system. Aiming at the spare parts stocking
allocation problem caused by multiple failure modes, we improve the iterative greedy heuristic algorithm to find the global
optimal stocking allocation strategies. Finally, through the analysis of typical examples, the correctness and effectiveness of the
model and algorithm are verified. +e impact of multifailure mode spare parts stocking allocation strategies on availability and
service logistics cost is analyzed. +e research results are helpful to simplify the support engineering design process of system
engineers and have certain theoretical and application value.

1. Introduction

Large-scale system can be decoupled or decomposed into
multiple interrelated subsystems or modules. Each subsys-
tem contains a variety of components, which are controlled
by the same constraints or objectives to complete specific
tasks. +erefore, any component’s failure will cause system
failure [1, 2]. +e large number of components means that a
reasonable service logistics strategy should be developed to
meet the availability of spare parts and the economy of the
service logistics system [3].

In terms of economy, due to the complex operational
environment of large-scale system, the establishment of
maintenance center for unified resource allocation and re-
pair failure units could save a lot of costs compared to on-site
maintenance [4]. In terms of availability, on-site mainte-
nance would save the transportation waiting time of failed
units and improve system availability [5]. +erefore, the aim

of service logistics strategy is to balance the relationship
between maintenance level, spare parts stocking allocation,
and service logistics cost under the constraint of system
availability.

+e METRIC model is the most commonly used in
service logistics strategy. +e original METRIC model
used “echelon” to represent the levels of different types of
warehouses [6]. Slay [7] developed the VAR-METRIC
model, which assumes that the average number of com-
ponents in repair is equal to the variance of the negative
binomial distribution. Graves [8] explored the same
distribution, elaborating both an approximate and an
exact method for the multiechelon single-indenture case.
On this basis, literature [9] provides an accurate method
to evaluate multiechelon service logistics systems.
+erefore, the VAR-METRIC model is the most common
method used by scholars to solve spare parts stocking
allocation problems.
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+e level of repair analysis (LORA) is an input decision
parameter of the VAR-METRIC model to solve the spare
parts stocking allocation, and it is used to determine the
location of spare parts for repair [10]. Falkner [11] was the
first scholar to mention joint optimization of spare parts
stocking decision and repair in his paper. Performing the
LORA first and then the spare parts stocking decision
analysis, the sequential approach, may lead to a solution that
is not optimal. Basten [12] proposed an integrated algorithm
to find optimal solutions for two-echelon problems. He uses
efficient points on the curve of costs versus expected number
of backorders to represent the optimal solution. On this
basis, he proposed an iterative algorithm to solve the joint
problem of LORA and spare parts stocking decision in 2015.
+e basic idea is to solve the LORA decision first, then use
the VARI-METRIC model to solve the spare parts stocking
decision problem, and last use the results of VARI-METRIC
to add an estimate of the holding costs to the LORA inputs
and start a second iteration [10]. However, all the above
studies assume that component failure is a single failure
mode.

Large-scale systems have a large number of components,
leading to a large number of complex failure mechanisms.
+at is, different failure modes have different degrees of
influence on the system [13]. To define or distinguish these
failure modes, many scholars will choose failure mode
analysis according to failure mechanism, failure impact,
failure rate, or other parameters [14]. Failure mode analysis
is an important work item of system availability analysis, and
it is the basis for maintainability analysis, safety analysis,
testability analysis, and supportability analysis [15]. +ere-
fore, before formulating LRU maintenance level and spare
parts stocking decision strategies, failure modes analysis of
key component should be done first.

+e introduction of multiple failure modes would
change the joint optimizationmodel of METRIC and LORA.
Different echelon warehouses need different types of spare
parts. +erefore, a new two-echelon service logistics cost
optimization model for large-scale system is built in this
paper. We improve an iterative greedy heuristic algorithm
based on literature [10]. Finally, the correctness and effec-
tiveness of the model and algorithm are verified by a
practical engineering case. +e key influencing factors of
spare parts stocking allocation decisions and system avail-
ability are revealed. +is research has certain theoretical and
application value in the optimization of service logistics
strategy.

2. Model Description

+is section describes the characteristics of two-level sup-
port system for a large-scale operation system. According to
the current research, we consider the influence of multiple
failure modes on system operation results and the impact on
maintenance strategy of support system. It provides a the-
oretical basis for the construction of the spare parts stocking
decisions optimization model.

2.1. System Description. According to the hierarchical
structure of Figure 1, this paper proposes a large-scale
operation system with multiple failure modes. +e system
contains k identical individual subsystems, and each sub-
system consists of i (i� 1, 2, 3, . . .) series components. LRUi
is the key component of the subsystem. In case of failure, it
can be repaired at the maintenance site of the support
system.

+e structure of large-scale system is complex, and LRU
often has a variety of failure modes FMi, n (n� 1, 2, 3, . . .)
[16–18].

+e key components of subsystems are various, in-
cluding electronic, mechanical, and optical components. A
single failure mode cannot meet the requirements of system
availability analysis. At present, scholars generally use three
classification methods: the impact of failure on components,
the impact of failure on maintenance strategies, and the
impact of failure on operating system. +e first type divides
the failure into degraded function failure, nonfunction
failure, partial function failure, intermittent function failure,
and unexpected function failure [19, 20]. +e second type
divides the failure into maintainable failure and non-
maintainable failure [21]. +e third type divides failures into
hard failure and soft failure [22–24].

Considering that our optimization model is a service
logistics model, we pay more attention to the impact of spare
parts stocking decision strategies on system operation re-
sults. +erefore, the third type is selected as the classification
method in this paper. Soft failure usually causes system
production reduction or inferior performance, while the
system keeps functioning; hard failure can cause system
failure, for example, the service logistics model of an offshore
wind farm in literature [5]. According to the difficulty of
maintenance caused by the marine environment and the
impact of turbine failure on the system, hard failure and soft
failure classification methods are used to formulate main-
tenance strategies for different failure modes.

Specifically, we ascribe the sudden failure modes such as
circuit break, short circuit, and impact to hard failure, which
will lead to the instantaneous loss of system function. We
ascribe wear, aging, fatigue, and other degradation failure
modes to soft failure, which reduces the key performance of
the system. According to the above analysis, the basic as-
sumptions of large-scale operation system in this study are as
follows:

(1) LRUi (i� 1, 2, 3, . . .) are independent of each other,
and the demand for spare parts follows the Poisson
distribution.

(2) System failure would be caused by one LRU at most.
Multiple failures that occur at the same time are not
considered.

(3) When there is a shortage of spare parts in a failure
maintenance site, the system stops, and the system
availability decreases.

(4) +e importance of all LRUs is the same, and the
priority is not considered for maintenance.

2 Computational Intelligence and Neuroscience
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(5) Failure diagnosis time and spare parts replacement
time are ignored.

(6) Each LRU has multiple failure modes FMi, n (n� 1,
2, 3, . . .). +e failure modes are mutually exclusive;
that is, the simultaneous occurrence of multiple
failure modes is not considered.

(7) Failure modes are divided into hard failure and soft
failure.

2.2. Two-Echelon Service Logistics System Description.
When the operating system fails, the corresponding failed
spare parts shall be replaced immediately, and the removed
failed spare parts shall be sent to the maintenance site for
repair [17]. In the level of repair analysis (LORA), the ex-
pensive resource cost usually leads to the repair work up-
stream of the maintenance network, while the expensive
transportation cost leads to the downstream repair work
close to the installation Base. +erefore, spare parts with
cheap resources should generally be repaired locally, while
spare parts requiring expensive resources should be repaired
intensively [16].

Considering that the hard failure is mainly caused by
overload, instantaneous impact, and electronic failure, it is
assumed that the “Base” site of the service logistics system
can completely repair this failure mode. However, the soft
failure needs to be reprocessed and assembled. In such cases,
maintenance activities are expensive to deploy to the
complex operating environment on the Base site. +erefore,
we assume that the soft failed spare parts are sent to a higher-
grademaintenance site “Depot.” In this study, the purpose of
considering multiple failure modes is to solve the problem of
choosing the maintenance position of multiple spare parts
types, which can make up for the spare parts allocation
problem that LORA can only solve a single failure mode.
Using failure mode characteristics to determine the main-
tenance level is more suitable for practical engineering.

+e maintenance activities at different maintenance sites
are different. We consider a two-echelon service logistics
system. +is system’s availability depends on the availability
provided by any single maintenance site [17], and its
structure is shown in Figure 2.

At each maintenance site of the service logistics system,
maintenance resources such as maintenance tools,

maintenance personnel, and support equipment are con-
figured to enable it to deal with different failure modes. +e
Base is usually set at the site of the operating system. In case
of failure, if the spare part is in stocking in the Base, the spare
part shall be extracted and replaced immediately to restore
system availability. If the spare parts are out of stocking, an
order will be issued to the Depot, and an (s− 1, s) replen-
ishment strategy will be formulated [12, 17].

+emaintenance of failed spare parts requires inspection
to determine the failure mode and relevant maintenance
activities: LRUwith hard failure is repaired in Base, and LRU
with soft failure is repaired in Depot. +e Depot can be
regarded as a warehouse with unlimited capacity. However,
due to cost control, we still need to optimize the amount of
LRUs stored inmaintenance sites.When the failed spare part
is repaired in the Depot, it will be sent to the source Base
again [16].

According to the above analysis, the basic assumptions
of the two-echelon service logistics system are as follows:

(1) +e maintenance site has the maintenance ability to
deal with the corresponding failure mode; that is,
discard decision is not considered

(2) +e hard failure shall be repaired in Base, and the soft
failure can only be repaired in Depot

(3) Base and Depot deal with different failures, their
resource allocation and maintenance difficulties are
different, and the repair time of failures is
independent

(4) +e maintenance strategy selects perfect mainte-
nance; that is, LRU is repaired as good as new

(5) +ere are no lateral transshipments between loca-
tions at the same echelon level or emergency ship-
ments from locations at a higher echelon level

(6) Maintenance resources are nonconsumables and can
be reused

…

System 1

LRU1 LRU2 LRUi

FM2,1 FM2,n

Hard Failure So� Failure

LRU2

FM2,1 FM2,n

Hard Failure So� Failure

System k

LRUiLRU1

……

…

Figure 1: +e large-scale operation system with multiple failure modes.

Depot First Echelon

Base qBase 2Base 1 Second Echelon…

Figure 2: +e structure of two-echelon service logistics system.
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+e purpose of failure mode classification is to distin-
guish the types of spare parts. Under different failure modes,
LRU needs different types of spare parts, different main-
tenance difficulties, and different maintenance positions.
+e optimization model in this study is also applicable to
other failure mode classification methods. As long as the
failure mode characteristics can be determined, the main-
tenance level problem can be solved according to the
maintenance requirements of spare parts.

3. Two-Echelon Service Logistics Cost
Optimal Modelling

+e purpose of constructing this optimization model is to
find the spare parts stocking allocation strategy that makes
the service logistics cost optimal under the condition of
meeting the requirements of system availability.We improve
the LORA and METRIC joint model and design a new it-
erative algorithm. +e model variables are shown in Table 1.

3.1. Mathematical Model of Spare Parts Stocking Decision.
Generally, a variable is defined in the METRIC model to
represent the maintenance capability of the maintenance
site, representing the probability of successful repair by LRUi

at j. +is method is applicable to the case of single failure
mode. In the case of multiple failure modes, the maintenance
level should be determined in advance so that each main-
tenance point has sufficient capacity to deal with the current
failure. +is idea can not only clarify the resource allocation
of different maintenance sites but also improve the efficiency
of system availability management.

In this paper, the availability of the service logistics
system is selected as the index to measure the effectiveness of
the spare parts stocking decision [25]. +e spare parts
stocking holding cost optimization model of the two-ech-
elon service logistics system is as follows:

min ,   fci,j · si,j,

s.t., A si,j ≥Amin.

⎧⎪⎨

⎪⎩
(1)

Equation (1) indicates that the optimal spare parts
stocking holding cost should meet the availability require-
ments Amin.

When there are no LRU spare parts to be replaced in the
warehouse of the maintenance site, the LRU will enter the
shortage state, which will lead to the shutdown of the op-
erating system and the decline of system availability. +e
relationship between availability and shortage of mainte-
nance sties is as follows [26]:

A si,j  � 1 −
EBO si,j 

Mi,j

⎛⎝ ⎞⎠

Mi,j

, (2)

where Mi,j is the assembly quantity of LRUi at j.
Since the failure of any LRU will cause system shutdown,

it can be considered that the LRUs are in a series structure.
+e availability of the service logistics system Asys is the
product of the availability of all maintenance sites:

Asys � 

J

j�1


I

i�1
A si,j  � 

J

j�1


I

i�1
1 −

EBO si,j 

Mi,j

⎛⎝ ⎞⎠

Mi,j

. (3)

Take logarithms on the left and right sides of (3) to
obtain

ln Asys � Mi,j · ln 1 −
EBO si,j 

Mi,j

≈Mi,j · −
EBO si,j 

Mi,j

� −EBO si,j .

(4)

Equation (4) can be simplified by using the equivalent
infinitesimal principle. Because of Asys ∈ [0, 1] and
EBO(si,j)≥ 0, finding the maximum value of system avail-
ability is equivalent to finding the minimum value of
stocking shortage. +erefore, the solution of availability is
transformed into the solution of stocking shortage and fi-
nally into the solution of the spare parts stocking decision of
the service system [27].

EBO represents the LRUs’ expected shortage when the
service system stocking level is si,j. EBO can be expressed as

EBO si,j  � 

∞

x�si,j+1
x − si,j p x|Ni,j , (5)

where Ni,j is the intermediate variable of the optimization
model. It represents the average number of LRUs in
maintenance status. After maintenance activities, it can be
provided to the system again as new spare parts for storage.
According to the Palm theorem, when the LRU demand
obeys the Poisson process with mean value λ and the mean
repair time is T, the steady-state probability distribution of
N obeys the Poisson distribution with the mean value λT
[26]. +at means

N � λ · T. (6)

Set the number of LRUi failures in a single cycle to λi.
After inspection, the number of hard failures is set to λih, and
the number of soft failures is set to λis. +eir relationship can
be expressed as follows:

λi � λih + λis. (7)

In the case of multiple failure modes, the expected
shortage of LRUi should also be divided into Depot ex-
pected shortage EBO(si,0) and Base expected shortage
EBO(si,j).

Table 1: Model variables.

i Item number, LRUi, i � 1, 2, 3, . . . , n

j Site number, Depot: j � 0, Base: j � 1, 2, 3, . . . , n

λi,j Single cycle demand mean value of item i at site j
λih Single cycle demandmean value of item i’s hard failure mode
λis Single cycle demand mean value of item i’s soft failure mode
Ti,j Repairing time of item i at site j
Oi,j Order and ship time of item i from the Depot to the site j
fci Price of item i

si,j Level of stocking of item i at site j

4 Computational Intelligence and Neuroscience
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Since the failed spare parts in soft failure mode are
repaired in Depot, the number of parts under repair in
Depot is

Ni,0 � λis · Ti,0. (8)

Bring (8) into (5), and LRUi expected shortage at the
Depot is

EBO si,0  � 
∞

x�si,0+1
x − si,0 p x|λis × Ti,0 , (9)

where EBO(si,0) is a stocking-related variable. When the
operating system fails, a replenishment request is sent to the
Base for the first time. If the Base is short of spare parts, a
request would be sent to the Depot. Due to the ordering and
transportation time Oi,j, the number of spare parts under
repair of Base j should consider transportation spare parts:

Ni,j � N
1
i,j + N

2
i,j. (10)

+e number of parts under repair N1
i,j in Base is

N
1
i,j � λih,j · Ti,j. (11)

+e number of parts under transportation N2
i,j should

consider two situations:

(1) When Depot has spare parts stocking, the number of
spare parts under repair is the number sent to Depot:

N
2′
i,j � λis,j · Oi,j. (12)

(2) When the Depot is short of spare parts, the spare
parts should be sent back to Base after being repaired
at Depot. +e average number of spare parts waiting
for maintenance is equal to the expected shortage:

N
2″
i,j � λis,j · fi,j ·

EBO si,0|λisTi,0 

λis

, (13)

where fi,j � λis,j/λis, which indicates the proportion
of LRUi sent by Base j. Based on the above analysis,
the number of spare parts under repair in a single
cycle can be expressed as

Ni,j � N
1
i,j + N

2′
i,j + N

2″
i,j

� λih,j · Ti,j + λis,j Oi,j + ·fi,j ·
EBO si,0|λisTi,0 

λis

⎡⎣ ⎤⎦.

(14)

+erefore, the expected shortage of Base is a variable
related to stocking level and expected shortage of Depot:

EBO si,j  � 
∞

x�si,j+1
x − si,j p x|Ni,j . (15)

3.2.MathematicalModel of Service LogisticsCost. +e service
logistics cost includes the spare parts stocking holding cost
as well as maintenance cost and resource allocation cost. In
general, maintenance cost and resource allocation cost are
often defined in the LORA decision optimization model. If
multiple failure modes are considered in service decisions,
we find that the steps of iterating LORA model input var-
iables can be simplified.

Maintenance service decisions usually include two kinds
of decisions: on-site repair or move to repair. +e decision
cost can be expressed as vci,j,d, d ∈ repaire,move . +e
resource allocation cost can be expressed as
rcr,j (j � 1, 2, 3, . . .).

In the case of the single failure model, maintenance
service decisions and resource allocation decisions are se-
lected by the method of repeatedly iterating the possibility of
all maintenance sites. In the case of multiple failure modes,
we believe that different levels of maintenance site service
different failure modes and configure different resources.
+erefore, the LORA decision model can be simplified as

min   λih,j · vci,j,repair +   λis,j · vci,j,move + vci,0,repair  +   rcr,j . (16)

3.3. Mathematical Model of Spare Parts Stocking Decision
Strategy and Service Logistics Cost. Combining (1) and (16),

we can obtain the spare parts stocking decision strategy and
service logistics cost optimization model:

s.t.

min   fci,j · si,j +   λih,j ∗ vci,j,repair +   λis,j ∗ vci,j,move + vci,0,repair  +   rcr,j ,

s.t
A si,j ≥Amin (i � 1, 2, 3, . . . ; j � 0, 1, 2, 3, . . .),

λih + λis � λi (i � 1, 2, 3, . . .).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(17)

Literature [12] designed an algorithm of splitting and
enumerating one by one when solving the two-echelon spare
parts stocking decision model. +e authors represent the

relationship between components and repair resources with
a special graph, in which the vertex represents a resource and
the edge represents components. +e depth first search

Computational Intelligence and Neuroscience 5
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algorithm is used to find the optimal solution.+e advantage
of this algorithm is intuitive and easy to understand, but the
disadvantage is that it needs to be enumerated one by one,
and the amount of calculation is huge. +erefore, it is
necessary to find a new algorithm to solve the model in this
paper.

When solving the lowest spare parts stocking holding
cost, a greedy heuristic algorithm is often used [28]. +e
authors of [10] proposed an approximate method for solving
joint optimization, iterative algorithm, but they did not
mention spare parts stocking decision optimization, which
makes iterative algorithm difficult to solve the model in this
paper. +erefore, we improve an iterative greedy heuristic
algorithm [23] to solve the optimization model, as shown in
Figure 3.

Greedy heuristic algorithm is often used in the decision-
making of repairable system spare parts stocking. +is al-
gorithm can realize a fast search but can only find a local
optimal solution. Iterative method is often used in joint
optimization of maintenance level and spare parts allocation
strategy. +is algorithm traverses the whole world by iter-
ating one by one, but it takes a long time. Combining the
advantages of the above two methods, an iterative greedy
heuristic algorithm is developed in this study. By iterating
spare parts stocking, the local optimal solution of all spare
parts allocation strategies is calculated to find the global
optimal solution.

+e algorithm focuses on balancing spare parts alloca-
tion and cost. According to the VAR-METRIC theory [26],
we use the marginal analysis method to set the initial
stocking of spare parts as 1, increase one stocking step by
step until the target availability is met, and then end the
algorithm. When the algorithm obtains several groups of
Base and Depot stocking combinations, we select the op-
timal combination to guarantee the system cost.

Step 1: set si,j � 1 + k; si,0 � 1 + k.
k indicates the number of iterations. k � 0 indicates
that the initial stocking level of Base and Depot is 1.
Step 2: set δi,j � EBO(si,j) − EBO(si,j + 1)/fci,j;
δi,0 � EBO(si,0) − EBO(si,0 + 1)/fci,j.
δ is the marginal ability gene. It considers the marginal
benefit of adding one item to the stocking [15].
Step 3: select the best value for δ. Increase one unit in
the stocking of item i at site j.
Step 4: calculate the actual availability A:
if A<Amin, k� k+ 1, go to step 2;
if A≥Amin, stop the calculation.
Step 5: adjust the stocking parameter and input it into
the service logistics cost optimal model.

+e iterative process will produce multiple sets of spare
parts stocking allocation strategy combinations, and the
calculation will stop when the calculated availability is
greater than the target availability, which is the local optimal
solution of a combination. In this study, the local optimal
solutions of all combinations are extracted, and the cost is

calculated. +e global optimal solution can be found from
the local optimal solution.

Generally speaking, the iterative algorithm can be
stopped when the availability satisfies the target availability
for the first time. At this moment, the service logistics cost is
the optimal cost. In order to be able to traverse the global
optimal solution, iteration stops when stocking increases to
the number of LRU assemblies (Mi,j).

4. Numerical Experiment

4.1. Optimization Calculation. In this section, the energy
system of a large-scale laser device is taken as an example to
verify the validity of the model and algorithm. +e energy
system includes 96 homogeneous energy modules. Each
module includes three key LRUs: Control Communication
module (LRU1), Gas Switch module (LRU2), and Trigger
module (LRU3). Due to the different tasks completed by
these three LRUs, they were assigned to three different Base
sites and managed by the same Depot site, as shown in
Figure 4.

+ese three LRUs will fail randomly. In the study of
large-scale system maintenance strategy, literature [29]
considered the impact of failure on the delay time of
system tasks when distinguishing failure mode. In this
example, when distinguishing between hard failure and
soft failure, we also consider the impact of failure on
system task effect. We attribute the failure that leads to
system task cancel to soft failure and the failure that
continues to perform tasks through repair at the Base site
to hard failure. +e specific failure data are shown in
Table 2.

Compared with soft failure, hard failure has less im-
pact on system task results and maintenance difficulty.
+erefore, the maintenance resource cost of hard failure is
lower than that of soft failure. +e advantage of soft failure
centralized maintenance is to reduce the difficulty and
cost of operating environment configuration. To ensure
the execution of tasks, large-scale systems have high re-
quirements on the availability of spare parts. We set the
minimum availability requirement at 0.98. +e specific
parameters and cost settings of the optimization model
are shown in Table 3.

Spare parts stocking decision cost, maintenance cost,
and resource allocation cost of Depot are not comparable
with Base. We assume that the transportation costs between
the two echelons are the same, and the maintenance re-
sources and components have a one-to-one maintenance
relationship. +e specific maintenance parameters are
shown in Table 4.

According to the iterative greedy heuristic algorithm, we
set the initial stocking allocation decision: Base (1, 1, 1)
Depot (1, 1, 1). +e calculated availability does not meet the
requirements obviously. In the iterative process, we can get
multiple sets of spare parts stocking allocation combina-
tions. Under the constraints of limited resources, the
guaranteed availability calculation results of each combi-
nation are shown in Table 5.

6 Computational Intelligence and Neuroscience
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Extract the three groups of stocking decisions in Table 5
and calculate the service system cost by using formula (17),
respectively. +e results are shown in Table 6.

We get that the optimal cost is 214.7∗106 yuan, and the
optimal stocking allocation decision is Base (3, 4, 4) Depot
(1, 1, 2). +e optimization result conforms to the idea of an
iterative greedy heuristic algorithm. +at is, when the actual
availability meets the minimum requirement, the stocking
allocation decision is the optimal decision. Due to the
simplified optimizationmodel, the spare parts stocking is the
only variable parameter, and the optimal stocking allocation
decision guarantees the optimal service logistics cost.

Introducing multiple failure modes into the joint spare parts
stocking decision and repair level optimization model can
simplify the optimization process and make the optimiza-
tion results more intuitive and easier to understand.

Combining the results in Tables 4 and 5, it can be
found that when the Depot stocking level is (1, 1, 1), no
matter how many times the Base stocking iterations are, it
cannot satisfy the system availability requirement. +is is
because the stocking level of Depot plays a decisive role in
the system availability. We analyze the relationship be-
tween Depot stocking level and system availability in the
next section.

Marginal
analysis for
spare parts

Optimize Spare Parts Stocking

Calculate
availability

Start

Diagnostic 
failure mode

Initializing
spare parts

Actual
availability

≥
Target

availability

EndY

N

Adjust
inventory

parameters

Calculate
cost

The most
optimal cost EndY

N

Figure 3: +e improved iterative greedy heuristic algorithm.

Depot

Base 3Base 2Base 1

Control 
Communication

Gas 
Switch

Trigger

Figure 4: Two-echelon service logistics structure of three LRUs.

Table 2: LRUs’ failure data.

Failure
mode

Control communication (LRU1) Gas switch (LRU2) Trigger (LRU3)

Failure cause Quantity Influence Failure cause Quantity Influence Failure cause Quantity Influence

Hard
failure

Communication
blocking 3 Restart Communication

blocking 3 Restart Communication
blocking 1 Restart

Software failure 3 Restart Electromagnetic
interference 3 Restart Electromagnetic

interference 1 Restart

Electromagnetic
interference 6 Restart Barometric

instability 2 Delay
time

Unstable pilot tube
pressure 1 Delay

time

Soft
failure

PLC controller
damaged 3 Cancel

Insulation
performance
degradation

8 Cancel
Pilot tube

performance
degradation

10 Cancel

Total 17 16 13

Computational Intelligence and Neuroscience 7
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4.2. /e Relationship between Depot Stocking Level between
SystemAvailability. We select the data in Table 4 and set the
horizontal axis as the total stocking level S of Depot and
Base. +e vertical axis indicates the system availability, as
shown in Figure 5.

Obviously, the improvement of stocking level is very
important to improve system availability. In particular,
increasing the stocking level of LRU3 improves the avail-
ability significantly.

Because LRU3 has the largest number of soft failures, it is
the most difficult to repair. +e optimization model will
consider LRU3 as a key factor affecting decision-making. We
can also analyze the importance of the three LRUs under
different availability requirements.

4.3. Importance Analysis of LRUs. Under different avail-
ability requirements, the optimal stocking allocation deci-
sions are shown in Figure 6.

It can be seen that, in the process of improving avail-
ability requirements, the ratio of LRU3 is always the highest.
And the ratio of LRU1 is always the lowest. Compared with
LRU3, LRU1 is the factor with the lowest EBO in Depot.
+erefore, LRU1 has the lowest ratio in stocking allocation.

In the lower availability requirement stage (0.80∼0.93),
the stocking ratio of LRU2 is the same as LRU3. In the higher
availability requirement stage (0.93∼0.99), the impact of
LRU2 on optimization decision is reduced. +is means that
as the difficulty of improving availability increases, the al-
location of resources concentrates on the most difficult parts
to repair.

From the above analysis, it can be seen that (1) the
stocking level of the Depot plays a decisive role in ensuring
the availability of the system; (2) the LRU with the highest
failure rate has the highest influence on the stocking

allocation decisions. In order to improve system availability,
repairing time Ti,j is also a key factor that cannot be ignored.

4.4. Repairing Time Impact Analysis. We reduce Depot
repairing time and Base repairing time, respectively. +e
above optimization results are reversely iterated. +e
changes in the availability of stocking allocation decisions
are shown in Table 7.

It is obvious that reducing Depot repairing time can im-
prove the availability of service logistics system significantly. At
this point, the stocking allocation decision is Base (3, 4, 4)
Depot (1, 1, 1). According to the calculation, the service logistics
cost of this decision is 206.7∗106 yuan, saving 8∗106 yuan.
However, the reduction of Base repairing time has little effect
on the optimization results, which only shows that the avail-
ability is improved slightly. From this point of view, Depot
repairing time is a key factor that could affect both system
availability and service logistics cost.

Reducing Depot repairing time can save a lot of service
logistics costs. However, if the Depot’s maintenance capacity
and stocking resources are limited, the improvement of system
availability needs to consider the fronting failure mode.+at is,
soft failure spare parts are allocated at base site.

4.5. Fronting Failure Mode. Combined with Table 4 and
Figure 5, we find that when the stocking level of the Depot is
(1, 1, 1), no matter how to increase the stocking level of Base,
the availability of the service logistics system would never
meet the minimum availability requirement.

Fronting failure mode is required.
We consider the front “insulation performance deg-

radation” of LRU2 and the “pilot tube performance
degradation” of LRU3 into Base site. +eir impact on the
task of the operating system changes from “cancel” to

Table 3: LRUs’ parameters.

Parameter cycle: 100 days
Depot

Base 1 Base 2 Base 3
LRU1 LRU2 LRU3

λi 17 16 13
λih 12 8 3
λis 5 8 10
Ti,j 0.005 0.01 0.015
Ti,0 0.01 0.02 0.03
Oi,j 0.07 0.07 0.07
fci,j(Base)∗ 106 × yuan 0.5 0.8 1
fci,j(Depot)∗ 106 × yuan 3 5 8
Mi,j 96 96 192
Amin 0.98

Table 4: Maintenance decisions’ parameters.

Maintenance decisions Base 1 Base 2 Base 3 Depot
LRU1 LRU2 LRU3 LRU1 LRU2 LRU3

Repair∗ 106 yuan 1 2 3 3 5 6
Move∗ 106 yuan 1 1 1 0 0 0
rcr,j ∗ 10

6 yuan 3 4 5 4 6 8

8 Computational Intelligence and Neuroscience
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“delay time.” +e repairing time, spare parts stocking
decision cost, and other parameters should be changed
accordingly. Fronting failure mode will increase the cost
of resource configuration, increase the category of spare
parts at the Base maintenance point, and reassign pa-
rameters in the optimization model. +e specific data are
shown in Table 8.

After optimization, the stocking allocation strategy is Base
(3, 3, 4) Depot (1, 1, 1), the availability is 0.9803, and the service

logistics cost is 230.9∗106 yuan. +us, if the maintenance
capability of the Base could cope with soft failure mode, then
the availability of the service logistics system would be im-
proved greatly.

In conclusion, Depot repairing time and Base mainte-
nance capacity are key factors affecting the service logistics
system. Reducing Depot repairing time could save service
logistics costs; improving Base maintenance capability could
improve system availability.

Table 5: +e system availability of different stocking allocation decisions.

Base stocking allocation
Depot stocking allocation

(1, 1, 1) (1, 1, 2) (1, 2, 2) (1, 2, 3)
1, 1, 1 0.580867 0.614786 0.625329 0.628775
1, 1, 2 0.699793 0.73096 0.743496 0.74664
1, 2, 2 0.804553 0.840385 0.851464 0.855065
2, 2, 2 0.858257 0.896481 0.908299 0.91214
2, 2, 3 0.898131 0.933406 0.94571 0.949258
2, 3, 3 0.924175 0.960472 0.971907 0.975553
3, 3, 3 0.932103 0.968712 0.980246 0.983922
3, 3, 4 0.940104 0.975766 0.987383 0.99097
3, 4, 4 0.944344 0.980166 0.991567 0.995168
3, 4, 5 0.945577 0.981009 0.992419 0.996024
4, 4, 5 0.94639 0.982047 0.99347 0.997056
4, 5, 5 0.946933 0.98261 0.993996 0.997584

Table 6: +e service logistics cost of different stocking allocation decisions.

Base stocking allocation Depot stocking allocation
Service logistics cost∗ 106 yuan

LRU1 LRU2 LRU3 LRU1 LRU2 LRU3

3 4 4 1 1 2 214.7
3 3 3 1 2 2 217.9
3 3 3 1 2 3 225.9

2
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0.75
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0.9

0.95

1

4 6 8
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Relationship between stock level and system availability
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Depot (1,2,2)
Depot (1,2,3)

Figure 5: Relationship between stocking level and system availability.
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5. Conclusion

In this paper, we construct a two-echelon service logistics
cost optimization model for large-scale systems. Consider-
ing the influence of multiple failure modes on spare parts
stocking decisions, the joint optimization model of spare
parts stocking decision and repair level was simplified. +e
iterative greedy heuristic algorithm is improved to find the
global optimal solution of stocking allocation strategies.
Finally, the validity of the model and algorithm is verified by
a practical engineering case.

+e contributions and innovations of this paper are as
follows: (1) Multiple failure modes are introduced into the
joint optimization model to fundamentally simplify the

LORA decisions and reduce the calculation process of the
service logistics cost optimization. (2) +e improved itera-
tive greedy heuristic algorithm can effectively traverse the
global optimal solution. (3) Depot stocking level plays a
decisive role in ensuring system availability, and LRU with
the highest failure rate has the highest influence on stocking
allocation decisions. (4) Depot repairing time and Base
maintenance capability are key factors affecting the service
logistics system. Reducing Depot repairing time could save
costs; improving Base maintenance capability could improve
system availability.

As a further improvement, multiple failure modes would
lead to discard risk. +e maintenance strategy of soft failure
could choose imperfect repair. A multiechelon service

0.8 0.82 0.84 0.86 0.88 0.9 0.92 0.94 0.96
0.24

0.26

0.28

0.3

0.32

0.34

0.36

0.38

0.4

0.42

0.44

Availability

Stock ratio of LRUs under different availability constraints

ra
tio

0.98 1

LRU1
LRU2
LRU3

Figure 6: Stocking ratio of LRUs under different availability constraints.

Table 7: Changes in availability for reducing repairing time.

Base stocking allocation Depot stocking allocation
System availability

LRU1 LRU2 LRU3 LRU1 LRU2 LRU3

Reduce doubled Depot repairing time
3 4 4 1 1 2 0.993372
3 4 4 1 1 1 0.983304
3 4 3 1 1 1 0.976317

Reduce doubled Base repairing time
3 4 4 1 1 2 0.980763
3 3 4 1 1 2 0.977204
3 4 3 1 1 2 0.974353

Table 8: Parameters after fronting failure mode.

Parameters cycle: 100 days Base 1 Base 2 Base 3
LRU1 LRU2 LRU3

λi 17 16 13
λih 12 12 8
λis 5 4 5
Ti,j 0.005 0.015 0.02
fci,j (Base)∗ 106 yuan 0.5 1.8 2
Repair∗ 106 yuan 1 4 5
rcr,j 3 6 8
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logistics system has a potential stocking. +e increase of
echelons will lead to the increase of stocking iterative
combination and the complexity of the algorithm. It can be
solved by an improved genetic algorithm [30, 31] and ant
colony algorithm [32]. Asset management related to life
cycle cost should be considered in maintenance decision-
making and spare parts stocking decision management.

Data Availability

+e data used to support the findings of this study are in-
cluded within the article.
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)e rapid development of social economy not only increases people’s living pressure but also reduces people’s health. Looking for
a healthy development prediction model has become a domestic concern. Based on the analysis of the influencing factors of health
development, this paper looks for a model to predict the development of public health, so as to improve the accuracy of health
development prediction. In this paper, the linear sequential extreme learningmachine algorithm can be used to evaluate the health
status of a large number of data, analyze the differences of each evaluation index, and construct the analysis model of health status.
)erefore, this paper introduces rough set theory into linear sequential extreme learning machine algorithm. Rough set can
analyze the double analysis of evaluation scheme, predict the health development of different individuals, and improve the
evaluation accuracy of mass health evaluation. )e simulation results show that the improved line sequential extreme learning
machine algorithm can accurately analyze the mass health and meet the needs of different individuals’ health evaluation.

1. Introduction

With the acceleration of the pace of life and the increase of
people’s work pressure, people pay more and more attention
to their health. People pay attention to their own health.
Health is divided into subhealth, health, and various dis-
eases. However, due to the individual differences, basic
diseases, and their own health quality, the health judgment
scheme cannot effectively meet the needs of the public [1].
)e survey results show that by 2020, the number of patients
with health abnormalities in China will reach 2232/100000,
and by 2030, this data will increase by 30%. Among them,
20% of the underground people are unable to take corre-
sponding measures in time due to unreasonable prediction.
)erefore, it is an urgent problem to formulate an effective
judgment scheme according to personal constitution. Local
governments, society, and nongovernmental organizations
regularly monitor their health to let the public know their
health [2]. At the same time, local governments should also
elaborate on the methods of health prediction and publicize

them through television, Internet, and other channels. At
present, the key of health prediction is how to evaluate
relevant indicators and guide different individuals to carry
out health test [3]. Some scholars believe that the formu-
lation of health prediction scheme should be combined with
personal situation, carry out multiangle regression analysis,
and determine the impact of different factors on the test
results. Some scholars also believe that the reasonable for-
mulation of health prediction scheme and test plan will
enable the public to more accurately understand their health
condition; otherwise, it will affect the public’s health. At
present, there are many methods to analyze mass health,
mainly including Bayesian method, genetic algorithm, time
series algorithm, and differential evolution algorithm based
on vague local search strategy [4]. However, the above al-
gorithm only makes a unified analysis of mass health and
cannot realize the differential analysis of different bodies. In
order to solve this problem, some scholars put forward the
health prediction model based on the combination of rough
analysis method and linear sequential extreme learning
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machine and analyzed the mass health index by using rough
set. Rough set method is used to couple the eigenvalues of
the data in the health index, and the eigenvalues are
extracted by threshold [5], penalty coefficient, weight co-
efficient, and mean value to obtain more accurate pre-
processed data. It can be seen that the linear sequential
extreme learning machine algorithm has been applied in the
healthy development, but there are few application cases,
which need to be further analyzed. Linear sequential extreme
learning machine method has the advantage of continuous
prediction of healthy development, and rough set has the
advantage of massive data processing. )e combination of
the two can carry out continuous analysis of healthy de-
velopment prediction. )e difference analysis of linear se-
quential extreme learning machine and its own iterative
operation can obtain the optimal set of health data. Among
them, the constraint conditions and constraint coefficients
can avoid the local extremum problem and improve the
efficiency of the calculation results [6]. To sum up, domestic
scholars’ research on health prediction and analysis mainly
focuses on the improvement of indicators, ignoring the
coupling between indicators and the rationality of prediction
scheme. )erefore, the prediction of healthy development
urgently needs a model that can always carry out coupling
analysis of various indicators. However, there is less research
on continuous prediction of healthy development in China,
and there is less research on the application of rough set and
linear sequential extreme learning machine. Compared with
China, there are many researches on online sequential ex-
treme learning machine abroad, and it is combined with
k-clustering and rough set to evaluate the healthy devel-
opment and achieved good results. So, it is urgent to im-
prove the linear sequential extreme learning machine and
apply it to the prediction of healthy development. On this
basis, in order to find a more effective model, the im-
provement of line sequence extreme learning machine and
its application to healthy development prediction have be-
come the key to solve the above problems. In addition [7], a
single analysis of mass health will not only reduce the ac-
curacy of evaluation results but also affect the future pre-
diction of health. In addition, although the linear sequential
extreme learning machine can carry out iterative analysis
and predict the mass health, it cannot analyze the individual
health. Some scholars believe that the combined analysis of
personality and unity can promote the development of
health prediction and play a positive role in the improve-
ment of health [8]. )erefore, by optimizing the line se-
quential extreme learning machine algorithm and
combining the rough set processing method, we can ac-
curately evaluate the mass health and obtain the Pareto
optimal set. Based on the above theoretical analysis, this
paper proposes an improved line sequential extreme
learning machine to study mass health [9]. )e specific
content includes three aspects: the first part introduces the
research status of rough set line sequential extreme learning
machine and mass health. In the second part, an improved
line sequential extreme learning machine algorithm is
constructed, and the numerical judgment and constraints of
rough set are explained. )e third part verifies and analyzes

the improved line sequential extreme learning machine
algorithm to judge the accuracy and time of mass health
calculation [10]. Compared with other studies at home and
abroad, this paper optimizes the line sequential extreme
learning machine algorithm and combines this method with
rough set to obtain the Pareto optimal set under the con-
straint coefficient [11]. )rough the joint analysis of unified
health judgment and individual health, we can realize the
dual verification of the above two aspects, improve the
accuracy of the analysis results, promote the reasonable
construction of health evaluation scheme, and finally achieve
the purpose of improving mass health.

2. The Algorithm Description Based Online
Sequential Extreme Learning Machine

)e linear sequential extreme learning machine algorithm
was first applied to the diagnosis of space engine. It can
predict the abnormal situation of aircraft through equal
weight processing of data. However, the algorithm cannot
realize the analysis of massive data, and the speed of pro-
cessing massive data is slow. Rough set is a set proposed by
Pawlak Z. It can comprehensively process incomplete data
through induction, learning, and mining to build a relatively
clear and concise data system to support subsequent com-
position analysis. Based on the above analysis, this paper
uses rough set theory to collect mass physical health data
[12], supplement incomplete data and indicators, and finally
get a clearer data system. )e specific data processing flow is
shown in Figure 1.

As can be seen from Figure 1, the first step is to obtain
physical health data, analyze the data types, and classify them
according to the types. )e second step is to formulate
physical health plan or adjust the plan according to the
analysis results of physical health data. )e third step is to
test the physical health of the masses, compare the effects of
different exercise methods, and record the matching results
between the exercise scheme and the masses. )e fourth step
is to record the optimal matching scheme into the database
and eliminate the mismatched evaluation scheme. Medical
institutions, rehabilitation centers, elderly care centers,
sports centers, and fitness centers in four provinces were
observed, and preliminary unified data were obtained by
means of video recording, heartbeat detection, and vital
capacity test. Combined with relevant domestic literature
[13], 23 physical health indexes and 12 physical health
evaluation indexes are obtained. After experts’ determina-
tion and 120 sampling questionnaires, there is no significant
correlation between the above indexes, which can be used as
evaluation indexes and samples. )e visit sites are located in
the northeast, northwest, southeast, and southwest [14], as
well as north and central China. )e access data come from
online questionnaires, actual data collection, official pub-
lished materials, and other internal materials. )e time span
of accessing data is 2–3 years, and the personnel span is more
than 4. )e validity and reliability of the survey results were
>0.7. Finally, specific evaluation indicators are obtained, as
shown in Table 1.
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3. The Prediction Model of Physical Health
Development Based on Linear Sequential
Extreme LearningMachine AlgorithmMatrix
Is Established

3.1. Improved Line Sequence Extreme Learning Machine Al-
gorithmMatrix. First, add rough sets. In the physical health
analysis, the physical health database, physical prediction
database, and their correlation database are established by
rough set method.)en, rough set uses the above database to
analyze the algorithm matrix of linear sequential extreme
learning machine and determine the mass constitution. In
the process of analysis [15], the weight of different physical
health prediction schemes is determined through the cor-
relation, dependence, and correlation between physical
health prediction schemes and mass physique. Due to in-
dividual differences, basic diseases, knowledge level, and
other factors, there are deviations in the impact of the
prediction scheme on the prediction results of physical
health. Rough set regulates the calculation direction of
feature data by setting penalty value, avoids the local ex-
tremum problem of line sequential extreme learning ma-
chine algorithm matrix, and improves the accuracy of
calculation results.

Second, add discrete clustering. )e data in rough set
present discrete state. Although the weight coefficient is set,
it is still unable to realize the continuous analysis of data.
How to use finite eigenvalues and feature points to construct
continuous rough set sequences is the key of this paper [16].
In this paper, rough set is introduced to classify eigenvalues,
and discrete data sequences are constructed by using the
correlation and complementarity between adjacent features.
At the same time, rough set uses the concept of fuzzy
mathematics to eliminate the eigenvalues with high dis-
persion, calculate the membership relationship between
eigenvalues more accurately, and realize the data optimi-
zation of linear sequential extreme learning machine algo-
rithm matrix. )e improvement process of linear sequential
extreme learning machine algorithm matrix is shown in
Figure 2.

According to the analysis in Figure 2, rough set analysis
is carried out on structured and semistructured data to
realize data coupling, fusion, and eigenvalue extraction.
Rough set realizes the preprocessing of mass health data.
Rough set realizes the orderly arrangement of characteristic
data, improves the accuracy of data processing, reduces the
data processing time, and increases the amount of pre-
processed data.

Physical health data

Physical health
assessment plan

Application scope and object
of the scheme

Physical type

Application scheme
adjustment

Physical Health

Sports program
integration

Compare different
evaluation methods

Get the prediction results of
public physical health

Send matching results
to database

Public physique

Set motion scheme
list

Delete motion scheme

Update motion
scheme

�e evaluation
method is matched
with physical health

Figure 1: )e data processing process of physical health development prediction.

Table 1: )e mass physique and health evaluation index.

)e index category )e quantity )e correlation with other indicators

Amount of exercise
Type of motion 4 0.232
Exercise time 3 0.767

Exercise intensity 2 0.562

Body function

Blood oxygen content 9 0.222
Respiratory rate 4 0.721

Cardiac blood supply 6 0.492
Lung volume 3 0.662

Inflammatory factor index 2 0.892
Note. )ere is no significant correlation between the indicators, and the reliability and validity are >0.7. )e data come from online literature and actual
survey.
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3.2.Analysis ofMassPhysicalHealthEvaluationSchemeBased
on Linear Sequential Extreme Learning Machine Algorithm
Matrix. In the case of individual differences, the physical
health evaluation scheme has a significant impact on the
evaluation results, and there are significant differences in the
effects of blood oxygen index, blood pressure, and heart rate
[17]. Although the linear sequential extreme learning ma-
chine algorithmmatrix can carry out progressive analysis on
mass physical health data, the analysis results are discrete.
Rough set can cluster the discrete results, submit the ac-
curacy of the results, and arrange the eigenvalues of the
results in order. Rough set can double analyze the physical
health scheme and physical data, so as to further improve the
accuracy of the results. )erefore, the combination of linear
sequential extreme learning machine algorithm matrix and
rough set can orderly arrange the characteristic data, im-
prove the accuracy of data analysis results, and realize the
double evaluation of mass physical health. )e specific
evaluation scheme is shown in Figure 3.

It can be seen from Figure 3 that different masses adopt
different physical fitness assessment scheme, and different
schemes will also have different effects on physical health.
)erefore, we should adjust the physical fitness assessment

scheme according to the individual differences of masses, so
as to achieve the best regulation of physical health.

3.3. .e Algorithm Construction

3.3.1. Objective Function Construction of Physical Health
Evaluation. Assuming that the evaluation objective of
physical health is X, yi is the physical fitness assessment
scheme, i is the exercise program number, and j is the
correlation between the physical fitness assessment scheme
and physical health, Xij is the evaluation objective of any
physical health; the calculation results are shown in

minX � 
T

i,j
f xij 1 − xij−1  Sij + ς yij , (1)

where Sij is the implementation effect of j exercise program,
ς(yij) is the impact rate of j exercise program on physical
health, and T is the implementation process of physical
fitness assessment scheme. ς(yij) is the influence rate of the
evaluation scheme; the calculation results are shown in

ς yij  � αi + βiyij−1 + χiy
2
j−1, (2)

�e Aerobic exercise program data.

Prediction index of public
physical health

Prediction results of public
physical health

Linear sequential extreme
learning machine algorithm

matrix algorithm

Rough set construction

Eigenvalue extraction of data.

Mass physical fitness data
classification

Data cloud

Data integration.

Eigenvalue extraction

Mass physique information Form an ordered data column

Coupling between assessment
scheme and physical health

requirements

Constraints of rough set data.

Data transmission

Data collected by rough sets

�e Optimized data storage

�e analysis process of rough set data

Figure 2: )e physical health assessment scheme and prediction.
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where αi, βi, and χi are the influence coefficients of the
evaluation scheme.

3.3.2. Evaluation Function Construction of Aerobic Regimen.
It is assumed that the evaluation H of aerobic scheme is in
three states: scientific and reasonable state ai, vague state bi,
and negative influence state di; the calculation results are
shown in

H yij  �  
T

i�1
Aai + Bbi + Cci. (3)

Among them, A, B, and C are the evaluation coefficients,
and T is the time node of different evaluation schemes. )e
evaluation coefficient is mainly determined by the mass
health association, aerobic fitness association, and Chinese
Medical Association. At the same time, the evaluation co-
efficient of each region can be adjusted according to the
statistical data of 10 years, and the adjustment proportion is
less than 0.3.

3.3.3. Construction of Constraint Function. It is assumed
that the upper limit of the evaluation result of physical fitness
assessment scheme is Lmax and the lower limit is Lmin. )e
upper limit of physical health evaluation was lmax, and the
lower limit was lmin. )e calculation results are shown in

Z(X, H) � 
∞

min≈0

max(X, H) − Aai + Bbi + Cci( ′

Aai + Bbi + Cci( ′ − min(X, H)

· 
min

f xij 1 − xij−1  Sij
′,

(4)

where max(X, H) is the maximum value set of evaluation
results, min(X, H) is the minimum value set of evaluation

results, and (Aai + Bbi + Cci)′ is any maximum value. Sij
′ is

optimal physical fitness assessment scheme. )e specific
construction process is shown in Figure 4.

It can be seen from Figure 4 that the calculation process
of physical fitness assessment scheme and physical health
prediction exceeds the expected maximum and minimum
values, indicating that the setting of constraints can limit the
differential evolution process of vague local search strategy.
At the same time, the physical fitness assessment scheme and
the improvement of physical health did not change signif-
icantly, showing regular ups and downs. At the same time,
the following picture in Figure 4 shows a large depression,
indicating that the data here are an inflection point.
However, the data in the depression still changes smoothly,
which further shows that the data processing effect is better.

3.4. .e Construction of Linear Sequential Extreme Learning
Machine Algorithm Matrix. )e linear sequential extreme
learning machine algorithm matrix based on vague local
search strategy is mainly in three aspects. )e calculation
results are shown in

|E| � Z(·) ×


n

i,j�0
xij , yij



n

i�0
S

H((2π/2) xij,yij( 
j

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⌢

, (5)

where xij and yij are the approximate set of xij and yij, and
|E| is the coupling set. i≠ j, i, j ∈ 1, · · · , n{ }, ∪ n

i,j�1
Xij, Hij � U. U is the correlation between Xij and Hij . )e
second aspect is to cluster discrete eigenvalues by using
rough set method to reduce the discreteness of eigenvalues.
)e specific formula is as follows.

Fitness
Equipment

Fitness
personnelMass fitness

Physical fitness evaluation index

Aerobic exercise
process

Aerobic exercise
style

Aerobic exercise
steps

Aerobic exercise
time

Physical fitness assessment scheme

Heart rate Blood supplyVital capacity

Personal fitness assessment plan

Develop a physical
assessment program

Physical fitness assessment
direction Physique prediction

Exercise intensity Exercise time test method
Future

development

Duration of
improvement

Function compliance
time

Latest improvement
time

Improve the error of
time

The latest improvement
completion time

The earliest
improvement time

Physical health prediction

Rough set processing of physical
fitness prediction

Rough set processing of
physical fitness test data

Result output

Linear sequential extreme
learning machine algorithm

matrix

Physical health evaluation scheme and individual
physical health scheme

Prediction results of linear sequential extreme
learning machine algorithm matrix

Constitution analysis scheme of linear sequential extreme learning machine
algorithm matrix

Figure 3: )e implementation process of linear sequential extreme learning machine algorithm matrix.
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Assuming the sample set X � x11, x12 · · · xij , H � h11,

h12 · · · hij}, the clustering center V of each dimension is
shown in

V � v11, v12 · · · vij . (6)

)e membership matrix u of each cluster center V is
shown in the formula. )e calculation results are shown in

u �

u11 · · · · · · u1j

⋮ ⋱

⋮

ui1 uij

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (7)

where uij is the subordinate relationship between the sample
ui and uj. )e formula of rough set function is shown in

minF uij, vi  � 
i�1


j�1

u
τ
ij xij − vi , (8)

where τ is the clustering index between Xij and Hij. )e
calculation of vi cluster center is shown in

vi �
xij

i�1u
τ
ij xij − vi 

 u
τ
ij xij − vi . (9)

)e calculation of membership relationship is shown in

uij �
1/Δxij 

1/(τ− 1)

i�1 1/ Δxij − vi  
1/(τ−1)

. (10)

)e third aspect is to determine the weight coefficient. In
order to more accurately analyze the physical fitness as-
sessment scheme and realize the comprehensive evaluation
of the impact of physical health [18], the weight of each index
should be assigned. At the same time, the weight assignment

can avoid the local extreme value problem and improve the
accuracy of the evaluation results. Firstly, each objective
function is regarded as a conditional attribute [19], its weight
is obtained, and the optimal template function X value is
calculated. Secondly, the evaluation template attribute set is
obtained [20]. )e optimal scheme obtained under different
physical fitness assessment scheme is h; then, any physical
fitness assessment scheme in X is uij.

)erefore, the dependence between physical fitness as-
sessment scheme and physical health evaluation is shown in
the formula. Firstly, each objective function is regarded as a
conditional attribute, wi � 1/ni weight is obtained, and the
optimal template function X value is calculated. Secondly,
the evaluation template attribute set D � X{ } is obtained.
)e optimal scheme obtained under different physical fitness
assessment scheme is H; then, any physical fitness assess-
ment scheme in X is ui,.

)erefore, the dependence between physical fitness as-
sessment scheme and physical health evaluation is shown in

ri(H) �
 ρ ri[F]D 

ρ ui( 
. (11)

)e degree of dependence between evaluation objectives
is shown in

Δri(H) �
 ρ Δri[F]D 

ρ Δui( 
. (12)

)e importance of the ith physical health assessment is
shown in

σ(X, H) � ri(H) − Δri(H). (13)

)e weight between the ith physical health assessment
and physical health is shown in
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Figure 4: )e constraint analysis of physical fitness assessment scheme and physical health prediction.
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wi � σ Xi, Hi( / σ(X, H). (14)

In order to give weight more accurately, increase the
residual value of weight change. )e calculation results are
shown in

wi � σ Xi, Hi( / σ(X, H) + ξ, (15)

where ξ is the residual value of weight, which is mainly
determined by the development of physical health in dif-
ferent regions.

3.5. .e Output of Physical Health Evaluation Results under
Linear Sequential Extreme Learning Machine Algorithm
Matrix. Firstly, the physical fitness assessment scheme
output of different individuals: physical health is multidi-
mensional, complex, and irregular, so it is affected by in-
dividual physical quality, basic diseases, training methods,
training time, and other factors.

Assuming that different influence factors are ki, the
output of physical fitness assessment scheme under different
factors is shown in

H yij 
k

� vi · 
k
λ · 

T

i�1
Aai + Bbi + Cci, (16)

vi is the data after rough set, k is the influencing factor,
H(yij)k is the output optimal physical fitness assessment
scheme, and λ is the differential evolution coefficient.
)erefore, the application of rough set method improves the
adaptability of physical fitness assessment scheme, meets the
exercise needs of different individuals, and realizes the ef-
fective aggregation of discrete eigenvalues.

3.6. Physical Health Evaluation Output of Different Physical
Fitness Assessment Schemes. Different physical fitness as-
sessment schemes have different effects on physical health,
so it is necessary to accurately evaluate physical health.
Generally speaking, the improvement of physical health is
judged in the form of ten-point system. Under the action of
rough set, the output results of physical health evaluation are
calculated. )e calculation results are shown in

XHi
�

wi · ς yij 
T
i,jf xij 1 − xij−1  Sij + ς yij 

vi · k λ · 
T
i�1Aai + Bbi + Cci,

�����������������������������������������������������→

(17)

where Hi is different physical fitness assessment scheme and
λ is the coefficient of differential evolution.

Secondly, the calculation steps of physical health eval-
uation results. )rough the above analysis, the overall
overview of physical health analysis can be obtained. )e
specific steps are as follows.

First, construct a rough set of the impact of such exercise
on physical health, and form X � x11, x12 · · · xij  and H �

h11, h12 · · · hij  sets.
Secondly, the data set is constrained, the clustering

center V of the data is calculated, the weights of physical
fitness assessment scheme and physical health are obtained,

and the corresponding iterative operation is carried out. If
the calculation results X and H are greater than max{X, H},
the results shall be included in the calculation results;
otherwise, they shall be eliminated. If the calculation result is
less than min{X, H}, the result shall be included in the
calculation result; otherwise, it shall be eliminated.

)ird, when all 35 indicators are traversed, output
H(yij)k, XHi

; otherwise, repeat Step 2.

4. The Cases of Physical Health Assessment
and Prediction

4.1. .e Research Data through the 35 Indicators Obtained
from the Survey: ACase Study Is CarriedOut. )e data in the
case mainly comes from 6 randomly selected cities, and the
verification method is mainly to compare before and after
(note: the validity and reliability of the data are >0.7) [21]. At
the same time, the linear sequential extreme learning ma-
chine algorithm matrix is compared with the original al-
gorithm (note: linear sequential extreme learning machine
algorithm is not combined with rough set). )e verification
period is January, March, June, and December, and the
exercise intensity is 60H/week. )e subjects were 25–65
years old, with an average age of 32.2± 2.32 years [22]; BMI
23–40, average BMI 28.2± 1.12. Inclusion criteria: (1) Meet
the 1994 edition of American diagnostic criteria for physical
health. (2) )e subjects had no previous physical health and
circulatory diseases. (3) Get the consent of the ethics
committee of the hospital and sign the informed consent
form. (4) )e tester can express himself. (5) )e tester has
some fitness experience. )e results are shown in Table 2.

)e data in Table 2 are the evaluation contents in dif-
ferent test time periods, mainly including training intensity
and training score, and the data are from the experimental
results and network literature. In order to ensure the ac-
curacy of the test, the tester should be analyzed before the
test. According to different methods, they were divided into
improvement group and original group. )e improved
group adopts the differential evolution algorithm of im-
proved vague local search strategy, and the original group
adopts the differential evolution algorithm of vague local
search strategy. )e results are shown in Table 3.

It can be seen from Table 3 that there is no significant
difference between the two groups in physical health, pul-
monary respiratory capacity, blood pressure, quality of life,
blood oxygen content, and pulse, so it can be compared and
analyzed.

4.2. Evaluation of Physical Fitness Assessment Scheme by
Linear Sequential Extreme Learning Machine Algorithm
Matrix. )e accuracy of physical fitness evaluation scheme
evaluation is the key of evaluation. )e linear sequential
extreme learning machine algorithm improves the fuzzy
local search strategy. )e specific evaluation results are
shown in Figure 5.

It can be seen from Figure 5 that the average accuracy of
physical fitness assessment scheme is more than 90%, and
the effective scheme is more than 60%. At the same time, the
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effective program of physical health was the highest at 96%
and then decreased. )e results of this study are consistent
with relevant domestic studies. )e reason is that after the
human physical health reaches the maximum limit, the
body’s self-protection mechanism starts, resulting in a de-
cline in the improvement of physical health. )e linear
sequential extreme learning machine algorithm matrix is
compared with the original algorithm, and the results are
shown in Figure 6.

It can be seen from Figure 6 that the linear sequential
extreme learning machine algorithm matrix has high eval-
uation accuracy of physical health, greater than 99%, while
the accuracy of the original algorithm is greater than 90%;
the results of this study are consistent with relevant domestic
studies. )is shows that the linear sequential extreme
learning machine algorithm matrix is better in physical
fitness assessment scheme. It can be seen from the figure that

the evaluation results of the two methods change smoothly.
However, the model proposed in this paper changes
straightly, while the original line sequence extreme learning
machine algorithm changes at the positions of the 4th, 6th,
11th, 13th, 16th, 22nd, 24th, 26th, 28th, 32nd, and 33rd times.
)erefore, the model proposed in this paper is better.

4.3. .e Evaluation of Physical Health by Linear Sequential
Extreme Learning Machine Algorithm Matrix. Physical
health evaluation is the computational goal of differential
evolution algorithm to improve vague local search strategy,
and it is also an effective embodiment of physical health
calculation. )e evaluation results of physical health are
shown in Figure 7.

It can be seen from Figure 7 that the changes of 35
physical health evaluation indexes are relatively stable,

Table 2: )e evaluation contents of test.

Duration 1∼2 h 2–2.3 h 1–3.2 h 1∼2 h 1–1.5 h 1–1.5 h 1∼2 h 1∼3 h
Exercise time 300KJ 4333KJ 1222KJ 4333KJ 2392KJ 1223KJ 4303KJ 2322KJ
Exercise intensity 1–5 7–11 9–22 11–19 33–89 102–111 47–82 46–90
Physical health score 10 score 10 score 10 score 10 score 10 score 10 score 10 score 10 score
Physical health degree 3 1 3 2 1 1 2 1

Table 3: )e comparison of pretest indexes of masses [n, x ±s].

)e group Physical health
score (score)

Physique index
(piece)

Blood pressure
(cm H2O)

Physical fitness
standard rate (%)

Quality of life score
(m3/ml)

Pulse
(mmHg)

Improvement group (n� 20) 6.33± 5.21 28.61± 6.42 78.34± 5.27 88.71± 6.22 ∗ 186.49± 11.24 ∗ 70.13± 9.82 ∗
Original group (n� 20) 6.84± 5.32 28.97± 6.53 78.52± 5.42 87.42± 6.97 ∗ 179.14± 7.27 ∗ 73.62± 8.14 ∗
T 0.907 0.176 0.107 0.192 0.137 0.789
P 0.370 0.861 0.916 0.893 0.726 0.822
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Figure 5: )e evaluation results of physical health.
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indicating that the contribution rate of physical health
indexes under different algorithms is relatively stable,
which verifies the effectiveness of physical health indexes;
the results of this study are consistent with relevant do-
mestic studies [23]. At the same time, the evaluation result

of physical health under the linear sequential extreme
learning machine algorithm matrix is better, and its
change range gradually reduces to 100%. In contrast, the
differential evolution algorithm based on vague local
search strategy has not changed, and the result is about
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7%. )e reason is that the rough set method improves the
index aggregation of physical health, provides effective
physical fitness assessment schemes for different indi-
viduals, and realizes the significant improvement of
physical health. Although the differential evolution

algorithm of vague local search strategy also provides
evaluation scheme for physical health, in the case of
randomness, physical fitness assessment scheme presents
beneficial and unhelpful changes, resulting in the final
improvement of 7%.
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4.4. .e Coupling between Physical Fitness Assessment
Scheme and Physical Health. )e coupling between physical
fitness assessment scheme and physical health is not only the
advantage of differential evolution algorithm to improve
vague local search strategy, but also the result of two-way
evaluation. For better analysis, linker analysis method is
selected (uncoupled, general coupling, general, coupling,
and comparative coupling, with values of 1–7 respectively).
)e calculation results are shown in Figure 8.

As can be seen from Figure 8, the coupling between
physical fitness assessment scheme and physical health
shows an upward trend and approaches the value of 5,
indicating that the coupling between the two is better. )e
results of this study are consistent with relevant domestic
studies [24]. Relatively speaking, the linear sequential ex-
treme learning machine algorithm matrix has better cou-
pling, which is significantly better than the differential
evolution algorithm with vague local search strategy. )e
above results also show that rough set can greatly improve
the coupling of linear sequential extreme learning machine
algorithm matrix and realize the two-way evaluation of
physical fitness assessment scheme and physical health. In
order to further verify the coupling results, 35 specific in-
dicators are analyzed, and the results are shown in Figure 9.

It can be seen from Figure 9 that the coupling of 35
indicators is better. )e results of this study are consistent
with relevant domestic studies. Among them, the linear
sequential extreme learning machine algorithm matrix has
better coupling [Note: 24 red indicators], and the coupling
under the two algorithms meets the maximum and mini-
mum constraints of penalty value.

5. Conclusion

At present, the research on the impact of physical health on
subdivision function has the problem of single evaluation
[25], which cannot realize the dual evaluation of physical
fitness assessment scheme and the improvement of physical
health, so that physical fitness assessment scheme cannot
effectively improve physical health. )erefore, how to ef-
fectively use physical fitness assessment scheme to improve
people’s physical health and realize national fitness is an
urgent problem to be solved. Based on this background, this
paper improves the differential evolution algorithm of vague
local search strategy and integrates the rough method set to
realize the dual evaluation of physical fitness assessment
scheme and physical health. In this paper, firstly, rough set is
used to calculate the eigenvalues of physical fitness assess-
ment scheme and physical health evaluation, then rough set
is used to eliminate redundant data, and finally the dual
evaluation of physical fitness assessment scheme is done. In
order to submit the accuracy of evaluation, the constraint
conditions and penalty values of rough set are set. MATLAB
simulation results show that the linear sequential extreme
value learning machine algorithm matrix combined with
rough set has a good effect on physical health evaluation and
prediction. )e result accuracy is greater than 95% and the
fitting degree is 98%, which is better than the result of linear
sequential extreme value learning machine algorithm

matrix. )erefore, using linear sequential extreme value
learning machine algorithmmatrix combined with rough set
can realize physical health evaluation and prediction, im-
proving the accuracy of the results. However, the interaction
between physical health assessment and prediction is not
analyzed in the process of rough set analysis in this paper.
)is aspect will be emphatically analyzed in future research.
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+e arrival of the “double carbon” era indicates that industrial carbon reduction with high energy consumption and high carbon
emission is imperative. From the perspective of carbon emission driving factors, industrial carbon emission is decomposed into
five influencing factors: energy intensity, energy structure, industrial structure, economic efficiency, and employee scale. Taking
the data of 41 subindustries of industrial industry in Liaoning Province from 2010 to 2019 as the research sample, the carbon
emission is calculated. +e LMDI model is used to analyze and point out the difference in the driving contribution of carbon
emissions of each subindustry.+e results show that the total carbon emission of Liaoning province gradually decreases, decreases
for the first time in 2014, and gradually turns from flat to upward. Economic efficiency is the only and most important reason to
drive the increase of industrial carbon emissions in Liaoning Province, and energy efficiency is the primary factor to curb carbon
emissions. High carbon industries play a significant role in promoting the increase of carbon emissions, while themedium and low
carbon industries have a better effect on restraining carbon emissions. It provides reference and theoretical basis for the
government to adjust the industrial structure, control industrial overcapacity, and realize the “double carbon” goal as soon as
possible. It is of great significance for the country to optimize energy layout, ensure energy security, and implement the new
energy strategy.

1. Introduction

As one of the most important material production de-
partments in the national economy, industry is responsible
for processing and assembling natural resources and raw
materials, providing rawmaterials, fuel, and driving force for
the industry itself and other sectors of the national economy,
as well as providing industrial and industrial consumer
goods for the people’s material and cultural life. After the
industrial revolution, with the large-scale development and
use of fossil fuels such as coal, oil, and natural gas, the
concentration of carbon dioxide in the Earth’s atmosphere
increased significantly, and the global carbon emission
reached more than 34 billion tons in 2019. NASA obser-
vation data show that compared with the end of the 19th

century, with the increase of global carbon emissions, the
current global average temperature has also increased by
more than 1.2oc, causing a series of extreme climate
problems. More scientists predict that if this trend cannot be
curbed, the glaciers in Antarctica will melt at the rate of
250–300 billion tons a year until they disappear completely,
which will lead to a rise of at least 56 meters in the global sea
level, which is a disaster for mankind. ∗∗ ∗ Countries must
take decisive steps. China will increase its national inde-
pendent contribution, adopt more effective policies and
measures, strive to reach the peak of carbon dioxide
emissions by 2030, and strive to achieve carbon neutrality by
2060. So far, the “double carbon” era has officially arrived,
and carbon neutralization and carbon peak have also be-
come the consensus of global green and sustainable

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 2815940, 12 pages
https://doi.org/10.1155/2022/2815940

mailto:zhangyuan@dmu.edu.cn
https://orcid.org/0000-0001-8471-8535
https://orcid.org/0000-0003-2598-6163
https://orcid.org/0000-0001-7471-5955
https://orcid.org/0000-0002-7980-1024
https://orcid.org/0000-0002-2458-5248
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2815940


development, marking the largest new industrial revolution
since human society entered the industrial revolution. In the
“double carbon” era, it is of great significance for the country
to further adapt to the global trend and tide by measuring
and decoupling the carbon intensity of various industries in
order to better achieve the double carbon goal and point out
the direction for the industry as the fundamental guarantee
of national economic independence, political independence,
and national defense modernization. According to statistics,
the carbon emissions of the world’s major carbon-emitting
countries will reach 34.17 billion tons in 2019; among them,
China’s carbon emissions accounted for 28.76, the United
States accounted for 14.53, and India accounted for 7.26,
ranking among the top three; Russia, Japan, and Germany
rank 4th, 5th, and 6th, respectively, with carbon emissions of
1.533 billion tons, 1.123 billion tons, and 684 million tons,
respectively [1]. Among China’s domestic provincial carbon
emission intensity in 2019, Xinjiang, Shanxi, Inner Mon-
golia, and Ningxia have higher carbon emission intensity [2].

2. Literature Review

From the global perspective: Based on the data of 25 upper-
middle-income countries from 1985 to 2014, Mujtaba et al.
study the growth, correlation, and causality of kinked index
among economic growth, energy consumption, population,
trade openness, and carbon dioxide emissions. +e results
show that economic growth is negatively correlated with CO2
emissions and trade openness, respectively, while energy
consumption is positively correlated with CO2 emissions and
population.+e determinants of carbon dioxide emissions are
directly proportional to the country’s CO2 emissions.+ere is
a two-way causal relationship between population and eco-
nomic growth, and trade openness and economic growth [3].
Georgia proposed that the Royal Court had revealed that in
order to achieve net-zero carbon emissions, a series of
measures would be taken, including banning some produc-
tion materials and making 75% of food menus free of meat
[4]. André and Valenciano-Salazar considered the environ-
mental management system standards, the AHP method was
used to analyze 24 companies and institutions in Costa Rica,
and the results showed that the score of carbon neutrality
(CN) is higher than the environmental management system
standards. +erefore, they suggested that the adoption of
environmental certification by organizations should be
treated as a multistandard problem considering environ-
mental sustainability, economy, and strategy [5].

From the industries perspective: Demetriou et al. con-
sidered that energy advantages and short driving distance
make Cyprus a test field for an all-electric vehicle fleet, and
they gave four different scenarios of minimum cost (LCSc),
business as usual (BAU), carbon capture and storage (CCSc),
and renewable energy (RESc) in parallel, deduced the hourly
profile of weekly power production and consumption in
winter and summer, and predicted that in 2050, RESc will
have the highest power generation cost (0.115 euro/kWh)
and the highest power loss rate (40%) and need 5600mwh of
domestic battery energy storage, and the current battery
capacity in Europe is 3400mwh [6]. Anonymous pointed out

that the road map of the California Nevada Cement As-
sociation (CNCA) showed that by 2045, the three ways for
the cement industry to realize net-zero carbon operation
were to reduce production process emissions, reduce
combustion emissions through fuel switching, and increase
distributed power generation [7]. Srivastava et al. discussed
the properties of available wastes and different strategies for
decomposition or hydrolysis, and efficient microbial systems
are emphasized. Some representative examples of biomass
sources are used for biomass energy production by pro-
viding key information, as well as bioenergy production and
environmental problems of plant organics. +ey also con-
ducted efficient microbial and chemical process research on
advanced biofuels extracted from organic matter, so as to
promote the use of plant biomass to produce biofuels [8].

Comparing the literature above, the highlight of this
paper is that we measure the carbon dioxide emissions of
Liaoning industrial segments in different years and analyze
the reasons for this phenomenon. At the same time, based on
the LMDI decomposition method, we find out the real
driving factors behind the growth of carbon dioxide emis-
sions from industrial industries in Liaoning Province and
give targeted suggestions from the macro and micro levels,
so as to provide a method for the country to conduct
horizontal comparison among provinces and vertical
comparison among subdivided industries, which is of cer-
tain significance to achieve the goal of “double carbon” with
high quality.

3. Research Method

3.1.CalculationExample ofCarbonStrength. Carbon dioxide
emissions can be divided into natural emissions and artificial
emissions. Natural emission refers to the emission of carbon
dioxide into the atmosphere from soil, ocean, forest, and
other ecosystems; artificial emissions refer to carbon dioxide
emissions caused by human activities, mainly from fossil
energy consumption and biomass fuel combustion. +ere
are three main research methods on carbon dioxide emis-
sions by scholars at home and abroad, namely, emission
coefficient method, material balance algorithm, and mea-
surement method. Because the research object of this paper
is industrial carbon emissions, it is mainly aimed at fossil
energy, and the emission coefficient method is used to
calculate. +e calculation coefficients of various energy
sources are shown in Table 1. +e calculation formula is
based on the reference formula proposed by the United
Nations Intergovernmental Panel on climate change (IPCC)
in 2006 (this part of the 2019 inventory guide has not
changed) [10], combined with the availability and accept-
ability of variable data and the specific characteristics of
national industries, and the calculation way is as follows:

CO2 � 

N

i�1
(CO2)i

� 
N

i�1
Ei × NCVi × CCi × COFi ×

44
12

,

(1)

2 Computational Intelligence and Neuroscience



where I represents the type of energy; E is energy con-
sumption; NCV is the average low calorific value; CC is
carbon content; COF is carbon oxidation factor, expressed as
a percentage of IPCC default value; 44 and 12 are the
molecular weights of CO2 and C, respectively.

According to China’s national standards, the division of
industrial industries and the classification of main energy
consumption are shown in Figure 1.

Since China’s industrial Statistical Yearbook will no
longer publish a separate total industrial output value of
subdivided industries after 2009, Liaoning Provincial Sta-
tistical Yearbook has an accurate calculation of the data.
Considering the availability and accuracy of the data, 41
subindustries of the Liaoning industry from 2010 to 2019 are
selected as the research object. +e data on the energy
consumption of kerosene and coke are short. In order to
ensure the accuracy of the calculation, these two data are
excluded, so five raw materials of fossil energy raw coal,
gasoline, fuel oil, diesel, and natural gas are selected for
calculation, and a few missing data are estimated and
completed by linear interpolation method. Relevant data are
from the 2006 IPCC guidelines for national greenhouse gas
inventories, Liaoning Statistical Yearbook and China Energy
Statistical Yearbook. After calculation and sorting, the
change trend of total carbon emission and total industrial
output value of each subindustry of Liaoning industry from
2010 to 2019 is shown in Figure 2, and the carbon emission is
shown in Table 2 (considering comprehensive application,
international practice is adopted).

3.2. Results’ Analysis. In 2019, the industrial economy of
Liaoning Province continued to optimize and upgrade the
industrial structure along with the government’s cultiva-
tion and growth of new industries and upgrading of tra-
ditional industries. However, affected by the escalation of
Sino-US trade friction, the larger decline in the price of
industrial products, the lack of domestic demand, and
other factors, the industrial economy of Liaoning Province
as a whole presents a situation of great difficulty in pro-
duction and operation, slow pace, and falling profits.
According to the calculation of carbon emissions of 41
industrial subindustries in Liaoning Province in recent ten
years, the total carbon emissions of electric power, thermal
power production, and supply industry and ferrous metal
smelting and rolling processing industry are large, which
are 162.0196 million T and 75.6808 million T, respectively,

ranking first and second in 41 subindustries, accounting for
68.7% of the total carbon emissions of the whole industrial
industry.

Compared with 2010, with the continuous progress of
industrial production means, the downward trend of carbon
emissions of most industries is more obvious. However,
some industries still have the phenomenon of increasing
carbon emissions instead of reducing carbon emissions. +e
largest increase is in the oil, coal, and other fuel processing
industry, reaching 218.9%. +e comprehensive utilization of
waste resources followed, with an increase of 199.57%, and
the carbon emission increased from 46700 t in 2010 to
139900 t in 2019. On the contrary, most equipment
manufacturing industries have performed well, and the goal
of energy conservation and emission reduction has been
basically achieved through the joint action of various factors
such as industrial upgrading, technological progress, and
talent drive.

In 2019, the added value of industries above the des-
ignated size increased by 6.7% over 2018. Among them, the
added value of the mining industry increased by 2.0% over
the previous year, the added value of the manufacturing
industry increased by 7.6%, and the added value of the high-
tech manufacturing industry increased by 18.7%. +e added
value of power, heat, gas, and water production and supply
also increased by 5.1% over last year.

In terms of specific industries, the added value of 25 of
the 41 major industries maintained year-on-year growth,
with a growth rate of 61.0%, and one industry was flat.
Agricultural and sideline food processing industry in-
creased by 7.1%, food manufacturing industry and textile
industry decreased by 9.3% and 14.0%, respectively, the
added value of petroleum, coal, and other fuel processing
industry increased by 14.9%, the added value of chemical
raw materials and chemical products manufacturing in-
dustry increased by 11.1%, pharmaceutical manufacturing
industry increased by 9.1%, ferrous metal smelting and
rolling processing industry, and nonferrous metal
smelting and rolling processing industry increased by
5.0% and 3.3%, respectively, the nonmetallic mineral
products industry increased by 2.7%, the general equip-
ment manufacturing industry increased by 5.0%, and the
special equipment manufacturing industry decreased by
2.1%; in terms of transportation, the automobile
manufacturing industry increased by 2.5%, and the rail-
way, ship, aerospace, and other transportation equipment
manufacturing industry increased by 4.5%.

Table 1: Calculation correlation coefficient of various energy sources [9].

Energy
name

Conversion coefficient of
standard coal

Average low
calorific value

Carbon content per unit calorific
value (ton carbon/TJ)

Carbon
oxidation rate

Carbon
dioxide emission

coefficient
Raw coal 0.7143 kgce/kg 20908 kJ/kg 26.37 0.94 1.9003 kg-CO2/kg
Gasoline 1.4714 kgce/kg 43070 kJ/kg 18.9 0.98 2.9251 kg-CO2/kg
Diesel oil 1.4571 kgce/kg 42652 kJ/kg 20.2 0.98 3.0959 kg-CO2/kg
Fuel oil 1.4286 kgce/kg 41816 kJ/kg 21.1 0.98 3.1705 kg-CO2/kg
Natural
gas 1.3300 kgce/m3 38931 kJ/m3 15.3 0.99 2.1622 kg-CO2/m3
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3.3. Analysis of Influencing Factors. Decomposing the core
influencing factors of carbon emissions and studying the
contribution of various factors to carbon emissions can not
only provide theoretical reference for the government to
formulate policies for phased economic and social green
development but also provide a solid foundation for the
country to achieve double carbon goals, maintain the bottom
line of energy security, and lead high-quality development of
the country. At present, the most commonly used methods
for calculating carbon emissions are the following:

(1) IPATmodel: a quantitative model used to analyze the
relationship between human activities and the envi-
ronment. With the rapid growth of population and
the progress of science and technology, people’s
pursuit of material life and the exploitation and uti-
lization of resources have brought great pressure to
the Earth’s resources and environment. In other
words, resources and environment are limited, but the
human desire for material pursuit is unlimited. +e
model represents the pressure of human beings on the
environment as the product of three factors, namely,
the number of people, the degree of abundance, and
the progress of science and technology, that is, I� P
(Pop).×A (Aff)×T (Tech). Although the method is
clear and simple in the calculation, it is not considered
that environmental, resource, and social development
are not linear in practice.

(2) EKC: the environmental Kuznets curve, which was
put forward by American economist Simon Smith
Kuznets in 1955, mainly outlines the changes in the
distribution of income along with the economic
development process, also known as the inverted U

curve. +e formula is expressed as
E� β0 + β1Y+ β2Y2 + µ. Among them, E is the envi-
ronmental pressure of the country or region, and Y is
the economic output of the country or region. +is
method holds that when the economic development
reaches a critical point, environmental pollution will
tend to be stable no matter how the per capita in-
come increases.

(3) STIRPAT model: this method extends the IPAT
model, adds randomness, and breaks through the
limitation of unit single line assumption, and the
calculation formula is expressed as
Ii � δ0Piδ1Ai

δ2Tiδ3fi.
(4) LMDImodel: compared with the first three methods,

this method does not need to calculate with the help
of an input-output table [11]. It is relatively simple to
use, involves the nature of time series, and has more
consistent aggregation, zero residual, and indepen-
dent path [12]. Since the LMDI decomposition
method has the advantages of complete decompo-
sition, aggregation consistency, and path indepen-
dence, this method is adopted in this paper.

+e carbon emissions are decomposed in (1), as shown in
the following:

C � 
I

i�1


J

j�1
Cij

� 
I

i�1


J

j�1

Cij

Eij

×
Eij

Yj

×
Ej

Yj

×
Yj

Y
×

Y

P
× P,

(2)

Industry

Mining

Manufacturing

Coal

Thermal

natural gas

Electricity

Oil

Raw coal, cleaned
coal, other coal
washing, coke, coke
oven gas, blast
furnace gas,
converter gas, other
gas and other
coking products

Natural gas, liquefied
natural gas

Crude oil, gasoline,
kerosene, diesel, fuel
oil, naphtha,
lubricating oil,
paraffin, solvent
oil, petroleum
asphalt, petroleum
coke, liquefied
petroleum gas,
refinery dry gas
and other petroleum
products

Electricity supply

Water production &
supply

Gas production &
supply

Figure 1: Industrial industry division and main energy consumption classification under national standards.
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where Cij represents the carbon emission of energy type i in j
industry; Eij represents the energy i consumption of j in-
dustry; Ej represents the total energy consumption of j in-
dustry; Yj represents the total output value of the industrial j
industry; Y represents the total industrial output value.
EDij �Cij/Eij represents the carbon emission intensity of

energy i in industrial j industry; EMij � Eij/Ej represents the
energy structure of energy i in industrial j industry; ETj � Ej/
Yj represents the energy efficiency of energy i in industrial j
industry; ESj �Yj/Y represents the industrial structure of the
industrial j industry; EE�Y/P represents the economic ef-
ficiency of energy i in industrial j industry; P represents the
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Figure 2: Change trend of total carbon emission and output value of various subindustries of Liaoning industry from 2010 to 2019.
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Table 2: Total carbon emissions of various subindustries of Liaoning industry from 2010 to 2019.

Industrial
subindustry

2010
(MT)

2011
(MT)

2012
(MT)

2013
(MT)

2014
(MT)

2015
(MT)

2016
(MT)

2017
(MT)

2018
(MT)

2019
(MT)

Mean
value (MT)

Average coal
mining and
washing industry

2819.37 3009.68 4618.05 2935.12 2617.01 2385.85 2312.94 2794.61 2837.36 2231.74 2856.17

Oil and gas
extraction
industry

445.39 567.75 452.97 481.03 303.20 299.39 278.40 312.68 328.80 286.56 375.62

Ferrous metal
mining and
dressing industry

130.28 188.98 156.51 156.45 127.46 121.11 54.91 71.83 98.30 101.52 120.74

Nonferrous metal
mining and
dressing industry

130.91 186.10 184.23 130.90 169.37 116.38 72.35 97.97 85.41 166.72 134.03

Nonmetallic ore
mining and
dressing industry

120.99 140.73 210.81 264.13 146.27 116.96 81.05 58.38 54.91 67.34 126.16

Mining
professional and
auxiliary activities

0.00 0.00 199.28 190.83 158.56 74.53 52.83 52.70 50.16 54.05 83.29

Other mining 0.56 0.56 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.11
Agricultural and
sideline food
processing
industry

296.42 324.90 312.05 347.33 397.31 271.59 257.07 244.71 220.10 216.53 288.80

Food
manufacturing 68.24 63.01 66.91 68.65 47.95 38.59 30.82 23.59 23.74 18.40 44.99

Wine, beverage,
and refined tea
manufacturing

96.84 94.40 95.12 84.06 70.58 55.75 57.84 41.28 35.46 29.47 66.08

Tobacco products
industry 1.36 1.60 1.93 1.94 1.85 1.94 1.11 1.30 1.36 1.37 1.58

Textile industry 58.07 52.62 45.09 47.42 39.46 26.79 27.78 24.33 22.06 19.02 36.26
Textile and
garment industry 66.31 64.22 54.49 50.43 42.62 20.67 21.87 12.47 5.97 5.47 34.45

Leather, Fur,
feather, and their
products and
shoe-making
industry

5.72 4.62 5.58 4.71 3.55 2.31 2.67 0.29 0.12 0.12 2.97

Wood processing
and wood,
bamboo, rattan,
palm, and grass
products

58.00 56.63 56.08 44.38 29.07 16.42 6.94 2.02 1.49 1.16 27.22

Furniture
manufacturing 31.45 24.88 21.13 17.75 12.84 7.92 4.83 1.43 0.73 0.56 12.35

Paper and paper
products industry 151.33 126.68 147.53 146.44 67.75 51.79 41.43 113.47 106.10 122.50 107.50

Printing and
recording media
reproduction
industry

10.37 12.05 10.34 10.29 8.66 3.42 3.60 0.58 0.53 0.42 6.03

Culture and
education,
industrial beauty,
sports, and
entertainment
products
manufacturing

3.70 6.25 16.97 10.52 8.21 4.79 3.89 0.50 0.41 0.38 5.56
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Table 2: Continued.

Industrial
subindustry

2010
(MT)

2011
(MT)

2012
(MT)

2013
(MT)

2014
(MT)

2015
(MT)

2016
(MT)

2017
(MT)

2018
(MT)

2019
(MT)

Mean
value (MT)

Petroleum, coal,
and other fuel
processing
industries

1198.60 1396.47 1853.09 2101.50 2060.72 2110.48 2070.27 2353.59 2423.89 3822.34 2139.10

Chemical raw
materials and
chemical
products
manufacturing

1378.29 1487.34 1308.66 1342.52 1349.04 1048.84 835.01 758.02 487.04 516.22 1051.10

Pharmaceutical
manufacturing 141.19 170.52 151.20 140.00 116.70 96.74 83.16 75.93 66.75 60.47 110.27

Chemical fiber
manufacturing 97.33 89.01 86.30 81.48 67.78 77.62 74.84 63.52 10.27 9.87 65.80

Rubber and
plastic products
industry

213.13 232.42 215.56 212.53 141.94 118.78 61.42 31.59 27.80 27.11 128.23

Nonmetallic
mineral products
industry

2188.78 2270.55 3017.66 2876.19 2420.39 2015.23 1558.55 1622.11 1585.57 1992.49 2154.75

Ferrous metal
smelting and
rolling processing
industry

7243.14 8029.31 7614.93 7745.26 7747.74 7501.76 7375.67 7235.43 7433.70 7753.88 7568.08

Nonferrous metal
smelting and
calendering
industry

241.14 220.28 172.15 187.26 122.90 113.72 83.09 106.58 129.75 117.92 149.48

Metal products
industry 119.49 136.20 145.51 172.42 78.89 50.72 42.61 28.36 73.75 82.56 93.05

General
equipment
manufacturing

318.81 363.12 316.55 360.04 207.16 192.36 44.86 17.03 14.70 12.93 184.76

Special
equipment
manufacturing

118.42 148.77 203.50 222.42 92.39 75.28 103.11 48.83 6.73 5.87 102.53

Automobile
manufacturing 122.08 166.10 127.67 171.93 75.34 56.74 52.72 37.11 31.20 29.74 87.06

Manufacturing of
railway, ship,
aerospace, and
other
transportation
equipment

104.98 84.32 127.74 210.81 28.94 19.82 22.13 21.70 53.33 11.91 68.57

Electrical
machinery and
equipment
manufacturing

119.05 135.08 151.85 131.99 94.44 66.41 43.55 18.73 11.42 7.47 78.00

Computer,
communication,
and other
electronic
equipment
manufacturing

13.62 13.19 10.69 16.13 7.22 5.10 4.67 2.95 2.74 2.07 7.84

Instrument
manufacturing 13.40 14.92 14.81 19.91 4.27 2.64 3.27 1.34 1.03 0.98 7.66

Other
manufacturing 26.86 41.05 18.94 10.88 2.38 1.61 2.09 0.64 0.12 0.14 10.47
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number of employees. +e decomposition formula of each
carbon emission factor is calculated as shown in (3)–(8).

DED � 
I

i�1


J

j�1
ωij ln

EDt+1
ij

EDt
ij

, (3)
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ij

EMt
ij

, (4)
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EEt
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I
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J
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t+1
j

P
t
j
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Among them, ωij is the weight of energy type I in J
industry, and the calculation formula is shown in the
following:

ωij � L C
t+1
ij , C

t
ij 

�
C

t+1
ij − C

t
ij

ln C
t+1
ij − ln C

t
ij

.

(9)

In view of using the two forms of “addition” and
“multiplication” in the LMDI decomposition model, the
final results are the same, and the addition is more intuitive

and clear than “multiplication”, so “addition” is selected for
factor decomposition in this paper, and the calculation
formula is shown in the following:

ICt+1－CIt � DED + DEM + DET + DES + DEE + DEP. (10)

3.4. Case Analysis. As a major industrial province, Liaoning
has always undertaken the important task of providing
technical equipment for various industries of China’s na-
tional economy and national defense construction and has
played an indispensable role in the whole process of in-
dustrialization. In 2020, faced with the impact of COVID-19
and the severe external environment of the world, Liaoning
always adhered to the working keynote of steady progress.
+e industrial added value of above scale industries in-
creased by 1.8% compared with that in 2019, of which the
mining industry decreased by 0.6% compared with the same
period last year, and the manufacturing industry grew by
1.8% over the same period last year. +e electricity, water,
gas, and aquatic industries and supply also increased by 3.6%
over the same period last year.

Considering the national development of the green
economy and the realization of the “double carbon” goal,
Liaoning needs to balance economic growth and carbon
emission, so take Liaoning as an example for LMDI de-
composition analysis. In view of space, 41 industrial in-
dustries in Liaoning Province are numbered, as shown in
Table 3. According to the carbon emissions of each sub-
industry, it is divided into high, medium, and low carbon
industries, as shown in Table 4.

According to the LMDI model, 2010–2019 is selected as
the research period to decompose the total industrial carbon
emission in Liaoning Province and calculate the contribu-
tion degree and direction of five influencing factors such as
energy intensity, energy structure, industrial structure,

Table 2: Continued.

Industrial
subindustry

2010
(MT)

2011
(MT)

2012
(MT)

2013
(MT)

2014
(MT)

2015
(MT)

2016
(MT)

2017
(MT)

2018
(MT)

2019
(MT)

Mean
value (MT)

Comprehensive
utilization of
waste resources

4.67 10.73 18.56 17.17 16.08 6.63 11.08 8.35 10.09 13.99 11.74

Metal products,
machinery, and
equipment repair
industry

0.00 0.00 22.53 7.60 3.27 2.10 2.44 15.14 3.78 2.82 5.97

Electricity and
thermal
production and
supply industry

14565.17 15651.38 14170.87 16059.87 16067.43 15954.85 16217.73 17062.14 18065.17 18204.99 16201.96

Gas production
and supply
industry

4.59 19.37 122.30 23.60 59.06 54.18 41.09 43.87 14.24 12.39 39.47

Water production
and supply 9.19 13.97 13.98 14.51 7.37 8.44 8.75 5.52 3.79 2.64 8.82

Total industrial
carbon emissions 32737.24 35619.76 36540.12 37118.4 35023.17 33196.25 32054.44 33412.62 34329.87 36014.13
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economic efficiency, and population effect to industrial
carbon emission. +e results are shown in Table 5.

In terms of energy intensity, from 2010 to 2019, the
industrial energy intensity of Liaoning Province generally
showed a downward trend, indicating that the industrial
production technology of Liaoning Province has been im-
proved to a certain extent. In terms of energy structure, from
2010 to 2019, the change of energy structure leads to the
phenomenon of positive and negative alternation of

industrial carbon emission year by year, with large fluctu-
ation. +e final cumulative carbon emission is −65.5186
million T, and compared with the other four influencing
factors, the impact effect is the weakest, and the contribution
rate is only 0.75%. In terms of industrial structure, most of
the carbon emissions during the study period were negative,
the cumulative carbon emissions decreased by 781259.98
million T, and the contribution rate to carbon emissions was
89.35%, indicating that it is the most important inhibitory

Table 3: Industrial code of Liaoning Province.

Number Industry name
1 Average coal mining and washing industry
2 Oil and gas extraction industry
3 Ferrous metal mining and dressing industry
4 Nonferrous metal mining and dressing industry
5 Nonmetallic ore mining and dressing industry
6 Mining professional and auxiliary activities
7 Other mining
8 Agricultural and sideline food processing industry
9 Food manufacturing
10 Wine, beverage, and refined tea manufacturing
11 Tobacco products industry
12 Textile industry
13 Textile and garment industry
14 Leather, fur, feather, and their products and shoe-making industry
15 Wood processing and wood, bamboo, rattan, palm, and grass products
16 Furniture manufacturing
17 Paper and paper products industry
18 Printing and recording media reproduction industry
19 Culture and education, industrial beauty, sports, and entertainment products manufacturing
20 Petroleum, coal, and other fuel processing industries
21 Chemical raw materials and chemical products manufacturing
22 Pharmaceutical manufacturing
23 Chemical fiber manufacturing
24 Rubber and plastic products industry
25 Nonmetallic mineral products industry
26 Ferrous metal smelting and rolling processing industry
27 Nonferrous metal smelting and calendering industry
28 Metal products industry
29 General equipment manufacturing
30 Special equipment manufacturing
31 Automobile manufacturing
32 Manufacturing of railway, ship, aerospace, and other transportation equipment
33 Electrical machinery and equipment manufacturing
34 Computer, communication, and other electronic equipment manufacturing
35 Instrument manufacturing
36 Other manufacturing
37 Comprehensive utilization of waste resources
38 Metal products, machinery, and equipment repair industry
39 Electricity and thermal production and supply industry
40 Gas production and supply industry
41 Water production and supply

Table 4: Carbon emission classification of industrial subindustries in Liaoning.

Carbon emission classification Subindustry name and number
High carbon 1, 4, 6, 7, 20, 37, 39
Medium carbon 2, 3, 5, 8, 9, 10, 11, 12, 17, 21, 22, 23, 24, 25, 26, 27, 28, 31, 32, 34
Low carbon 13, 14, 15, 16, 18, 19, 29, 30, 33, 35, 36, 38, 40, 41
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factor of carbon emissions and plays a vital role in reducing
carbon emissions in Liaoning Province. Economic efficiency
is closely related to the total industrial output value,
reflecting the progress of the economic level and technical
means of the whole industry. As can be seen from Table 5,
the cumulative increase of carbon emissions caused by
economic efficiency has reached 1473.86 million T, which is
the only driving factor leading to the increase of carbon
emissions. +e population effect reflects the attribute of
social evaluation. During 2010–2019, the contribution rate to
carbon emission reached 1.09%, second only to economic
efficiency.

From 2010 to 2019, the cumulative carbon emission of
industrial high carbon industries in Liaoning Province
reached 39.15194 million T. +e industry of comprehensive
utilization of waste resources has the highest growth rate,
accounting for 30.67% of the cumulative carbon emissions.
+e industry of oil, coal, and other fuel processing ranked
second, with cumulative carbon emissions accounting for
29.65%. Among the influencing factors, most of the energy
structure has a positive role in promoting, and only has a
certain inhibitory effect on mining professionals and auxiliary
activities; energy efficiency has the most obvious inhibitory
effect on electricity, thermal production, and supply industry.
+e driving force of industrial structure on mining profes-
sional and auxiliary activities is relatively strong; economic
efficiency and the size of employees have contributed a certain
inhibitory force to the increase of carbon emissions in in-
dustrial high-carbon industries, but the emission reduction
effect is also very weak in some industries, as shown in Table 6.

In the ten years from 2010 to 2019, the carbon emission
of Liaoning’s industrial carbon industry reached
−1640377600 t. Carbon emissions from all industrial sectors
have played a negative inhibitory role. From the perspective
of influencing factors, the inhibition of energy structure is
most significant, followed by energy efficiency indicators.
+e index of industrial structure has played a certain role in
promoting the increment of industrial carbon emissions, as
shown in Table 7.

During the study period, the cumulative carbon emis-
sions of Liaoning’s industrial low carbon industry reached
−413557.2 million T. +e driving force of promoting carbon
emissions is strong in instrumentation manufacturing, gas
production and supply, textile and clothing, and apparel
industries. From the point of view of influencing factors,

energy structure only has positive effects on gas production
and supply industry and has played an inhibitory role in
other low carbon industries. Energy efficiency has only
played a catalytic role in the manufacturing of culture,
education, industry, sports, and entertainment products,
and the emission reduction effect of the remaining low
carbon industries is outstanding.+e three factors, including
industrial structure, economic sub-Olympic Green, and the
scale of employees, played a positive role in promoting the
increase of carbon emissions in some low-carbon industries,
but the impact was weak, as shown in Table 8.

4. Results and Discussion

From the perspective of the whole industrial sector, the total
carbon emission of 41 industrial subindustries in Liaoning
Province increased from 327372400 t to 360141300 t from
2010 to 2019, with an absolute increase of 1.1 times. From the
perspective of evolution trend, the growth rate of total in-
dustrial carbon emission in Liaoning province gradually
decreased from 2010 to 2013, and the carbon emission
decreased for the first time after 2014. +e decline rate of
total carbon emission in Liaoning province gradually leveled
off from 2014 to 2016, and there was an upward trend from
2016 to 2019.

From the analysis results of influencing factors and
indicators, economic efficiency is the main and only reason
driving the increase of carbon emissions from industrial
industries in Liaoning Province; energy efficiency is the
primary factor to restrain the carbon emission of industrial
industry in Liaoning Province, followed by the industrial
structure, while the impact of employee size and energy
structure on the carbon emission of the whole industry is
relatively weak.

From the perspective of the fine molecule industry, the
high carbon industry plays an extremely significant role in
promoting the increase of industrial carbon emissions,
among which the driving role of comprehensive utilization
of waste resources is the most prominent; medium and low
carbon industries have good effects on restraining industrial
carbon emissions in Liaoning Province. +erefore, the
carbon emissions of the industrial sector mainly come from
high carbon emission industries, so it is necessary to carry
out energy conservation, emission reduction, upgrading,
and transformation for subindustries.

Table 5: Effect decomposition results of influencing factors of industrial carbon emission in Liaoning Province from 2010 to 2019.

Year DEM DET DES DEE DEP

2010-2011 −2182.06 −84889.77 −382022.83 1325.17 3842.70
2011-2012 2014.54 6223.20 15690.64 5010.07 −144.43
2012-2013 −1886.00 −6095.04 35906.64 823.19 1967.99
2013–2014 2124.50 1371.04 −24989.56 586.65 −2549.06
2014-2015 −795.55 2805.60 −54870.20 −10415.13 −3304.94
2015-2016 −2871.30 7341.45 −144101.15 −10683.17 −4059.59
2016–2017 2946.92 −1947.07 248635.79 5556.19 −3144.13
2017-2018 −3149.61 −3009.94 −425147.36 5739.87 −1425.34
2018-2019 −2753.30 −275.44 −50361.95 3531.02 −737.02
Cumulative value −6551.86 −78475.97 −781259.98 1473.86 −9553.82
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To sum up, now that China has made clear the goal of
“double carbon”, how to quickly unlock the carbon bondage
has become the key to the next step. Future scholars can
apply this method to the analysis of other regions or other
industries to accurately eliminate the high dependence on
fossil energy. Based on this, the government should refine

the specific targets of carbon emissions by industry segments
and build a green energy economic system, so as to reduce
the consumption of fossil fuels. All industries should take the
initiative to implement energy conservation and emission
reduction and technological upgradings, such as carbon
capture, storage, or negative emission technologies, so as to

Table 6: Decomposition of influencing factors of high-carbon industry emission.

Industry number DEM DET DES DEE DEP Cumulative value
1 −1401.61 2278.35 −2808.45 1577.33 2742.41 2388.03
4 424.12 2576.38 −906.95 1120.25 −1592.19 1621.61
6 −27321.17 −7467.2 19408.79 −23655.51 43054.96 4019.87
7 45913.81 27694.5 −35603.48 −22145.29 −12710.51 3149.03
20 4390.79 853.83 4643.59 1670.32 48.94 11607.47
37 4653.54 16149.4 −10502.37 −5013.78 6719.32 12006.11
39 449.55 −13105.63 14880.7 2362.52 −227.32 4359.82

Table 7: Decomposition of influencing factors of medium-carbon industry emission.

Industry number DEM DET DES DEE DEP Cumulative value
2 −1954.24 −765.84 258.51 3187.93 −4809.65 −4083.29
3 −776.58 3674.68 −3017.86 −3529.69 −1017.05 −4666.5
5 −1892.08 3859.53 −4617.92 −2630.71 −2928.64 −8209.82
8 −1319.76 −5874.43 5950.63 −837.32 52.89 −2027.99
9 −5411.27 −3464.94 −634.47 −2346.2 −359.91 −12216.79
10 −4923.52 −8808.6 5251.45 −356.88 −2394.72 −11232.27
11 1292.57 −7236.2 −4804.68 −2046.37 −1234.21 −14028.89
12 −4618.68 3567.67 −6738.01 488.16 −6486.22 −13787.08
17 −1395.08 −1907.97 1760.38 −1232.53 −2123.94 −4899.14
21 −3990.99 −9009.1 6436.27 2718.01 −2713.72 −6559.53
22 −3678.45 −12873 10579.15 1154.72 274.17 −4543.41
23 −9047.62 493.57 −8218.17 3439.91 −5764.25 −19096.56
24 −8102.93 4797.24 −1944.47 −3106.02 −811.04 −9167.22
25 −667.85 2268.82 −1740.46 −794.77 −1195.08 −2129.34
26 −132.99 1179.06 −124.64 369.08 −1755.25 −464.74
27 −3354.22 −2214.37 318.9 936.92 −1143.38 −5456.15
28 −1344.72 −173.52 137.18 −498.4 378.39 −1501.07
31 −5946.8 −5804.74 1354.16 1029.88 2064.06 −7303.44
32 −9714.97 −7651.11 −1177.19 −353.38 −434.54 −19331.19
34 −7687.81 −12436.79 6090.77 1456.52 −756.03 −13333.34

Table 8: Decomposition of influencing factors of low-carbon industry emission.

Industry number DEM DET DES DEE DEP Cumulative value
13 −9693.74 −10924.28 2769.32 −1739.89 −2120.64 −21709.23
14 −15265.81 −6226.96 −7639.47 −4043.53 −1613.74 −34789.51
15 −15367.17 −9911.17 −4028.89 −4637.31 −2171.66 −36116.2
16 −16212.24 −10174.88 −4553.8 −3468.14 −1361.09 −35770.15
18 −12694.85 −11565.35 321.02 −2099.47 −2496.68 −28535.33
19 −8589.59 9440.41 −17278.95 −6669.27 −1132.25 −24229.65
29 −12602.5 −7342.06 −3784.34 −2731.48 −1214.46 −27674.84
30 −12099.44 −7934.57 −2922.32 −3774.22 −107.65 −26838.2
33 −11154.18 −10105.49 59.26 −2051.8 −1120.54 −24372.75
35 −10285.25 −8923.18 84.26 1173.68 −2219.48 −20169.97
36 −22319.71 −18089.79 −2479.32 −1848.59 −1658.37 −46395.78
38 −40122 −4609.37 623.25 −19603.4 34786.49 −28925.03
40 3602.46 −6215.82 −20250.59 835.61 768.47 −21259.87
41 −6163.57 −8547.37 −21957.44 213.62 −315.93 −36770.69
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prevent carbon emissions from rising again and realize the
two parallel rounds of optimizing the industrial structure
and realizing the goal of “double carbon”.
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Risk dynamic early warning is of great importance for financing risk decision-making. Intellectual property (IP) pledge financing
is an effective way to alleviate the financial difficulties for technologically small- and medium-sized enterprises (SMEs). It is very
important to study the financing risk decision-making because of its higher risk compared with other mortgage loans. Based on
Kalman filter, we establish the pledge financing risk decision-making model and extract the key variables affecting financing risk
by principal component analysis. We test the model with 88 listed SMEs. *e results show that the average error between the
predicted and the real values is 8.5% and the overall recognition accuracy of the model is 89.1%. *e risk decision-making model
has high discriminant accuracy and can provide evidence to risk decision-making.

1. Introduction

Technology SMEs are counted as one of the most techno-
logically advanced enterprises that assign great large amount
of money to their development [1, 2]. Furthermore, intel-
lectual property pledge financing is an effective way to al-
leviate the financing difficulties of technology SMEs. As the
significant differences between IP pledges and traditional
physical pledges lead to specificity in both asset valuation
risk and disposal risk, risk is a primary consideration when
stakeholders make financing decisions. However, the risk is
an uncertain event or condition that, if it occurs, has a
negative effect, and it could happen at any stage without
warning [3]. *erefore, many scholars have studied the IP
pledge financing risks in different aspects. Pennington &
Sanchez (2007) and Crawford & Strasser (2008) studied the
IP pledge financing risks in different stages from three di-
mensions: credit risk, infringement risk, and compensation
risk [4, 5]. Moreover, from the essence of IP pledge financing
risk, in addition to the quality of the pledged goods, the
stakeholders of pledge financing pay more attention to the
financial and operational conditions of the financing en-
terprises. Liu Peipei (2011) believes that the risk of IP pledge
financing depends on the value of the pledged goods

formally, but on the overall business capacity of enterprises
essentially [6], which has also been shared by most scholars.
While the financial status and operating conditions of an
enterprise are a dynamic process that develops and changes
in real time, a dynamic risk decision model could better
characterize the risk of IP pledge financing.

*e current research on the risk of IP pledge financing
mainly focuses on the construction of a financing risk index
system [7–9], while the research on financing risk decisions
is limited to static evaluation and analysis. In addition, an
advanced tool for validating decisions is necessary to ensure
the smooth operation of corporate activities [10]. Although
common methods can be used to evaluate financing risks,
including factor analysis method [11], VIKOR method [12],
interval number TOPSIS [13], hierarchical analysis method,
and fuzzy comprehensive evaluation method [14], they
mainly use the cross-sectional data, which cannot reflect the
cumulative formation process of risks, so the models of
traditional methods are not stable enough, which reduces
the accuracy of risk decision-making. Besides, decision-
making action that effectively extracts and utilizes enough
data about decision based on big data is a trend [15].

In order to improve the effectiveness of risk decision-
making, scholars have tried to introduce a dynamic risk
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decision model called BP neural network that calculates the
error between the calculated output value and the true value,
and continuously adjust it until the acceptable error level
[16, 17]. Zeng and Ming evaluate the risk of IP pledged
financing for technology-based SMEs empirically [18]. BP
neural network achieves early warning of dynamic risk with
the deep learning algorithms, but it is essentially an ap-
proximation algorithm for linear weight functions, which is
more effective if there is no correlation among processing
data. As for the strong correlation of time series data of
business operations, it would reduce the effectiveness of
early warning of dynamic risk. *erefore, IP pledge fi-
nancing risk requires methods that can analyze data with
correlated time series and reflect the risk formation process,
and Kalman filtering meets these needs well. Compared with
other methods, the Kalman filter has two advantages. First,
the correlation among processing data will not affect the
results. Second, the filtering process is an acyclic recursive
process of automatically updating “prediction-correction”
with the latest data, and it does not need to save the historical
measurement data. *e enterprise’s IP pledge financing risk
is a dynamic state with enterprise operation, and the pre-
vious risk will affect the status of the next period state.
*erefore, the Kalman filtering method can predict the
dynamic financing risk and determine the level of financing
risk.

Kalman filtering has been widely used in the field of
management for monitoring risk [19], especially for dy-
namic risk. Sun et al. established a Kalman filter dynamic
early-warning model for financial crises, and the results
showed that Kalman filter-based dynamic model is more
accurate than other prediction models [20]. Zhu studied the
financial crises in different life cycle stages of enterprises
based on the dynamic model of Kalman filter combined with
the logistic regression method [21]. Fu et al. constructed an
early-warning model of financial risk with the fusion of
neural network and Kalman filter and verified that enterprise
financial index data has a good predictive effect on the
enterprise financial risk [22].

In summary, the Kalman filter theory is more applied to
the dynamic early warning of enterprise financial risk, not to
the financing risk decision-making. Since the Kalman filter
can describe the cumulative process of risk change and
provide risk early warning by the time series data, we will try
to establish a financing risk decision-makingmodel based on
Kalman filter and test the accuracy and effectiveness of the
model.

*e possible contributions of this paper are mainly re-
flected in two aspects: (1) We construct a dynamic decision-
making model instead of the previous static model, which
improves the accuracy of risk decision. (2) We introduce a
risk decision-making method which is not affected by time
series correlation data. *e Kalman filtering method could
eliminate the adverse effects of the correlation data.
According to the dynamics and accumulation of financing
risk, we use the self-cyclic recursive characteristics of Kal-
man filter to identify the parameters of the model and es-
timate the risk status with the time series financial data, and
visualize the financing risk level.

2. A Risk Dynamic Decision-Making Model

2.1. Kalman Filtering. Kalman filter is a method based on
state-space model, which can estimate the hidden state of
the system in real time through the observation with noise,
so as to solve the problem of state-space estimation. *e
method can also include any number of unknowns; it treats
the signal process as the output of a linear system under the
action of white noise and uses the state equation to describe
this input-output relationship, using the statistical prop-
erties of the system state equation, the observation equa-
tion, and the white noise excitation (system noise and
observation noise) to form a filter with recursive charac-
teristics algorithm. *e core consists of the following five
equations:

State updating equation: the state estimation of the
current time point from the previous state is as follows:

xt � Atxt−1 + ut. (1)

*e calculation of the estimated covariance of the cur-
rent time point state is as follows:

P
−
t � AtPt−1A

T
t + Qt. (2)

Measuring updating equation: the calculation of Kalman
gain is as follows:

Kt �
P

−
t H

T
t

HtP
−
t H

T
t + Rt

. (3)

yt i, smeasured to update the state estimation.

xt � x
−
t + K yt − Htxt( . (4)

Updating error covariance is as follows:

Pt � I − KtHt( P
−
t . (5)

*e state update equation estimates the state of the
current time point using the estimated value obtained from
the previous time point and the covariance of the error to
obtain a priori estimate. On the other hand, the measure-
ment update equation combines the obtained a priori es-
timate with the measured value to obtain an improved a
posteriori estimate, which serves as feedback to the state
update equation and continues to estimate the next time
point. *us, a recursive process of “prediction-correction” is
formed. Among them, Kalman gain plays a role in adjusting
the weight between the observed value and the predicted
value, so as to make the posterior estimate closer to the real
value.

2.2. Establishing State-SpaceModel for Risk Decision-Making.
In this equation, Xt is composed of random variables xt,
representing the financing risk status of financing enter-
prises in the period, and Yt is composed of observation
values of various specific indicators yt, representing the
principal component data after indicator-specific data
processing. Assuming that the operating conditions of fi-
nancing enterprises in each year are regarded as a discrete
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control process system and their real operating conditions
cannot be observed, but can be predicted by the relationship
between the observed values and white noise incentives, the
state-space model of dynamic early warning of financing
risks can be expressed by the following state equation and
observation equation, respectively:

xt � Atxt−1 + Btu, (6)

yt � Htxt + v. (7)

*e parameter vector At is estimated according to the
historical data of the operation status of the financing en-
terprises.*e parameter H used to measure the system is the
value of the measurement index of the financing risk of the
enterprises and corresponds directly to the output results. ut

and vt represent the process noise and the measurement
noise of the system, respectively, being a white noise
sequence:

ut ∼ N 0, Qt( , (8)

vt ∼ N 0, Rt( . (9)

*e spatial state model of pledge financing risk is a single
model and single measurement, and with the advance of
filtering, it has convergence, so the initial value is set to 0.
*is dynamic early-warning model of IP pledge financing
risk based on Kalman filter is constructed by time series data
as the following equations.

Yt � (11)Xt, (10)

Xt �
1 0
0 A

 Xt−1 +
ut

vt

 ,
ut

vt

  ∼ N(0, H). (11)

A andH will be updated continuously with the promotion of
the financial data filtering of the test samples in the
equations.

3. Methodology

3.1. Data. According to the characteristics of the IP pledge
financing enterprises that have been obtained from the
official website of the State Intellectual Property Office in
China, it can be seen that most of the IP pledge financing
enterprises are small- and medium-sized technological
enterprises. Accordingly, we choose the listed companies of
technological SMEs as samples and exclude the following:
(1) ST and ∗ ST enterprises, which have unrepresentative
debt repayment ability and abnormal financial data; (2)
financial insurance enterprises; (3) enterprises with in-
complete data disclosure. Combining the requirements of
Kalman filtering and the characteristics of loan repayment
risk, this paper uses net profit and net operating cash flow
as two indicators to measure the degree of financing risk of
enterprises, and 88 sample enterprises are selected. *e less
the interval data of Kalman filtering model, the better the
filtering effect, so quarterly and semiannual reports should
be the appropriate data for empirical analysis. However,

because of the lack of quarterly data, we use the financial
data of semiannual reports from 2013 to 2016. Data mainly
comes from the WIND database, and individual index data
is obtained by searching the financial reports of listed
companies.

3.2. Constructing Early-Warning Index System of Dynamic
Risk. *e IP pledge financing risk is mainly reflected in the
financial risk and operational risk of enterprises. *e in-
fluence of nonfinancial information in the operation status
of enterprises will be concentrated on the financial indi-
cators of enterprises which contain a lot of information and
can be used to predict the operation status of enterprises
[23].*ere are obvious differences in the financial indicators
between the enterprises with financial crisis and enterprises
with health financial position [24]. Before the company’s
financial crisis begins to worsen, the relevant characteristics
will be reflected in financial indicators in advance [25].
Whether the financial indicators are calculated directly or
indirectly through financial reports, they can be used ef-
fectively to study the financial risk [26]. *erefore, following
the principles of scientificity, comparability, and data
availability, we added the indicators of cash flow and in-
novation ability on the basis of traditional financial risk
measurement dimensions of solvency, profitability, opera-
tion ability, and growth ability to test the risk of IP pledge
financing. As shown in Table 1, a risk early-warning eval-
uation index system of pledge financing with 21 indicators in
6 dimensions is constructed.

3.3. Global Principal Component Analysis of Dynamic Data.
We obtained 616 sets of multidimensional time series stereo
data from 88 families in 7 periods. In order to quickly extract
important information from the stereo data table and an-
alyze the dynamic law of the system, the global principal
component analysis method was used to reduce the di-
mension of indicators, and several interrelated numerical
indicators were transformed into a few independent com-
prehensive indicators; that is, fewer indicators are used
instead of multiple indicators to combine most of the
original information. We used the global principal com-
ponent method to analyze the three-dimensional data table
by SPSS 20.0. *e total variance and coefficient matrix are
shown in Tables 2 and 3.

In order to obtain the most orthogonal principal com-
ponent factors while retaining most of the information and
to get the optimal input database, the first 15 global principal
component factors were extracted. *e cumulative contri-
bution rate reached more than 94%, which means the effect
was good. *ese global principal component factors are all
represented by a linear combination of 21 financial indi-
cators. According to the coefficient matrix, the formula of
each principal component is shown as

Fn � α1x1 + α2x2 + α3x3 + · · · + α20x20 + α21x21. (12)

Among them, n is the number of extracted principal
components (n � 1, 2, 3 · · · 15), α is the coefficients of each
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evaluation index, and x refers to the standardized values of
each evaluation index.

For example, the values for each of the sample com-
panies in period F1 can be expressed as

F1 � 0.53x1 + 0.546x2 − 0.676x3 + 0.515x4 + 0.186x5 − 0.032x6

+ 0.339x7 + 0.078x8 + 0.7x9 + 0.808x10 + 0.844x11 + 0.506x12

+ 0.425x13 + 0.196x14 + 0.215x15 − 0.142x16 − 0.002x17 + 0.084x18

+ 0.29x19 + 0.43x20 + 0.301x21.

(13)

Table 1: Early-warning index system.

Type Code Indicator name

Debt paying ability

X1 Current ratio
X2 Quick ratio
X3 Asset-liability ratio
X4 Cash ratio
X5 Cash-maturity debt ratio

Cash flow
X6 Operating income to sales cash ratio
X7 Operating income to net cash ratio
X8 Cash operation index

Financial performance

X9 Return on equity
X10 Profit on asset
X11 Net profit on asset
X12 Sales of net profit margin

Innovation capability
X13 Retained earnings on asset
X14 R&D-revenue ratio
X15 Number of bachelor degrees or above in staff

Asset operation
X16 Inventory turnover
X17 Receivable turnover
X18 Asset turnover

Growth ability
X19 Net profit growth ratio
X20 Revenue growth ratio
X21 Net asset growth ratio

Table 2: Total variance explained.

Component
Initial eigenvalue Extraction sums of squared loadings

Total % of variance Cumulative % Total % of variance Cumulative %
1 4.221 20.102 20.102 4.221 20.102 20.102
2 2.996 14.268 34.370 2.996 14.268 34.370
3 1.693 8.063 42.433 1.693 8.063 42.433
4 1.340 6.380 48.813 1.340 6.380 48.813
5 1.304 6.208 55.021 1.304 6.208 55.021
6 1.162 5.534 60.555 1.162 5.534 60.555
7 1.045 4.976 65.532 1.045 4.976 65.532
8 0.998 4.753 70.285 0.998 4.753 70.285
9 0.891 4.244 74.529 0.891 4.244 74.529
10 0.848 4.039 78.568 0.848 4.039 78.568
11 0.819 3.902 82.470 0.819 3.902 82.470
12 0.754 3.593 86.062 0.754 3.593 86.062
13 0.708 3.372 89.434 0.708 3.372 89.434
14 0.572 2.722 92.156 0.572 2.722 92.156
15 0.477 2.274 94.430 0.477 2.274 94.430
16 0.442 2.105 96.535
17 0.348 1.655 98.190
18 0.302 1.436 99.626
19 0.063 0.299 99.925
20 0.008 0.040 99.965
21 0.007 0.035 100.000
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*e value of F means that the financing risk was rep-
resented by 15 principal components instead of 21 original
evaluation indicators, and the interpretation rate can reach
94%. Due to the space constraints, we only listed the formula
of F1 as sample. *e result data will be used for the next
filtering calculation.

4. Results

4.1. Dividing Risk Level. Although the risk of IP pledge fi-
nancing is an asymptotic dynamic process of the enterprise’s
financial situation from good to bad, the degree of risk of IP
pledge financing is different at the early-warning level. Generally
speaking, the most serious degree of financial risk is bankruptcy
due to insolvency, while the most serious degree of IP pledge
financing risk is the lack of enough cash to repay the financing
money due, but far from liquidation bankruptcy. *erefore,
besides the net profit, the most important factor in measuring
the risk of pledge financing is adequacy of cash flow. Conse-
quently, in this paper, we defined the degree of risk of IP pledge
financing from two indicators: net profit and net operating cash
flow. *e specific level of risk is divided according to the fol-
lowing standards:

Healthy enterprises: If the net profit and net operating
cash flow of enterprises are both positive during the in-
vestigation period and show an increasing trend, the en-
terprises are identified as healthy ones. *ere are 44 healthy
enterprises in the 88 samples, of which 28 are forecast
samples and 16 are test samples.

Mild-risk enterprises: If the net cash flow of enterprises is
negative at the end of the inspection period, the net cash flow
is positive at T-1 and T-2 periods, and the net profit of any
period is negative during the inspection period, the enter-
prises are identified as mild-risk ones. *ere are 24 mild-risk

enterprises in the 88 samples, of which 16 are forecast
samples and 8 are test samples.

High-risk enterprises: According to the data of listed
companies on SME technology boards, only 11 of the 75
samples with negative net operating cash flow in three
consecutive periods have positive net operating cash flow in
2015. *at is, if an enterprise has negative net cash flows in
periods T and T-1, it has an 85% probability of negative net
cash flows in period T-2, which shows that the net operating
cash flow has certain sustainability. *erefore, we identified
the degree of high risk which is the negative value of net
operating cash flow and twice the negative value of net profit
in three consecutive periods. *ere are high-risk 20 enter-
prises among the 88 samples, of which 12 are forecast
samples and 8 are test samples.

In summary, the 88 sample companies are divided into
two groups: the first group is the forecast sample group,
which consists of 56 companies, including 28 healthy
companies and 28 risky companies, and the second group is
the test sample group, which consists of 32 companies,
including 16 healthy companies and 16 risky companies.
Predictive samples are used as training sets to optimize the
model, and test samples as detection sets to verify the ef-
fectiveness of risk decision-making model.

4.2. Defining Risk-Level 3reshold. In this study, statistical
analysis was used to extract judgment thresholds for the
risky companies based on the data from the forecast sample.
With a 95% confidence probability and a confidence coef-
ficient of 1.6449, a mean value of 0.056 and a standard
deviation of 0.016 were calculated for the risky sample. *e
lower confidence limit for a crisis in the risky sample of
companies is as follows:

Table 3: Coefficient matrix.

Component
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

X1 0.530 −0.798 0.193 0.012 −0.094 −0.051 −0.067 0.059 −0.035 −0.025 −0.007 −0.054 −0.027 −0.011 −0.033
X2 0.546 −0.791 0.206 −0.014 −0.060 −0.035 −0.045 0.087 −0.048 −0.015 0.022 −0.057 −0.009 0.015 −0.003
X3 −0.676 0.198 0.216 0.166 0.131 −0.137 −0.075 0.040 −0.010 0.047 0.260 −0.245 0.155 0.070 0.139
X4 0.515 −0.755 0.251 −0.013 −0.054 −0.040 −0.035 0.131 −0.040 0.026 0.047 −0.060 0.012 0.024 0.038
X5 0.186 0.086 −0.127 −0.147 0.481 0.188 0.089 0.529 −0.301 −0.011 0.482 0.047 0.134 −0.043 −0.085
X6 −0.032 0.022 0.271 0.164 0.497 −0.391 0.419 0.200 0.102 0.049 −0.428 −0.037 0.160 −0.123 −0.169
X7 0.339 0.141 0.227 −0.563 0.065 0.274 0.192 −0.040 0.064 0.349 −0.192 −0.093 0.314 0.114 0.267
X8 0.078 0.063 0.303 −0.410 0.037 0.037 0.434 −0.128 0.378 −0.539 0.249 −0.048 −0.154 0.009 0.016
X9 0.700 0.381 −0.033 0.015 0.072 −0.155 −0.146 −0.223 −0.050 −0.016 0.072 −0.052 0.001 −0.048 0.048
X10 0.808 0.446 0.043 −0.021 0.025 −0.078 −0.078 −0.116 −0.100 −0.029 0.034 −0.026 0.056 −0.212 0.055
X11 0.844 0.397 −0.003 −0.017 0.023 −0.081 −0.071 −0.112 −0.089 −0.030 0.014 0.021 0.026 −0.201 0.065
X12 0.506 0.215 0.035 0.096 0.103 −0.571 −0.058 −0.078 0.045 −0.029 0.140 0.146 0.096 0.491 −0.063
X13 0.425 0.227 −0.273 −0.121 0.337 0.238 −0.045 0.221 −0.068 −0.047 −0.313 −0.029 −0.495 0.240 0.005
X14 0.196 −0.342 −0.258 0.142 0.305 0.344 0.109 −0.356 0.243 0.160 0.112 0.482 0.156 0.034 −0.123
X15 0.215 −0.217 −0.125 0.612 0.430 0.154 0.108 −0.210 0.134 −0.031 0.075 −0.318 −0.090 −0.089 0.214
X16 −0.142 0.124 0.596 0.193 0.230 0.181 −0.435 0.194 0.208 −0.122 −0.068 0.245 0.009 0.108 0.257
X17 −0.002 0.138 0.433 0.295 −0.176 0.153 0.505 −0.192 −0.457 0.177 0.096 0.064 −0.192 0.193 0.066
X18 0.084 0.359 0.728 0.102 −0.006 0.241 −0.161 −0.053 −0.051 0.008 −0.018 0.088 −0.072 −0.148 −0.316
X19 0.290 0.243 0.032 0.119 −0.260 −0.131 0.130 0.330 0.488 0.500 0.238 0.030 −0.276 −0.092 0.012
X20 0.430 0.276 −0.069 0.257 −0.246 0.419 −0.025 0.099 0.200 −0.075 −0.035 −0.390 0.269 0.243 −0.258
X21 0.301 0.177 −0.180 0.379 −0.408 0.069 0.269 0.364 −0.027 −0.311 −0.140 0.294 0.191 −0.050 0.192
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down � mean − alpha × StanardDeviation � 0.056 − 1.6449 × 0.016 � 0.030. (14)

Similarly, under the precondition of 95% confidence
probability, the confidence coefficient is 1.6449, the mean
value of the calculated state for healthy samples is 0.063, and

the standard deviation is 0.007. *e upper confidence limit
for healthy sample companies in crisis is as follows:

up � mean + alpha × StandardDeviation � 0.063 + 1.6449 × 0.007 � 0.075 (15)

According to the above results, the lower confidence
limit is 0.030, and the upper confidence limit is 0.075.*at is,
when the predicted value of financing risk is less than 0.030,
the high financing risk probably happens; when the pre-
dicted value of financing risk is greater than 0.075, the fi-
nancing enterprises are in a healthy state; and when the
predicted value of financing risk is between 0.030 and 0.075,
the financing enterprises are likely to be in a state of mild
financing risk.

4.3. Testing the Dynamic Risk Decision-Making Result.
According to the global principal component analysis, we
have obtained 15 principal components’ factor loads and
constructed a comprehensive index of the company’s fi-
nancial situation in each period from the characteristic value
F and contribution rate β (Table 2), which is the linear
combination of each principal component. We have ob-
tained a general index Xt reflecting the financing risk status
of each half year of the test sample, and the results are shown
in Table 4.

Z � β1F1 + β2F2 + β3F3 + · · · + β14F14 + β15F15. (16)

Inputting the data of 32 test samples from 7 periods into
the Kalman filtering model, we obtained the predicted values
of each year. *e results of some samples are shown in
Table 4.

Due to the space constraints, we choose four enterprises’
dynamic forecasting charts of financing risk, including two
healthy enterprises and two risky enterprises, in Figure 1.

4.4. Result Analysis. *e results of Table 4 and Figure 1
show that the dynamic pledge financing risk decision-
making model based on Kalman filter is a recursive
updating process. After the initial estimation of the
formation state, the initial estimation is modified by
inputting the updated data information every year, and
the stable state of the predicted value and the real value is
gradually achieved. *e model is based on the cumulative
deviation of the financial situation of an enterprise over
time to represent the evolution process of the financing
risk of an enterprise. In a certain period of time, the
financial situation of a healthy enterprise is basically in a
good category, and the trend of change is gradually better,
but it does not exclude a temporary weakening state. *e
financing risk of a risky company is gradually getting
worse from mild crisis to severe crisis. *ere are

significant dynamic early-warning characteristics to
predict the financing risk by cumulative variation rather
than a cross-sectional state. In addition, we can deter-
mine whether the financing risk is temporary crisis or
continuous deterioration in the shape of the forecast
chart and observe the change point of the financing risk
state, so as to realize the visual effect of financing risk
decision-making. Next, we choose one of the healthy
samples and risky samples to illustrate the forecast chart.

We take Yunnan Luoping Zinc & Electricity Co., Ltd.
(stock code: 002114) as an example of a healthy enterprise.
*e enterprise was founded in 2000 and is a high-tech
enterprise. Its main business is lead-zinc ore mining, zinc
smelting, hydroelectric power generation, and compre-
hensive utilization of resources. It also has an integrated
industrial chain of “mine-electricity-smelting.” At present, it
has successfully developed a number of advanced produc-
tion technologies for comprehensive utilization of resources,
such as germanium-indium extraction, purification of
workshop slag treatment, leaching slag flotation of silver,
and zinc powder mill pulverizing process transformation.
From the forecast chart, only the sixth observation period is
slightly lower than the healthy threshold, while other ob-
servation periods are above the healthy threshold, indicating
that the company’s overall solvency is strong. *e annual
value in 2015 is much lower than that in 2014 for the reason
that in the second half of 2015, due to the steady recovery of
the US economy and the expected increase in interest rates,
the high domestic zinc price has fallen back and continued to
fall. Although it adapted to the rapid adjustment of its
business ideas in the market, it is still affected by the overall
business risk and financial risk. In 2016, due to the influence
of such favorable factors as “capacity removal, inventory
removal, deleveraging, cost reduction, and shortage com-
pensation board,” the decline of zinc price eased and slowly
rebounded. It can be seen from the forecast chart that al-
though the actual value is low, the forecast value is above the
healthy threshold line, and the actual value at the end of 2016
is much higher than the healthy threshold line, which shows
the accuracy of the model. *e actual value and forecast
value of other prediction points are in the same healthy area,
and the change direction of forecast value is consistent with
the change direction of actual value in the next period, which
further proves that Kalman filter model has good tracking
and early warning of the risk of pledge financing.

We take Carrier Holdings Co., Ltd. (stock code: 002072) as
an example of risk-based enterprises. *e enterprise is a cotton
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textile enterprise listed in 2006. Its main products are extra wide
decorative fabric series, large and small jacquard fabric series,
and so on. It is at high risk according to the risk classification
criteria for pledge financing of the original samples. From the
results of the forecast chart of the observation period, the
enterprise is in the area of lower risk threshold for most of the
time, and the overall situation is a high risk.

In 2014, affected by many factors, such as the downturn of
domestic real economy and the rising price of factors of pro-
duction, cotton textile enterprises had increased operating
pressure causing domestic demand to slump continuously and
its international market competitiveness to be declined sig-
nificantly; in addition, the development of the textile industry
has become more difficult. From individual observation points,
the true values of the third and sixth phases are above the lower
limit of the risk threshold, but the predicted values are in the
severe risk area, and the subsequent fourth and fifth phases
return to the severe risk area, thus confirming the accuracy of
the decision-making results.

4.5. Total Discrimination Accuracy Analysis. *e overall
discriminatory accuracy analysis is shown in the following
three areas:

(1) Overall prediction accuracy analysis. Any risk de-
cision-making model has its limitations or neglected
influencing factors. *erefore, there is no perfect
model which achieves 100% prediction accuracy.
Prediction accuracy refers to the goodness or dis-
advantage of the fitting degree between the predicted
value and the actual value produced by the predic-
tion model, which reflects the fitting degree of the
prediction model, and is also an important index to
judge whether the prediction method has applica-
bility. According to the test results, the average error
between the predicted value and the real value of the
seven-period semiannual reports is 8.5%, and the
average error of the model in the last period is only
5.1%. Accordingly, the prediction accuracy of the
model is high and the prediction effect is good.

(2) Analysis of the results of risk-based test samples. From
the predicted value calculated by the dynamic model of
Kalman filter, if the last stage of the whole sample is
risk-based, and 93% of the test samples in the sixth
period are correctly predicted before the crisis occurs,
that is, before the risk situation appears at the end of
2016, they have already fallen below the threshold of
mild crisis or entered the area of high risk, and 93% of

Table 4: *e real values and the predictive values of sample companies.

Data Real value Predictive value Real value Predictive value Real value Predictive value
Company code 002114 002098 002450
2013.12.31 0.1716 0.1716 0.0691 0.0691 0.1049 0.1049
2014.06.30 0.1013 0.1540 0.0365 0.0609 0.0616 0.0940
2014.12.31 0.2328 0.1994 0.0653 0.0600 0.0930 0.0882
2015.06.30 0.2366 0.2348 0.0303 0.0369 0.0529 0.0597
2015.12.31 0.1252 0.1608 0.0684 0.0565 0.1014 0.0857
2016.06.30 0.0667 0.0810 0.0413 0.0467 0.0619 0.0700
2016.12.31 0.1647 0.1286 0.0856 0.0752 0.0932 0.0858
Company code 002139 002020 002014
2013.12.31 0.1037 0.1037 0.0930 0.0930 0.0936 0.0936
2014.06.30 0.0517 0.0907 0.0657 0.0862 0.0415 0.0806
2014.12.31 0.1030 0.0929 0.1001 0.0924 0.0914 0.0818
2015.06.30 0.0554 0.0641 0.0531 0.0636 0.0467 0.0546
2015.12.31 0.1097 0.0935 0.0834 0.0740 0.1006 0.0845
2016.06.30 0.0535 0.0663 0.0523 0.0578 0.0543 0.0648
2016.12.31 0.1096 0.0957 0.0839 0.0750 0.0978 0.0877
Company code 002072 002125 002260
2013.12.31 −0.0388 −0.0388 0.0612 0.0612 0.1104 0.1104
2014.06.30 −0.1847 −0.0753 0.0112 0.0487 0.0094 0.0852
2014.12.31 0.0553 −0.0036 −0.0421 −0.0192 0.0933 0.0787
2015.06.30 −0.0402 −0.0198 0.0168 −0.0066 0.0299 0.0388
2015.12.31 −0.2683 −0.2051 0.0681 0.0466 0.0369 0.0298
2016.06.30 0.0675 −0.0284 0.0552 0.0605 0.0318 0.0272
2016.12.31 0.0032 0.0136 0.0491 0.0567 −0.0286 −0.0168
Company code 002392 002571 002115
2013.12.31 0.0578 0.0578 0.0607 0.0607 −0.0064 −0.0064
2014.06.30 0.0276 0.0502 0.0214 0.0509 −0.1934 −0.0531
2014.12.31 0.0399 0.0396 0.0386 0.0378 0.0500 −0.0051
2015.06.30 0.0131 0.0170 0.0122 0.0153 0.0375 0.0325
2015.12.31 0.0071 0.0050 −0.0341 −0.0266 0.0700 0.0688
2016.06.30 0.0125 0.0071 −0.0395 −0.0447 −0.0429 −0.0069
2016.12.31 0.0515 0.0398 0.0913 0.0524 0.0489 0.0262
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the samples have the mild financing risk two times in
advance.

(3) Analysis of the results of healthy-type test sam-
ples. From the predicted results of healthy sam-
ples, the predicted values of most healthy
enterprises are above the warning line of mild-risk
threshold. *e predicted values of individual
samples have temporarily deviated from the
normal values at a certain point, but the dynamic
model then corrects the situation in time. Even if
they belong to mild-risk area, the predicted values
of some healthy enterprises also deviate from the
normal values, which means they are slightly
below the warning line and are at a temporary
mild risk. *e results of 112 groups of dynamic

data from 16 healthy enterprises showed that the
recognition accuracy of healthy samples in the
sixth period was 93.75% and the overall recog-
nition accuracy was 87.5%.

*is paper further classifies the errors in classification
recognition: class A and class B errors. When a risky
financing enterprise is misjudged as a healthy enterprise,
this is called class A error. If it is correctly identified, it is
considered to be sensitive. Conversely, when a healthy
enterprise is misjudged as a risky enterprise, this is called
class B error. If it is correctly identified, it is considered to
be specific. No matter what kind of mistake occurs, it may
lead to wrong decision-making and cause serious losses.
*e accuracy of decision-making model in identifying
risk categories is shown in Table 5.
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Figure 1: Some of the predictive value curves of testing the financing risk.
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According to the results in Table 5, the Kalman filter model
has a high comprehensive judgment rate, which shows that the
Kalman filter model has good robustness and prediction ability.
*e rate ofmisjudging a risky company as a healthy enterprise is
9.4%, the rate of misjudging a healthy company as a risky
company is 12.5%, and the overall accuracy of the model is
89.1%. Among them, the rate of risky enterprises misjudged as
healthy ones is lower than that of healthy enterprises misjudged
as risky ones, which can further reduce the risk of pledge
financing.

In addition, the results also illustrate that the risk criteria
for IP pledge financing are likely to be more stringent than
those of other financing ways. For banks and other lending
institutions, it is necessary to change the previous cautious
attitude towards IP pledge financing business.

5. Conclusion

Dynamic prediction can provide sufficient evidence for fi-
nancing risk decision-making and reduce financing decision
risk. In this paper, we established the pledge financing risk
decision-making model based on Kalman filter, because of
cumulative and time-varying characteristics of financing risks,
and extracted the key variables affecting financing risk by
principal component analysis method. Listed SMEs are tested
and analyzed, and we found the following: (1)*e average error
between the predicted and the real values is 8.5%, so the model
has higher fitting precision. (2) *e rate of a risky company
wrongly judged to be a healthy company is 9.4%. Conversely,
the rate is 12.5% for a healthy company wrongly judged to be a
risky company.*e overall recognition accuracy of themodel is
89.1%. (3) *e risk decision-making model has high discrim-
inant accuracy and can provide evidence to risk decision-
making.

In this paper, we only established the pledge risk decision-
making model based on Kalman filter. As we all know, the risk
of IP pledge is a very complex problem. In future research, we
will explore the establishment of a risk decision-making model
based on combination of Kalman filter and neural network, so
as to further improve the accuracy and effectiveness of the risk
decision-making model.
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-e classification inaccuracy occurs to the evaluation calculation of the total factor production impact in the traditional digital
economy development area. -is paper applies the fuzzy hierarchical (Visualization in Scientific Computing, VISC) algorithm to
the calculationmethod of the total factor production impact evaluation in the digital economy development area.-e quantitative
recursive method is used to evaluate the ability of the data information model, to achieve the ability of controlling the acquisition
of characteristic resources, and complete the classification and summary of the index parameters of the total factor production
impact of the digital economy development area. Finally, the experiment proves that this calculationmethod is used to develop the
evaluation of the impact of total factor production digital economy development area and improve the information integration
and analysis capabilities, the accuracy of the evaluation of the impact of total factor production, and the efficiency of the use of
digital economy development resources.

1. Introduction

As an important transportation infrastructure, several re-
gions are also windows for foreign economic development,
providing a guarantee for regional economic development
and trade. Since the new century, due to the expansion of city
scale and the continuous improvement of regional functions,
the digital economy development area is not only the main
link of economic development, but also a key link in the
economic structure. -e transformation of the business
structure of the digital economy development area has also
become an important research topic [1, 2]. Compared with
the traditional regional business development model, the all-
factor production structure can effectively utilize the re-
source advantages of the digital economy development area,
reduce the risk of operation, and improve the regional
profitability. -erefore, it has been widely used in many
digital economy development areas. Digital economy de-
velopment areas are difficult to get rid of traditional thinking
patterns when determining all-factor production strategies.

In many cases, companies do not fully consider the total
factor production strategy, and the effect is usually not
significant. For example, the management system is not
sound or the industry to be expanded is inappropriate,
which may cause the failure of the regional total factor
production strategy and will eventually drag down the main
production industries in the region. How to choose an
appropriate business strategy for a digital economy devel-
opment area will be a serious test for regional business
managers [3].

After the 1990s, digital economy promoted a large
number of new industries, new formats, and new models,
and the research of digital economy began to sprout. So far,
the research on digital economy mainly focuses on the
following aspects: first come the definition and evolution
characteristics of digital economy [4]. -e essence of
digital economy is a special economic form of trading
goods and services in a virtual way. Its development is
closely related to the information and communication
technology industry and accelerates the penetration and
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change of the operation mode of relevant industries.
Chinese scholars have been studying and deepening the
connotation and characteristics of digital economy since
2008. He Xiaoyin believes that digital economy is not only
a trade behavior dominated by e-commerce, but also an
economic process of manufacturing and providing digital
products and services; Kang Tiexiang uses a nondefinition
method to describe in detail the remarkable characteristics
of digital economy, such as virtuality, high permeability,
and values added; Yang Xinming expounds the digital
economy by analyzing the economic logic of digital
economy to the transformation of traditional economy.
Second, it introduces the development strategy of digital
economy at home and abroad [5]. In order to protect the
digital content industry, the British government pro-
mulgated the digital economy 2010 law in 2010; in order to
achieve the objectives of broadband construction, gov-
ernment development, and Internet education, the Aus-
tralian government launched the national digital economy
strategy in 2011. -ird, there is the calculation method of
digital economy. Kang Tiexiang uses the sum of the total
added value of the digital industry sector and the added
value created by digital auxiliary activities to calculate the
scale of the digital economy.

Some scholars have found that digital economy can
promote economic growth, but few explain its correlation
with technological innovation. According to the new eco-
nomic growth theory, innovation is the driving force of
technological progress and the source of economic growth.
As an important index to measure technological innovation,
total factor productivity analyzes the impact of digital
economy on total factor productivity, which is of great
significance to speed up the development of economy.
Quality development has certain reference value [6].

-is article carries an in-depth analysis of the advantages
and disadvantages of the selection of total factor production
strategies in the digital economy development area and at
the same time comprehensively considers domestic and
foreign policies, industrial structure, finance, ownership of
resources, and corporate managers, etc. -e effective
implementation of the strategy provides theoretical support
and practical testing [7].

2. Methodology and Algorithm

To correctly evaluate the impact of total factor production in
a digital economy development area, first of all, an infor-
mation sample model that restricts the impact of total factor
production needs a digital economy development area to be
built. Combined with the fuzzy hierarchical VISC algorithm,
statistical analysis of the factor production impact is carried
out. -e total factor production impact constraint index
parameter of the digital economy development area is a set
of nonlinear time series. Construct the total factor pro-
duction impact analysis and evaluation parameter of the
digital economy development area [8].

xn � x t0 + nΔt(  � h z t0 + nΔt(   + ωn. (1)

In the formula, ωn is the error measuring function of
evaluation.-e solution vector of the analysis and evaluation
in the total factor production impact of the digital economy
development is calculated by the correlation fusion method,
and the digital economy development analysis and evalu-
ation is obtained, and the following conditions are met.

Σ � diag δ1, δ2, . . . , δr( , δi �

��

λi



, ∀i≠ j,



L

i�1
Si � V − vs.

(2)

Let xn+1 � μxn(1 − xn) be the influence of total factor
production in a digital economy development area, where
(Ii)i∈N � x1, x2, . . . , xm . For the multivariate group, the
analysis and evaluation statistical characteristic distribution
sequence x(n) of digital economy development category, the
data information flow model of the total factor production
impact of the digital economy development area is built
based on the previous statistical measurement values:

c1x(τ) � E[x(n)] � 0,

c2x(τ) � E x(n)x(n + τ){ } � r(τ)

ckx τ1, τ2, . . . , τk−1(  ≡ 0, k≤ 3.

(3)

When q� 2, the total factor production in the digital
economy development area affects the classroom assessment
teacher’s strength level and the digital economy develop-
ment resource distribution level, to meet the (2 + 1) di-
mensional continuous functional condition. In other words,
the course of the development of the digital economy needs
to be analyzed and evaluated.

ψx(ω) � ln Φx(ω) � −
1
2
ω2σ2. (4)

Exclusive analysis appraisal data information flowmodel
of digital economic development built provides an accurate
data input basis for the analysis and evaluation of the total
factor production and constructs a set of scalar sampling
sequence components.

-e control objective function for constructing the total
factor production impact forecast estimation of the digital
economy development area is

max
xa,b,d,p


a∈A


b∈B


d∈D


p∈P

xa,b,d,pVp,

s.t. 
a∈A


d∈D


p∈P

xa,b,d,pR
bw
p ≤K

bw
b (S), b ∈ B.

(5)

-e gray model is used to quantitatively and recursively
evaluate the level of total factor production impact capacity
of digital economy development. Assuming the historical
data xi 

N

i�1 of the distribution of the total factor production
impact capacity of the digital economy development, the
initial value of the feature is fixed and the budgetary estimate
density functional is estimated from the factor production
impact prediction of the digital economy development [9].
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uc(t) � Kxc(t). (6)

-e total factor production impact continuous function
of the calculation model of forecast estimation system of the
digital economy development area is u: I × IRd⟶ IR;
after k-1 iterations, k≥ 1, the gray-scale sequence of the total
factor production impact of the digital economy develop-
ment area satisfies N(k)< L, and the fuzzy hierarchical VISC
algorithm is adopted, to obtain the output indicator of
analysis evaluation of the impact of the economic produc-
tion of all factors, which is the K adjacent sample values of
the distributed big data information flow:

P1J � 
di�KNN

Sim x, di( y di, Cj .
(7)

-e method of fusion of big data information is used to
construct the total factor production impact and construct
the objective function of analyzing and evaluating the
interdomain classification of the distributed data informa-
tion flow. -at is, the objective function of a big data cluster
is

Jm(U, V) � 
n

k�1


c

i�1
μm

ik dik( 
2
. (8)

-e researched digital economy development curricu-
lum is analyzed, to quantitatively analyze and evaluate the
exponential correlation distribution sequence xn 

N

n�1, find
an excellent method of K value, and obtain the quantitative
recursive feature extraction result of the digital economy
development analysis and evaluation:

xn � a0 + 

MAR

i�1
aixn−i + 

MMA

j�0
bjηn−j. (9)

In the formula, a0 is the sampling range of the evaluation
of the impact of total factor production in the initial stage of
digital economy development; xn−i is scalar time series; bj is
the vibration attenuation value of the digital economy de-
velopment arrangement and analysis evaluation.

Relevant data about the development of the digital
economy is listed gradually in the classroom. Mainly, time,
class, curriculum, classroom, teacher, and other related
factors belong to the optimization decision problem of
multiple factors. -e fuzzy hierarchical VISC algorithm is a
constant weighted evaluation, and the constant easily leads
to the unfairness of the evaluation. In the course importance
assessment, a part of the component must be activated, and
that weight increases with the increase of the factor scores.
-e method of optimizing the weight vector with the state
vector of each indicator
(x1, x2, . . . , xm)W � (ω1,ω2, . . . ,ωm) forms the concept of
incentive variable weight. -e equilibrium function is in-
tegrated into variable weights, and the new variable weight
formula is obtained:

ωi x1, x1, . . . , xm(  �
ω1x

a−1
1


m
i�1 ωix

a−1
i

. (10)

When a>1, ωi(x1, x2, . . . , xm) is the incentive variable
weight. During the process of comprehensive evaluation, if
an index value is very large, its comprehensive evaluation
value will increase rapidly; that is, xi will increase, and ωi will
become larger [10].

Construct a constraint of the influence of total factor
production in the digital economy development area and use
the fuzzy hierarchical VISC algorithm to analyze of the
influence of the total factor production in the digital
economy development area. -e least squares problem is to
find the consistent estimate of the resource constraint vector
β of the total factor production in the digital economy
development area, so that ‖Y − Xβ‖ reaches the minimum,
where ‖ · ‖ is the F-norm in the European norm, and the
entropy feature extraction value of the total factor pro-
duction impact constraint feature information in the digital
economy development area obtained is

Ploss � 1 −
1 − p0

ρ
�

p0 + ρ − 1
ρ

� 
N

n�1
pK,n. (11)

Given that di is the disturbance feature vector for the
analysis and evaluation of the total factor production impact,
the estimation formula of the total factor production impact
of the digital economy development area is transformed into
the least square solution:

z(t) � x(t) + iy(t)

� a(t)e
iθ(t)

+ n(t),
(12)

where x(t) is the real part of the time series for evaluating the
distribution of big data; y(t) is the imaginary part of the total
factor production impact constraint index sequence for the
digital economy development area.

-e surrogate data method is used to randomize the
amplitude of the impact of factor production in the de-
velopment of the digital economy. It is also possible to
perturb the empirical distribution data of the functional
analysis evaluation of the k-th digital economy development
and obtain the k-th subgroup, which represents the utili-
zation rate of the resource distribution of the digital
economy.

Uutil � cX. (13)

Constructing a hierarchical tree, big data analysis
methods are used to establish the main component char-
acteristics of the out-of-time analysis evaluation of the total
factor production of the digital economy development, and
the ambiguous close filling method is used to solve the
similarity of the resource distribution of the digital economy.

Sim1 di, d1j  �


M
k�1 Wik × W1jk

��������


M
k�1 W

2
ik



·
���������


M
k�1 W

2
1jk

 , (14)

where di is the prior distribution feature vector of the total
factor production impact of the digital economy develop-
ment area; d1j is the K-means clustering center vector of the
first-level big data.
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Combining the fusion method of linear correlation
characteristics, the clustering and integration of the index
parameters of the total factor production impact assessment
of the digital economy development is realized, and the
fusion formula of the output digital economy development
resource information is as follows.

P(w|x) � P(x | w)/P(x). (15)

If the quantitative recursive feature is (N(i)modL)<m,
the probability density feature of total factor production
affecting resource distribution is p(i) � ⌊N(i)/L⌋, the big
data stream of the digital economy development area total
factor production influence X(i) is divided into p(i) sub-
matrices Xij whose size is Nij × m, and, through index
parameter clustering and integration, the corresponding
total factor production impact resource allocation plan is
compiled. As a result, the optimization of the influence of
all-factor production in the digital economy development
area has been realized.

3. Analysis and Result

3.1. Data Sampling Method. As the most important feature
of the digital economy, innovation has created a subversive
business model on the “cloud network end” platform of the
new generation infrastructure. Driven by Internet enter-
prises, the construction of a large-scale information platform
has accelerated the digitization process of other industries
and greatly improved the operation efficiency and business
coverage radius of enterprises. -e new generation infra-
structure maximizes the innovation capacity and innovation
potential of individual and small enterprises and reduces the
information cost paid by the whole country to the greatest
extent. -e connection of the Internet promotes the vitality
of the industry and endows the industrial innovation value.
-e digital economy presents connection benefits and
output, driving economic growth and prosperity. At the
same time, the development level of digital technology af-
fects the digital literacy of the whole people. -e digital
literacy level of individuals and enterprises reflects their
adaptability in the digital age. Whether massive digital in-
formation can be effectively obtained, transmitted, and
utilized is a necessary condition for enterprises and indi-
viduals to improve the level of productivity. For a country,
the digital literacy of the whole people determines the
comprehensive quality of the country, and it is also an
important factor for the country to improve innovation and
development in the digital age. -e drive of digital economy
to regional economic growth is based on the following three
aspects: first, drive the demand for innovation. Consumers
in the Internet era are also data producers. Big data records
commodity purchase behavior, choices, and attitudes, ex-
plores consumers’ hidden needs, and opens up a huge new
consumer market by using electronic online retail. Second,
drive innovation supply. As emerging production factors,
cloud computing and the Internet have reshaped the market
production relations, solved the current problems faced by
small- and medium-sized enterprises, such as shortage of

funds and insufficient supply of labor and talents, and
created emerging business systems and business supply
models. -ird, improve the “global village market.” Digital
economy not only upgrades and transforms traditional
industries such as manufacturing, agriculture, construction,
and industry, but also improves and transforms service
industries such as education and medical treatment with
high barriers. Digital economy breaks the industrial
boundary and forms a new business ecological model of
cross-border industrial chain.

3.2. Construction of Digital Economy Index of System.
Regarding the selection of digital economy indicators,
refer to the indicators and measurement methods issued
by the State Statistical Bureau, China Academy of Tele-
communication Research of MIIT (CAICT), Tencent
Research Institute, etc., and follow the high principle of
digital economy development, reliability, and accuracy of
indicator sources, to determine the following indicators
and weights: first, there is digital infrastructure. Digital
facilities are the foundation and the technical support for
the development of the digital industry. Five data in-
cluding Internet penetration rate, mobile phone pene-
tration rate, Internet port access, IPv4 number, and the
proportion of CN domain names to the total number of
domain names are selected to measure this indicator, and
the weight of each indicator is set to 20%. Secondly, there
is digital ecologicalization [6, 7]. -e ability of techno-
logical innovation determines the development realm of
an enterprise. -e high-frequency iterative technological
innovation of the digital economy and the cruelly com-
petitive business ecological model are important char-
acteristics of the digital industry ecology. -e ICT
industry’s fixed investment in the total investment ratio of
the whole society, the number of unicorn companies,
software business revenue, software product revenue, and
software integration revenue indicators are selected to
measure the degree of digital ecologicalization, and the
weight of each indicator is set to 20%. -irdly, there are
digital talents. -e digital economy is a knowledge-based
and innovative economy. High-quality talents and high-
level scientific research capabilities are the infinite driving
force for the sustainable development of the digital
economy. In this thesis, the number of degrees awarded by
the major in ordinary high schools and high schools is
used as the basic data for measuring digital talents, and the
weight of each index is set to 50%. Fourthly come the
industry value lags behind digit. -e added value of in-
dustry, the added value of the primary industry, and the
added value of the tertiary industry are highly integrated
with the digital industry in various fields. However, due to
the lagging development of the digital economy in this
period, these three indicators are selected to reflect the
preliminary industrial development data of the digital
economy decolonization and expropriation as a factor of
the next development period. -e weight of each index is
equal to the weight of each level index. -e weight of each
index is set to 33.3%.
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3.3. Data Sources and Calculation Results. -e above indi-
cator data comes from the State Statistical Bureau and the
“Statistical Report on China’s Internet Development,” etc.
-e starting year of the software industry statistics is 2011, so
the starting year of the data selected here is 2011. According
to the data from 2011 to 2020, the software business revenue,
software product revenue, system integration revenue, ter-
tiary industry increase, and industrial value-added index are
first standardized. All indicators are weighted, and the re-
sults of the digital economy index are shown in Table 1.

Measured from the digital economy index of China’s 30
provinces from 2011 to 2020, the leading regions of China’s
digital economy development are mainly located in the
Circum-Bohai-Sea, the Yangtze River Delta, and the Pearl
River Delta. Judging from the results at the level, Guangdong
Province has always occupied the top position. Based on the
guidance of excellent digital infrastructure, industrial de-
velopment, and policy guidance, Guangdong has become a
leader. In 2020, Guangdong committed to building and
improving big data foundation and social big data public
service platform, etc. Beijing, Shanghai, Tianjin, and Zhe-
jiang continue to develop digitally. -ese provinces are the
areas with a high penetration rate of digital life (such as
online car reservation, third-party online settlement, bicycle
sharing, and making). -e hot spots centered on Sichuan,
Hubei, Fujian, Shaanxi, and Shandong have huge potential
for economic development. With the provincial capital as
the center, we will cooperate with neighboring cities to
complement each other and form a digital ecological dia-
logue. In March 2020, China’s first national-level big data
comprehensive pilot zone was established in Guizhou
Province. In October 2020, the Inner Mongolia Autono-
mous Region approved China’s only national big data
comprehensive test zone for infrastructure construction
plans and development and also approved two span type
comprehensive test zones and four regional demonstration
comprehensive test zones for the Beijing-Tianjin-Hebei and
Pearl River Delta. -ey are generally “from observation to
exploration, from preliminary construction and develop-
ment, partial integration, key breakthroughs to balanced
development, and this road will move forward.” Large and
fast-growing provinces will become a new driving force for
China’s digital economy development from 2020 to 2030.

3.4. Empirical Test. -e original data of each variable comes
from the “China Science and Technology Statistical Year-
book” (2011–2020) and State Statistical Bureau.-e very few
missing data are supplemented by the average method. RD
(registered trademark) and PG (registered trademark) are
flattened according to the index based on 2011.For de-
scriptive statistics of variables, please refer to Table 2.

-e descriptive statistical results of the main indicators
are shown in Table 3 and Figure 1.

3.5. Analysis of Basic Estimation Results. First of all, to de-
termine whether the mixed regression model or the fixed
model is to exclude the mixed regression model through F
check. Second, through Hausman’s inspection, the model is

determined, and finally it is shown that the choice of fixed-
effect model is scientific [11]. Here, the specific estimation
results of the fixed-effect model are shown in Table 4. And
the coefficients are all significant at the 1% level, which also
verifies the assertion that the digital economy proposed in
hypothesis 1 directly promotes regional total factor pro-
duction. From the point of view of the control variables, the
government intervention (gov) and the coefficient of
openness to the outside world are obviously negative in the
impact on the advancement of the industrial structure. -is
is basically consistent in the existing research, which shows
that when the degree of government intervention is high, it
will affect the advanced development of the industrial
structure. -e degree of opening to the outside world re-
stricts the advancement of the industrial structure. -is may
be related to China’s long-term position at the low end of the
international division of labor value chain, and most of its
exports are labor-intensive products. -e coefficient of
marketization level (market) is significantly correct showing
that the higher the degree of marketization, the more
conducive it is to the realization of advanced industrial
structure. Among the influencing factors of industrial
structure rationalization, the coefficients of government
intervention (gov), marketization level (market), and fixed
asset investment level (invest) have dropped significantly,
which has a significant role in promoting the rationalization
of industrial structure.

In order to verify the mechanism of the digital economy
on regional total factor production, this paper uses the
intermediary effect model, taking human capital and sci-
entific and technological innovation as intermediate vari-
ables, respectively, to analyze the influencemechanism of the
digital economy on the advancement of the industrial
structure and the rationalization of the industrial structure.
-e specific analysis results are shown in Table 5. Consis-
tently with hypothesis 2, it indicates that the digital economy
has an indirect impact on regional total factor production.

It can be seen from Table 5 that taking human capital as a
mesomeric variable, the influence coefficient of the digital
economy on human capital is positive, with a significant
level of 1%, and the development of the digital economy has
a positive impact on the improvement of human capital. -e
regression coefficients of human capital and digital economy
for the advancement of the industrial structure are also
significantly positive, and the RI regression coefficients for
the rationalization of the industrial structure are all sig-
nificantly negative; the digital economy shows that, by
positively affecting human capital, it can indirectly promote
the advancement of the industrial structure and the
rationalization of the industrial structure. Other factors
remain unchanged. Each additional unit of the compre-
hensive development of the digital economy will directly
increase the level of industrial structure by 0.799 units.
Meanwhile, the level of human capital will be increased to
2.797 units, which indirectly rises to 0.080 units.-e indirect
effect accounts for 9.10% of the total effect. In addition, the
comprehensive development level of the digital economy is
that, for every additional unit, the rationalization of the
industrial structure will directly increase to 0.804 units.

Computational Intelligence and Neuroscience 5



RE
TR
AC
TE
D

Table 1: Some calculation results of the digital economy index from 2011 to 2020.

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Beijing 45.7 541.1 65.1 72.3 99.8 121 1236.1 133.8 148.5 175
Tianjin 4 4.9 7.1 8.1 12.1 16.1 20.9 25.3 28.1 31.7
Hebei 3.2 4 4.8 7.5 8.8 10.2 10 10.9 13.2 15.5
Shanxi 2 2.3 2.6 2.9 3.6 4 4.3 4.3 5 5.5
Inner Mongolia 2.1 2.3 2.3 2.5 3.3 3.7 3.8 4.1 4.6 5.1
Liaoning 10.9 140.1 21.3 28.2 48.9 70.7 87.1 94.5 103.8 79.8
Jilin 4.5 5.6 6.6 6.9 9.3 10.8 10.8 12.6 14.4 17.3
Heilongjiang 3.7 4.3 4.5 4.9 5.9 6.7 6.7 7.5 8.7 10.7
Shanghai 19.3 205.1 24.8 28.7 47.5 70.1 69.8 79.9 92.6 104
Jiangsu 27.9 353.1 46.9 62.8 94.7 130.6 1537.1 177.1 204 228.8
Zhejiang 14 154.1 19.7 21.8 31.6 46.4 56.7 64.3 86.5 99.6
Anhui 3.1 3.6 4.2 4.3 5.4 6.4 6.6 8 11.2 21.2
Fujian 9.5 10.9 14.5 19.4 29.8 38.9 44.3 52.4 65.7 76.9
Jiangxi 2.8 3.2 3.3 3.4 4.2 4.8 5 5.3 6.9 8
Shandong 12 142.1 18.7 29 45.2 57.5 69.4 89.6 116.8 134.8
Henan 4.4 5.6 6.3 6.6 8.8 10.4 10.7 12.4 16.3 19
Hubei 4.8 5.8 7.7 8 10.8 13.5 23.9 33.8 37.9 46.6
Hunan 5 5.8 7.3 8.4 11.1 12.1 13.2 15.1 17.4 20
Guangdong 45.7 541.1 65.1 72.3 99.8 121 1236.1 133.8 148.5 175
Guangxi 4 4.9 7.1 8.1 12.1 16.1 20.9 25.3 28.1 31.7
Hainan 3.2 4 4.8 7.5 8.8 10.2 10 10.9 13.2 15.5
Chongqing 2 2.3 2.6 2.9 3.6 4 4.3 4.3 5 5.5
Sichuan 2.1 2.3 2.3 2.5 3.3 3.7 3.8 4.1 4.6 5.1
Guizhou 10.9 140.1 21.3 28.2 48.9 70.7 87.1 94.5 103.8 79.8
Yunnan 4.5 5.6 6.6 6.9 9.3 10.8 10.8 12.6 14.4 17.3
Shaanxi 3.7 4.3 4.5 4.9 5.9 6.7 6.7 7.5 8.7 10.7
Gansu 19.3 205.1 24.8 28.7 47.5 70.1 69.8 79.9 92.6 104
Qinghai 27.9 353.1 46.9 62.8 94.7 130.6 1537.1 177.1 204 228.8
Ningxia 14 154.1 19.7 21.8 31.6 46.4 56.7 64.3 86.5 99.6
Xinjiang 3.1 3.6 4.2 4.3 5.4 6.4 6.6 8 11.2 21.2

Table 2: Variable measurement indicators, symbols, and descriptive statistics.

Variable
interpretation

TEPit

Technological
innovation

DEit

Digital economy
development level

RDit

Innovative
R&D

investment

PGit

Innovative
R&D output

DEit ∗RDit Digital
economy through TFP

marginal effect

DEit ∗PGit Digital
economy through TFP

marginal effect

Mean 0.9997 25.2978 1.9491 5.5450 53.4603 191.935
Standard
deviation 0.07116 40.6859 1.5922 6.9228 117.6017 496.0943

Maximum
value 1.3637 227.72 13.609 63.731 1005.6 4100.6

Minimum value 0.6576 0.21 0.105 0.473 0.21 0.1750

Table 3: Descriptive statistics of variables.

Variable Number of observations Average value Standard deviation Minimum Max
Indh 210 0.600 0.084 0.477 0.877
Indr 210 0.521 0.303 0.027 1.320
Dig 210 0.600 0.070 0.539 0.939
Hum 210 9.267 0.892 7.514 12.681
Innov 210 0.017 0.011 0.005 0.063
Gov 210 0.251 0.103 0.037 0.628
Open 210 0.256 0.275 0.013 1.343
Market 210 0.600 0.134 0.348 0.868
Invest 210 0.827 0.269 0.210 1.480
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While increasing the level of human capital, it will promote
the rationalization of the industrial structure, indirectly
increasing by 0.233 units, with a total effect of 1.027 units.
Indirect effects account for 21.71% of all effects.

When considering technological innovation as a
mesomeric variable, it can be seen from Table 4 on tech-
nological innovation that the regression coefficient is sig-
nificant at the 1% significance level. -e regression

gov open market invest
0

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6

average value
Standard deviation

Minimum
Max

Figure 1: Statistical results of main variables.

Table 4: Benchmark regression results.

Explanatory variables
Explained variables

Indh Indh Indr Indr
Dig 1.016∗∗∗ (16.35) 0.880∗∗∗ (11.83) −1.042∗∗∗ (−4.70) −1.027∗∗∗ (−3.83)
Gov −0.193∗∗∗ (−3.87) −0.536∗∗∗ (−2.98)
Open −0.096∗∗∗ (−3.09) −0.179 (−1.60)
Market 0.177∗∗ (2.25) −0.633∗∗ (−2.24)
Invest −0.017 (−1.40) −0.123∗∗∗ (−2.76)
Constant term −0.01 (−0.26) 0.053 (0.90) 1.146∗∗∗ (8.60) 1.798∗∗∗ (8.43)

Sample size 210 210 210 210
0.599 0.653 0.11 0.218

F value 267.33 65.97 22.05 9.78
Note. -e t statistic value of the estimated coefficient is shown in parentheses. ∗∗∗indicates the significance level of 1%, 5%, and 10%, respectively. -e
following table is the same.

Table 5: Mesomeric effect regression results.

Variable
Explained variable

Hum Indh Indr Innov Indh Indr
Mesomeric variable Hum Hum Hum Innov Innov Innov
Dig 2.977∗∗∗ 0.799∗∗∗ −0.804∗∗∗ 0.038∗∗∗ 0.776∗∗∗ −0.736∗∗

(5.35) (10.14) (−2.81) (8.63) (8.83) (−2.31)
Hum 0.027∗∗∗ −0.075∗∗

(2.74) (−2.07)
Innov 2.711∗∗ −7.607∗

(2.16) (−1.67)
Gov 1.206∗∗∗ −0.226∗∗∗ −0.446∗∗ 0.008∗∗ −0.214∗∗∗ −0.478∗∗∗

(3.23) (−4.47) (−2.44) (2.59) (−4.25) (−2.62)
Open −0.330 −0.087∗∗∗ −0.204∗ 0.005∗∗∗ −0.109∗∗∗ −0.141

(−1.42) (−2.83) (−1.82) (2.68) (−3.48) (−1.24)
Market 0.814 0.155∗∗ −0.572∗∗ 0.006 0.161∗∗ −0.589∗∗

(1.39) (2.00) (−2.03) (1.24) (2.07) (−2.09)
Invest −0.033 −0.017 −0.126∗∗∗ 0.001∗ −0.021∗ −0.113∗∗

(−0.35) (−1.35) (−2.84) −1.79 (−1.69) (−2.52)
Constant term 6.801∗∗∗ −0.131 2.306∗∗∗ −0.014∗∗∗ 0.091 1.693∗∗∗

(15.33) (−1.47) (7.13) (−3.93) (1.48) (7.65)
Sample size 210 210 210 210 210 210
R2 0.347 0.668 0.237 0.401 0.662 0.231
F value 18.59 58.26 9.02 23.46 56.9 8.70
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coefficients of technological innovation and digital economy
to the advancement of the industrial structure are signifi-
cantly positive. -e digital economy shows that, by im-
proving the level of technological innovation, it can
indirectly promote the advancement and the rationalization
of the industrial structure. Other factors remain unchanged.
For each additional unit of the comprehensive development
of the digital economy, the advanced industrial structure will
directly increase to 0.776 units, and the level of technological
innovation will be increased to 0.038 units, resulting in an
indirect increase of 0.103 units in the advanced industrial
structure. -e effect is 0.879 units, and the indirect effect
accounts for 11.72% of the total effect. In addition, for every
additional unit of the comprehensive, the rationalization of
the industrial structure will directly increase to 0.736 units.
While the digital economy promotes the improvement of the
level of technological innovation, it indirectly promotes the
rationalization of the industrial structure by 0.289 units, with
a total effect of 1.025 units. -e indirect effect accounts for
28.20% of the total effect.

On the whole, when human capital is a mesomeric
variable, the ratios of the digital economy on the ad-
vancement and rationalization of industrial structure are 1
and 4 :1; when technological innovation is the intermediary
variable, the ratio of the direct effect and the indirect effect of
the digital economy on the advancement of the industrial
structure and the rationalization of the industrial structure is
8 :1 and 3 :1, respectively. Whether it is based on the ad-
vancement of the industrial structure or the rationalization
of the industrial structure, the direct effect of the digital
economy on regional total factor production exceeds that of
the digital economy, improving the indirect effect of human
capital accumulation and increasing the level of techno-
logical innovation on regional total factor production
[12, 13]. -erefore, from the analysis of this paper, the in-
fluence of digital economy on regional total factor pro-
duction is mainly direct promotion, supplemented by
indirect promotion.

3.6.NonlinearAnalysis. In order to investigate the nonlinear
relationship between the digital economy and regional total
factor production, the panel threshold model is used to test,
and the level of numerical economic development is selected
as the threshold variable in this paper. First, confirm the
existence of the threshold variable. Empirical results are
available on request (due to space limitations, no specific
results are listed).-ere are double thresholds for the impact
on the rationalization of the industrial structure of the digital
economy, and each threshold is significant at a significant
level of 1%, which verifies the hypothesis 3 proposed above.
Based on this, the model that sets the specific threshold
number is regressed, and the specific nonlinear regression
results are shown in Table 6.

-e reason for this phenomenon may be that if the
development level of the digital economy is low, the digital
economy will have a greater role in promoting labor
productivity and the optimization of the proportion of the
three industries to a certain extent. As the development

level of the digital economy increases, the industrial
proportional relationship is relatively complete, and the
increase in labor productivity is slow. -e two will not
change as much as when the development level of the
digital economy is low. -erefore, the role of the digital
economy in promoting the advancement of the industrial
structure is weakening.

When it is in the range of [0.550, 0.563], the digital
economy significantly promotes the rationalization of the
industrial structure. When it is greater than 0.563, the
digital economy significantly affects the rationalization of
the industrial structure. -e promotion effect increases
from 0.531 to 0.526, showing the increasing tendency of the
boundary effect. As a general-purpose technology, digital
technology is applied to various subindustries. -e non-
linear impact of the digital economy on the rationalization
of the industrial structure is due to the above character-
istics. In the early stage of the development of the digital
economy, the level of development of digital technology is
not high, and it is mainly used in life service fields, such as
medical care, education, and shopping, and there may be an
insignificant phenomenon. With the rapid development of
digital technology, the digital economy has gradually been
applied to the field of manufacturing, which has a signif-
icant positive impact on optimizing the three industrial
structures and promoting the rationalization of the in-
dustrial structure.

3.7. Analysis of Heterogeneity. In order to test whether on
regional total factor production, this paper divides 30
provinces into three regions: east, middle, and west
according to the traditional division method that is, three
subsamples. Analyze the heterogeneous impact of digital
economy on regional total factor production, and the re-
gression results are shown in Table 7.

It can be seen from Table 7 that, from the perspective of
the three major regions of the east, middle, and west, the
digital economy has a significant role in promoting the
advancement of the industrial structure and the regression
coefficients are all significant at a significant level of 1%.

Table 6: -reshold model regression results.

Explanatory variables
Explained variables

Indh Indr
dig(dig<0.777) 1.169∗∗∗

(16.68)
dig(dig≥0.777) 1.008∗∗∗

(15.83)
dig(dig<0.550) −0.136

(−0.64)
dig(0.550≤dig≤0.563) −0.351∗

(−1.68)
dig(dig>0.563) −0.526∗∗

(−2.60)
Control variable Control Control
Sample size 210 210
R2 0.761 0.579
F value 92.19 33.93
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From the perspective of the degree of digital economy’s
promotion of advanced industrial structure, the impact of
the digital economy has regional differences. Specifically,
“the central region<western region< eastern region;” in
other words, compared with the eastern region, the central
and western regions can obtain more dividends. -e digital
economy and nonlinearity analyzed above are related to the
impact of the advancement of the industrial structure. It not
only promotes the advancement of the industrial structure,
but also effectively narrows the gap between backward and
developed regions. -e impact of the digital economy on the
rationalization of the industrial structure is different from
the impact on the advancement of the industrial structure.
-e impact of the digital economy on the rationalization of
the industrial structure in the eastern region is not signif-
icant. From the perspective of the central and western re-
gions, the development of the digital economy has a
significant role in promoting the rationalization of the in-
dustrial structure, and the regression coefficients are all
significant at a significant level of 1%. However, the western
region can get more dividends from the development of the
digital economy. -is proves once again that the develop-
ment of the digital economy can further reduce the dif-
ferences in the industrial structure between regions and
promote the rationalization and development of the regional
industrial structure. In view of the existence of the above
economic phenomena, this paper believes that the main
reasons are as follows: (1) the digital economy in the eastern
region has developed rapidly and the level of development is
relatively high. -e industry tends to be “service-oriented,”
and the dividends of the digital economy that affect the
production of the entire region may have been released in
advance. (2)-e internal gap in the development level of the
digital economy in the eastern region is significantly larger
than that in other regions. -e comprehensive development
level index at the beginning of the survey was [0.559, 0.710].
Before the final exam, this level index was in the range of
[0.582, 0.939]. -e development level of the digital economy
with too large gap will produce the phenomenon of “overly
sparse” and “overdense” elements. Moreover, because it is

not conducive to the coordinated development of the in-
dustry, the digital economy in the eastern region has an
insignificant impact on the rationalization of the industrial
structure.

4. Discussion

Research on the impact of digital economy on economic
growth and the development trend of digital economy will
be done in the future. Liu Chunmei et al. studied the de-
velopment process and economic characteristics of infor-
mation economy (digital economy) and made an empirical
regression on the quality of economic growth. -e results
show that information economy affects long-term economic
growth by affecting the quality of economic growth. It es-
tablishes a vector autoregressive model to regress TFP and
finds that information factors have a positive role in pro-
moting TFP. -e contribution of digital economy to GDP
has gradually increased, bringing millions of new jobs. It is
the most active field of economic development in recent
years. Digital economy uses science and technology to
change the current social lifestyle and industrial model and
reshape the core competitiveness of the industry. Based on
the above literature analysis, the following is found: firstly,
scholars have enriched the meaning and characteristics of
digital economy from different angles, dimensions, and
directions, but it also makes it difficult to construct indi-
cators to measure digital economy. Secondly, most scholars
pay attention to the development trend and development
strategy of digital economy, but the research on the impact of
all-factor production of digital economy is insufficient.

In this paper, the digital economy index has a sig-
nificant role in promoting technological innovation. -e
variable coefficients of each digital economy index are
positive, indicating that the development of digital
economy brings economic progress. From the perspective
of interaction term coefficients, some coefficients are
significantly nonzero. -erefore, when there are nonlinear
interaction terms, the model can more accurately describe
the current phenomenon. -e negative coefficient

Table 7: Regression results by region.

Explanatory variables
East region Central region Western region

Indh Indr Indh Indr Indh Indr

Gov 0.758∗∗∗ −0.112 1.487∗∗∗ −2.114∗∗∗ 1.218∗∗∗ −6.056∗∗∗
(7.49) (−1.10) (10.83) (−4.92) (6.56) (−6.85)

Open −0.481∗∗∗ −0.378∗∗ −0.619∗∗∗ −1.140∗∗∗ −0.094∗ −0.268
(−2.87) (−2.25) (−5.83) (−3.43) (−1.92) (−1.16)

Open −0.136∗∗∗ −0.009 0.001 1.173∗∗∗ −0.182∗∗ 0.425
(−3.26) (−0.21) (0.01) (3.01) (−2.32) (1.14)

Market 0.113 0.114 0.123 −0.673∗ 0.160 0.829
(0.58) (0.58) (1.11) (−1.95) (1.46) (1.58)

Invest −0.006 0.117∗∗∗ −0.017 −0.142∗∗∗ −0.014 −0.127∗
(−0.22) (3.97) (−1.08) (−2.83) (−0.89) (−1.70)

Constant term 0.222 0.236 −0.212∗∗∗ 2.348∗∗∗ −0.105 3.995∗∗∗
(1.36) (1.44) (−2.98) (10.56) (−1.14) (9.10)

Sample size 77 77 56 56 77 77
R2 0.734 0.290 0.802 0.753 0.597 0.530
F value 33.68 4.98 34.87 26.14 18.04 13.74
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indicates that the smaller the number of effective in-
vention patents of Industrial Enterprises above Desig-
nated Size, the greater the marginal effect of digital
economy on total factor productivity. -is shows that the
degree of digital technology innovation in China is still at
a low level and the current innovative industries prefer
nondigital technology, resulting in the phenomenon that
the marginal effect of digital technology is negative. In
addition, when digital technology is integrated with real
industries, there is an uneven penetration of the three
industries, resulting in an unbalanced development of
technology driven industries. Secondly, the impact of
digital economy index on innovation in different regions
is different. From the above regression results, the digital
economy in the eastern coastal area plays the greatest role
in promoting total factor productivity. At present, digital
technology is in the early stage of integration with in-
dustry, which is manifested in the overheated develop-
ment of low-end industries and the overvaluation of
domestic economics, meal delivery, and other industries
in the capital market. In big cities and mega cities, en-
terprises are facing more complex competitive markets
and more serious information asymmetry, which has
greatly changed the survival of the fittest mechanism. We
need to pay attention not only to quality and price
fluctuation, but also to marketing means and methods.
-e new innovation model makes the current real
economy face great pressure, so the government’s ability
of governing the market needs to be improved.

5. Conclusions

In view of the research on the optimization of the total factor
production impact assessment model of the digital economy
development area, the digital economy development area
total factor production impact method is proposed on the
fuzzy hierarchical VISC algorithm proposed in this paper.
-e fuzzy hierarchical VISC algorithm is used to carry out an
analysis of the relevant information of the total factor
production impact assessment. Experiments have proved
that, by using this calculation method to carry out the
evaluation of the total factor production impact of the digital
economy development area, the information combination
analysis ability is high, the accuracy of the total factor
production impact capacity evaluation is greatly improved,
and the utilization efficiency of the digital economy devel-
opment resources is improved.

Based on the above analysis, this paper focuses on the
development of digital economy and industrial integration.
-ere is an obvious positive correlation between the de-
velopment of digital economy and regional distribution, and
it has brought great demonstration effect and amplification
to urban economic development. -erefore, to promote the
innovation and Entrepreneurship of regional digital econ-
omy, we need not only large enterprises with leading role,
but also small enterprises with strong momentum, also in
addition to enterprises that dare to reform and innovate to

jointly drive the high-quality development of regional
economy.
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Seismic noise attenuation plays an important role in seismic interpretation. (e empirical mode decomposition, syn-
chrosqueezing wavelet transform, variational mode decomposition, etc., are often applied trace by trace. Multivariate empirical
mode decomposition, multivariate synchrosqueezing wavelet transform, and multivariate variational mode decomposition were
proposed for lateral continuity consideration. Due to large input data, mini-batch multivariate variational mode decomposition is
proposed in this paper. (e proposed method takes advantages both of variational mode decomposition and multivariate
variational mode decomposition. (is proposed method firstly segments the input data into a series of smaller ones with no
overlapping and then applies multivariate variational mode decomposition to these smaller ones. High frequency-domain noise is
filtered through sifting. Finally, the denoised smaller ones are concatenated to form components (or intrinsic mode functions) of
the input signal. Synthetic and field data experiments validate the proposed method with different batch sizes and achieve higher
signal-to-noise ratio than the variational mode decomposition method.

1. Introduction

Seismic noise attenuation plays an important role in seismic
interpretation [1–3]. A variety of methods have been pro-
posed for attenuating or removing random noise in order to
enhance the signal-to-noise ratio (SNR) [4–8]. (e trans-
form-based methods, such as Fourier transform [9], wavelet
transform [10], curvelet transform [11], and seislet trans-
form [12], assume that the input signal has sparse repre-
sentation with predetermined base, and under the
predetermined base, noise and clean signal can be separated
in the transform domain [7, 13–15].

Apart from these fixed basis methods mentioned above,
there are also some data-driven methods [16]. Empirical
mode decomposition (EMD) [17–19] recursively decom-
poses an input signal into so-called intrinsic mode functions
(IMF); these IMFs are amplitude and frequency modulated
subsignals with slow variations. EMD is widely used for
trend detection and spectrum analysis in conjunction with
Hilbert transform. Lack of a rigorous theory background for

the EMD method leaves room for other decomposition
methods to come. Synchrosqueezing wavelet transform
(SWT) [20], a hybrid of wavelet transform and reassignment
method, squeezes values of wavelet transform to its ridges in
order to sharpen the time-frequency distribution. Another
data-driven method is a nonparametric one called singular
spectrum analysis (SSA) [21], which firstly computes the
singular value decomposition of a covariance matrix derived
from the input signal. After that, SSA decomposes the input
signal into a sum of components with meaningful inter-
pretations. SSA captures the basic periodicity of an input
signal and is widely used in different areas [22]. Variational
mode decomposition (VMD) [23] utilizes the alternative
direction method of multipliers (ADMM) and non-
recursively decomposes an input signal into some principal
modes. Like EMD and SSA methods, the decomposed
modes of the VMDmethod are narrow banded and compact
around some center frequencies.

Denoising methods based on EMD, VMD, and SSA,
except in f-x fashion, are often applied trace by trace; lateral
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continuity is not considered [24–26]. In order to improve
SNR, the multichannel spatial coherence needs to be
considered. Multivariate empirical mode decomposition
(MEMD) [27] and multivariate synchrosqueezing wavelet
transform (MSWT) [28], as extensions of EMD and SWT,
have been proposed to try to separate multivariate modes
of faster oscillations from slower ones as a whole. Re-
cently, multivariate variational mode decomposition
(MVMD) [29], an extension of VMD, has emerged to seek
a collection of multivariate modulated components with
minimum collective bandwidth and full signal recon-
struction property. (ese extended methods have been
used in wide areas with multivariate data analysis, such as
EEG and ECG applications [30–32]. With their effec-
tiveness of these multivariate methods, they usually
companied with high computational complexity due to
large input data. Furthermore, it is a tricky problem for
the parameters’ setting. In view of these situations above,
mini-batch multivariate variational mode decomposition
(MB-MVMD) is proposed in this paper. (e proposed
method firstly segments the input data into a number of
batches of fixed size with no overlapping. After that, it
applies VMD or MVMD for the segmented data,
depending on the input data which are segmented trace by
trace or not. Noise on high-frequency domain is filtered
through the sifting process. Finally, the decomposed data
are concatenated to form components (or IMFs) of the
input signal. (e proposed method has the following
advantages:

(i) VMD and MVMD are two special cases of the
proposed method.

(ii) Initial parameters can be set differently depending
on different batch sizes.

(iii) Lateral continuity is considered if the data are not
segmented trace by trace.

(iv) Instead of directly decomposing the input data as a
whole, the MB-MVMD method segments the input
signal into a series of smaller ones. Solutions to the
smaller ones are then combined to give a solution to
the original problem. (is divide-and-conquer
technique, therefore, promotes the computing
efficiency.

2. From Univariate to Mini-Batch Multivariate
Variational Mode Decomposition

2.1. Univariate Variational Mode Decomposition. (e uni-
variate variational mode decomposition seeks K number of
intrinsic mode functions uk(t) such that

x(t) � 
K

k�1
uk(t), (1)

where uk(t) � ak(t)cos ϕk(t). (ese modes uk are chosen to
minimize the bandwidths sum and fully reconstruct the
input signal x(t); these can bemathematically written as [23]

min
uk{ } ωk{ }



K

k�1
zt u

+
k(t)e

− jωkt
 

�����

�����
2

2
,

s.t. 
K

k�1
uk(t) � x(t),

(2)

where ωk  denotes the center frequency and u+
k(t) denotes

the analytic signal corresponding to uk(t):

u
+
k(t) � uk(t) + jHuk(t), (3)

where H denotes the Hilbert transform:

Hu(t) �
1
π


+∞

−∞

u(t)

t − x
dx. (4)

Equation (2) uses frequency modulation and Wiener
filtering techniques.

For gratified solutions, two constraints are added to
optimization (2) to form a Lagrangian problem:

L uk , ωk , λ(  �
α
2
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k�1
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+
k (t)e

− jωkt
 

�����

�����
2

2

+ x(t) − 

K

k�1
uk(t)

���������

���������

2

2

+ λ(t), x(t) − 

K

k�1
uk(t) .

(5)

Alternative direction method of multipliers (ADMM)
[23], summarized in algorithm (1), is used for the solution of
optimization (5) in time domain.

For computational simplicity, the ADMM algorithm for
VMD in time domain is transformed to frequency domain
and is summarized in algorithm (2).

VMD nonrecursively decomposes input signal into
modes with compacted bandwidths and limited amplitudes’
variations. Since VMD decomposes input signal trace by
trace, lateral continuity is not considered.

2.2. Multivariate Variational Mode Decomposition.
Suppose the input signal consists of M channels, that is,
x(t) � [x1(t), x2(t), . . . , xM(t)]. As an extension of the
VMD method, we try to find K multivariate modulated
components uk(t) 

K

k�1 that will fully construct the input
signal x(t):

x(t) � 
K

k�1
uk(t), (6)

where the kth multivariate component uk(t) is a vector with
M components:

uk(t) �

uk,1(t)

uk,2(t)

⋮

uk,M(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

ak,1(t)cos ϕk,1(t) 

ak,2(t)cos ϕk,2(t) 

⋮

ak,M(t)cos ϕk,M(t) 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (7)

Let u+
k(t) denote the Hilbert transform of uk(t):
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+
k,1(t)

u
+
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⋮

u
+
k,M(t)
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�

uk,1(t) + jHuk,1(t)

uk,2(t) + jHuk,2(t)

⋮

uk,M(t) + jHuk,M(t)
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�

ak,1(t)exp jϕk,1(t) 

ak,2(t)exp jϕk,2(t) 

⋮

ak,M(t)exp jϕk,M(t) 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (8)

We modulate the kth multivariate component uk(t) by
ωk; corresponding to equation (2), the constrained opti-
mization problem for MVMD is

argmin
uk,i{ }, ωk{ }
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M
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zt u

+
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− jωkt
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2

2
,

s.t. 
K

k�1
uk,i(t) � xi(t), i � 1, 2, . . . , M.

(9)

(e Lagrangian function with added two constraints is

L uk,i , ωk , λi  �
α
2
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M

i�1
zt u

+
k,i(t)e
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M

i�1
xi(t) − 

K
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uk,i(t)

���������
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2

2

+ 
M

i�1
λi(t), xi(t)

− 
K

k�1
uk,i(t).

(10)

Just like algorithm (1), ADMM algorithm [29] is used for
the solution of equation (10) in time domain and is sum-
marized in algorithm (3).

ADMM algorithm [29] for MVMD in frequency domain
is summarized in algorithm (4); it is simpler than MVMD in
time domain.

MVMD takes multivariate input signal as a whole and
tries to seek K number of multivariate components from the
input signal with minimum sum of bandwidths. With big
data input, ADMM for MVDM in frequency domain may
have high computation complexity.

2.3. Mini-Batch Multivariate Variational Mode
Decomposition. Mini-batch multivariate variational mode
decomposition (MB-MVMD) takes the advantages of both
VMD and MVMD methods. MB-MVMD segments the
input data into a series of smaller ones with no overlapping;
after the segmentation, these smaller ones are decomposed
using ADMM method just as the MVMD or VMD. (is

Initialization: u0
k,ω0

k, λ0,maxiter, eps, n � 0
while n<maxiter and tol< eps do

for k� 1: K do
un+1

k :� argminuk
L( un+1

i<k , uk, un
i> k , ωn

i , λn)

end
for k� 1: K do
ωn+1

k :� argminωk
L( un+1

i , ωn+1
i<k ,ωk, ωn

i> k , λn)

end
λn+1 :� λn + τ(x − kun+1

k )

n :� n+ 1
end

ALGORITHM 1: ADMM for VMD in time domain.

Initialization: u0
k,ω0

k, λ
0
,maxiter, eps, n � 0

while n<maxiter and tol< eps do

for k� 1: K do

un+1
k (ω) :�

x(ω) − 
i<k

u
n+1
i (ω)

−
i>k

u
n
i (ω) + (λ

n
(ω)/2)

/1 + 2α(ω − ωn
k)2

end
for k� 1: K do
ωn+1

k :� 
∞
0 ω|un+1

k (ω)|2dω/
∞
0 |un+1

k (ω)|2dω
end
λ

n+1
:� λ

n
+ τ(x − kun+1

k (ω))

n :� n+ 1
end

ALGORITHM 2: ADMM for VMD in frequency domain.
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Initialization: u0
k,i , ω0

k , λ0, maxiter, eps, n� 0
while n<maxiter and tol< eps do
for k� 1: K do
for i� 1: M do

un+1
k,i :� argminuk,i

L un+1
j<k,i , uk,i, un

j> k,i , ωn
k , λn

i 

end
end
for k� 1: K do
ωn+1

k :� argminωk
L un+1

j,i , ωn+1
j<k ,ωk, ωn

j> k , λn
i 

end
for i� 1: M do
λn+1

i � λn
i + τ(xi − kun+1

k,i )

end
n� n+ 1

end

ALGORITHM 3: ADMM for MVMD in time domain.

Initialization: u0
k,i , ω0

k , λ
0
i , maxiter, eps, n� 0

while n<maxiter and tol< eps do
for k� 1: K do

for i� 1: M do

un+1
k,i :�

xi(ω) − 
j<k

u
n+1
j,i (ω)

−
j>k

u
n
j,i(ω) + (λ

n

i (ω)/2)
/1 + 2α(ω − ωn

k)2

end
end
for k� 1: K do
ωn+1
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M
i�1 
∞
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M
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∞
0 |un+1

k,i (ω)|2dω
end
for i� 1: M do

λ
n+1
i :� λ

n

i + τ(xi(ω) − kun+1
k,i (ω))

end
n� n+ 1

end

ALGORITHM 4: ADMM for MVMD in frequency domain.

Initialization:
N � len(Data),Batchsize,BatchNum
� ⌊N/Batchsize⌋ u

0
k,i , ω0

k , λ
0
i ,maxiter, eps, n � 0

for l� 1: BatchNum do
x � Data[(l − 1)∗Batchsize: l∗Batchsize]
while n<maxiter and tol< eps do
for k� 1: K do

for i� 1: M do

un+1
k,i :�

xi(ω) − 
j<k

u
n+1
j,i (ω)

−
j>k

u
n
j,i(ω) + (λ

n

i (ω)/2)
/1 + 2α(ω − ωn

k)2

end
end
for k� 1: K do

ωn+1
k :� 

M
i�1 
∞
0 ω|un+1

k,i (ω)|2dω/
M
i�1 
∞
0 |un+1

k,i (ω)|2dω
end
for i� 1: M do

λ
n+1
i :� λ

n

i + τ(xi(ω) − kun+1
k,i (ω))

end
n� n+ 1

end
end

ALGORITHM 5: ADMM for MB-MVMD in frequency domain.
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mini-batch technique not only considers lateral continuity
of the input data but also promotes the computational ef-
ficiency using divided-and-conquer technique.

Suppose the input data areXwith N traces (or columns).
We firstly set the batch size and then compute the number of
batches using floor function “ ⌊⌋”:

Number of batches �
N

Batch size
 . (11)

After that, we extract the lth mini-batch data from the
input data X:

xl � X[(l − 1)∗ (bs): l∗ (bs)], (12)

where “bs” denotes the batch size previously determined.
Following the segmentation above, we use ADMM algo-
rithm in frequency domain to decompose the lth mini-batch
data and lastly concatenate the decomposed data to form
components.

(e computation processes of MB-MVMD in frequency
domain are summarized in algorithm (5).

3. Experimental Results

Figure 1 shows a single seismic trace and its four extracted
components using the VMD method. (ese four compo-
nents are narrow banded. Figure 2 shows the sum of the four
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Figure 1: VMD decomposition. From the top to bottom are the input signal and its VMD decomposition components.
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extracted components in Figure 1 and the difference between
the sum and the original input single seismic trace. From
these figures, we see that VMD extracts sub signals with
compacted bandwidth subject to full signal reconstruction.
(e parameters for VMD decomposition are number of
components K� 4 and bandwidth constraint α � 500.

A bivariate signal with three different tones and a certain
percentage of Gaussian noise is shown in Figure 3. We apply
MVMD to this signal; the extracted components are shown
in Figure 4(a). (e parameters for the MVMD method are
number of components K� 4 and bandwidth constraint
α � 500. For comparison, the MEMDmethod is also used to

decompose this bivariate signal; results are shown in
Figure 4(b). From these figures, we see that MVMD uses
fewer components than the MEMDmethod to represent the
input signal.

SNR is often used as a qualitative indicator to show the
effectiveness of a denoising method; it is defined as the ratio
of signal power to the noise power and is often expressed in
decibels:

SNR � 20log10
As

An

 , (13)

where As andAn represent signal and noise powers.

Original

Fit

Difference

102 84 6 120 5 93 111 7
Time (s)

Figure 2: Seismic trace and its sum of VMD components: “Original” is the input seismic signal, “Fit” is the sum of VMD components in
Figure 1, and “Difference” is the difference between the input signal and its VMD approximation.
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3.1. SyntheticData. A synthetic seismic data with four linear
events are used for test. (e synthetic data have 256 traces,
with time step Δt � 0.004 and 512 samples. Figures 5(a),
5(b), and 5(c) are the synthetic signal, the random Gaussian
noise, and the noisy data, respectively. Figure 6 shows
denoised results using three different methods: FX-DECON,
VMD, and MB-MVMD. Figures 6(a), 6(b), and 6(c) show
the denoised result, removed noise using FX-DECON, and

the similarity between them. Figures 6(d), 6(e), and 6(f )
show the denoised result, removed noise using VMD, and
the similarity between them. (e parameters of the VMD
method are bandwidth constraint α � 2000 and τ � 0.0 and
number of components K� 4. Figures 6(g), 6(h), and 6(i)
show the denoised result, removed noise using MB-MVMD
of batch size eight, and the similarity between them. (e
parameters of the MB-MVMD method are
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Figure 5: Synthetic seismic data with four linear events. (a) Clean data. (b) Gaussian random noise. (c) Data with noise added.
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Figure 6: Continued.
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α � 1000, τ � 0.5, andK � 4. From these figures, we can see
that the denoised data of FX-DECON is better than the
denoised one of VMD. (e denoised data of MB-MVMD of
batch size eight are the best, which can be seen from the
denoised results, the removed noises, and the similarities of
these three methods.

Another synthetic mode (shown in Figure 7) is used to
test the proposed method. Figures 8(a), 8(b), and 8(c) are the
denoised data, removed noise using FX-DECON, and
similarity between them. Figures 8(d), 8(e), and 8(f) are the
denoised data, removed noise using VMD, and similarity

between them. Figures 8(g), 8(h), and 8(i) are the denoised
data, removed noise using MB-MVMD of batch size four,
and similarity between them. (e parameters of the VMD
method are bandwidth constraint α � 2000 and τ � 0.0
and number of componentsK � 4. Parameters for MB-
MVMD of batch size four are α � 1000, τ � 0.5, andK � 4.
(e denoised result of FX-DECON is better than the
denoised result of VMD; the denoised data of MB-MVMD
are the best among these three denoising methods. (e MB-
MVDMmethod considers the lateral continuity of the input
data; some degree of signal is removed as noise, which can be
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Figure 6: Denoise comparisons. (a) Denoised data using FX-DECON. (b) Removed noise using FX-DECON. (c) Similarity between
denoised data and its removed noise using FX-DECON. (d) Denoised data using VMD. (e) Removed noise using VMD. (f) Similarity
between denoised data and its removed noise using VMD. (g) Denoised data usingMB-MVMD of batch size eight. (h) Removed noise using
MB-MVMD of batch size eight. (i) Similarity between denoised data and its removed noised using MB-MVMD of batch size eight.
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Figure 7: Synthetic seismic data with Gaussian noise. (a) Clean data. (b) Gaussian random noise. (c) Data with noise added.

Computational Intelligence and Neuroscience 9



0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Ti
m

e (
s)

0 0.5 1 1.5
Offset (km)

(a)

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Ti
m

e (
s)

0 0.5 1 1.5
Offset (km)

(b)

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Ti
m

e (
s)

0 0.5 1 1.5
Offset (km)

0

0.2

0.4

0.6

0.8

(c)

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Ti
m

e (
s)

0 0.5 1 1.5
Offset (km)

(d)

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Ti
m

e (
s)

0 0.5 1 1.5
Offset (km)

(e)

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Ti
m

e (
s)

0 0.5 1 1.5
Offset (km)

0

0.2

0.4

0.6

0.8

(f )

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Ti
m

e (
s)

0 0.5 1 1.5
Offset (km)

(g)

0 0.5 1 1.5
Offset (km)

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Ti
m

e (
s)

(h)

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

Ti
m

e (
s)

0 0.5 1 1.5
Offset (km)

0

0.2

0.4

0.6

0.8

(i)

Figure 8: Denoise comparisons. (a) Denoised data using FX-DECON. (b) Removed noise using FX-DECON. (c) Similarity between
denoised data and its removed noise using FX-DECON. (d) Denoised data using VMD. (e) Removed noise using VMD. (f) Similarity
between denoised data and its removed noise using VMD. (g) Denoised data using MB-MVMD of batch size four. (h) Removed noise using
MB-MVMD of batch size four. (i) Similarity between denoised data and its removed noised using MB-MVMD of batch size four.
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Table 1: SNRs (in decibels) comparison using different batch sizes.

Batch size 2 4 8 16 32 64 128 256
Model 1 4.78 4.81 6.89 6.55 6.43 6.10 5.97 5.43
Model 2 5.89 6.27 6.12 5.83 5.74 5.61 5.57 4.98
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Figure 9: Field data with Gaussian noise. (a) Field data. (b) Gaussian random noise. (c) Field data with noise added.
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Figure 10: Continued.
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seen from the removed noise data. Similarity of MB-MVDM
of batch size four also reveals the effectiveness of the pro-
posed method in random noise attenuation.

Table 1 shows the SNRs of the above two models
using different batch sizes (Model 1 is the linear synthetic
model and Model 2 is the synthetic model of Figure 7).
(e results show that the SNR of batch size eight is best
for model 1, and the SNR of batch size four is best for
model 2.

3.2. Field Data. Figure 9 shows a marine data; the data have
470 traces. Figures 9(a), 9(b), and 9(c) are the clean field data,
Gaussian random noise, and the noisy data, respectively.

FX-DECON, VMD, and MB-MVMD of batch size five
are used to denoise the noisy data. Figures 10(a), 10(b), and

10(c) are the denoised data, the removed noise using FX-
DECON, and the similarity between them. Figures 10(d),
10(e), and 10(f) are the denoised data, the removed noise
using VMD, and the similarity between them. Figures 10(g),
10(h), and 10(i) are the denoised data, the removed noise
using MB-MVMD of batch size five, and the similarity
between them. (e removed noises show that a lot of signals
are removed from the data for the VMD method, which is
confirmed by the similarity of the VMD method (the
“Signal” boxes indicate signal is removed as noise.). (e
removed signal as noise is least for the MV-MVMDmethod,
which is also confirmed by the similarity of the MV-MVMD
method.

Table 2 shows the SNRs of the three models using dif-
ferent denosing methods. “Model 1” is the synthetic model
with linear events, “Model 2” is the secondmodel, and “Field
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Figure 10: Denoise comparisons. (a) Denoised data using FX-DECON. (b) Removed noise using FX-DECON. (c) Similarity between
denoised data and its removed noise using FX-DECON. (d) Denoised data using VMD. (e) Removed noise using VMD. (f) Similarity
between denoised data and its removed noise using VMD. (g) Denoised data using MB-MVMD of batch size four. (h) Removed noise using
MB-MVMD of batch size four. (i) Similarity between denoised data and its removed noised using MB-MVMD of batch size four.
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Data” is the field data model. (e SNRs reveal that the MV-
MVMDmethod is the best with respect to denoising results.

4. Conclusion

MB-MVMD considers the lateral continuity of the input
data; it seeks a sparse representation of the input signal. (is
divide-and-conquer method bridges VMD and MMVD
methods. (e proposed method achieves better denoising
results compared with the VMD method in seismic random
noise denoising.

Although the proposed method has many advantages,
there is still room for improvement. For example, the de-
composition parameters are set manually; is there a way to
automatically select the best parameters for the
decomposition?
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Policy formulation is one of the main problems in multirobot systems, especially in multirobot pursuit-evasion scenarios, where
both sparse rewards and random environment changes bring great difficulties to find better strategy. Existingmultirobot decision-
making methods mostly use environmental rewards to promote robots to complete the target task that cannot achieve good
results. ,is paper proposes a multirobot pursuit method based on improved multiagent deep deterministic policy gradient
(MADDPG), which solves the problem of sparse rewards in multirobot pursuit-evasion scenarios by combining the intrinsic
reward and the external environment. ,e state similarity module based on the threshold constraint is as a part of the intrinsic
reward signal output by the intrinsic curiosity module, which is used to balance overexploration and insufficient exploration, so
that the agent can use the intrinsic reward more effectively to learn better strategies. ,e simulation experiment results show that
the proposed method can improve the reward value of robots and the success rate of the pursuit task significantly. ,e intuitive
change is obviously reflected in the real-time distance between the pursuer and the escapee, the pursuer using the improved
algorithm for training can get closer to the escapee more quickly, and the average following distance also decreases.

1. Introduction

,e research of multirobot system has been widely applied in
industrial manufacturing, medical health, military opera-
tions, and other fields. ,e multirobot system [1] first
appeared in the 1970s, due to the demand of practical ap-
plication is increasing, it is difficult for a single robot to
handle a lot of complex tasks, researchers have gradually
turned their attention to multirobot systems. Unlike single
robot system, multiple robots can share information to learn
better strategy to accomplish cooperative tasks. ,e learning
mechanism in the multirobot system enables robots to ac-
quire environmental perception, information memory, and
behavioral decision-making abilities in the process of
interacting with the environment.

,e multirobot systems application is pursuit-evasion
problem that is a typical problem in the study of multiagent
cooperation and coordination strategies [2]. In essence, the
pursuit-evasion problem is a multiagent cooperative

decision problem. Robots study the optimal decision algo-
rithm in multirobot system through the cooperative com-
petition between the pursuers and the evaders. ,e methods
to solve the problem of multirobot pursuit-evasion are
mainly divided into the difference method and the com-
bination method. ,e former converts the physical con-
straints of the robot into differential constraints and models
and can only obtain local optimal solutions, but this method
is widely used in solving the “simultaneous arrival” problem.
[3]. ,e idea of latter method is to convert the pursuit
problem into graph theory or dynamic programming
problem and use greedy optimal return [4, 5], model pre-
dictive control [6], and other methods to learn the optimal
strategy of the robot. Greedy algorithm [7, 8] is a typical
combination method to fulfil the distance assignment task.
,is algorithm mainly realizes the allocation by minimizing
the distance between the robot and the target. ,e appli-
cation of this method is simple and extensive, but there will
be a situation of allocation “deadlock.” Reference [9] uses the
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negotiation method [10] to redistribute the coincidentally
assigned round-up points that effectively settle the problem
of deadlock. Traditional methods usually require complex
mathematical calculation process to solve the multirobot
pursuit-evasion problem. With the development of artificial
intelligence, more researchers adopt machine learning
methods to seek optimal chasing strategies.

Deep reinforcement learning (DRL) is a new machine
learning method combining deep learning (DL) and rein-
forcement learning (RL). Compared with supervised and
unsupervised learning, deep reinforcement learning com-
bines the perceptual ability of deep learning with the de-
cision-making ability of reinforcement learning [11]
providing a solution to the complex and uncertain envi-
ronment problems in multirobot systems [12, 13]. Volo-
dymyr et al. first proposed deep Q-learning network (DQN)
and obtained superhuman performance on Atari video
games [14]. DQN is only applicable to discrete action space,
and deep deterministic policy gradient (DDPG) is proposed
to settle continuous action space issues [15]. Multiagent
DDPG (MADDPG) is a multiagent policy gradient algo-
rithm where agents learn a centralized critic based on the
observation and actions of all agents [16, 17]. ,is method
has already applied in the field of multirobot system. Kwak
et al. [18] used reinforcement learning to train multirobot
systems to obtain the optimal pursuit time. Li et al. [19]
combined the data mining method of association rules with
reinforcement learning and proposed a segmented rein-
forcement learning method, which solved the chase problem
in the known environment. Liu et al. [20] used layered
reinforcement learning to train the pursuit robot and
designed an independent learning mechanism for the upper
and lower stages [20] to balance the value function of dif-
ferent stages. ,e deep reinforcement learning method
formulates an end-to-end strategy and is more targeted than
traditional methods. However, the problem of inconsistent
pursuit strategies in the phased training still exist. Addi-
tionally, the rewards of multirobot hunting scenes are sparse,
and the algorithm stability performance is not satisfactory.

,is paper considers the pursuit-evasion problem and
uses a deep reinforcement learning technique to solve this
problem.,e sparse rewards and excessive exploration affect
the training process of the robot, resulting in the failure to
complete the pursuit mission. ,is paper proposes an im-
proved MADDPG multiagent decision-making algorithm
via combining environmental rewards and intrinsic rewards.
,e purpose of this paper is to solve the problem of excessive
exploration after adding intrinsic rewards and sparse en-
vironmental rewards in multirobot pursuit-evasion. ,is
method adds a curiosity module based on state similarity to
the robot’s reward function, under the premise of ensuring
that the pursuit task is completed, a greater cumulative
return is obtained. In addition, a threshold for similarity
constrains the amount of intrinsic reward to overcome the
problem of overexploration. ,e idea of this method is to
combine environmental rewards and intrinsic rewards to
facilitate the robot to learn better policies. ,is idea is maybe
a general idea for improving multiagent decision-making
algorithms.

2. Multirobot Chase Model

2.1. Robot Motion Model. In the multirobot pursuit-evasion
problem, this paper treats the individual robot as a particle,
and the motion model of the robot is established in a two-
dimensional plane. Both pursuers and evaders are randomly
distributed in a 2D plane, and the dynamics model is the
same for each robot.,e information for each robot includes
coordinate, velocity, direction, and detection radius, as
shown in Figure 1. ,e kinematics model of the i th robot is
expressed bywhere (xi, yi) represents the coordinate posi-
tion of the ith robot, ri is the radius of the sensing field of the
ith robot, θi is the included angle between the heading and
the horizontal direction of the robot, vi represents the robot
speed along the heading, ui is the change rate of the heading
angle of the ith robot, and f0 is the damping coefficient.

x � xi,

y � yi,

r � ri,

vxi
� vi cos θi,

vyi
� vi sin θi,

_θ � ui,

f � f0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

2.2. Multirobot Cooperative Pursuit Problem. Multirobot
cooperative pursuit is to study how to instruct a group of
autonomous mobile robots (pursuers) to cooperate with
each other to chase another group of mobile robots
(evaders), which involves cooperation between pursers and
confrontation between pursers and evaders [21]. Compared
with single robot pursuit, the uncertainty of multirobot
system environment and the diversity of information bring
great difficulties to the pursuit task. ,e multirobot pursuit
scenario is shown in Figure 2. ,e red circle represents the
pursuer, the blue circle represents the evaders, and the gray
area represents the obstacle. A collision occurs when the
distance between the center of mass of the two objects is less
than the sum of the radii of the two objects. ,e red robot

X

Y

O

x

y v

r

(xi, yi)

θ

Figure 1: Robot motion model.
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needs to get as close as possible to the blue robot without
collision between red robots to accomplish the pursuit task.
,e distance between red robot and blue robot is an indi-
cator to measure the quality of the strategy. Red robot
collides with blue robot is the best case but most case is that
red robot follows blue robot keeping a certain distance.

,ere are some constraints in the multirobot pursuit-
evasion scene. According to the robot motion model and
multirobot pursuit process, the constraints are divided into
control quantity constraint, initial state constraint, and
distance constraint. Among them, the distance constraint
including the obstacle constraint in the pursuit process of the
robot and the safety distance constraint between the robots.
,e obstacle constraint requires no collision between robot
and obstacle. Likewise, the safety distance constraint re-
quires no collision between robots.

,e control quantity constraint is reflected in the con-
straint on the change rate of the heading of each robot ui.
ui,max is the change rate of the maximum heading angle
allowed by each robot, and the control quantity constraint of
the ith robot is described as

ui


≤ ui,max. (2)

,e initial state includes the initial position and the
initial heading angle, which are (x0, y0) and θ0, respectively.
,e initial constraint state corresponding to the ith robot is
shown as

xi t1(  � x0,

yi t1(  � y0,

θi t1(  � θ0,

(3)

where xi(t1), yi(t1), and θi(t1) represent the coordinates
and heading angle of the ith robot at the starting time t1.

,e distance constraint is embodied in the distance
between robots and the distance between robots and ob-
stacles. ,ere are N obstacles as shown in the gray shadow
part in Figure 2. In the process of cooperative pursuit, any
pursuer must not collide with obstacles at any time and
maintain a certain safe distance. Assuming that

Di � [xi, yi]
T, the obstacle constraint of the ith robot is

expressed as

Di − Dn





2≥ rn,

∀i ∈ 1, 2, . . . , S{ },∀n ∈ 1, 2, . . . , N{ },
(4)

where n is the number of the obstacle; S is the total number
of pursuers; N is the total number of obstacles; Dn is the
center coordinate of the n-th obstacle; and rn is the maxi-
mum radius of the nth obstacle.

,e safe distance of each pursuer is considered to avoid
collision occurs. Pursuers need to meet the following con-
straints between each other described as

Di(t) − Dj(t)






2
≥Rs,

∀t ∈ t1, tf ,∀i, j ∈ 1, 2, . . . , S{ }, i< j,
(5)

where Rs is the safe distance between pursuers and Di(t) and
Dj(t) are the coordinates of ith and jth robot at time t.

3. Methods

3.1. Curiosity Module Based on State Similarity. Intrinsic
curiosity module (ICM) [22] is a solution to the sparse
reward and insufficient exploration motivation in multi-
agent environment. ,e error between the real state and the
predicted state at the next moment is regarded as the in-
trinsic reward of agents in ICM to encourage agents to
explore. According to the principle of intrinsic rewards, the
larger the error between predicted state and real state, the
more rewards agents obtain. Obeying this rule, supposing
that the agent is exploring against real state direction at some
point, it will always in wrong direction driven by abundant
intrinsic reward that leads failure of pursuit task. Moreover,
insufficient or excessive curiosity reward leads to unsatis-
factory results [23]. ,erefore, this paper adds a curiosity
reward mechanism based on state similarity with threshold
constraint on the basis of curiosity module. ,e degree of
similarity between the predicted state and the real state
represents the size of the prediction error, and the amount of
intrinsic rewards to agents is effectively controlled by the
constraint interval of similarity. When the similarity be-
tween the predicted state and the real state is below the lower
threshold, agents cannot get internal excitation in order to
prevent overexploration. In analogous cases, similarity ex-
ceeding higher threshold results in ignorance of intrinsic
reward.

Forward Module

Encoder

Encoder

ϕ (st)

ϕ (st+1)

ϕ⌃ (st+1)

st

st+1

Inverse 
Module

rit

a⌃t

Similarityat

Figure 3: Curiosity module based on state similarity.

Figure 2: Schematic diagram of multirobot chase and escape scene.
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,e intrinsic curiosity module is composed of three parts
of neural network, encoder module, forward state prediction
network, and reverse action prediction network, as shown in
Figure 3. ,e encoder is used for agent state feature ex-
traction, and the forward module makes use of the current
state ∅(st) and the current action at to estimate the state of
the next generation ∅(st+1). ,e inverse module employs a
self-supervised style of predicting the current action by
projecting forward the two∅(st) and∅(st+1) outputs of the
network to predict action at. ,e output of ICM is the two
norm of ∅(st+1) and ∅(st+1). Intrinsic rewards in this way
do not take into account the problem of overexploration.
,erefore, this method adds a similarity module to over-
come this issue, as shown as Figure 3.

,e state similarity module measures the degree of
similarity between ∅(st+1) and ∅(st+1) by the Pearson
coefficient (as shown in equation (6)). At the same time, this
method overcomes the under-reward and over-reward by
the threshold constraint of similarity. ,e intrinsic rewards
produced by state similarity module is described as equation
(7), where P is the Pearson correlation coefficient between
∅(st+1) and ∅(st+1) and μ is the reward coefficient. Agents
only gain intrinsic reward when Pearson coefficient is be-
tween low and high, low is the lower boundary of P, while
high is the upper boundary of P.

P(x, y) �
E xi − x(  yi − y(  

������������


n
i�1 xi − x( 

2
 ������������


n
i�1 yi − y( 

2
 , (6)

r
i
t � P∗ μ (low<P< high). (7)

3.2. Improved MADDPG. Multiagent reinforcement learn-
ing algorithm is an effective method to settle the problem of
multirobot pursuit-evasion. Each robot’s decision is con-
trolled by its own neural network, and the pursuers can
complete the task of chasing fugitives through communi-
cation interaction and cooperative decision. MADDPG al-
gorithm is improved on the basis of DDPG algorithm by
Lowe ([16]) and applied to multiagent decision-making
scenarios. Its core idea is to find the optimal global strategy
by means of centralized training and distributed execution,
which solves the problems of nonstationarity and the failure
of experience replay method in multiagent environment.
However, robots lack exploring motivation due to sparse
rewards, which causes low rewards and model difficult to
converge.

,is paper combines intrinsic reward and external en-
vironment reward as the agents’ overall rewards via intro-
ducing the curiosity module based on state similarity into
MADDPG. In this way, this method not only simulates the
enthusiasm of the robot to study strategy but also prevents
the excessive behavior. ,e model convergence speed and
cumulative return value of the model are significantly im-
proved using this method. Multiagent training is a process of
searching for strategies that generate maximum total reward
expectation and is described as shown in equation (8).

max
θp

Eπ st;θp(  
t

rt
⎡⎣ ⎤⎦, (8)

where θp is the neural network parameter and rt is the total
reward value of the agent at time T. ,e total reward value
consists of two parts, namely, the internal motivation is ri

t

and the external environment motivation is re
t , as shown in

equation (9). In general, the intrinsic motivation is 0. When
the intrinsic curiosity module is added, the intelligence will
take the similarity error between the predicted value and the
actual value of the next state st+1 as the intrinsic reward
according to the current state st and the given action at, as
shown in

rt � r
i
t + r

e
t . (9)

Improved MADDPG algorithm training framework adds
an internal curiosity module on the basis of MADDPG, and
its overall architecture is shown in Figure 4. As a whole, the
actor-critic framework is still adopted [24, 25] Each agent is
training by Actor network, Critic network, Target Actor
network, and Target Critic network. ,e parameters of actor
network and critic network are updated via gradient descent
computing the overall loss. ,e parameters of the target
network update via copying the parameters of the local
network through soft update within a certain period of time.

,is method adds a module named ICM, as shown in
Figure 4. ,e inputs to this module are current real state St,
next real state St+1, and current action at of each robot. ,e
output is the intrinsic reward generating by state similarity
module. ,e sum of intrinsic reward ri

t and external reward
re

t is put into replay buffer to update network. ,rough the
optimized reward calculation method, the improved algo-
rithm gives appropriate rewards to the robot resulting in
better strategy that guides robots to catch up on the target
robot faster and more accurately.

3.3. Algorithm Process. ,e improved algorithm flow is
shown in Table 1. Before training of agents, the replay buffer
and exploration noise have been initialized, the network
parameters of actor, critic, and the additional curiosity
module also have been initialized. Every robot’s state is reset
at the begin of each episode, a quadruple st, at, rt, st

′ will
update after each robot chooses an action and then is put
into replay buffer, st and st

′ are robot’s current state and next
state, at is current action of robot, and rt is the whole reward
of robot. ,e value network and target network parameters
will be updated by sampling in the replay buffer.

4. Design of the Multirobot Pursuit Strategy

4.1. State Space. For the multirobot pursuit-evasion scene,
both the pursuer and the evaders are treated as particles, and
the state space of the pursuit scene is divided into the
pursuer and the evader.

,e pursuer’s state space includes the pursuer’s centroid
position c(t), the distance d(t) from other pursuer, the
distance l(t) from the obstacle’s centroid, the distance w(t)
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from the evader, the heading angle φ(t), and the heading
speed v(t). ,e pursuer’s state space at time t is defined as
follows:

sr(t) � [c(t), d(t), l(t), w(t), φ(t), v(t)] �
(x, y), d1, d2, . . . , dN( , l1, l2, . . . , lM( , w1, .., wK( ,

φ, vx, vy 
⎡⎢⎣ ⎤⎥⎦, (10)

where (x, y) is the pursuer’s coordinate, (d1, d2, . . . , dN) is
the distance between the current pursuer and peer pursuers,
N is the number of peer pursuers, (l1, l2, . . . , lM) is the

distance between the pursuer and the center of mass of the
obstacle, M is the number of obstacles, (w1, .., wK) is the
distance between the pursuer and the evader, K is the

Table 1: ,e multirobot collaborative pursuit strategy using improved-MADDPG.

(1). Initialize replay buffer D and motion exploration noise ε
(2). Initialize the EvalActor network and EevalCritic policy network for each robot
(3). Initialize the TargetActor network and TargetCritic network for each robot
(4). Initialize the ICM network for each robot
(5). For episode� 1 to MaxEpisode:
(6). Initialize the status of chase robot and escape robot st

(7). For t� 1 to MaxStep:
(8). Each chaser and runner chooses the action at

(9). Obtain st, at, re
t , st
′

(10). Calculate the intrinsic reward ri
t by st and st

′ similarity error P
(11). Update overall rewards rt � ri

t + re
t

(12). Update current status st
′，push (st, at, rt, st

′) into replay buffer D
(13). For agent� 1 to N:
(14). Take s samples from the experience pool to form batch samples, and calculate union losses to update EvalCritic network parameter
(15). Soft update the TargetCritic network parameter
(16). End for
(17). Soft update TargetActor and TargetCritic network parameter
(18). End for
(19). End for

ICM
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+

Actor Target actor

Critic Target critic

Policy loss

+
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Figure 4: Improved MADDPG algorithm framework.
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number of evaders, φ is the heading angle, and vx, vy are the
velocities along the x and y directions, respectively.

,e state space of the evader includes the position c(t) of
the center of mass of the evader, the distance d(t) between

the evader and fellow evaders, the distance l(t) between the
center of mass of the obstacle, the distance w(t) between the
pursuer, the heading angle φ(t), and the heading speed v(t).
,e state space of the evader at time t is defined as follows:

sb(t) � [c(t), d(t), l(t), w(t),φ(t), v(t)] �
(x, y), d1, d2, . . . , dK−1( , l1, l2, . . . , lM( , w1, .., wN+1( ,

φ, vx, vy 
⎡⎢⎣ ⎤⎥⎦. (11)

4.2. Action Space. ,is paper regards multirobot pursuit-
evasion as a continuous process. ,erefore, the action space
is complex and continuous rather than simple and discrete.
In accordance with the movement characteristics of the
robot, the action space at time t is designed, as shown in

A(t) � Δφ，Δv 

� φ(t) + μt, v(t) + at ,
(12)

where Δφ is the heading angle change value, μ is the angle
change rate, Δv is the heading velocity change value, and a is
the acceleration. ,e movement process of the robot is
mainly related to the speed and direction, angle change rate
controls direction, and acceleration controls velocity.

4.3. Reward Function. With the design idea of improved
MADDPG algorithm, the reward function is divided into
two parts, including external environment reward and in-
ternal incentive reward.

In the multirobot pursuit-evasion scenario, pursuer is
rewarded for catching up evaders. On the contrary, evaders
who are caught are punished. However, sparse reward is not
conducive to improving the comprehensive performance of
the pursuer. ,erefore, distance reward is also taken as an
external reward in the design of reward function in this
paper.

,e relative position reward of the pursuer and the
evader can be described, as shown in equation (13), ω is the
relative distance reward coefficient, M is the number of
pursuers, N is the number of evaders, xpredator, ypredator,

xprey, yprey are the x and y coordinates of the pursuer and the
evader, respectively.

r
e
t � ω∗ 

M

i�1


N

j�1
x

i
predator, y

i
prey  − x

j

predator, y
j
prey 

������

������. (13)

,e reward of the pursuer for completing the pursuit
task is described, as shown in equation (13). δ is the reward
base value and the pursuer and the evader get negative
reward.

r
e
t �

+δ, if agent is predator,

−δ, if agent is prey.
 (14)

As for intrinsic reward, it is designed to encourage robots
to learn optimal strategy. ,is paper describes intrinsic
reward as equation (15), μ is the reward coefficient and the

intrinsic reward is generated by similarity error between the
predicted state st+1, and current state st+1 at time t + 1.

r
i
t � μ∗P st+1, st+1( . (15)

,e total reward rt is the sum of external environment
reward and internal incentive reward described as

rt � r
e
t + r

i
t. (16)

5. Simulation Experiment

5.1. Experimental Configuration. ,is paper adopts the
hypothetical scenario in Figure 2 to complete a series of
experiments, in which the pursuers cooperate to chase the
evaders. ,e starting point of the task is when the pursuers
start to move, and the end point is when they catch up with
all the evaders. ,e simulation environment was redesigned
on the basis of MPE environment and Python. OpenAI Gym
reinforcement learning platform was adopted, and Pytorch
deep learning framework was used to complete the simu-
lation experiment of multirobot cooperative pursuit task.

,e training of robots is a close-loop process, robots
obtain environmental information by taking actions through
strategy they have learned to update their own status in-
formation, then optimize pursuit-evasion strategy by means
of the feedback information. ,e hyperparameters in the
experiment are shown in Table 2.,e whole training process
iterates 2∗ 105 times, each episode includes 100 steps. ,e
critic network learning rate is slightly higher than actor
network learning rate so that critic correctly guides actor.
Discount factor represents the degree to which each training
session is learned from the previous experience. ,e size of
replay buffer and batch size depend speed of experience
feedback. ΔT is the time interval for each simulation
playback.

Different from deep learning, deep reinforcement
learning has no data set. ,e agent obtains data from the
simulation environment and uses the deep neural network
for strategy optimization to train the model. Combined with
the characteristics of deep reinforcement learning and the
actual multirobot pursuit-evasion scenario, the following
assumptions are made for the simulation environment:

(1) To prevent the motivation generated by the internal
curiosity module from keeping the robot exploring
without stopping, this method limits environment
boundaries and maximum stride length per turn.

6 Computational Intelligence and Neuroscience
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they communicate with each other by share status
information.

(3) Considering the characteristics of deep reinforce-
ment learning, the robot’s range of activity is a two-
dimensional infinite space. But the robot only moves
within a certain range in practice, thereby this paper
limits the multirobot pursuit scene to a two-di-
mensional finite space in that the robot is randomly
initialized with coordinates between −1 and 1. Ro-
bots who are beyond the limited range are given
certain punishment, and the environment is com-
posed of N pursuers, K evaders, and M obstacles.

5.2. Experimental Analysis. Deep reinforcement learning
models usually judge algorithm performance from two as-
pects: convergence speed on the one hand and reward value
after convergence on the other hand. In the experiment, the
algorithm performance of MADDPG and the improved
MADDPG algorithm in the multirobot pursuit-evasion
problem are compared. ,ose methods including
MADDPG, MADDPG with ICM, and improved MADDPG
are tested in the 3VS1 scenario. ,e curve between the
robot’s average reward value and the number of iterations is
drawn to evaluate the performance of algorithms, as shown
in Figure 5. ,e reward value of the robot is the most in-
tuitive manifestation of the performance of the algorithm. In
the multirobot reinforcement learning training process, the
average return value of the robot is calculated after each
training episode to measure the quality of strategy and
whether the algorithm has converged is judged by observing
the training curve.

Figure 5 indicates that the overall average reward of the
improved algorithm is significantly improved, and the
method of adding state predicts error into intrinsic curiosity
module accelerates the model convergence speed and has
better convergence stability.

From the trend of the curves in Figure 5, the convergence
value of the black curve (i.e., the MADDPG algorithm) is
significantly lower than that of the other two curves. ,e red
curve shows the trend of the reward value after adding the
original curiosity module. ,e reward is increasing com-
pared with MADDPG under the influence of increasing
explore motivation via intrinsic reward generation by ICM.
However, in the convergence stage, the curve oscillates
greatly caused by excessive exploration. When the rules of

giving intrinsic rewards are changed, the threshold of state
similarity module limits intrinsic reward produced by ICM
and guides the robot to explore rationally. Although the
overall reward value is not greatly improved, the stability in
the convergence stage is improved as shown by the blue
curve.

In addition, in order to test the stability of the algorithm
model, the trained model was tested in the 3VS1 scenario,
and the average reward and task completion rate under 1000
tasks were counted. ,e results are shown in Figure 6 and
Table 3.

,e test results shown in Figure 6 show that the im-
proved MADDPG algorithm has significantly improved in
both average reward value and task success rate. Taking task
completion rate as a performance indicator, the improved
algorithm has improved the success rate by 2–4 percentage
points compared with the original algorithm.

Figure 6 shows the specific experimental data of the three
algorithms in the form of a bar chart. Figure 6(a) shows the
average reward of the robot, and Figure 6(b) shows the
success rate of the multirobot system under the three al-
gorithms. Table 3 indicates that both reward and success rate
are increasing and proves the effectiveness of the improved
algorithm.

In the pursuit-evasion scenario of 3VS1, the distance
between the pursuer and the evader is also an important
indicator to measure the performance of the algorithm.
Figure 7 shows the track graph of a pursuit-evasion process
and the real-time distance trend graph of the pursuer and the
evader. ,e improved MADDPG algorithm enables the
robot to follow the target more quickly and get closer to the
target on average within the specified time. ,e statistical
results are shown in Table 4.

,e four pictures in Figure 7 intuitively show the robot’s
pursuit-evasion process, where Figures 7(a) and 7(c) are the
trajectories of the robot tested using MADDPG and the

Table 2: ,e training hyperparameters.

Training parameter Values
Max_steps 2∗ 105
Maximum episode length step_len 100
Discount factor c 0.96
Actor network learning rate αa 10− 4

Critic network learning rate αc 10− 3

Size of replay buffer M 106
Batch size 256
Simulation time step ΔT 0.1 s
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Figure 5: Average reward value of simulation scenarios.
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Figure 6: 1000-times test results. (a) Average reward. (b) Success rate.

Table 3: Average reward value and success rate.

Algorithm Average Success rate (%) Improvement (%)
MADDPG −15.3 84 —
ICM-MADDPG −10.5 86.4 2.85
Ours −9.1 87.2 3.81
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Figure 7: Continued.
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improved algorithm. It is obvious that the improved algo-
rithm drives more robots to approach the target robot, and
their ability to follow the target is significantly improved.
Figures 7(b) and 7(d) describe the real-time distance be-
tween the pursuer and the evader during the entire pursuit-
evasion process. ,e average distance between the pursuer
and the evader in a test is shown in Table 4. ,e improved
algorithm can reduce the average distance between robot_1
and robot_2 and the target robot, which represents an
improvement in the performance of robot hunting. Al-
though robot_0 performs poorly, it does not affect the
success of this pursuit task. One possible reason is that the
robot sacrifices itself to provide other partners with richer
information, thereby making other robots faster approach
target.

6. Conclusion

To address the problem of changeable environment and
sparse rewards in the process of multirobot pursuit-
evasion, this paper proposes an intelligent multirobot
pursuit-evasion method based on deep reinforcement
learning. A multirobot pursuit-evasion model was built to
describe motion model of robot and some constraints in
the multirobot pursuit-evasion scene. ,e improved

curiosity module with state similarity based on threshold
constrain is introduced into the MADDPG algorithm to
resolve sparse reward and unstable model caused by ex-
cessive exploration. ,e improved MADDPG algorithm is
better applied to the multirobot pursuit-evasion scene by
designing the state space, action space, and reward
function of the agent. Comparing the improved
MADDPG algorithm with the MADDPG algorithm, the
results show that the improved algorithm can not only
solve the problem of multirobot pursuit-evasion but also
the average reward of the agent is obviously higher than
the original algorithm.

At present, the improved algorithm has better results for
specific scenarios, the next step is to further optimize the
algorithm so that it can play a better role in different
scenarios.
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Figure 7: Robot trajectory and real-time distance in the 3VS1 scenario. (a) Trajectory of the robot using MADDPG; (b) real-time distance
between the pursuer and escaper usingMADDPG; (c) trajectory of the robot using improvedMA-DDPG; (d) real-time distance between the
pursuer and esca-per using improved MADDPG.

Table 4: Average distance between the pursuer and evader in the
3VS1 scenario.

Algorithm Average distance
robot_0 robot_1 robot_2

MADDPG 0.56 0.30 0.15
Ours 0.73 0.21 0.14
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At present, with the development of society and economy, some new problems have emerged continuously. Among them, the
more serious problem is that enterprises pay too much attention to economic benefits, which leads to problems in the de-
velopment of many enterprises. *erefore, the problem caused by too much emphasis on economic benefits is one of the major
economic problems. After this problem, our country’s economy began to focus on economic input and output in the subsequent
development process. And, related personnel have also studied the economic input-output technology and model, which is an
economic quantitative analysis method that has been widely used in various aspects of the economic field since its emergence.*is
paper firstly elaborates the theoretical knowledge involved, such as economic data, economic variables, and visualization
techniques. Secondly it analyzes the application of scientific visualization techniques in the processing of economic variable data,
which includes the techniques of preprocessing, mapping, drawing, and displaying the data. Finally, this paper investigates the
application of mathematical models in economic variables input and output and the application of mathematical models in
economic research, which can help us to better understand and use the knowledge of economics, thus providing strong support for
solving practical problems. Also, this helps people to understand and grasp more about the macroarea, microaspect, and even the
country as a whole.

1. Introduction

Beginning in the late 1970s, some foreign researchers have
made in-depth discussions on visualization-related issues,
such as measurement, mathematical models, and so on.
Since 1980, our country began to pay attention to the fields
of scientific visualization theories and methods. In addition,
many countries have done a lot of research on the economic
input-output model, which makes the economic input-
output model more widely used in the economic develop-
ment of enterprises [1]. *e input-output model is mainly
used for the analysis of the chain impact of product price
changes, the analysis of investment-induced effects, and the
analysis of industrial structure adjustment. At present,

domestic scholars have not formed a systematic and effective
framework to serve quantitative analysis. It is also an im-
portant problem to be solved at present to conduct a deeper
research on how to establish the relationship between the
input and output of a set of economic variables [2].

In summary, this paper mainly studies the following
contents:

Mathematics is a highly abstract discipline that covers
many fields and has a wide range of applications in eco-
nomics, sociology, and psychology, among others. We can
see that classifying variables from different perspectives
often requires the consideration of several factors at the same
time. For example, when people are faced with a problem in
their lives, they choose to think about all the possible
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solutions to the problem before making a decision [3].
Mathematical visualization is the use of computer tech-
nology to visualize areas that do not require precise data,
such as functions and probabilities. It allows us to use
existing knowledge to solve practical problems more easily,
quickly, and effectively. *e variables involved in this
process can also produce a certain degree of “backward”
effect or partially offsetting effect (which is unpredictability
and nonordered error) with time change, thus affecting the
effect of mathematical modeling, which makes the visuali-
zation theory more comprehensive and accurate to play its
proper value [4, 5]. In this paper, we introduce some vi-
sualization variables based on previous research and then
build a mathematical model and dig deeper into it.

Economic variables are important factors in explaining
the production function and can generally be reflected by the
ratio of a given output to income. In real life, there are
usually one or more economic variables that are related to
output, have some correlation, and can be expressed in
different quantities. For example: when unit output
value�GDP∗ (X1 +Y0)/y, the sales price of its product is
zero; for the same linear equation, it is output per unit× x
value. *at is, each production function has more than two
given quantities and another known variable, and each
output value has more than two known quantities and
another unknown variable [6].

Mathematical models can concretize abstract, non-
quantitative problems, and in practical applications it has a
profound impact on people's lives. In the traditional method,
some situations are unpredictable or difficult to explain by
decision makers, and this method can be used to solve them.
*e word “precision” first appeared in the mid-19th century.
With the progress of the times and the technological rev-
olution, the word “precision” was introduced. A mathe-
matical model is a tool for describing, reasoning, and
calculating the relationships between things and the laws
arising from changes in their nature by using certain
quantitative and quantifiable objects. Precise mathematical
models play an important role in economic research, which
can help people to simplify complex problems and solve
practical problems, so it is getting more and more attention
and application [7, 8].

*e application of mathematical models is mainly to
solve the visualization of economic variables, and in reality,
some data cannot be directly obtained, so it needs to be
transformed into something that can visually reflect the
essential characteristics and inner laws of things, reflect the
nature of the problem, or describe things, and other func-
tions are clearer and easier to understand and grasp the
interconnection and influence relationship between the
phenomena under study.*is requires us to pay attention to
the actual situation as well as to grasp the development trend
of scientific knowledge itself. Mathematical models as an
effectivemethod can be used to solve some difficult problems
in the visualization of economic variables, which are widely
used in many fields [9].

Scientific visualization refers to the realization of hu-
man-computer interaction with the knowledge and infor-
mation involved in the process of data acquisition,

processing, and analysis through computer technology, so
that people can understand and use it. Essentially, it is a way
of thinking. In traditional mathematical models, only the
relationship between variables and the internal structure
characteristics of variables are usually studied to describe the
degree of influence of random events, which ignores its
internal laws and state change trends. However, modern
visualization can help researchers to understand and analyze
the problems, causes, and development prospects in com-
plex systems more deeply, so visualization technology is
more and more widely used in mathematical research
[10, 11].

*e economic data is the basis for the construction of the
visualization model. In the process of building it, it is
necessary to classify the variables under study and then
analyze the interrelationships and internal logical relations
between these indicators. For example, for the attribute of
production (output), cost of production, etc., it is a function,
while for the attribute of consumer demand it is utility.*ese
two sets of regression coefficients and test results are used to
determine the level of economic development, how it de-
termines the amount of input, and whether it grows and thus
affects the rationality of the visualization modeling, which
provide valid support for policy makers.

For mathematical visualization, scholars at home and
abroad have carried out research from different angles and
achieved some good results. *ese theories can be used to
solve practical problems. *ere are many related discussions
on science abroad. For example, two of the famous foreign
economists Kahneman and Delphi put forward the “stra-
tegic” concept (Non-Levin); Professor James Gist of Harvard
University in the United States believes that visualization is
not only an information processing technology or tool, but
also a source of human wisdom. *e research on mathe-
matical visualization in our country started late, and the
research on visualization mainly focuses on economic
variables, explanatory variables, and application fields.*ere
is no complete system about how to apply the mathematical
model to practice.

Scientific visualization refers to people’s intuitive, con-
crete, and vivid definition of complex problems or phe-
nomena and makes them a clear and easy-to-understand
expression through visual and auditory methods. It mainly
includes three aspects: the first is to make an accurate
judgment on the existence of a large number of uncertain
factors in the objective world; the second is to make an
abstract generalization of the natural system in essence; the
third is to describe the nature and various phenomena in-
volved in the process of social development and their in-
terrelations and interactions. *e research model based on
visual analysis is shown in Figure 1.

Based on the economic study of scientific visualization,
we analyze the following aspects. Firstly, mathematical
modeling: In the traditional field of economics, it is usually
assumed that a variable can be expressed by a simple for-
mula; secondly, the mathematical methods are improved
and refined and applied to real life, converting the data that
were impossible or partially unavailable to the results that
can be obtained by simply calculating a functional
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expression, which is called a visualization algorithm. Finally,
computer-aided technology is used to combine economic
indicators with other nonquantitative factors to obtain
quantitative indicators [12].

2. Materials and Methods

2.1. Data Preprocessing. For data processing we usually use
some mathematical methods, such as statistical models,
image models, and so on. However, these common
econometric research tools often require a large number
of complex and detailed models of the sample in practice.
*erefore, in this paper, we will select appropriate and
reasonable information that can reflect the real situation
and representative information as the essence, so as to
better provide more useful information for decision
makers to make accurate choices and reference data for
decision making; at the same time, it can also provide
more useful information for specific decision makers, so
that they can make more accurate and rational choices.
*e block diagram of data preprocessing is shown in
Figure 2.

In this paper, mathematical tools based on the “least
squares” algorithm (SURF) and the LM heuristic algorithm
are used to complete the data preprocessing process. Among
them, the “least squares” algorithm (SURF) is mainly used
for data correction; i.e., when there is only random error in
the variables, as described in formula (1), and when there is
significant error in the variables, the algorithm is described
in formula (2).

x
m

� x + ε. (1)

x
m

� x + ε + b. (2)

One of the characteristics of display technology is the
display of the amount of data that needs to be processed,
especially image data. As the resolution of image capture
tools increases, the amount of image data per frame in-
creases exponentially. *erefore, the storage and trans-
mission of data have a negative impact, which means that
the capacity of internal/external memory must be ex-
panded to increase the speed of data communication. One
of the technical methods to overcome this difficulty is to

use data compression technology. Traditionally, data
compression technology has always been one of the main
research materials in digital image processing. Data
compression technology can be divided into lossless
compression and lossy compression according to the
degree of distortion of information after compression.
And its compression time is relatively long, but when the
data block is processed and compressed, it is prone to
overflow. *e development of scientific computing screen
technology and the development of multimedia com-
puting technology have promoted the development of
data compression technology. *e current data com-
pression technology can reduce the data storage capacity,
but its computational complexity is high, and it needs
continuous improvement. In recent years, data com-
pression algorithms and standardization have developed
rapidly, and integrated circuits and dedicated hardware
used for compression applications have become the main
topics of current research. *e data compression tech-
nology flowchart is shown in Figure 3. *e imple-
mentation of the data algorithm is in Algorithm 1.

*rough this article, we can understand that data
compression technology can effectively expand storage ca-
pacity and accelerate the speed of data communication; now
there are various data compression systems on the market.
*e performance metrics should include (1) minimum error
density; (2) maximum variance rate as well as minimum
entropy value; (3) minimum generative model; 4–6 are the
missing values of metrics; i.e., the weights and maximum
entropy values are selected as the measurement factors
without considering the nonordered visualization.

Data compression techniques can be divided into lossless
compression and lossy compression according to the degree
of distortion to the information after compression. Lossless
compression technique is to segment data points with
certain characteristics, which is characterized by reducing
the amount of information required in random measure-
ments; it is a probability density estimation technique; this
can simplify the calculation of statistics. Lossy compression
is characterized by a higher compression ratio than lossless
compression, but it usually causes distortion after decom-
pression. Also, the number of variables is uncertain and the
variables are closely related to each other.

According to the output distribution characteristics of
the compressed information source, data compression can
be divided into statistical coding and dictionary coding.
Statistical compression is one of the earliest compression
techniques used and it is associated with classical data
compression. Vocabulary encoding is also called LZ
encoding. *e basic principle is to select a character string
from the source output data, save each character string code
as an identifier, and use the dictionary search principle to
encode the compressed character string and perform
character string encoding.

Data compression technology can reduce data storage
capacity. *e principle of data compression technology is as
follows: due to some redundancy between image data, this
makes data compression possible. Shannon, the founder of
information theory, proposed to treat data as a combination
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Figure 1: Research model based on visual analysis.
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of information and redundancy.*e so-called redundancy is
due to the high correlation between the pixels of the image,
so many coding methods can be used to remove them, so
there is no need to reduce the compressed data.

One of the characteristics of visualization technology
is the display of the amount of data that needs to be
processed. *e application of visualization technology in
mathematics is mainly reflected in, first, the integration of
data and information, through the transformation of
complex abstract problems into simple and clear, easy-to-
understand-and-grasp features; second: the simplifica-
tion of the model can be easily applied to many fields, for
example, the relationship between variables in the
function model and the correlation matrix representation
between parameters. *ird, by constructing

mathematical models, data information can be combined
with the actual situation, thus realizing the characteristics
of high accuracy of visualization.

2.2.Mapping (Modeling). *e concept of mapping (PERT):
it has the properties of fixed state, regular change, and
uncertainty and satisfies the measurable characteristics;
i.e., there is a certain number or correspondence between
variables. When analyzing a mathematical model, it is
important to understand the domain of definition and its
properties [13]. For the problem we are studying, it can
usually be seen as a constraint or a function to describe
the existence of some connection between the state
quantities; and when it comes to the actual situation that
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Figure 2: Data preprocessing flowchart.
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needs to calculate some specific values with definite in-
tegrals, the mapping (PERT) is used as one of the solu-
tions, which is also an important prerequisite for the
study of variables. For example, according to the
mathematical function (3), the corresponding map can be
drawn as shown in Figure 4.

y �

x
2

− 4x + 4, (x≥ 2)

x

2
− 1, (x< 2)

.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

2.3. Drawing. *e drawing function can complete the
process of converting any data into drawing data. As we
all know, the principles and methods of adult computer
graphics provide many rendering algorithms for display
technology. Scan conversion includes hidden surface
removal, light mode, shadow, transparency and shadow,
texture mapping, and antialiasing technology. In general,
the rendering method provided by the graphics computer
can meet the needs of the rendering module in the display

technology, so the research on the rendering function is
not the main issue of the display technology. However, as
mentioned earlier, in some new fields of display research,
rendering technology can also become an important
research technology, such as volume rendering
technology.

Volume rendering technology is a relatively impor-
tant research technology, and volume rendering tech-
nology is based on the image lighting model. *e basic
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Figure 3: Flowchart of data compression technology.

int Rle_Encode_N (unsigned char∗ inbuf, int inSize,unsigned char∗ outbuf, int onuBufSize)
{
unsigned char∗ src� inbuf;
int i;
int encSize� 0;
while (src< (inbuft + inSize)){
if((encSize+2)> onuBufSize)/∗Not enough space in the output buffer∗/
{return-1;}
unsigned char value� ∗ src++; i� l; while(src�� va lue)& & (i< 255)){
src++;
i++;
outbuf[encSize++]i;
outbuf[encSize++]� value;}
return encSize;

ALGORITHM 1: Processing of economic variable data.
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Figure 4: Function map.
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principle is a method based on optical diagrams. *is
method maps the three-dimensional data field into the
basic modeling unit of the system with transparency and
voxel characteristics. *e system describes various light
spots, colors, and other light characteristics passing
through the volume data field under certain lighting
conditions and uses this to represent the internal in-
formation of the data field.

In traditional visualization models, we simply describe
the data, but it is not possible to visualize the problem
itself. *erefore, in order to better represent the mathe-
matical ideas and methods applied to real-life problem
solving, firstly, a solid diagram can be drawn to realize the
function of software technology analysis; secondly, it can
be converted into images, text, and other forms in
computer language and expressed to the user through the
combination of graphics and text; finally, the model can be
processed on the computer using visualization tools to get
the final result.

According to the different rendering order, the vol-
ume rendering algorithm can be divided into the volume
rendering algorithm in the order of the image space and
the volume rendering algorithm in the order of the object
space. *ere are also certain differences between the two.
*e volume rendering algorithm occupies the image
space from each pixel on the screen and emits light
according to the direction of the view. *ese rays pass
through a three-dimensional data field, and the same
sampling is performed on the rays to find the sampling
point. *ese rays pass through a three-dimensional data
field, and the same sampling is performed on the rays to
find the sampling point. *e volume rendering algorithm
occupies the object space according to a specific pro-
jection area and projection direction. Starting from a
three-dimensional data field, project all the frames onto
an image plane in a certain order, calculate the contri-
bution of each data point, and obtain the final image on
the screen. *e typical representative of this type of al-
gorithm is the method of throwing snowballs.

*e commonly used method in the volume rendering
algorithm described in this article is the ray casting al-
gorithm. *e principle of the algorithm is to decompose
complex nonsimple objects into several small units; these
units are called “blocks,” that is, a basic unit. In the actual
calculation, there are often some seemingly contradictory
but interconnected units, and the relationship between
these units is often very complex, so how to simplify the
processing of these units has become one of the key issues
in the visualization algorithm; the most common pro-
cessing method is the local optimal solution method.

*e main advantage of the ray casting method is that
the use of gradients to change the boundary of the ma-
terial can better reflect the normal direction of the surface
of the object; using the phone model, specular reflection,

diffuse reflection, and environment reflection can achieve
better lighting effects, and the sampling step can be
adjusted to reflect local details.

2.4. Showing. *e visualization display module is a function
in the visualization-based student domain statistics software
to provide data processing and graphical presentation. *e
system consists of three main parts: (1) raw data acquisition;
(2) calculation and analysis of results output; (3) attribute
assignment and weighting coefficients for input variables
and other operations [14].

First, all information available within the scope of the
defined original element is extracted, and then this infor-
mation is converted into subblocks that represent the name,
nature, and type of the data object in the visual display
module, as needed.*e subblocks representing the names of
the data objects can be converted directly into the infor-
mation contained in the visual display module, or the in-
formation can be encoded and then represented in
numerical or pictorial form by a computer or software for
the original elements’ characteristic property variables and
other related relationships.

2.5. Application of Mathematical Models to Inputs and Out-
puts of Economic Variables. *e application of mathe-
matical models in economic modeling is very broad and
complex, and it is mainly used in the calculation and
analysis of macroeconomics between factors of produc-
tion, between capital and labor, and in the field of mi-
croeconomics. It is particularly important to use
mathematical modeling to solve practical problems in
some special cases.

2.6.MathematicalProductionFunctionModel. A production
function is a mathematical description of the quantitative
relationship between factor inputs, product output, and
technological progress in a production process. *e pro-
duction function can be used to describe a company or
industrial production process. When studying macroeco-
nomic problems, the production process can also be de-
scribed by considering the whole economic system as a
whole enterprise. It is widely used in economic theory re-
search, production modeling, technical progress measure-
ment, production capacity analysis, and economic
forecasting. Since 1928, when the production function was
proposed by researchers, economists have paid great at-
tention to the production function. Production function
models include Cobb-Douglas production function, con-
stant elasticity of substitution production function, variable
elasticity of substitution production function, and tran-
scendental logarithmic production function [15].
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*e most widely used production function is the Cobb-
Douglas production function whose general form is shown
in the following formula:

Y � AKα
L
β
. (4)

In the formula, Y represents output, K and L represent
the input of capital and labor, A, α, and β are parameters and
A> 0, 0< a< 1, 0< β< 1. *e Cobb-Douglas production
function is generally called the C-D production function.

*ere are some improved forms of the Cobb-Douglas
production function. One of them is the transcendental
production function, whose form is shown in the following
formula:

Y � AKα
L
β
e
α′L+β′L

, A> 0, α′, β′ ≤ 0. (5)

If α′ and β′ are equal to zero, the formula is simplified to
the Cobb-Douglas production function form. Take the
logarithm as shown in the following formula:

ln Y � ln A + α ln L + β ln K + α′L + β′K. (6)

For this function, the marginal product may rise before it
eventually falls. *is function also allows output elasticity
and substitution elasticity to vary with input changes.

*e second improved form of the Cobb-Douglas pro-
duction function is the Zellner-Revankar production
function, whose form is shown in

Yecy � ALαK
β
, c≥ 0. (7)

Here, if c� 0, it is simplified to the form of Cobb-Douglas
production function. Take the logarithm as shown in

ln Y + cY � ln A + α ln L + β ln K. (8)

*e third improved form of the Cobb-Douglas pro-
duction function is the Nervo-Linstad production function,
whose form is shown in

Y
1+c ln Y

� ALαK
β
, c≥ 0. (9)

Here, if c� 0, it is simplified to the form of Cobb-Douglas
production function.

*e fourth improved form of the Cobb-Douglas pro-
duction function is the transcendental logarithmic pro-
duction function, and its form is shown in

ln Y � ln A + α ln L + β ln K + c ln L ln K

+ δ(ln L)
2

+ ε(ln K)
2
.

(10)

2.7. MCD Mathematical Production Function Model for
Analysis of Economic Production Function. *e production
function is a mathematical description of the quantitative
relationship between the input of production factors,
product output, and technological progress in the pro-
duction process. Production functions can be used to de-
scribe company or industrial production processes. When
studying macroeconomic issues, the entire economic sys-
tem can also be regarded as a whole enterprise to describe

the production process. It is widely used in the fields of
economic theory research, production model establish-
ment, technological progress measurement, production
capacity analysis, and economic forecasting. Since the
production function was proposed by researchers in 1928,
economists have paid great attention to the production
function. Production function models include Cobb-
Douglas production function, fixed substitution elastic
production function, variable substitution elastic produc-
tion function, and transcendental logarithmic production
function.

Since its inception, the Cobb-Douglas production
function has been widely studied and applied by many
economists due to its excellent economic properties and easy
solution. *e quantitative economic model derived from the
Cobb-Douglas production function has been widely used in
economic theory and production practice research. With the
deepening of production and technology research and de-
velopment, one-sided shortcomings have gradually
appeared. *e academic circles have never stopped arguing
about this, and research on improvements and revisions will
continue [16].

First of all, some basic properties of the Cobb-Douglas
production function are very related to the actual production
process. If the output elasticity does not change, the factor
substitution elasticity is 1. For the same research object, if the
sampling interval is different, the output elasticity and factor
substitution elasticity should be different. Although the
research objects are the same and the sampling interval is the
same, for different sample data points, because the ratio of
input factors to production factors is different, the elasticity
of output and the elasticity of substitution must be different.

Second, this model is limited in structure. *e relationship
and structure of variables in the economic system are very
complex, which leads to the fact that the Cobb-Douglas pro-
duction function often cannot match historical data with sat-
isfactory accuracy in practical applications. Reason analysis
shows that, with the advancement of science and technology,
the innovation of production equipment, the improvement of
production department functions, the improvement of pro-
duction efficiency, and the diversification of products, the
production process of most enterprises or industries shows the
characteristics of multiple input elements and diversified
structures.*e entire production process of most enterprises or
industries may have subproduction processes, and these sub-
production processes are mutually influencing and interrelated.
When scholars need to use the production function to describe
the total production output of a specific company or industry
and the functional relationship between capital and labor input,
they often use indicators such as average production elasticity
and average technological progress. It is not difficult to see from
the form of the Cobb-Douglas production function that it is
suitable for describing the input-output relationship that rep-
resents a single production process. It is difficult to describe the
complex production structure using Cobb-Douglas production
function. *is requires people to develop new production
functions.

In actual economic production activities, the entire
production process of a company or industry with a
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diversified production structure consists of several sub-
production units. Based on the previous discussion, coupled
with the idea of additive nonparametric regression model, it
is reasonable to assume that a production function showing
this input-output relationship must be a combination of
several basic production functions. *at is, a model is a
group of production subunits used to express each other’s
effects. Because the Cobb-Douglas production function has
good economic properties, it is widely used by economists.
*is article assumes that a reasonable production function
model should be a composite of several Cobb-Douglas
production functions, expressed as

Y � F(K, L) � F K
α1L

β1 , K
α2L

β2 , . . . , K
αm L

βm . (11)

*erefore, this paper constructs a production function
with the characteristics of multiple production structure,
which is used to describe the input-output function rela-
tionship of a certain industry and enterprise. *e specific
form is shown in

Y � 
m

i�1
AiK

αi L
βi . (12)

It is reversed from the digital form. *is article calls this
type of power exponential summation production function
called MCD production function (Modified Cobb-Douglas
Production Function). It can not only maintain some good
properties of the Cobb-Douglas production function, but
also improve the fitting accuracy of the production function
to historical data. At the same time, it can also reflect the
diversified structural characteristics of production to a
certain extent [17].

*e econometric form of the MCD production function
is shown in

Y � 
m

i�1
AiK

αi L
βi + μ. (13)

In order to make the expression concise, suppose the Ai
in the MCD production function is expressed as

A � 
m

i�1
Ai, λi �

Ai

A
. (14)

*e above hypothetical model (11) can be expressed as
shown in the following formula:

Y � A 

m

i�1
λiK

αi L
βi + μ. (15)

3. Experimental Analysis and Results

3.1. Input-Output Line Model. Suppose that the economy of
a country (or region) is divided into n sectors, and each
sector produces one (or one type of) product, the total of
intermediate use and final use in each department, minus
transfers and imports. *is result is equal to the total output
of the department, as shown in


n

j�1
xij + ri + pi + qi + ci + si + di + ei(  − oi − ii � yi, i � 1, 2, . . . , n. (16)

Let zi � ri + pi + qi + ci + si + di + ei − oi − ii; get the
following formula:



n

j�1
xij + zi � yi, i � 1, 2, . . . , n. (17)

*e direct consumption coefficient is the core of the
static input-output model. It can organically combine
economic factors with technical factors, and it can combine
technical factors for economic analysis. In a certain period of
time, if the role of production technology and intermediate
products does not change, it can be considered that aij is
relatively stable. Substitute xij � aijxij into formula (17) to
obtain



n

j�1
aijxj + zi � yi, i � 1, 2, . . . , n. (18)

3.2. Input-Output Column Model. *e production input of
each department is composed of three parts, namely, in-
termediate input, fixed asset depreciation, and initial input.
From this, a balance equation can be obtained as shown in



n

i�1
xij + Ej + wj + bj + tj + mj � xj, j � 1, 2, . . . , n. (19)

Marked as hj � Ej + wj + bj + tj + mj, then formula (19)
can be changed to



n

i�1
xij + hj � xj, j � 1, 2, . . . , n. (20)

Write the above formula in matrix form; get the fol-
lowing formula:

AcX + H � X, (21)

where H � (h1, h2, . . . , hm)T is the value-added column
vector, as shown in

Ac �



n

i�1
ai1

⋱



n

i�1

ain

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (22)

3.3. RevisionMethod of the Input-OutputDirect Consumption
Coefficient. *e direct consumption coefficient is the basis
for calculating the absolute consumption coefficient and
establishing the mathematical model. *e accuracy of the
consumption coefficient directly affects the overall balance
and quality of the plan. In order to ensure the accuracy of the
direct consumption coefficient, it is important to master the
quality of basic statistical data. At the same time, it is necessary
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to understand some factors that directly affect consumption
changes before the coefficient can be corrected.

In the revision of the visual model, the variables defined in
the input-outputmodel can be directly referenced, or they can
be transformed into a correction independent of the estab-
lished functions and not dependent on other known infor-
mation. However, this approach is flawed in practical
applications. If the previous year’s data is used as the reference
object, the estimation results will be biased from the real
situation; if the time series factors are taken into account in
the next year and the next months’ statistics, we get a constant
that was not included in the previous calculation of the
variables defined in the visualization model and therefore
cannot be revised directly, but only as a variable [18].

*e establishment of the input-output model should
follow the following principles:

(1) *e economic variables and GDP per capita are
linearly related over a certain period of time, and
their trends are basically consistent

(2) *ere is interdependence between economic phe-
nomena and other factors for a specific unit in the
field under study

*e following issues should be noted when constructing
a mathematical visualization and quantitative analysis
framework. Firstly, the relationship between quantitative
and qualitative analysis should be paid attention to when
constructing the mathematical visualization model. Sec-
ondly, the mathematical model should reflect the scientific
and artistic aspects as much as possible. Finally, the in-
dicators should be selected, adjusted, and applied
according to the actual situation to meet the requirements
of the prudence principle.

Today the direct consumption factor method has un-
dergone many changes and it is mainly divided into non-
mathematical methods and mathematical methods.
Nonmathematical methods are such as the actual survey
method and the expert assessment method. *ere is a
mathematical method: the most basic one is the RAS
method.

*e RAS correction method is a direct consumption
coefficient correction method, which is essentially an iter-
ative correction method. *e basic assumption of the RAS
correction method is that the direct consumption coefficient
changes come from two aspects.

*e RAS method was proposed by the researcher Richard
Stone in the 1960s. *is method is also known as the bilateral
proportional method.*e idea of this method is to use the total
average annual usage as the control amount for rows, and the
average total input in the target year as the control amount for
columns. *e intermediate input matrix lists the conditions for
double reduction, full utilization of the target year, and full input
in the target year. Estimates are made using conventional
statistical data, which greatly reduces the cost of the input-
output table.

*e most basic mathematical method in the direct
consumption factor method is the RAS method, which has
many advantages. (1) Using RAS directly as the basic idea of
the correction model can make the calculation results more
intuitive and clear, and it does not require any complicated
and tedious mathematical steps in practical operation. (2)
*e visualization method enables us to observe, analyze, and
understand the data from more perspectives.

4. Results

(1) *e input-output model can be used to study many
important proportional relationships in the national
economy, which can be used to measure issues such
as production or technological progress. For ex-
ample, it can study the rate of intermediate products
and the rate of final products, the value composition
of products in a certain department, and so on.

(2) Study the impact of changes in each final demand on
the output value of each department, labor remu-
neration, and social net income, for example, the
increase and decrease of the military budget, the
expansion and compression of the scale of infra-
structure construction, and the impact of the in-
crease and decrease of imports and exports on the
national economy.

(3) Analyze the impact of changes in wages and taxes on
the prices of products in each department. △P, △V,
and △M are used to represent the column vectors
composed of changes in prices, wages, and profits
and taxes, respectively, as shown in

ΔP � I − A
T

 
− 1
ΔV,ΔP � I − A

T
 

− 1
ΔM. (23)

(4) Analyze the impact of changes in the price of a
product on the prices of other products.

(5) Conduct energy consumption analysis. Use the in-
put-output table to calculate A and B, and further
calculate the energy consumption indicators of the
unit output value of the main sectors of the national
economy. *is is an important technical indicator,
from which we can see the technical content and
energy waste of products in the leading sectors of our
national economy. It is helpful to find the gap and
reduce the comprehensive energy consumption per
unit of product.

5. Conclusions

In short, the application of scientific computing visualization
technology can greatly accelerate data processing, and it can
realize image communication between people and com-
puters. It also enables scientists to guide and control the
calculation process and consciously control scientific cal-
culations so that they can run. *e development of scientific
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As a tool for aviation exploration, aircraft plays a pivotal role in the aerospace field. 'e aircraft’s lightweight can ensure that the
aircraft can carry more loads, so it is of great significance to the research on the key technologies of aircraft lightweight.'is paper
organizes the intelligent technology system from the multiobjective fusion technology relationships and considers the complex
changes between technology units. A technology group model for the intelligent technology system of spacecraft welding is
formed to provide a decision-making basis for the realization of batch, stable, and efficient intelligent and lightweight
manufacturing of spacecraft. We expand the technology development research from single technology research to technology
system research. We research and build a three-dimensional perspective intelligent technology system based on technology unit,
technology system, and technology group. It reveals the internal relationship description of technological development and
expands and perfects the current research theory of technological development.

1. Introduction

Aircraft has been widely used and plays a pivotal role in the
aerospace field [1–3]. As one of the key technologies in
aircraft research and development, lightweight design has
received extensive attention [4, 5]. Currently, intelligent
technologies related to lightweight are being deeply inte-
grated with traditional manufacturing processes and ac-
celerate the conventional manufacturing process and
development mode [6, 7]. It is triggering a new round in
lightweight technology and industrial development models
[8]. 'is change is reflected in increasingly lightweight
designs that entirely apply intelligent technology to achieve
an all-round digital and intelligent transformation of the
manufacturing process, research and development, pro-
duction, management, and service [9].'e quality of aircraft
products and the production efficiency have been

continuously improved. It has driven the rapid development
of many related intelligent technologies, intelligent equip-
ment, and intelligent products, providing necessary
manufacturing process support for the manufacturing in-
dustry [10, 11]. 'erefore, the integration of lightweight and
intelligent technology is of great significance for the de-
velopment of aircraft intelligent manufacturing.

In recent years,many scholars have done a lot of research on
lightweight technology. To sum up, it mainly includes the
following three aspects: lightweight design technology, light-
weight material technology, and lightweight manufacturing
technology. Wu et al. [12] and Fiedler et al. [6] achieved the
effect of lightweight design through topology optimization
design under the premise of satisfying safety. Zuo [7] carried out
structural optimization under the constraints of static stiffness
and dynamic frequency stiffness and achieved good lightweight
effect. Cho et al. [13] used the size optimization method to
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optimize the design of the rail transit car body and achieved a
lightweight effect by reducing the bodyweight by 29%.Hou et al.
[14] optimized the multiobjective design of structural perfor-
mance, cost, andmass and reduced the mass of the components
while increasing the structural stiffness. Emirci and Yildiz [15]
compared and analyzed the anticollision and energy-absorbing
characteristics of the body energy-absorbing box using
aluminium alloy and high-strength steel. 'rough lightweight
material technology, the aluminium-made energy-absorbing
box is better than the energy-absorbing effect per unit mass and
the target of the steel energy-absorbing pack. Parsa and
Darbandi [16] analyzed the application of hydroforming in car
body forming and achieved lightening from the manufacturing
technology.

Although the above lightweight methods have achieved
good results, the applied methods are relatively single, and the
influence of the mutual coupling of multiple factors has not
been considered. For aircraft, various factors such as product
quality, performance, and manufacturing cycle require higher
lightweight technology [17]. Especially in the welding process of
lightweightmaterials, it is urgent to change the current situation
of unstable quality of welding products and dependence on
operator skills [18–20]. 'e application of intelligent digital
technology and lightweight knowledge base can realize the
optimization of welding process parameters and the identifi-
cation of welding defects [21, 22]. At the same time, uncon-
trollable factors such as welding cracks and deformation are
eliminated, welding accuracy is improved, the welding pro-
duction mode is changed, and high-quality and high-efficiency
manufacturing of lightweight material welded products is
supported [23]. To better combine intelligent technology with
lightweight goal, it is necessary to clarify the correlation factors
between lightweight technology and system analysis method. At
the same time, a set of technical systems is formed according to
its technical units, and a multiobjective fusion decision-making
model is established. It will be of great significance to describe
the development of technology units in the way of technology
group [24–26].

'is paper presents a multiobjective fusion decision
model applied to the key technology of spacecraft. 'e
model fully considers the complex changes between
technical units, organizes the intelligent technology
system, and forms a technology group for spacecraft
intelligent lightweight technology system. 'e research
on the development of lightweight technology is ex-
panded from single technology research to the technical
system of the connection between technical units. 'e
three-dimensional perspective intelligent technology
system of technology unit, technology system, and
technology group is constructed. It provides a decision-
making basis for spacecraft batch, stable, efficient, and
lightweight manufacturing.

2. Concept and Method

2.1. Mathematical Representation of the Technical System.
'e technology system construction method aims to reveal
the specific relationship research object of the intelligent
technology unit set to the technology system with specific

relationships (defined as).'e technology group (defined as)
can be described as a set of specific relationships. 'e
corresponding representations of the three are as follows:

Technical unit set: Y � 1, 2, 3, · · · y, 

Technical system set: P � Y1,Ym,Yn, · · · 

Technology cluster: T � T1,Tm,Tn, · · ·  , T for a spe-
cific connection

'e system construction of technology development can
be described as defining a specific relationship Ton the set Y,
which describes the specific relationship from the tech-
nology unit set Y to the case set S, which is described as
T⊆Y× S. 'at is, the relationship T� {Y, Tc} is defined on
the technical unit set and the relationship T� {S, TQ} is
defined on the case set, so Tdescribes T, respectively, TC and
TQ define two specific relation operations on sets Y and S, so
that a group of things with regular interaction or interde-
pendence form a whole, that is, the technical system P, P is
described as the abstract system subset P :T⊆Y× S⟶Y
formed by the relation operation from the technical unit set
Y to the specific relation t of the case set S× S⟶Y. 'e
specific relationship of S is the mapping from T to Y.
Furthermore, the technical system P is described as Y,× , S.
'at is, the technical system P is a subset of the specific
relationship T from the technical unit set Y to the case set S.

2.2. Unit Analysis of the Technical System. Make a good
selection of technical units with specific internal relations to
form a technical system around internal ties. Several tech-
nical systems form a technical group with specific internal
ties. 'is method includes a dynamically related technical
unit technical system-technical group to describe the rela-
tionship between the development of intelligent technology.
Based on technical units, the technology group and tech-
nology system for decision-makers can be optimized, and
the technology system can be adjusted and optimized
through the technology group, or the new technical units can
be expanded and supplemented to form a set of dynamic
evolution correspondence. 'e technical system composes
technical units, and the technical units are continuously
developed and evolved. For a specific technical unit of a
system, it will not only be affected by other technical units in
the system but also by changes in the external environment
and be reorganized with changes in the objectives of the
technical system, as shown in Figure 1.

Y1 'e technical complexity of Y2 and Y3 is different.
For example, the technical system composed of special
alloy precision casting technology, comprehensive design
optimization technology, and virtual manufacturing
technology based on product life cycle management
describes the technical system of special alloy precision
casting facing the full life cycle of products with different
dimensions of process, process design and process pro-
duction management, and the comprehensive design
optimization technology refers to special alloy. In the
design stage of gold casting products, the technology or
technical complexity required is different from the whole
life cycle management of precision casting equipment
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and the manufacturing process. Similarly, the coverage
and complexity of special alloy precision manufacturing
equipment technology, comprehensive design optimi-
zation technology, and life cycle management technology
of manufacturing process are also different. At the same
time, the comprehensive design optimization technology
has many common applications, which can be used in
other technical systems outside the technical system and
can also improve its design optimization ability and
methods due to the changes of the external development
environment, the comprehensive optimization design
technology itself also needs to consider the ability of
special alloy precision casting technology. 'e compre-
hensive optimization design beyond the capability is not
supported by special process equipment for equal ma-
terial manufacturing. 'e two are combined, as shown in
Figure units Y3 and Y7. Product life cycle management
technology can be used both inside and outside the
technical system. As shown in Figure 1, Y2 technical units
will also be greatly affected by changes in technical means
or environment outside the technical system.

'e specific relationship between Y1 and y6 and Y3
and Y7 described in the technical unit also has the dif-
ference of sequential relationship and cross-relationship.
For example, the technical system is composed of welding
process real-time monitoring and detection technology,
welding defect automatic identification technology, high-
precision welding robot, and welding power supply. 'e
welding process real-time monitoring and detection
technology are the premise of welding defect automatic
identification technology. With the welding process real-
time monitoring and detection technology, the welding
defect automatic identification technology can be carried
out. 'e two restrict each other, appear in a sequence, and
work together, as shown in Y1 and y6 in Figure 2. 'e
high-precision welding robot and welding power supply
are closely connected, overlapped, and crossed to form an
association relationship between connecting electric en-
ergy and forming a stable execution action, as shown in Y3
and Y7 in Figure 1. 'e diagram only shows the order and
cross between technical units, and there may be more
connections.

Y2 described in the technical unit interacts with the
outside of the technical system, which may be affected by the
external technical system or environment or may affect the
external technical system or environment. For example, the
welding expert system Y2 will not only affect the welding
production system but also affect the welding production
process layout. In addition, the technical system is also
affected by process objectives or value objectives, and even
the changes of objectives and systems caused by changes in
the external environment should be considered. For ex-
ample, there are differences in the correlation model of
technical units of a welding system aiming at high precision
or high efficiency; for another example, for a certain product,
whether the market is easy to accept personalized cus-
tomization or more inclined to mass manufacturing also has
a great impact on the technical system.

2.3. Correlation Analysis of the Technical System. 'e tech-
nology system is composed of technology units with specific
association relations. Different association relations have a
great impact on the technology system. 'ere are many
kinds of association relationships. For example, there is a
relationship between process and function between product
process and intelligent function. 'ere is a relationship
between product quality improvement and production line
production efficiency, stability, and consistency, as well as
process optimization and automation improvement. As
shown in Table 1, List T1 (production line production ef-
ficiency), T2 (intelligent smelting system), and T3 related to
its technical unit (equipment fault prediction and diagnosis)
is a specific correlation. Based on the listed correlations, the
technical unit forms a specific target-oriented technical
system or technology group. It describes the technical
systems of the four types of correlation on the right side of
the table. Due to the correlation, the orderly combination of
multiple technical units is realized to form the technical
system described in the table.'e correlation of the technical
system is the decisive factor of organizing the technology
units and is also the goal of the formation of the technology
system.

2.4. Technical System Construction of Multiobjective Fusion.
In the construction of the technical systems, we often
consider the fusion scheme aiming at a variety of correlation
relations and comprehensively consider the complex
changes between technical units to form a multiobjective
fusion technical system [27–29]. It is precise because of the
complexity of the integration of multiple relationships and
the complexity of the relationship between technical units
that constitute the complexity and uncertainty of the
technical system. 'e technical systems constructed are
different due to different technical associations T1 and T2;
due to other fusion targets TM and TN, other technical
systems are built, as shown in Figure 2.

Figure 2 reveals the complexity and diversity of intel-
ligent technology systems. It can be seen from the diagram
that the cluster T � T1,Tm,Tn, · · · . 'e research of tech-
nology connection based on the technology unit library has

Y2
Y1

Y7

Y3Y6

Figure 1: Evolution of technology unit relationship.
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become an eternal theme. It can also be considered that the
research on the development of intelligent technology fo-
cuses on the change of technology units and technology
connections. 'e change of technology units, technology
connection, and the evolution of external environment of
technology system constitute a complete system of tech-
nology development.

3. Multiobjective Fusion Decision-
Making Model

Because of the above specific problems of the aircraft
welding process, the key to the development of intelligent

technology lies in the intelligent improvement of the quality,
performance, and manufacturing cycle of relevant products,
that is, the target relationship of aircraft lightweight material
welding technology system. 'e traditional lightweight
material welding workshop has some prominent problems.
Product quality control does not form a closed loop, process
design depends on human experience, low degree of
equipment automation, backward detection means, and so
on. 'ere is an urgent need to transform and upgrade to the
intelligent direction to achieve the synchronous improve-
ment of product consistency, manufacturing flexibility, and
efficiency. A multiobjective fusion relationship has been
formed for such problems, then selecting relevant

Table 1: Example of system association relationship construction.

Number Association relationship Technical system example

T1 Production efficiency of the welding
production line

Intelligent welding process control: welding seam forming control technology based on
visual sensing, constant pressure adaptive control technology, welding path adaptive
control technology, and arc length adaptive control technology based on laser sensor
tracking. 'ese four central technical units constitute a technical system for realizing the
automatic control of welding path and welding process parameters and improving the

automatic control level of the welding process.

T2 Casting melting intelligent system

Casting intelligent melting system: it is composed of intelligent feeding and unloading
technology, online detection technology of molten iron parameters, LIMS (Laboratory)
information management technology, and intelligent 3D printing technology of casting
mould. 'ese four main technical units constitute the technical system to cast the

intelligent melting.

T3 Fault prediction and diagnosis of
forging equipment

Equipment fault prediction and diagnosis: it comprises equipment fault diagnosis system
technology, product data acquisition technology using RFID, QR code/bar code,

intelligent control, intelligent decision support, and visualization tool technology. 'ese
three main technical units aim at equipment fault prediction and diagnosis.

Technology
unit library

Tm

T2

T1

Tn

Y1

Y1

Y1 Y4 Y3

Y4 Y1

Y1

Y1

Y2

Yx

Yx Yx Yu Yx Y3

Y7

Y2

Y1

Y1

Y1

Y6

Y2

Y5

Y5

Y3

Y3
Y7

Y4

Y4

Y1

Y6 Yb

Y4 Y1

YpY1

Yi
Yw

YcYv

Y2

Y7
Yb

Yp

Y5

Y5 Yb

Yb

Y6
Y7

Yb

Y2
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Y3

Y5Y4
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Figure 2: Technical system construction diagram of multitarget fusion.
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technology units from the Technology Library and external
technology environment, as shown in Figure 3.

Based on the final goal and demand of lightweight
material welding, combined with the technical unit library,
seven intelligent technology systems P � Y1,Y2, . . . ,Y7  for
the intelligentization of lightweight material welding
workshops are analyzed and the following seven major
process problems are solved, respectively:

P� {
Question 1: describe the welding method, process
parameters, and scope of the configuration of the
welding equipment, drive, and control system.
Question 2: establish a database to store and compile
the data of various existing welding production pro-
cesses for sharing by all welding workstations.
Question 3: according to the welding method, welding
material types, and specifications and other data, for-
mulate a program for optimizing welding process
parameters.
Question 4: according to the workpiece shape, size, and
the preset deviation limit of the seam, the automatic
correction and compensation program are compiled.
Question 5: according to the image of the welding area,
according to the shape of the welding arc and the
welding bead, the image recognition, and remote
monitoring program are compiled.
Question 6: prepare the automatic fault diagnosis,
alarm, and repair program for the drive system and
control system of welding equipment, wire feeder, and
welding power source.
Question 7: manage, distribute, and collect the data
between the welding equipment control system and the
DCS control system operating station and realize the
monitoring and remote diagnosis functions of the
processing process.
}

'e corresponding eight technical systems are as follows:
Y1 refers to rapid interchange clamping (flexibility). Y2

refers to the instrumentalization of weld quality inspection.
Y3 refers to the digitization of welding production man-
agement. Y4 refers to the real-time management of welding
control. Y5 refers to the paperless basic welding database. Y6
refers to the computerization of weldability analysis. Y7
refers to the intellectualization of welding process analysis.

From the dimensions of different fusion associations, the
decision model for the association between technical units-
technical systems-technical groups is described as follows.

From the shop floor construction and target demand
dimension. DCS unified the control and deployment of the
intelligent welding workshop, the production tasks issued by
the management, the manufacturing unit prefabricated
action program, and test data according to the instructions
to determine the entire manufacturing process. Everything is
ready, the work program starts the welding command, and
the main control unit collects the processing parameters in

real time. At the same time, online inspection, quality
control, welding process monitoring, analysis, and process
optimization and adjustment are carried out from the di-
mension of welding technology development. Intelligent
welding technology effectively improves the accuracy and
reliability of product quality. Focusing on the continuous
improvement of welding control technology such as welding
quality, welding efficiency, and welding spatter, foreign
manufacturers have taken the lead in realizing the appli-
cation of full digitalization in welding equipment, including
the precise operation control and working process control of
the microprocessor to achieve various welding perfor-
mances. 'ese digital and intelligent applications make
welding integrated and simplified, no more reliance on
welders and traditional welding processes. At the same time,
in a concise time, the change of arc length can be controlled
accurately and reliably. 'e software upgrade of the welding
equipment can also be applied to the needs of different
occasions to ensure the beauty of the welding seam. Due to
the precise computing capability of the microprocessor,
various welding specifications and precise arc starting and
ending can be achieved.

'erefore, the aircraft welding workshop is applied to
seven technical systems through the decision model with the
dimensions of different correlation and technology devel-
opment, integration, quick interchange clamping (flexibil-
ity), totalization of weld quality inspection, vitalization of
welding production management, real-time welding control
management, closed-loop welding process quality control,
paperless welding basic database, datalization of weldability
analysis, and intellectualization of welding process analysis.
It is precisely because of the application of the technology
group formed by the construction of these eight technical
systems that the batch, stable, and efficient manufacturing of
aircraft is realized manufacturing capacity.

4. Results and Discussion

To further improve the production capacity and technical
level of the welding process of aircraft lightweight materials,
China has carried out a series of intelligent technology
innovations for domestic aircraft manufacturing enterprises
with the support of 04 unique project. 'e technical means
adopted for the welding process of lightweight aircraft
materials are shown in Figure 4.

'emain problems existing in the welding of lightweight
aircraft materials can be summarized into the trial set to be
solved by the technology group, that is, the correlation set:

T� {
T1: traditional methods based on manual and experi-
ence are primarily used in auxiliary links such as
clamping and measurement, automatic welding, pa-
rameter selection, and process control. 'ere are still
difficulties of insufficient product quality stability and
low efficiency.
T2: product quality depends on the skills of skilled
workers, and there is no closed loop of product quality

Computational Intelligence and Neuroscience 5



control, and the stability of product quality is difficult to
control.
T3: restricted by the relatively backward parameter,
optimization level and detection methods, defect de-
termination, scheduling method, clamping methods,
and other factors, the demand for fast and efficient
manufacturing is difficult to achieve.
T4: product manufacturability analysis still relies on
personal knowledge and experience. 'e flexibility of
product welding and manufacturing and the ability to
quickly replicate the production line cannot meet the
actual needs.
}

First, the leading technical units in lightweight material
welding are analyzed. Manufacturing enterprises in auto-
mobiles and airplanes in industrialized countries have
widely applied automation technology, sensor technology,
intelligent technology, information technology, robot
technology, etc., and gradually realized the digitization and
intelligence of manufacturing workshops, representing a
higher level of development of manufacturing workshops.
Among them, the more typical technical groups influencing
factors for the development of technical units are the fol-
lowing: (1)'e rapid development of products or equipment
is realized by digital modelling and simulation of products

and workshops, and some products or components have
been successfully developed, shortening the product de-
velopment cycle to achieve rapid response manufacturing.
(2) 'rough the upgrade of the digital network of the
manufacturing site, to realize the monitoring of equipment
operating parameters in the production process of the en-
terprise and the process monitoring of production system
failures. (3) Realize workshop intelligence with the precision
and intelligence of manufacturing equipment units.

Second, combined with the relationship of multi-
objective fusion of aircraft, the improvement of welding
manufacturing efficiency, manufacturing flexibility, and
product consistency of lightweight materials can be
achieved.'e intelligent welding workshop adopts advanced
technical means such as intelligent manufacturing unit,
simulation modelling, and digital networking. To solve
various existing problems. 'rough the intelligent upgrade,
the elements of technology development dimension, target
demand dimension, and workshop construction dimension
are satisfied. It is also the influencing factor of the technology
group in the development of the technology unit.

Finally, the influence of technology group development
is analyzed from the perspective of welding technology and
process function. 'e technical units of the unit library of
multiple welding workshops are selected for analysis. Taking
a typical welding workshop as an example, its process and
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corresponding technical units are described as follows: (1)
Define the welding method, process parameters, and scope.
(2) A database is established to store the data of various
welding production processes and shared by all welding
workstations. (3) According to the data of welding method,
welding material type and specifications, etc., formulate a
program for optimizing welding process parameters. (4)
According to the workpiece shape, size, and the preset
deviation limit of the seam, the automatic correction and
compensation program are compiled. (5) According to the
real-time recording of the welding area image during the
welding process, the remote monitoring program is com-
piled according to the welding arc and welding beam shape
parameters. (6) Set up automatic fault diagnosis alarm and
repair procedures, which are applied to the driving system
and control system of welding equipment, as well as wire
feeder and welding power supply. (7) Manage, distribute,
and collect the data between the welding equipment control
system and the DCS control system operating station and
realize the monitoring and remote diagnosis functions of the
processing process.

5. Conclusions

'is article proposes a multiobjective fusion decision-making
model for aircraft intelligent lightweight key technologies. 'e
model fully considers the complex changes between technical
units and describes the development of technical units in a
technical system in the form of technical groups. Extend the
lightweight technology from single technology research to a
technology system that studies the connection between
technology units. In this paper, a technical unit technical
system-technical group three-dimensional perspective
intelligent technology system is constructed. It reveals the
description of the internal connection of technology
development and expands and perfects the current research
theory of technology development. And it provides a decision-
making basis for the batch, stable, efficient, and lightweight
manufacturing of spacecraft. At the same time, the model can
further expand the scope of industrial applications, which is
very beneficial for improving the decision-making method of
various equipment and systems’ lightweight and provides a
powerful tool for the lightweight design of various equipment.

To sum up, this paper studied the multiobjective of
the key technology of aircraft intelligent lightweight and
proposed a multiobjective fusion decision-making
model. Due to the limitations of experimental conditions,
time, and energy, the model needs to be further im-
proved: first, the key technologies of intelligent light-
weight cover a wide range, and the factors are influenced
and coupled with each other, and it is difficult to cover the
expert knowledge fully. 'e selected experimental cases
and technical analysis are inevitably one-sided and
limited, so it is necessary to improve the model further.
Second, due to the small number of aircraft samples, the
selected technical units, technical systems, and technical
groups have limitations in the stereoscopic perspective.
Further analysis, mining, and improvement are needed to
increase the scope of application.
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Online shopping has led to the rapid development of e-commerce, and at the same time, the pressure of offline distribution has
increased abruptly. *erefore, a current development trend is to share end-to-end distribution against the background of the
Internet. *e main research content of this paper is the benefit distribution mechanism of shared end distribution. Based on an
analysis of the current situation of interest distribution, this paper proposes factors that affect interest distribution from the
perspectives of individuals and groups. *e suitable income distribution mode of enterprise alliances is chosen from two
dimensions—cooperation mode and coordination mechanism. Based on extant theory, this paper proposes a benefit distribution
scheme-selection mechanism based on the modified Shapley value method and takes the terminal distribution in the Haidian
District of Beijing as an example. *e revised income distribution results better reflect the income-generating abilities of different
enterprises within a cooperative organization and assign different benefit proportions to this cooperative organization based on
different income-generating capacities to provide development incentives and, at the same time, better achieve
income distribution.

1. Introduction

*e terminal distribution cost of logistics enterprises re-
mains constantly high; the key problem is that the depen-
dence on human resources limits the ability of these
enterprises to reduce human costs, and the allocation of
logistics facilities resources is unreasonable [1–3]. *e logic
behind “Internet + logistics” is not applied to solve the
problem of low-efficiency logistics operations. For example,
cost waste is caused by an invalid operation caused by
circuitous transportation, no-load transportation, and sec-
ondary distribution. To eliminate the dependence on human
resources, improve the allocation efficiency of logistics fa-
cilities resources, and reduce the chances of invalid opera-
tions, it is necessary to make the end distribution operations
automated, large-scale, systematic, and intelligent. Shared
end distribution means that a number of logistics enterprises
participate in the end distribution, that is, through

connecting transfer points, order consolidation, and other
ways to integrate end distribution infrastructure resources to
provide low-cost and efficient end distribution services
[4, 5]. Shared end distribution through horizontal logistics
integration, that is, the unified scheduling of the resources of
many logistics enterprises, is carried out to realize the scale
and intensification of regional end distribution operations
and to better adapt to the current economic development
situation from the two aspects of efficiency and effectiveness
so as to achieve low-cost and high-efficiency end distribution
services. *e joint distribution mode, which takes the lo-
gistics enterprise as the hub and connects the e-commerce
platform with the logistics terminal distribution service, is
the solution to the bottleneck problem encountered by the
current e-commerce platform in the terminal distribution
link. As the sharing mode of the third-party collection
platform expands in the form of joining, it is difficult to
standardize and standardize the work in this process. *e
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joint distribution model participates in a variety of enter-
prise levels, which is not conducive to the coordination
between enterprises and the integration of resources. *e
intelligent express cabinet sharing mode takes the intelligent
express cabinet as the carrier to connect the terminal lo-
gistics service and users; on the one hand, it saves the in-
crease in operating costs caused by decentralized business
outlets, and on the other hand, it uses mobile Internet
technology to integrate offline physical resources and collect
online service data, which not only reduces costs and in-
creases efficiency but also simplifies the traditional terminal
distribution service process and improves the quality of
terminal distribution service. Let the terminal distribution
service realize digitalization, informationization, and
intellectualization.

When constructing the alliance of shared end distri-
bution logistics enterprises, we have to consider the size of
each enterprise, the core competitiveness, and the logistics
demand of each region. Is it possible to build alliances
among enterprises of different sizes? If so, what principles do
you need to follow to build an alliance? In the formation of
the enterprise alliance, how to protect the core competi-
tiveness of the enterprise itself without affecting the interests
of the whole enterprise alliance? In addition, what factors
will hinder or promote the establishment and stability of
logistics enterprise alliance? Answering the above questions
is of great significance for building a shared terminal dis-
tribution platform for logistics enterprises. *e main re-
search of this paper is aimed at studying the cost-sharing
ratio of each enterprise from the perspective of resource
utilization efficiency, and most of the literature focuses on
improving this ratio by increasing the risk factor or effort
level on the basis of the Shapley value method. From the
perspective of the sharing economy, this paper studies the
impact of enterprises on cost allocation due to resource
utilization efficiency from the point of view of the better
promotion of resource integration.

2. Literature Review

2.1. Research Status of Shared End Distribution. Against the
background of “Internet + logistics,” sharing economy
thinking is applied to the logistics industry, which contin-
uously releases the resource dividend of integrated logistics.
For the “theme of shared terminal distribution,” scholars
have mainly focused on the following three aspects: site
selection for terminal distribution outlets, the optimization
of terminal distribution path, and research on sharing ter-
minal distribution mode. Perez-Mesa et al. [6] established a
location selection model for FMCG’s agricultural product
distribution center with the lowest total cost. Zhang and Liu
[7] proposed the method of a gray demand logistics dis-
tribution center location and model of a gray sales demand
logistics distribution center location planning, which can
solve the problem of gray sales demand in logistics distri-
bution center location. Kexin et al. [8] adopted the node
centrality index of complex network theory to evaluate the
importance of existing terminal distribution outlets. Evari
et al. [9] found that using friends in a social network to assist

in last-mile delivery greatly reduces delivery costs and total
emissions while ensuring speedy and reliable delivery. In
addition, Li et al. [10] analyzed the ability of logistics en-
terprises to meet the diversified needs of service objects
through the differentiation of asset allocation. Moreover, Yu
et al. [11] believed that the application of the ant colony
algorithm has good feasibility for the distribution path
optimization of logistics terminals. Tang et al. [12] solved the
model based on multiphase particle swarm optimization
algorithm (MPPSO) andMatlab. Masoud et al. [13] applied a
genetic algorithm and hybrid genetic algorithm to calculate
path optimization schemes and compared the results. At
present, genetic algorithms are more commonly used to
solve this type of problem [14–17].

Studies on the theme of the shared terminal distribution
mode mainly include the following. Patterson et al. [18]
established a carrier selection model, the results of which
show that third-party logistics are more dependent on
multimodal transport than are other terminal carriers. Lu
et al. [19] applied the routing optimization algorithm to
establish a multiagent simulation model to solve the routing
optimization problem for electric vehicles. In the context of
“Internet plus Internet of*ings,” Ryu et al. [20] proposed an
integrated semantic service platform to support ontological
models in various IoT-based service domains of a smart city.
*e driving factors for the formation of end-to-end joint
distribution alliance are as follows. First, to meet the needs of
e-commerce economic development, with the increasing
maturity of e-commerce, with the upgrading of consumption,
the end distribution business shows a substantial growth, and
the traditional end distribution model can no longer adapt to
large-scale offline distribution business [21].*e second is the
need to reduce the cost structure. On the one hand, because of
the high intensity of work and low wages, the mobility of end
distribution employees is extremely high, and the human cost
of end distribution remains high. On the other hand, the scale
of operation andmarket limits the ability of a single enterprise
to integrate resources. *ird, the need to improve the effi-
ciency of distribution. Due to the large number of service
objects and the scattered geographical location, express de-
livery enterprises usually increase the distribution cost be-
cause of unreasonable distribution routes, high load rate,
secondary distribution, and other problems [22]. Fourth, the
needs of high-quality end distribution services; end distri-
bution services gradually show a face trend, that is, with user
experience as the core, personalized end distribution services
are provided based on user portraits through big data, arti-
ficial intelligence, and other technologies. Fifth, to advocate
the need of green logistics, the establishment of end-to-end
joint distribution alliance is conducive for the integration of
logistics infrastructure and other resources, and for reason-
able planning of vehicle transport routes, so as to reduce
traffic pollution and achieve energy saving and emission
reduction.

2.2. Research Status of the Benefit Distribution of Logistics
Alliances. Releasing the dividend of logistics integration
enables end distribution enterprises to reduce costs and
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increase efficiency. *e design and operation of logistics
alliances are critical, especially the distribution of benefits.
*e current research in this field is mainly classified as
below.

Based on the Shapley value method and modified to
put forward a benefit distribution strategy, an increasing
number of scholars have used the Shapley value method to
conduct benefit distribution research [23, 24]. Gong et al.
[25] examine the production coordination problem from
the perspective of asymmetric information. Wei [26]
constructed a Shapley value model of income distribution
in the information flow of a construction supply chain
under asymmetric information to ensure the security of
the synchronous control of information flow and a more
balanced benefit distribution. Pan and Fang [27] estab-
lished an integrated energy service benefit distribution
model based on the improved Shapley value method to
break the imbalance between the environment and
economy of integrated energy services to realize overall
sustainable development. Improving the Shapley value
method can reduce the economic loss caused by downtime
and promote multi-factory cooperation [28]. In addition,
through the application of the improved Shapley value
method, the production and delivery time cycle will be
shortened and found that it can be applied to any industry
of concern to improve operations [29].

*ere are many studies on the distribution of multi-
agent interests, and the methods used are very diverse.
Lian [30] through constructing a fuzzy time window-
based scheduling optimization model for the cross-
docking of cold chain logistics found that the distribution
time of cold chain logistics can be significantly shortened
and the distribution cost, damage cost, and economic
benefits can be significantly reduced. Ma et al. [31]
established a cold chain dynamic game model involving a
milk manufacturer and two downstream oligopoly su-
permarkets under a wholesale price contract. Sun et al.
[32] proposed a two-layer programming model to find the
optimal location of a logistics distribution center by
considering the advantages of customers and logistics
planning departments. Some scholars have used the
benefit distribution model of coastal port intelligent lo-
gistics supply chains based on intelligent bionic swarm
evolution optimization control [33–35] or the profit
distribution model based on agents [36–38] to realize the
benefit distribution among multiple agents. Nadia et al.
[39] through investigation and analysis proposed the
necessity and importance of establishing alliances for
enterprises and analyzed the interests of an alliance as a
whole by using the Shapley value method. Meng et al. [40]
studied multiorganization cooperation under the sharing
economy model, which provided a theoretical basis for
core enterprises to formulate reasonable income distri-
bution strategies and promote the sustainable develop-
ment of the sharing economy. Shang et al. [41] adopted
cooperative game theory and the Shapley value method to
solve the benefit distribution scheme, which improved
overall risk management ability and business stability and
stimulated the development potential of the enterprise.

On the whole, scholars focus on the macro research and
analysis of themode construction of shared end distribution,
and pay more attention to the path optimization and site
selection in shared end distribution on the micro level, but
rarely analyze and study the problems in the practice of
shared end distribution from the perspective of enterprise
cooperation. How to complete the terminal distribution
operation with the lowest cost, the least manpower, and the
highest efficiency is the main problem that express delivery
enterprises are facing. At present, the repeated construction
of business outlets leads to the waste of social resources, the
recruitment difficulties of grass-roots express salesmen, and
the secondary distribution caused by the timeliness of in-
formation, making the “loneWolf” tactic easy to suffer losses
in the terminal distribution service, so it is imperative to
jointly build and share logistics. It is very important to
design a fair and reasonable benefit distribution mechanism
to realize the sustainable development of sharing terminal
distribution alliance.

3. Research on the Benefit Distribution
Mechanism of Shared End Distribution

*is paper investigates the factors that affect the benefit
distribution of enterprises from the perspective of groups
and individuals, as shown in Table 1, and gives the income
distribution model of shared end distribution, as shown in
Table 2, as follows:

When rational people participate in games involving
economic activities, the two problems that need to be
solved are that related to cooperation and that related to
coordination. *e cooperation mode is defined as the
negotiating and signing of agreements to define the re-
sponsibilities and obligations of participants, and the
coordination mechanism to achieve stable income ex-
pectations through good institutional design provides
incentives and signals for all parties to maintain coop-
eration loyalty. Different cooperation modes mean that
cooperative organizations have different degrees of alli-
ance cohesion, and coordination mechanisms with dif-
ferent stable income expectations have different incentives
and signals for members to provide cooperation. In ad-
dition, because the problems of cooperation and coor-
dination are the two sides of game behavior, respectively, a
certain cooperation model is bound to correspond to a
coordination mechanism. As shown in Figure 1, the co-
operation type of outsourcing business in the form of a
market contract corresponds to the fixed wage model that
allows for payment for a certain volume of business
according to the settlement scheme; the strategic alliance
model that aims to dilute the enterprise boundary to
realize the sharing of management rights corresponds to
the payment mode of land rent based on the distribution
of alliance income on the basis of fixed payment. *e
ecological competition type with Internet technology as
the background corresponds to the shared profit model,
which is based on the coconstruction and sharing of lo-
gistics infrastructure and information resources as well as
the benefits of the alliance.

Computational Intelligence and Neuroscience 3
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4. The Benefit Distribution Scheme of the
Modified Shapley Value Method

*e Shapley value method is proposed by L. S. Shapley to
solve the n-person cooperative game problem. *e appli-
cation of this mathematical algorithm to the benefit dis-
tribution of alliance members can effectively avoid

egalitarianism in distribution.*e contribution ability of the
members of the cooperative organization is included in the
income distribution, which effectively arouses the produc-
tion enthusiasm of the members. If n individuals participate
in a social and economic activity, when the cooperative
nature of the parties is greater than the competitive nature,
the parties can obtain higher benefits by forming a

Table 1: Influencing factors of enterprise benefit distribution in end-to-end distribution.

Influencing factors Meaning

Group.Visual angle

Strength and status It determines the size of the bargaining chips of the members in the distribution of
interests

Service unit price and
demand

It determines the bottom line in terms of cost that the enterprise alliance can bear and
the ceiling of profit expectation

Alliance stability It determines whether the alliance cooperation relationship is long term or short term

Individual.Visual
angle

Cost input It determines the proportion of benefit distribution among participants
Risk bearing It can be divided into external and internal risk
Service level It determines user satisfaction

Marginal contribution *e higher the marginal contribution rate is, the higher the sovereign status in the
distribution of interests

Table 2: Income distribution model of shared end distribution.

Income distribution model Concrete

Cooperation mode of sharing
resources

Outsourcing collaboration Outsourcing of noncore logistics business

Strategic alliance type Dilution of enterprise boundaries through organizational cooperation
agreements

Ecological competition
and cooperation

Drawing of lessons from the social organization of human beings and the
operating mechanism of natural ecosystem

Coordination mechanism of
income distribution

Fixed wage model Expected coordination mechanism in the environment of outsourcing
collaboration

Mode of paying land rent Specific monetary quantification of the benefits from resource acquisition

Shared profit model Emphasize that all parties should participate in the construction of logistics
infrastructure and share the benefits of such cooperation

Strong
A

lliance cohesion
W

eak

Fixed wage
model B1

0 1

1

The mode of paying
land rentl B2

Shared profit model
B3

Ecologicla
competition and
cooperation A3

Strategic alliance
type A2

Outsourcing
collaboration A1

The nature of interest community StrongWeak

Figure 1: Income distribution mode selection matrix.
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cooperative relationship than under the conditions of in-
dividual operation, and with the increase of the scale of the
cooperative organization, the industrial synergy effect based
on resource sharing and information exchange will become
more prominent, and the income of the cooperative orga-
nization will gradually increase. A reasonable distribution
scheme will provide corresponding organizational incen-
tives to the members of the cooperative organization, and
then ultimately ensure that the interests of all n-person
cooperation can be maximized.

4.1. Shapley Value Method Based on Contribution Degree
Distribution. For f a weighted voting scheme used by n
voters to choose between two candidates, the n Shapley-
Shubik Indices (or Shapley values) of fmeasure how much
control each voter can exert over the overall outcome [42].
Suppose that there are n individuals participating in co-
operation, and all participating members are denoted by
N � {1,2, ....., n}; any subset S of N (any cooperative
combination in n-person cooperation) has a corre-
sponding real-value function V (S), that is, the benefits
that can be obtained by any cooperative combination S. V

(φ) � 0, which means that if there are no participants in the
cooperative organization, then the total income of the
alliance is 0. Suppose that S1 and S2 are any two kinds of
cooperative combinations in N and satisfy S1∩S2 �∅. *e
profit created by an alliance formed by these two com-
binations is greater than the sum of the profits generated
by these two combinations; that is, V (S1∪S2) >V (S1) +V

(S2). *us, [N, V] is called the n-person cooperation
strategy set. In a set of allocation strategies, it is assumed
that Xi indicates that the maximum income V (N) ob-
tained by member Ni in the alliance is a share of income,
that is, the Shapley value, and the distribution strategy set
of the alliance in the cooperative game is represented by
X � {X1, X2 ....., Xn}. *e distribution set should meet two
basic constraints—overall and individual rationality. *at
is, the sum of the benefits of the alliance as a whole is equal
to the sum of the benefits of each member, and the income
of individual members in the alliance is greater than that
of individual members who complete the task alone,
which is expressed by the following mathematical
formula:

overall rationality: 
n

i�1
xi � V(N),

Integrated rationality: X(i)>V(i).

(1)

According to the basic theorem of the Shapley value
method, in the cooperative organization of n people, under
characteristic function V, the income of each member is
expressed by X� {X1, X2 ......., Xn}. According to the Shapley
value method, the income of each member can be obtained
as follows:

Xi � 
s∈Si

W|S|[V(S) − V(S − i)]. (2)

*e formula explains the following:

(1) |S| represents the size of the organization
(2) W(|S|) is a weighting factor,

W(|S|) � ((s) − 1!(n − |S|)!/n!).

(3) V(S − i) represents the benefits of the organization
when member i is removed from organizational
alliance S

(4) V(S) − V(S − i) represents the contribution made
by member i in the organizational alliance.

According to the above introduction to the Shapley value
method, we know that this method takes the contribution of
each member as the distribution standard in the benefit
distribution, and the premise behind this distribution
method being considered reasonable and fair is that the
members of the organizational alliance conform to the ra-
tional person hypothesis, and the costs and risks borne
within the organizational alliance are consistent. However,
compared with the specific practice, due to the differences
between enterprise qualification and the competitive envi-
ronment, there is a gap between the cost and risk shared by
enterprises with different strengths in the organizational
alliance because of the differences in their competitiveness.
*is kind of risk and cost gap can be shown through the
cooperation mode and income distribution mechanism in
the organizational alliance. When calculating members’
income by the Shapley value method, it is assumed that
members’ ability to share the cost is consistent with the risk,
which leads to the final calculation result of the Shapley value
method deviating from the facts and being unable to provide
the corresponding compensation mechanism for those en-
terprises that bear high costs and risks. *erefore, this paper
hopes to modify the results calculated by the Shapley value
method by measuring the evaluation indicators of different
cooperation modes and income distribution mechanisms
and forming weighted factors to obtain a more reasonable
benefit distribution scheme that takes into account the costs
and risks borne by enterprises in the cooperative
organization.

4.2. Revision of the Shapley Value Method and Establishment
of the Model. In this paper, the evaluation standard of en-
terprises under an established cooperation mode is based on
the influencing factors of benefit distribution from the
perspective of groups and evaluates the influencing factor Ai
of an enterprise on organizational income output under this
cooperation system from three aspects: the strength and
status of alliance members, the unit price and market de-
mand of services, and the stability of the logistics alliance
relationship. *e cooperation mode of sharing resources
explores the influencing factors of interest distribution at the
macro level of cooperative organizations, while the coor-
dination mechanism of income distribution explores those
at the micro level of alliance members. From the perspective
of individual enterprises, the influencing factors of benefit
distributionmainly have the following four levels: cost input,
risk taking, service level, and marginal contribution. *e
correction results for the two angles are shown in Tables 3
and 4.
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*e influencing factors of the three cooperation modes
on the income distribution strategy are expressed by
Aj � {A1, A2, A3}, and the following conditions are met:

(1) − 1<Ai<1; − 1<aij<1
(2) 

3
j�1 aij � 1

(3) 
3
j�1 Aj � 0

*e influencing factors of the three income distribution
coordination mechanisms on the income distribution
strategy are expressed by Bj � {B1, B2, B3}, and the following
conditions are met:

(1) − 1<Bi< 1; − 1<bij<1
(2) 

3
j�1 bij � 1

(3) 
3
j�1 Bj � 0

4.3. Establishment of the Modified Shapley Value Model.
*e Shapley value has become popular in the Explainable AI
(XAI) literature, thanks, to a large extent, to a solid theo-
retical foundation, including four “favourable and fair”
axioms for attribution in transferable utility games. *e
Shapley value is probably the only solution concept satis-
fying these axioms [43]. From the overall rational point of
view, this paper probes into correction factor Ai of each
enterprise in three aspects: the strength and status of alliance
members, the unit price of service and market demand, and
the stability of logistics alliance relationships from a group
perspective. Yokote [44] introduced a new axiom, called
equilibrium contribution property of equal contributors,
and proved that this axiom characterizes a new class of
solutions together with validity and weak covariance, pro-
viding a new axiom basis for analyzing variations of Shapley
values in a uniform way. Brin [45] proved that the Shapley
value is characterized by this fairness, efficiency, and the
nature of the person in the empty game, and these three
axioms also characterize the Shapley value of a simple game
class. From the perspective of individual rationality, this
paper studies the correction factor Bi of enterprises under
the four dimensions of cost input, risk taking, service level,
and marginal sharing. To make the final quantitative results
more in line with the specific situation in practice, the

evaluation indicators of all levels and dimensions are divided
into different weights, thus reflecting the unequal impact of
various factors on the final benefit distribution scheme
[46, 47]. After quantification, we obtain correction factor Ai
of each enterprise under overall rationality and the cor-
rection factor of individual rationality Bi. By taking the
average of both, we finally obtain the comprehensive cor-
rection factor of each enterprise, that is, 1/2∗ (Ai +Bi).
*rough the comprehensive correction factor calculation,
we can obtain the correction value that should be obtained
by each enterprise and finally obtain the benefit distribution
scheme.

In a cooperative organization of n people, under char-
acteristic function V, the benefit of each member is
expressed by X� {X1, X2......, Xn}. Taking the Shapley value as
the basic original value Xi, the cooperative income distri-
bution strategy is modified from the two aspects of the
cooperation mode of shared resources and the coordination
mechanism of income distribution; correction factor 1/2∗
(Ai +Bi) is obtained; and correction value △Xi,
ΔXi � (1/2) × Xi × (Ai + Bi) is obtained. *e income of
each member after the amendment is expressed by
X′ � X1′, X2′, . . . , Xn

′ , Xi
′(V) � Xi(V) + ΔXi(V). *e spe-

cific correction process is shown in Figure 2.

5. Example Analysis

5.1. Enterprise End-to-End Distribution Costs. Bi et al. [48]
conducted an empirical study on five express delivery en-
terprises in China and made a comparative analysis of the
results. Li [49] analyzed the problems existing in logistics
distribution of express delivery enterprises, discussed vari-
ous factors affecting customer satisfaction, and put forward
empirical analysis assumptions. So the example analysis of
this paper selects express delivery enterprises under joint
distribution as the research objects and applies the cor-
rection method to modify the initial Shapley value based on
the Shapley value method to obtain a more realistic dis-
tribution scheme. *is paper takes 10 distribution outlets of
Yuantong, Zhongtong, and Best Express enterprises in
Haidian District as the research objects and studies the
distribution costs borne by each enterprise under three

Table 3: Enterprise evaluation system from a group perspective.

Influencing factors of benefit distribution from a group perspective Weight Enterprise 1 Enterprise 2 Enterprise 3
Strength and status of the members of the alliance 0.5 a11 a21 a31
Service unit price and market demand 0.3 a12 a22 a32
Stability of the logistics alliance 0.2 a13 a23 a33
Correction factor of enterprise i — A1 A2 A3

Table 4: Enterprise evaluation system from an individual perspective.

Influencing factors of benefit distribution from an individual perspective Weight Enterprise 1 Enterprise 2 Enterprise 3
Cost input 0.3 b11 b21 b31
Risk bearing 0.3 b12 b22 b32
Service level 0.3 b13 b23 b33
Marginal contribution 0.1 b14 b24 b34
Correction factor of enterprise i — B1 B2 B3
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forms of distribution: three enterprises participate in the
distribution task alone; two enterprises cooperate to par-
ticipate in the joint distribution, and another enterprise
participates in the distribution alone; and three enterprises
cooperate to participate in the joint distribution. *e cor-
responding distribution outlets and their numbers are
shown in Table 5.

5.1.1.0ree Enterprises Participate in Distribution Separately.
*e scheme and cost for the three enterprises to participate
in distribution separately is shown in Table 6:

5.1.2. Two Enterprises Cooperate to Participate in
Distribution. A. Yuantong cooperates with Zhongtong to
participate in distribution, and Yunda distributes separately,
the distribution path and cost are shown in Table 7:

B. Yuantong and Yunda cooperate to participate in
distribution, and Zhongtong distributes separately, the
distribution path and cost are shown in Table 8:

C. Yunda cooperates with Zhongtong to participate in
distribution, and Yunda distributes separately, the distri-
bution path and cost are shown in Table 9:

5.1.3. 0ree Enterprises Participate in Joint Distribution.
*e distribution cost under the cooperation of the three
enterprises is shown in Table 10:

5.2. Distribution of Alliance Income by the Shapley Value
Method. By calculating the costs of distribution schemes
under the above cooperation modes, we can obtain the costs
shared by enterprises in different distribution schemes and
the benefits generated by joint distribution. On this basis, the
initial Shapley values of the three enterprises after forming a
cooperative organization can be calculated. To facilitate the
latter description, Yuantong, Zhongtong, and Yunda en-
terprises are replaced by enterprises 1, 2, and 3, respectively.

As can be seen from Table 11, the participation of
enterprises in joint distribution can effectively help them
generate organizational cooperation income, with all
three companies undertaking distribution tasks alone as
the lowest threshold. When the number of enterprises
participating in joint distribution continues to increase,
the overall cooperation income increases significantly. In
the example analysis of this paper, the total cost of the
three enterprises participating in the distribution alone is
285.95. However, when the two enterprises cooperate,
they obtain the benefits of the cooperative organization
relative to the other enterprise that does not participate in
the cooperation. Cooperation between Yuantong and
Zhongtong can generate 91.1 units of income, and that
between Yuantong and Yunda enterprises can generate
106.15 units of income. Moreover, cooperation between
Zhongtong and Yunda enterprises can produce 89.2 units
of benefits. From the perspective of bilateral cooperation,
the profits of enterprises are better when they cooperate
with stronger enterprises. *e income from cooperation
among Yuantong, Zhongtong, and Yunda is higher than
that between Zhongtong and Yunda. From the perspective
of multilateral cooperation, with the increase in the
number of cooperative enterprises, the income of coop-
erative organizations also significantly increases. When
the three enterprises work together to participate in a joint
distribution, the terminal distribution cost can be sig-
nificantly reduced by 60.6%. As a result, the profit ceiling
of each enterprise at the end of distribution is raised. As
large logistics enterprises gradually complete the primitive
accumulation of enterprise development, gradually move
toward the intelligent logistics mode in the unmanned era,
and eliminate the dependence on human resources, small
and medium-sized logistics enterprises, due to limited
funds and a lack of technology, on the one hand, cannot
realize the reform of operation mode in a short period of
time. On the other hand, if enterprises continue to follow
the traditional logistics management model, then they still
face the constraints of human costs, so the living space of

Strength and
status of alliance

members

Service unit price
and market

demand

The stability of
logistics alliance

relationship

Evaluation
system Shared source cooperation

mode
Influence factor on income

distribution A

The coordination mechanism
of distribution mechanism
Influence factor on income

distribution B

The cost of inputs

Risk-taking

The service level

Contribution margin

Evaluation
system

Composite correction factor

Composite correctiThe initial result of the
Shapley value assignmenton factor

Get the final distribution
scheme

Figure 2: Modification process of the Shapley value method.
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small and medium-sized logistics enterprises is gradually
narrowed. In this paper, through an analysis of examples,
we know that when small and medium-sized enterprises
are facing strong competitors such as large logistics en-
terprises, if they want to overtake them, then the estab-
lishment of a cooperative cooperation model and benefit
distribution coordination mechanism suitable for the
development of enterprises is necessary for their long-
term development.

According to the above model of the Shapley value
method and combined with the research object in the ex-
ample analysis, we know that our research objects are three
express delivery enterprises, namely, enterprises 1, 2, and 3,
represented by the set N� {1, 2, 2, 3}. *e income earned by
each enterprise in the cooperative organization is expressed
by X� {X1, X2, X3}. *e calculation process and results are
shown in Tables 12–14.

According to the above calculations, under the Shapley
value model, the income of each enterprise participating in
the joint distribution is as follows:

X1 � 15.19 + 17.7 + 28.98 � 61.86,

X2 � 15.19 + 14.87 + 23.33 � 53.39,

X3 � 17.7 + 14.87 + 28.35 � 60.91.

(3)

In the distribution scheme of the Shapley value model,
there is little difference in the organizational income of the
enterprises participating in the joint distribution, which stems
from the assumption at the beginning of the establishment of
the model: the differences among participants should be ig-
nored. However, due to the different qualifications of each
enterprise, the contribution ability of the heterogeneous en-
terprise resources to the cooperative organization is different.
When the heterogeneous enterprise resources help the coop-
erative organization achieve high returns, this part of the in-
come should be compensated to the enterprise in terms of
contribution ability to provide the cooperative organization
with the development incentive of “contributing enterprise
resources.” Only in this way can the sustainable and coordi-
nated development of the cooperative organization be realized.

Table 7: Distribution costs under cooperation between Yuantong and Zhongtong

Yuantong-Zhongtong joint
distribution

Distribution
route Mileage Traffic

demand
Transfer
vehicle

Loading rate
(%) Distribution cost

Yuantong 0-4-5-6-9-7-0 47.5 964.38 2 96.44 43.75
Zhongtong 0-2-10-3-8-1-0 71 835.97 2 85.40 55.5

Yunda
0-5-4-6-0 25.9 274.16 3 54.83 95.6
0-3-2-9-7-0 46.5 325.64 65.13
0-10-8-1-0 58.8 260.52 52.10

Table 8: Distribution costs under cooperation between Yuantong and Yunda.

Yuantong-Yunda joint distribution Distribution route Mileage Traffic demand Transfer vehicle Loading rate (%) Distribution cost
Yuantong 0-4-2-6-5-9-0 40.5 939.94 2 93.99 40.25
Yunda 0-3-8-10-7-1-0 65.8 964.69 2 96.47 52.9

Zhongtong
0-2-1-7-0 30.3 281.25

3
56.25

86.650-6-5-9-0 17.7 279.90 55.98
0-4-3-8-10–0 65.3 332.15 66.43

Table 6: Distribution costs of individual operations in enterprises.

Each enterprise distributes separately Distribution route Mileage Traffic demand Call vehicle Loading rate (%) Distribution cost

Yuantong
0-4-2-6-9-0 42.2 423.30 3 84.66 103.7
0-7-1-0 40.5 179.31 35.86

0-5-3-8-10–0 64.7 441.70 88.34

Zhongtong
0-2-1-7-0 30.3 261.25 3 52.25 86.65
0-6-5-9-0 17.7 249.90 49.98

0-4-3-8-10–0 65.3 332.15 66.43

Yunda
0-5-4-6-0 25.9 274.16 3 54.83 95.6
0-3-2-9-7-0 46.5 325.64 65.13
0-10-8-1-0 58.8 260.52 52.10

Table 5: Distribution outlets and corresponding numbers.

Serial number 1 2 3 4 5
Distribution
network Yongfeng 1 China Agricultural

University 2
Space bridge

3
Learn to clear the

way 4
Beijing University of Aeronautics

and astronautics 5
Serial number 6 7 8 9 10
Distribution
network

Tsinghua
university 6 Shangdi 7 Xiangshan 8 Zhongguancun 9 Longevity road 10
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5.3.Modificationof the Initial ShapleyValue. *e following is
the correction of the initial Shapley value of each enterprise
obtained through the example analysis. *e source of the
correction factor is based on the evaluation indicators of
each enterprise in three aspects: the strength and status of
alliance members, service unit price and market demand,
and the stability of the logistics alliance relationship. *e
feedback source of the evaluation index of the enterprise is
mainly obtained by network enterprise data and offline
interviews and quantifies the evaluation index of each en-
terprise according to first-hand data.

*e initial Shapley value of the enterprise is modified
from the point of view of the cooperation mode of sharing
resources, and the details of the correction factors of each
enterprise are shown in Table 15.

*e initial Shapley value of the enterprise is modified
from the point of view of the coordination mechanism of
income distribution, and the correction factors of each
enterprise are shown in Table 16.

*rough the above calculations, the final benefit dis-
tribution correction factors of the three enterprises par-
ticipating in joint distribution can be obtained. To make the
correction results more reasonable by averaging the

correction factors from two perspectives, by calculating the
final correction factors of each enterprise, correction value
△Xi, △Xi�Xi∗1/2 (Aj+Bj) is finally obtained. *e specific
results are shown in Table 17.

Yuantong Express is ahead of the other two enterprises
in terms of overall market share and service quality, and its
business orders are also greater in amount and number than
are those of the other two enterprises, which will make an
important contribution to the income of the whole coop-
erative organization in the process of building the alliance.
Yunda Express has weak market share and resource
scheduling ability compared with Yuantong and Zhongtong
enterprises, showing positive externalities to organizational
income. With the help of cooperative organizations, the
Yunda enterprise reduces the cost of terminal distribution
and obtains the opportunity to share the benefits from
cooperation, but to compensate for the contribution of
Yuantong and Zhongtong, part of its income needs to be
allocated to them to send a positive incentive signal to them
in terms of contribution. *erefore, by observing the cor-
rection factors of various enterprises, we can see that those of
the Yuantong and Zhongtong enterprises are positive, while
the correction factor of the Yunda enterprise is negative.

Table 9: Distribution costs under cooperation between Yunda and Zhongtong

Zhongtong-Yunda joint
distribution Distribution route Mileage Traffic demand Transfer vehicle Loading rate (%) Distribution cost

Yunda 0-5-4-6-2-9-0 37.4 895.94 2 89.59 38.7
Zhongtong 0-7-1-3-8-10-0 68.7 924.69 2 92.47 54.35

Yuantong
0-4-2-6-9-0 42.2 423.30 3 84.66 103.7
0-7-1-0 40.5 179.31 35.86

0-5-3-8-10–0 64.7 441.70 88.34

Table 10: Distribution costs under the cooperation of three enterprises.

Joint distribution by three
enterprises Distribution route Mileage Traffic

demand
Transfer
vehicle Loading rate (%) Distribution cost

Yuantong 0-4-5-6-0 33.9 912.48 1 91.25 36.95
Zhongtong 0-2-1-7-9-0 29.9 998.35 1 99.83 34.95
Yunda 0-3-8-10-0 35.8 954.11 1 95.41 37.9

Table 11: Organizational benefits under various modes of cooperation.

Distribution plan Total distribution cost Revenue from joint distribution
*ree separate distributions 285.95 0
Joint distribution between enterprises 1 and 2 194.85 91.1
Joint distribution between enterprises 1 and 3 179.8 106.15
Joint distribution between enterprises 2 and 3 196.75 89.2
*ree joint distributions 109.8 176.15

Table 12: Calculation table of the initial Shapley value of the Yuantong enterprise.

S {1} {1, 2} {1, 3} {1, 2, 3}
V(S) 0 91.1 106.15 176.15
V(S − 1{ }) 0 0 0 89.2
V(S) − V(S − 1{ }) 0 91.1 106.15 86.95
|S| 1 2 2 3
ω(S) 1/3 1/6 1/6 1/3
ω(S)[V(S) − V(S − i{ })] 0.00 15.19 017.70 29.98
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Since the main purpose of this step is to calculate the
correction value of each enterprise, the correction value
further modifies the distribution scheme on the basis of that
obtained by the Shapley value method, so the sum of the
correction value of each enterprise should be equal to 0; that
is, the correction scheme of the paper does not change the
income of the cooperative organization in the whole cor-
rection process. On the basis of this modified value, we can
obtain the final distribution scheme by adding the initial
Shapley value calculated by the Shapley value method, and
the final distribution scheme is compared with that obtained
by the Shapley method, as shown in Table 18:

*rough the above comparison, we can see that the
distribution scheme of the Shapley value method pays more
attention to the distribution of cooperative income from
the perspective of average distribution, and there is little
difference in the respective income of the three enterprises.
*is “average” distribution method does not give

compensation and incentives to the contribution ability of
enterprises with different qualifications, which is not
conducive for the sustainable development of cooperative
organizations. In the example analysis of this paper, we can
see that based on the distribution scheme according to the
Shapley value method, the cooperative benefits shared by
the three enterprises are not very different, and the dif-
ference is controlled within 9 units. *e distribution
scheme under the average principle cannot reflect the
utility of each individual in the cooperative organization,
quantify this utility, and reward this utility through rea-
sonable benefit compensation. In the example analysis of
this paper, the Yuantong enterprise can bring higher
business order and resource scheduling ability to the co-
operative organization and can share its offline logistics
resources with other enterprises; after revision, the income
of the Yuantong enterprise is obviously higher than that of
the Zhongtong and Yunda enterprises.

Table 13: Calculation table of the initial Shapley value of the Zhongtong enterprise.

S {2} {2, 1} {2, 3} {1, 2, 3}
V(S) 0 91.1 89.2 176.15
V(S − 2{ }) 0 0 0 106.15
V(S) − V(S − 2{ }) 0 91.1 89.2 70
|S| 1 2 2 3
ω(S) 1/3 1/6 1/6 1/3
ω(S)[V(S) − V(S − i{ })] 0.00 15.19 14.87 23.33

Table 14: Calculation table of the initial Shapley value of the Yunda enterprise.

S {3} {3, 1} {3, 2} {1, 2, 3}
V(S) 0 106.15 89.2 176.15
V(S − 3{ }) 0 0 0 91.1
V(S) − V(S − 3{ }) 0 106.15 89.2 85.05
|S| 1 2 2 3
ω(S) 1/3 1/6 1/6 1/3
ω(S)[V(S) − V(S − i{ })] 0.00 17.70 14.87 28.35

Table 15: Correction factors of enterprises from the perspective of groups.

Cooperation mode of shared resources Weight Enterprise 1 Enterprise 2 Enterprise 3
Strength and status of the members of the alliance 0.5 0.53 0.32 − 0.85
Service unit price and market demand 0.3 0.83 0.76 − 1.59
Stability of logistics alliance 0.2 − 0.43 0.26 0.17
Correction factor of enterprise i — 0.43 0.44 − 0.87

Table 16: Correction factors of each enterprise from an individual perspective.

Coordination mechanism of income distribution Weight Enterprise 1 Enterprise 2 Enterprise 3
Cost input 0.3 0.54 0.34 − 0.88
Risk bearing 0.3 0.36 0.27 − 0.63
Service level 0.3 0.47 0.37 − 0.84
Marginal contribution 0.1 0.31 0.29 − 0.6
Correction factor of enterprise i — 0.44 0.32 − 0.77

Table 17: Corrections for each enterprise.

Yuantong Zhongtong Yunda
Correction factor 0.31 0.24 − 0.55
Correction value 18.90 12.95 − 33.38

Table 18: Comparison of results before and after correction.

Yuantong Zhongtong Yunda
Shapley value method 61.86 53.39 60.91
After correction 18.90 12.95 − 33.38
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*e case study of this paper takes joint distribution as the
research background, so in general enterprise practice, we
usually choose the cooperation mode of diluting enterprise
boundary, which is higher than outsourcing cooperation.
*e core of collaborative joint distribution is sharing orders.
When strong enterprises share internal low-profit orders
with members of cooperative organizations, while other
members complete these orders to harvest enterprise profits,
it is necessary to pay a corresponding proportion of “rent” to
stronger enterprises, which is also the basic idea of the mode
of paying land rent in the coordination mechanism of in-
come distribution. *is kind of “rent” incentive is to make
stronger enterprises more willing to participate in the
construction of cooperative organizations, so as to maintain
the sustainable development of cooperative organizations. In
this case, because of its limited market share and service
level, Yunda enterprise undertakes the terminal distribution
business of high cost and low volume when it operates alone.
However, when the distribution business is optimized
through joint distribution, from its own vertical comparison,
Yunda enterprise not only completes the corresponding
distribution tasks but also obtains the benefits of coopera-
tion. However, the stability of this form of cooperation
depends on the comparison of the strength of their re-
spective enterprises, which is mainly reflected in the market
share; comprehensive service capacity; and complete in-
frastructure. In terms of logistics resource scheduling ability,
when the strength of enterprises is very different and the
balance of cooperation is broken, enterprises with greater
discourse power will force weaker enterprises to accept
organizational agreements that are not conducive for the
development of enterprises, which is likely to break the calm
mode of cooperation.

6. Conclusions

*is paper focuses on the difficult problem of enterprise
cooperative benefit distribution in end distribution, takes the
benefit distribution principle as the basic constraint, and
constructs a two-dimensional enterprise evaluation system
from the group and individual perspectives. *e income
distribution mode selection matrix is constructed from the
two dimensions of the cooperation mode and coordination
mechanism. Under these different practical backgrounds, all
enterprise parties choose the appropriate cooperation mode
and income distribution mode in the income distribution
mode selection matrix and obtain the income distribution
correction factor from the evaluation system within the
selected range, which is modified on the basis of the initial
Shapley value. Compared with the initial Shapley value
method, which pursues income equalization, the revised
income distribution results more so reflect the income-
generating ability of different enterprises in the cooperative
organization and give different proportions of benefits to the
cooperative organization based on different income-gen-
erating capacities to provide incentives for the development
of the cooperative organization. *is paper holds that the
influence of the income distribution scheme of cooperative
organizations depends on the close relationship between the

cooperation mode of shared resources and the coordination
mechanism of income distribution. Under this two-di-
mensional mechanism, the final benefit distribution should
be determined based on the evaluation of the enterprise and
not on only the Shapley value mathematical model.*e two-
dimensional selection mechanism based on income distri-
bution can better reflect the income-generating ability that
enterprises can exert in the specific cooperation practice.
From a rational point of view, this paper proposes what kind
of cooperation mode and coordination mechanism enter-
prises should be established to realize the sustainable de-
velopment of cooperative organizations. However, in
practice, it is still necessary to make prudent cooperation
decisions based on an enterprise’s internal resources, en-
terprise strategy, enterprise organizational structure, and the
external environment.

*is paper focuses on studying and solving the problem
of the benefit distribution of various enterprises, puts for-
ward a framework solution from the perspective of static
research, and presents a two-dimensional selection matrix of
income distribution based on overall and individual ratio-
nality. *e Shapley value algorithm is modified from the
point of view of the cooperation mode and income distri-
bution coordination mechanism. Although this paper takes
into account the influencing factors of overall rationality on
income distribution and individual rationality on income
distribution, it does not specifically analyze the influence of
the negotiation premium power between different enter-
prises on the whole income distribution, that is, taking into
account the rationality of the establishment of cooperative
organizations and the rationality of individual participation
in cooperative organizations, but there is no dynamic re-
search perspective for analyzing the continuous growth of
enterprises in cooperative organizations. Whether the old
cooperation model and distribution mechanism can still be
established needs to be further studied. *erefore, this paper
does not consider the dynamic cooperative development of
enterprises, and the static research perspective on the dis-
tribution of interests of enterprises inevitably makes the final
research results deviate from the practices of specific
enterprises.
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Many encryption systems face two problems: the key has nothing to do with the plaintext; only a single chaotic sequence is
adopted during the encryption. To solve the problems, this paper proposes an image encryption method based on Hopfield neural
network and bidirectional flipping. Firstly, the plaintext image was segmented into blocks, the resulting image matrix was block
scrambled, and each block was bidirectionally flipped to complete the scrambling process. After that, the plaintext image was
processed by the hash algorithm to obtain the initial values and control parameters of the chaotic system, producing a pseudo-
random sequence. +en, a diffusion matrix was generated through the optimization by Hopfield neural network and used to
derive a ciphertext image through diffusion transformation. Experimental results show that our algorithm is highly sensitive to
plaintext, strongly resistant to common attacks, and very efficient in encryption.

1. Introduction

+e safety of digital images, an important carrier of infor-
mation, has attracted much interest and concern [1]. To
ensure the safety of image information, it is highly necessary
to develop a good encryption algorithm [2]. +e chaotic
system lays a good foundation for encryption systems, due to
its excellent sensitivity to initial values. Due to the sensitivity
of the initial value, small changes can get completely dif-
ferent results, so each small change can achieve completely
different encryption results during encryption, which can
provide good security. As a result, the chaotic system is being
integrated to more and more encryption algorithms. In the
past two decades, researchers have proposed various en-
cryption methods and applied them to image encryption,
drawing on the unique properties of the chaotic system (e.g.,
sensitivity to initial values, unpredictability, and pseudo-
randomness) and the natural bound between the system and
cryptology [3–10]. Some scholars put forward several new
chaotic systems and designed the corresponding encryption
strategies [4–8]. Some scholars presented encryption algo-
rithms based on existing chaotic systems, focusing on the

design of encryption strategies [9–16]. Some scholars
combined spatiotemporal chaos with DNA sequencing [6]
and proposed image encryption algorithms based on the
cryptological features of spatiotemporal nonadjacent cou-
pled map lattices [17] and mixed linear-nonlinear coupled
map lattices [18], respectively. +e safety performance of an
encryption algorithm can be measured by an important
criterion: the ability to resist various attacks, namely, violent
attack, statistical attack, and differential attack. Some al-
gorithms are unable to withstand chosen-plaintext attack
[19–24]. Besides, many algorithms are inefficient in en-
cryption and need multiple encryptions to achieve a good
effect. To solve the above defects, this paper explores key
generation and image encryption strategy and proposes a
chaotic image encryption algorithm based on Hopfield
neural network and the image scrambling approach of bi-
directional flipping. Firstly, the plaintext image was seg-
mented into multiple N×N blocks, and the resulting image
matrix was block scrambled. Each block was bidirectionally
flipped and merged into a scrambled image. Next, the
plaintext image was processed by the hash function, pro-
ducing a hash array. On this basis, the control parameters
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and initial values of the chaotic system were determined to
generate a random pseudo-matrix. Multiple sequences were
taken as the initial conditions of Hopfield chaotic neural
network, which creates the key flow of the diffusion matrix.
+en, the scrambled image was segmented along the diag-
onal, and the key flow was converted into a key matrix.
Afterwards, symmetric diffusion was performed on the key
matrix and the scrambled image to obtain the encrypted
image. Finally, the safety and reliability of our algorithm
were demonstrated by comparing it with similar algorithms
developed since 2017.

2. Image Encryption Strategy

2.1. Hopfield Neural Network. Proposed by American
physicist Hopfield in 1982, the Hopfield neural network
mimics the memory mechanism of biological neural net-
works. In this fully connected neural network, every node
transmits a signal to other nodes, which eventually return
the signal to the transmitter. +erefore, the Hopfield neural
network has a feedback mechanism. A typical Hopfield
neural network can be expressed as

x � −xi + 

3

i�1
wijvi, (1)

where v is the hyperbolic tangent function:

vi � tanh xi(  �
e

xi − e
− xi

e
xi + e

−xi
, (2)

and w is the weight function:

w �

2 −1 0

1.7 1.71 1.1

−2.5 −2.9 0.56

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (3)

2.2. Encryption Flow. Our algorithm calls logistic mapping
repeatedly:

xn+1 � rxn 1 − xn( , (4)

where r ∈ (0, 4] is a control parameter. If 3.5699456≤ r≤ 4,
the logistic mapping will be chaotic; as r gradually ap-
proaches 4, the mapping becomes more and more chaotic
and generates a chaotic sequence xn of a better quality.

Taking an M×M plaintext image P for example, this
paper designs a novel image encryption algorithm.+ere are
three steps of the algorithm: image segmentation, block
scrambling, and symmetric diffusion. After scrambling and
diffusion, the plaintext image P is improved into a highly
secure encrypted image.

3. Encryption Algorithm

Like most encryption strategies, our encryption strategy
consists of two steps: scrambling and diffusion.

3.1. Bidirectional Flipping. Image scrambling aims to change
the position of image pixels. +e specific process of
scrambling through block-based triangular transform is as
follows.

Firstly, the original image is segmented into N×N
blocks, each of which is subjected to triangular transform.
+e segmented image matrix consumes less resources in the
process of computing encryption and can be further
scrambled. Suppose the original image is of the size
256× 256 and is broken down into 8× 8 blocks. +en, the
scrambling can be realized in the following steps:

Step 1. +e hash function is applied on the plaintext
image to generate a hash array. +e relevant values are
extracted from the array for initialization, producing
the initial values and control parameters of the chaotic
system. +en, a pseudo-random sequence is generated
through the logistic chaotic system and is taken as the
initial values of the Hopfield chaotic neural network.
+e optimal random sequence is thereby obtained.
Step 2. After segmentation, the image matrix is
scrambled with the random sequence obtained by
Hopfield chaotic neural network.
Step 3. +e random sequence is numerically calculated.
+e rotation direction and angle of the blocks on the
first layer of the image matrix are solved through re-
mainder operation, with 90° as a unit. On this basis, the
scrambling model is determined for the entire matrix.
+e calculation formulas are as follows:

Z(i) � floor z(i) × 10n
( mod256 ,

H(i) � Z(i)modM.
(5)

Step 4. Each image block is transformed into a matrix.
+e matrix of each block is rotated clockwise or
counter-clockwise. As required by the algorithm, the
adjacent layers are rotated in opposite directions.
Step 5. +e scrambled block matrices are merged to a
matrix as large as the original image matrix. +is is the
final result of image scrambling.

3.2. Image Diffusion. Image diffusion mainly segments the
original image matrix along the diagonal. +e specific dif-
fusion process is as follows:

Step 1. +e initial state x2 and control parameter r2 of
the logistic mapping are calculated as described in
Section 2.1.
Step 2. Logistic mapping is implemented iteratively 200
times, producing chaotic sequences A1–A3. +ese se-
quences are imported to Hopfield chaotic neural net-
work as initial parameters and converted into a
diffusion key flow, forming a key matrix.
Step 3. +e key matrix and scrambled image CC1 are
segmented along the same direction. Suppose the
matrix is of the size 8× 8. +e diagonal segmentation
model is illustrated in Figure 1.
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Step 4. After the diagonal segmentation model is de-
termined, the diffusion is performed by (see Figure 2)

WT
′(i, j) � WT(i, j)⊕QK(i, j)

BT
′(i, j) � BT(i, j)⊕WT

′(i, j)

⎧⎨

⎩ (6)

Step 5. +e diffusion image is obtained through the
diffusion operation, and the final encrypted image C is
outputted.

+e decryption is the inverse process of encryption.

4. Simulation Results

To verify its effectiveness, our encryption algorithm was
simulated on multiple images, using the simulation software
GNU Octave. +rough an experiment, the initial values of
logistic mapping were determined as x1(0) � 0.8761 and
x2(0) � 0.7323; the control parameters of logistic mapping
were finalized as r1 � 3.9695 and r2 � 3.8925; the total
number of iterations (TNI) was set to 200; different hash
arrays H were generated from different plaintext images.

Our simulation uses the gray image of Lena (256× 256)
and the color image of peppers. For the color image, firstly,
the gray level of the color image is transformed, and the layer
is divided into three different gray levels: R, G, and B, which
are encrypted in the corresponding encryption process.
Figure 3 shows the generated encrypted images and
decrypted images.

5. Safety Analysis

An ideal encryption algorithm should be able to resist
various attacks, such as violent attack, statistical attack, and

differential attack, and chosen-plaintext attack. To verify the
safety of our algorithm, this paper theoretically analyzes and
numerically simulates the algorithm in five aspects and
compares it with the state-of-the-art chaotic theory-based
algorithms [25–30].

5.1. Histogram Analysis. +e ability of an encryption algo-
rithm to resist statistical attack can be directly measured by
the histogram of the ciphertext image, which describes the
pixel distribution of the image. +e statistical attack can
easily steal some information from an image with uneven
pixel distribution. Image itself is a form of data information,
and image itself can be used as a carrier or directly as a kind
of information transmission. +e pixel distribution of the
original image is distributed according to the content level of
the image, so important content can be stolen and
obstructed through statistical analysis attacks.

It can be known that the pixels were not evenly dis-
tributed on the plaintext histograms but evenly distributed
on the ciphertext histograms. +erefore, the ciphertext
images obtained by our encryption algorithm can resist the
statistical attack.

5.2. Correlation Analysis. A high correlation between ad-
jacent pixels indicates that the plaintext image is prone to the
statistical attack. +us, it is necessary for the encryption
algorithm to reduce the correlation between adjacent pixels.
10,000 pixels were randomly selected from the plaintext and
ciphertext images of the gray image of Lena, respectively.
+en, the correlations between adjacent pixels in the hori-
zontal, vertical, and diagonal directions were calculated by

rxy �
cov(x, y)

�����
D(x)

 �����
D(y)

 , cov(x, y) �
1
N



N

i�1
xi − E(x)(  yi − E(y)( ,

D(x) �
1
N



N

i�1
xi − E(x)( 

2
, E(x) �

1
N



N

i�1
xi.

(7)
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Figure 1: Diagonal segmentation model.
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In addition, the correlations between adjacent pixels in
the ciphertext image of Lena obtained by our algorithm were
compared with those in the ciphertext image of Lena ob-
tained by other algorithms (Table 1).

5.3. Information Entropy Analysis. Information entropy
is an important indicator of the randomness of information:

H(s) � 
2n−1

i�0
p mi( log2

1
p mi( 

, (8)

where p(si) is the probability of si.
In theory, the probability of information leak de-

creases as the information entropy approaches 8. Table 2
compares the information entropy of the cyphertexts of
two test images obtained by our algorithm with that
obtained by three other algorithms [25–27]. On both test
images, the information entropy was approximately 8 in
the ciphertexts obtained by our algorithm. +e infor-
mation entropy obtained by our algorithm was closer to 8
than that of any other algorithm. +erefore, the ciphertext
images obtained by our algorithm are unlikely to suffer
from information leak and are robust against the statis-
tical attack.

5.4. Differential Attack. Differential attack is a kind of
chosen-plaintext attack. During the attack, the attacker
makes minor modifications to the plaintext image, encrypts
the modified image and the original image separately, and
compares the two encrypted images to find the correlations
between plaintext and ciphertext images. +e differential
attack is commonly evaluated by the number of pixel change
rate (NPCR) and the unified average changing intensity
(UACI):

NPCR �
1

W × H


W

i�1


H

j�1
D(i, j) × 100%,

UACI �
1

W × H


W

i�1


H

j�1

c1(i, j) − c2(i, j)




255
⎛⎝ ⎞⎠ × 100%,

(9)

where W and H are image width and height, respectively; c1
is the original plaintext image; and c2 is the plaintext image
derived from c1 by changing 1 bit of pixel value. If
c1(i, j)≠ c2(i, j), then D(i, j) � 1; otherwise, D(i, j) � 0.

+eoretically, the result is good if NPCR and UACI
approach 99.6093% and 33.4635%, respectively. Without
changing the keys, our encryption algorithm was adopted to
encrypt c1 and c2, respectively. Next, the NPCR and UACI
were calculated for the two resulting ciphertext images.

WT

BT

QK

Figure 2: Schematic diagram of symmetrical segmentation.

(a) (b) (c)

(d) (e) (f )

Figure 3: Simulation results. (a) Original image of Lena. (b) Encrypted image of Lena. (c) Decrypted image of Lena. (d) Original image of
peppers. (e) Encrypted image of peppers. (f ) Decrypted image of peppers.
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Tables 3 and 4 compare the NPCR and UACI of the ci-
phertexts obtained by our algorithm with those of the ci-
phertexts obtained by three other algorithms. Compared
with those of other algorithms, the NPCR and UACI of our
algorithm were mostly approximately 99.6093% and
33.4635%, respectively.

5.5. Robustness Analysis. Robustness is an important in-
dicator of the anti-disturbance ability of a cryptosystem.
Robustness analysis means that the decryption algorithm
can still decrypt the content of the image even when the
image is disturbed by other information andmeans, and the
corresponding information can be obtained through the
decrypted image, so as to prove the robustness of the al-
gorithm. +e robustness of our algorithm was tested by
noise attack and denial-of-service (DoS) attack. Noise in-
terference is an important issue in actual communication.
Common noises include Gaussian noise, salt-and-pepper

noise, etc. +e salt-and-pepper noise stands out for its
significant impact on ciphertext images. +erefore, this
paper mainly tests the influence of the addition of salt-and-
pepper noise to the plaintext image over our algorithm
performance. Without changing the keys, different levels of
salt-and-pepper noises were added to the plaintext image of
Lena, and the noisy image was encrypted and decrypted by
our algorithm. Figure 4 shows the encrypted and decrypted
images of the plaintext image of Lena with salt-and-pepper
noise on the level of 0.01, 0.05, and 0.1, respectively. Even
when the noise level was 0.1, the plaintext image could be
distinguished in the image decrypted by our algorithm,
evidencing the strong resistance of our algorithm to noise
attack.

+e robustness of our algorithm was also tested against
the DoS attack. Firstly, different portions of the information
on the ciphertext image of Lena were blocked and then
decrypted by our algorithm. Obviously, the quality of the
decrypted image is negatively correlated with the amount of

Table 1: Correlations between adjacent pixels in ciphertext image of Lena.

Image Our algorithm Wang et al.’s algorithm [28] Farhan and Sanjeev’s algorithm [29] Hong et al.’s algorithm [30]

Lena
Horizontal −0.0016 −0.0031 −0.0146 0.0020
Vertical 0.0043 0.0084 0.0098 0.0042
Diagonal −0.0026 −0.0007 0.0056 0.0013

Table 2: Comparison of information entropy of ciphertext images.

Image Our algorithm Wang and Guan’s algorithm [25] Niyat et al.’s algorithm [26] Wu et al.’s algorithm [27]
Lena 7.9988 7.9976 7.9974 7.9976
Peppers 7.9994 7.9980 7.9972 7.9974

Table 3: Comparison of NPCR (%) of ciphertext images.

Image Our algorithm Wang et al.’s algorithm [28] Farhan and Sanjeev’s algorithm [29] Hong et al.’s algorithm [30]
Lena 99.6231 99.6016 99.6356 99.6037
Peppers 99.6307 99.6091 99.5891 99.6124

Table 4: Comparison of UACI (%) of ciphertext images.

Image Our algorithm Wang et al.’s algorithm [28] Farhan and Sanjeev’s algorithm [29] Hong et al.’s algorithm [30]
Lena 33.4463 33.4735 33.4147 33.4381
Peppers 33.4768 33.6234 33.3568 33.7216

(a) (b) (c) (d) (e) (f )

Figure 4: Noise test results. (a) Encrypted image of Lena with noise on the level of 0.01. (b) Encrypted image of Lena with noise on the level
of 0.05. (c) Encrypted image of Lena with noise on the level of 0.1. (d) Decrypted image of Lena with noise on the level of 0.01. (e) Decrypted
image of Lena with noise on the level of 0.05. (f ) Decrypted image of Lena with noise on the level of 0.1.
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information being blocked. Figure 5 presents the decrypted
images of the ciphertext image of Lena with 6.25%, 25.44%,
40.20%, and 87.89% of information being blocked. It can be
inferred that the main information of the plaintext image of
Lena could still be recognized from the decrypted images.
+erefore, our algorithm can effectively withstand the DoS
attack and boasts strong robustness.

6. Conclusions

+is paper mainly designs a chaotic image encryption algorithm
based on Hopfield neural network and bidirectional flipping, a
scrambling strategy. Firstly, the plaintext image was segmented
intomultiple blocks, and each block was scrambled.+en, SHA-
512 hash algorithm was combined with the plaintext image to
generate a hash array. On this basis, the initial values and control
parameters were determined for the initialization of the chaotic
mapping, and the control parameters were configured for
scrambling and diffusion. Compared with other image en-
cryption algorithms, our algorithm innovatively applies Hop-
field neural network to encrypt images and adopts brand-new
scrambling and diffusion models. +rough simulation and
theoretical analysis, it was confirmed that our algorithm is robust
and effective in resisting statistical attack, differential attack,
noise attack, and DoS attack.
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based real-time implementation of visual cryptography using
LabVIEW,” Traitement du Signal, vol. 37, no. 4, pp. 639–645,
2020.

[5] C. J. Hu, C. Ruan, and Z. X. Niu, “Image encryption algorithm
based on improved Logistic mapping,” Computer Systems &
Applications, vol. 28, no. 6, pp. 125–129, 2019.

[6] M. Mollaeefar, A. Sharif, and M. Nazari, “A novel encryption
scheme for colored image based on high level chaotic maps,”
Multimedia Tools & Applications, vol. 76, pp. 1–23, 2017.

[7] A. Mokhnache and L. Ziet, “Cryptanalysis of a pixel per-
mutation based image encryption technique using chaotic
map,” Traitement du Signal, vol. 37, no. 1, pp. 95–100, 2020.

[8] J. Liu, Y. Ma, S. Li, J. Lian, and X. Zhang, “A new simple
chaotic system and its application in medical image en-
cryption,” Multimedia Tools and Applications, vol. 77, no. 17,
Article ID 22787, 2018.

[9] D. Herbadji, N. Derouiche, A. Belmeguenai, A. Herbadji, and
S. Boumerdassi, “A tweakable image encryption algorithm
using an improved logistic chaotic map,” Traitement du
Signal, vol. 36, no. 5, pp. 407–417, 2019.

[10] X. Chai, Y. Chen, and L. Broyde, “A novel chaos-based image
encryption algorithm using DNA sequence operations,”
Optics and Lasers in Engineering, vol. 88, pp. 197–213, 2017.

(a) (b) (c) (d)

(e) (f ) (g) (h)

Figure 5: DoS attack test results. (a) Plaintext image of Lena with 6.25% of information being blocked. (b) Plaintext image of Lena with
25.44% of information being blocked. (c) Plaintext image of Lena with 40.20% of information being blocked. (d) Plaintext image of Lena
with 87.89% of information being blocked. (e) Decrypted image of Lena with 6.25% of information being blocked. (f ) Decrypted image of
Lena with 25.44% of information being blocked. (g) Decrypted image of Lena with 40.20% of information being blocked. (h) Decrypted
image of Lena with 87.89% of information being blocked.

6 Computational Intelligence and Neuroscience



[11] X.-Y. Wang, Y.-Q. Zhang, and X.-M. Bao, “A novel chaotic
image encryption scheme using DNA sequence operations,”
Optics and Lasers in Engineering, vol. 73, pp. 53–61, 2015.

[12] A. Girdhar and V. Kumar, “A RGB image encryption tech-
nique using Lorenz and Rossler chaotic system on DNA
sequences,”Multimedia Tools and Applications, vol. 77, no. 20,
Article ID 27017, 2018.

[13] Z. Xia, X. Wang, W. Zhou, R. Li, C. Wang, and C. Zhang,
“Color medical image lossless watermarking using chaotic
system and accurate quaternion polar harmonic transforms,”
Signal Processing, vol. 157, pp. 108–118, 2019.

[14] R. Zahmoul, R. Ejbali, and M. Zaied, “Image encryption based
on new Beta chaotic maps,” Optics and Lasers in Engineering,
vol. 96, pp. 39–49, 2017.

[15] C. Pak and L. Huang, “A new color image encryption using
combination of the 1d chaotic map,” Signal Processing,
vol. 138, pp. 129–137, 2017.

[16] S. Rajagopalan, S. Rethinam, and S. Arumugham, “Networked
hardware assisted key image and chaotic attractors for secure
RGB image communication,” Multimedia Tools and Appli-
cations, vol. 77, pp. 1–34, 2018.

[17] P. Praveenkumar, R. Amirtharajan, and K. +enmozhi,
“Fusion of confusion and diffusion: a novel image encryption
approach,” Telecommunication Systems, vol. 65, no. 1,
pp. 1–14, 2017.

[18] R. Enayatifar, A. H. Abdullah, I. F. Isnin, A. Altameem, and
M. Lee, “Image encryption using a synchronous permutation-
diffusion technique,”Optics and Lasers in Engineering, vol. 90,
pp. 146–154, 2017.

[19] X. Lu, X. Gou, and Z. Li, “A novel chaotic image encryption
algorithm using block scrambling and dynamic index based
diffusion,”Optics and Lasers in Engineering, vol. 91, pp. 41–52,
2017.

[20] X. P. Yan, X. Y. Wang, and Y. J. Xian, “Chaotic image en-
cryption algorithm based on arithmetic sequence scrambling
model and DNA encoding operation,” Multimedia Tools and
Applications, vol. 1, pp. 1–35, 2021.

[21] A. Bakhshandeh and Z. Eslami, “An authenticated image
encryption scheme based on chaotic maps and memory
cellular automata,” Optics and Lasers in Engineering, vol. 51,
no. 6, pp. 665–673, 2013.

[22] L. Liu, Q. Zhang, X. Wei, and C. Zhou, “Image encryption
algorithm based on chaotic modulation of arnold dual
scrambling and DNA computing,” Advanced Science Letters,
vol. 4, no. 11, pp. 3537–3542, 2011.

[23] Q. Zhang, L. Guo, and X. P. Wei, “Image encryption using
DNA addition combining with chaotic maps,” Mathematical
& Computer Modelling an International Journal, vol. 52,
no. 11-12, pp. 2028–2035, 2010.

[24] H. Liu, X. Wang, and A. Kadir, “Image encryption using DNA
complementary rule and chaotic maps,” Applied Soft Com-
puting, vol. 12, no. 5, pp. 1457–1466, 2012.

[25] X. Wang and N. Guan, “A novel chaotic image encryption
algorithm based on extended Zigzag confusion and RNA
operation,” Optics & Laser Technology, vol. 131, Article ID
106366, 2020.

[26] A. Yaghouti Niyat, M. H. Moattar, and M. Niazi Torshiz,
“Color image encryption based on hybrid hyper-chaotic
system and cellular automata,” Optics and Lasers in Engi-
neering, vol. 90, pp. 225–237, 2017.

[27] J. Wu, X. Liao, and B. Yang, “Image encryption using 2D
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Mapping knowledge domain (MKD) is an important application in bibliometrics, which is a method of visually presenting and
explaining newly developed interdisciplinary scientific fields using data mining, information analysis, scientific measurement, and
graphic rendering. )is study combines applied mathematics, visual analysis technology, information science, and scientometrics
to systematically analyze the development status, research distribution, and future trend of the heterogeneous traffic flow by using
the MKD software tools VOSviewer and CiteSpace. Based on the MKD and Bibliometrics approaches, 4709 articles have been
studied, which were published by Science Citation Index Expanded (SCIE) and Social Sciences Citation Index (SSCI) from 2004 to
2021 in the field of heterogeneous traffic flows. Firstly, this paper presents the annual numbers of articles, origin countries, main
research organizations, and groups as well as the source journals on heterogeneous traffic flow studies. )en, cocitation analysis is
used to divide heterogeneous traffic flow into three main research directions, which include “heterogeneous traffic flow model,”
“traffic flow capacity analysis,” and “traffic flow stability analysis.” )e keyword cooccurrence analysis is applied to identify five
dominant clusters: “modeling and optimization methods,” “traffic flow characteristics analysis,” “driving behavior analysis,”
“simulation experiment,” and “policies and barriers.” Finally, burst keywords were studied according to the publication date to
present more clearly the change of research focus and direction over time.

1. Introduce

As the production and ownership of automobiles increase
year by year, vehicles not only provide convenience and
comfort to people but also bring many negative impacts,
such as traffic safety, congestion, and air pollution [1, 2].
Vehicle crashes result in about 63,194 fatalities in China, and
direct property losses reached 11.18672 million yuan in 2018
[3]. In terms of energy consumption, China’s road trans-
portation industry consumes 60.1% of the nation’s oil and
produces 14% of greenhouse gases [4], while America’s
transportation industry consumes 70% of oil and 33.6% of
greenhouse gases [5]. In the face of increasingly severe se-
curity, energy, and environmental problems, autonomous
driving technology, as an important component of the in-
telligent transportation system, has incomparable

advantages in improving travel efficiency, alleviating traffic
congestion, and reducing gasoline consumption and other
aspects and is an important way to achieve green and ef-
ficient development of the automobile industry.

Like many new technologies, although some autono-
mous driving technologies have been implemented, most of
them are still in the experimental and conceptual stage, and
the industrialization of autonomous driving vehicles still
needs a long process. Boston Consulting Group predicts that
“it will take 15–20 years for the global market share of
autonomous vehicles to reach 25%,” and as autonomous
vehicles are expected to hit the market in 2021, this means
that autonomous vehicles will account for 25% of the global
market in 2035–2040 [6]. )erefore, in the process of the
rapid development of the autonomous vehicle industry,
there will be a transitional stage of the heterogeneous
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transportation system composed of artificial and autono-
mous vehicles [7].

Heterogeneous traffic flow is an extremely complex
problem in the field of traffic flow, which involves the
combination of traditional traffic flow research and au-
tonomous driving technology. Although some article re-
views have studied the related content of heterogeneous
traffic flow, previous article reviews have adopted qualitative
rather than quantitative methods to conduct research, which
largely relies on the author’s experience and subjective
judgment in this field, requiring the author to accumulate,
summarize, and refine in this field for a long time. In ad-
dition, the previous review article lacks visual analysis of all
heterogeneous traffic flow studies, so it is difficult to reveal
the panorama of heterogeneous traffic flow research, and it is
difficult to describe the cocitation relationship and keyword
evolution law between articles [8].

In this paper, the bibliometrics method was used to
review the article. )e WOS platform was used to search
4709 related articles published in the field of heterogeneous
traffic flow in the recent 17 years (2004–2021). )e following
tasks were completed: which countries/regions are the most
important research results; what is the collaboration between
the main authors in the research area; what are the core
publications in the research area; what are the most influ-
ential research results in the field of heterogeneous traffic
flow research; which are the most active research field of
heterogeneous traffic flow and its present situation and
deficiency? Research and review related aspects from a new
perspective clarify the development context of the hetero-
geneous traffic flow field, identify key topics and research
progress in domestic and foreign research, find the short-
comings of current research, and provide reference and
comparison for researchers.

)e rest of the paper is organized as follows: Section 2
introduces the data sources of the sample literature as well as
the analytical tools and methods; Section 3 carries out
quantitative statistical analysis from aspects of publication
year, country, institution, journal, and keywords through
sorting out 4709 high-level sample literature related to
heterogeneous traffic flow; Section 4 draws conclusions and
provides a brief discussion of the future research plan.

2. Data Sources and Analysis Methods

2.1. Data Source. )is article aims to conduct a quantitative
and visualized analysis of the representative works related to
heterogeneous traffic flow through MKD methods. Web of
Science (WOS) is an online subscription-based science ci-
tation index service that provides access to multiple data-
bases containing more than 148 million records (journals,
books, and conference proceedings) dating back to the
beginning of the 20th century [9]. )erefore, the SCIE and
SSCI citation index database in the WOS Core Collection
were retrieved as the source in this study. To obtain the
maximum number of relevant documents related to simu-
lated driving, we collected and stored data for the defined
search terms using the “Topic” search in Web of Science
Core Collection. )e keywords used for the initial data

collection included “heterogeneous traffic flow∗ ” OR
“Mixed traffic flow∗ ” OR (“Penetration rate∗ ”) AND
(“connected and autonomous vehicle∗ ” OR “intelligent
connected vehicle∗ ” OR “connected vehicle∗ ” OR “au-
tonomous vehicle∗ ” OR “adaptive cruise control” OR
“cooperative adaptive cruise control”), where “∗ ” repre-
sents fuzzy search.

)e excluded categories were veterinary medicine,
clinical medicine, food science, engineering, etc., with a time
span of 1985 to 2021 and retrieval date of January 2, 2021,
754 English journal articles, conference papers, research
reviews, and conference abstractions were obtained. To
ensure the completeness and accuracy of the article col-
lection, this paper added the cited articles of 754 articles
obtained from article retrieval and removed the remaining
3955 articles after self-cited articles. Finally, a total of 4709
articles were obtained for article analysis, involving 7046
authors and 13,224 keywords. To cover as much additional
information as possible, the “full records and references” of
all articles are exported in “TXT” format for bibliometrics
analysis.

2.2. Analysis Method. Bibliometrics is an interdisciplinary
science that uses mathematical and statistical methods to
quantitatively analyze relevant articles, mainly studying the
quantitative relationship of the article (various publications,
in particular, journal papers and citations are in the ma-
jority) [10], journal information sources (the situation of
journals in which article is published) [11], author rela-
tionship (the cooperative relationship between the author,
the organization, or the group) [12], and keywords (the core
words that repeatedly appear in the article) [13].

In bibliometrics analysis, the mapping knowledge do-
main (MKD) is a method to visually present and explain the
newly developed interdisciplinary scientific field using data
mining, information analysis, scientific measurement, and
graph rendering, aiming at simplifying the information
acquisition process in the research field and clarifying the
knowledge structure [14]. )e MKD has dual properties and
characteristics of “graph” and “spectrum,” which means that
it is not only a visual knowledge map but also a serialized
knowledge map. )e MKD can show the development
process and structural relations of scientific knowledge as
well as the implied complex relations, including network,
structure, interaction, intersection, evolution, or derivation
between knowledge units or knowledge clusters [15]; un-
derstanding these complex knowledge relationships can
produce new knowledge.

)e mapping (or creation) of MKD includes article
cocitation analysis, keyword cooccurrence analysis, and
burst detection analysis, as described as follows:

(a) Document cocitation analysis: a document cocita-
tion is a new form of article coupling, which refers to
the frequency of two articles being cited simulta-
neously [16]. Document cocitation analysis refers to
the statistics of the number of two documents si-
multaneously cited by one or more documents, to
conduct network analysis and cluster analysis on the
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cited documents, to analyze the knowledge base of
the specific subject represented by these documents
[17]. )e knowledge base of this field is constructed
by quoting articles, and the research frontier of a
certain field is formed by analyzing the knowledge
base.

(b) Keywords cooccurrence analysis: official academic
publications are generally accompanied by key-
words, which not only reflect the core content of the
research results and condense the author’s academic
views but also provide an important way of retrieval.
Keywords cooccurrence analysis is to count the
number of occurrences of a group of keywords in the
same article in pairs [17]. Based on this, network
analysis and cluster analysis are conducted for these
words, to reflect the affinity relationship between
these words and the structural changes of the subject
they represent [18]. )erefore, the more frequently a
keyword appears, the more relevant research results,
and the stronger the concentration of research
content [19].

(c) Burst detection analysis: the burst detection analysis
considers the change of keyword frequency and
determines the keywords with the characteristics of
burst growth in a certain period in a certain research
field, which can be used to study the development
trend of a certain topic. It is different from the burst
detection analysis based on a threshold value. Al-
though the frequency of each keyword may be rel-
atively low, the burst keyword can be found
according to the change of keyword frequency, so the
latest research trends can be predicted by such
keywords.

2.3. Analysis Tools. In this study, the method of MKD in
bibliometrics was selected to analyze the article according to its
attributes and characteristics, and the knowledge was visual-
ized. CiteSpace and VOSviewer were used in the study.
CiteSpace was developed by Professor Chen Chaomei, chair
professor of Changjiang Scholars in Dalian University of
Technology [20]. )e software focuses on the potential
knowledge contained in scientific analysis. At first, it specifi-
cally analyzes the cocitation of articles and excavates the
knowledge clustering and distribution in citation space. In
subsequent updates, cooccurrence analysis between other
knowledge units will also be provided, such as author, insti-
tution, and country or region collaboration. VOSviewer soft-
ware was developed by Van Eck and Waltman of Leiden
University in the Netherlands. Visualization of Similarities
(VOS) technology is used to perform a visualization analysis of
article knowledge units. Cooccurrence matrix is used to gen-
erate a knowledge map. Its core principles include the con-
struction of similarity matrix and the VOS layout method [21].

2.4. Construction ofMKD. By normalizing the cooccurrence
matrix, the similarity matrix was obtained by correcting the
differences in the total occurrence times or common

frequency of elements in the cooccurrence matrix (i.e.,
author, institution, country/region, keywords, etc.). VOS-
viewer uses association strength, also known as proximity
index, to measure the similarity between pairs of elements in
the cooccurrence matrix. )e similarity Sij between two
items i and j is calculated as

Sij �
cij

wiwj

, (1)

where Sij denotes the similarity between the elements i and j,
cij denotes the number of times the element i and the el-
ement j cooccur, and wi and wj denote the total number of
occurrences of the element i and the element j, respectively.
It can be seen that the normalized value is between 0 and 1,
where the larger the value, the higher the similarity between
elements, and the smaller the value, the smaller the similarity
between elements.

2.5. Layout Method. )e layout method adopted in this
paper is to reflect the similarity between any pair of elements
i and j by the spatial distance sij to determine the position of
elements in two-dimensional space. )e closer the distance
between elements, the higher the similarity [22]. Tomake the
clustering effect more obvious, the main idea of VOS is to
minimize the sum of the weighted Euclidean distances of all
objects in each cluster; the formula is as follows [21]:

D x1, . . . , xn(  � 
i<j

sijxi − x
2
j , (2)

where n is the number of elements to be laid out, ||•|| denotes
the Euclidean norm, and vector xi � (xi1, xi2) denotes the
location of item i in a two-dimensional map. To avoid all
elements being in the same position, the objective function is
minimized under the following constraints:

2
n(n − 1)


i<j

xi − xj � 1. (3)

3. Article Statistical Analysis

3.1. Annual Distribution Statistics of the Article. )e annual
distribution of articles refers to the difference in the dis-
tribution of the number of articles in the same time zone,
which can reflect the development process of people, in-
stitutions, or subject research and divide the active trend of
subject research. )e change in the number of academic
papers on a subject is an important indicator of the de-
velopment trend of the research field, and it is also a re-
flection of the change in the scope of subject knowledge. By
drawing a graph of the number of documents and con-
ducting multivariate statistical analysis, one can understand
the research level and future development trend of a certain
field.

To better explore the relevant characteristics and con-
ditions in the field of heterogeneous traffic flow in a period,
this paper considers the number of documents in the field of
heterogeneous traffic flow, which are divided into three
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stages based on the growth of the article during the period,
namely, “initial stage (2004–2009),” “preliminary develop-
ment stage (2010–2015),” and “rapid development stage
(2016–2020).” On the one hand, segmenting the field
according to the same time can better compare and analyze
the growth of articles and the characteristics of research
trends in each period. On the other hand, because the re-
search on heterogeneous traffic flow started late and the
period is not long, it is relatively reasonable to set 5 years as
an academic research cycle.

According to the search results, the earliest research
article on heterogeneous traffic flow was published in 2004
and lasted until 2021. It already contains 4703 related
documents. )e annual distribution statistics are shown in
Figure 1. It is worth noting that due to 2020 the data is still
being updated, so the data in the statistics is small.

Initial stage (2004–2009): from the first article published
in 2004 to 2008, there were few related research results in this
field, and only 73 papers (2009) were published each year,
which means that there is research on qualitative traffic flow
has just started, and a complete document system has not yet
been formed.

Primary development stage (2010–2015): as countries
pay more and more attention to road safety, autonomous
driving has set off a research boom and has begun to enter
the primary development stage. )e number of relevant
documents at this stage has increased significantly, with an
average increase of 33 documents per year. It can be con-
sidered that the field of heterogeneous traffic flow research
was initially formed during this period.

Rapid development stage (2016–2020): after the accu-
mulation of knowledge in the initial stage and the primary
development stage, the number of relevant documents in
this stage has grown rapidly. )is shows that the research
enthusiasm in the field of heterogeneous traffic flow is
continuously increasing and has entered a stage of rapid
development.

3.2. Country and Regional Statistics. For national and re-
gional factors, this article presents four indicators to analyze
the distribution area and situation of the documents,
namely, the number of documents (articles), the percentage
of documents in the total number of documents, the total
number of citations of documents (times), and the average
single document. )e number of citations is shown in Ta-
ble 1. )e use of these indicators mainly considers two
aspects: on the one hand, the number of documents in a
country can reflect the research enthusiasm of researchers in
each country in the field; on the other hand, the total number
of citations and the average number of citations per article
can be to a certain extent. )is indicates the quality of the
article of national researchers, reflecting the depth of re-
search in this field by researchers from various countries.

According to the retrieved results, the article on het-
erogeneous traffic flow mainly comes from 88 countries (or
regions). Table 1 lists the top 10 countries in the field of
heterogeneous traffic flow research from 2004 to the present.
Japanese science historian Yuasa (1962) defined a country

with more than 25% of the world’s major scientific
achievements as the center of scientific activity. According to
the data in Table 1, China ranks first with 2087 articles,
accounting for 44.28% of the total number of articles. )e
average number of citations per article is 8.27, followed by
the United States (1139) and India (342). )e center of
scientific activity in the field of heterogeneous traffic flow
research is as follows. Four Asian countries (China, India,
Japan, and South Korea) among the top ten countries in the
number of articles indicate that Asian countries have per-
formed well in research on heterogeneous traffic flow. Eu-
ropean countries have excellent performance in the average
number of citations per article, such as Germany (average
number of citations per article 15.49), the United Kingdom
(average number of citations per article 14.61), and the
Netherlands (average number of citations per article 13.57),
which shows that the article published in these countries has
been highly recognized by researchers.

In VOSviewer, citation analysis is used to generate a
scientific knowledge map of the country in the field of
heterogeneous traffic flow. )is article uses VOSviewer
software to analyze the collected data and make a density
view based on the distribution of national documents. )e
density view can visually display the situation of the country/
region in the density dimension. Each label in the figure
represents a country, and the label is the center point to form
a region. )e size and color of the region depend on the
country/region represented by the label the number of
published documents, the larger the number, the brighter
the color, and the smaller the number, the darker the color.
)e location of the tag depends on the number of items near
the tag and their importance. )e density view can help
understand the overall structure of the map and draw at-
tention to the most important areas of the map.

)is article sets the display conditions for countries/
regions with five or more related article achievements, a total
of 60 countries/regions, as shown in Figure 2. )e density
view can see the overall structure of the distribution of
national or regional documents. In the figure, China and the
United States are in the center of the figure, indicating that
China and the United States play an important role in the
field of heterogeneous traffic flow.

3.3. Analysis of Main Research Institutions. By analyzing the
cooperation relationship between research institutions, in-
formation about the most outstanding organizations and
groups in a certain field in the discipline can be determined.
To analyze the cooperative relationship between the research
institutions related to the article, this paper uses VOSviewer
to construct a cooperation network between major research
institutions to analyze the participating institutions of
heterogeneous traffic flow research, as shown in Figure 3.

In the interinstitutional cooperation network diagram,
the label is the name of the research institution, the size of
the node indicates the number of standardized documents,
and the connection indicates the cooperative relationship
between the two connected research institutions. )e closer
the cooperation, the closer the node distance, the wider the
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Figure 1: Quantitative distribution of published articles in heterogeneous traffic flow studies, 2004–2020.

Table 1: )e top ten countries in the number of articles in the heterogeneous traffic flow research field.

Rank Country/territories Quantity Percentage Total cited times )e average number of citations per article
1 China 2087 44.28 17251 8.27
2 USA 1139 24.17 11518 10.11
3 India 342 7.26 2894 8.46
4 Germany 206 4.37 3190 15.49
5 England 187 3.97 2732 14.61
6 Australia 167 3.54 1906 11.41
7 Netherlands 152 3.23 2063 13.57
8 Canada 139 2.95 1283 9.23
9 Japan 131 2.78 1122 8.56
10 South Korea 121 2.57 720 5.95

Figure 2: Density distribution of heterogeneous traffic flow in major countries.
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scope of cooperation, the more connections. Figure 3 shows
that Beijing Jiao tong University is at the center of the
gathering point, indicating that Beijing Jiao tong University
and other research institutions have established close co-
operation in the field of heterogeneous traffic flow.

)e number of published documents of research insti-
tutions is also one of the important indicators to measure the
contributions made by research institutions in the field. )e
article in this field comes from a total of 2512 organizations.
Table 2 lists the top 10 organizations with the largest number
of published articles. )e research strength of a university is
often an indicator of the national scientific research and
innovation ability. Table 2 shows that a total of 9 universities
contributed 1173 papers, accounting for 24.89% of the total
number of heterogeneous traffic flow publications. Among
them, Chinese universities and research institutes are het-
erogeneous traffic.)e main contributors to stream research
are as follows: these organizations have published 1059
papers, accounting for 22.47% of the total number of papers.
Among Chinese universities, Beijing Jiaotong University
ranked first in the number of publications of 213 articles,
with an average of 161.85 citations per article, indicating that
Beijing Jiaotong University is in a leading position in the
field of heterogeneous traffic flow research. Southeast
University (187 articles) and Tongji University (154 articles)
followed closely. Among the 2512 organizations, only 87
organizations published 20 papers or more, accounting for
3.46% of the total. )is result shows that the published
documents are concentrated in a few organizations.

3.4. Coauthor Analysis of the Main Research Group.
Counting the number of articles published by authors on the
topic and comparing and analyzing them can understand the
main authors and core author groups in the field and can
further establish their important role and influence in related

fields by understanding the author’s research progress and
by paying attention to them. )e research direction and
focus, to understand its leading and leading role in the
development of the whole discipline, is of great significance
for further understanding the current situation and future
development of special research. Because the research in the
field of heterogeneous traffic flow is highly interdisciplinary,
researchers come from different fields such as traffic engi-
neering, traffic planning, mathematics, psychology, com-
puter science, medicine, and statistics, and cooperation can
achieve complementary advantages. )e creation and
analysis of the knowledge graph of the coauthor network of
the article can provide valuable information for research
institutions to develop cooperation groups and seek coop-
eration opportunities for individual researchers and for
publishers to form editorial teams (publishing books or
special issues in journals). In VOSviewer, use coauthor
analysis to generate a knowledge domain map of the co-
authors of the main research group.

In the coauthor relationship diagram of major research
groups, the label is the abbreviation of the author’s name, the
node size represents the number of articles published by the
author after standardization, and the line represents the
cooperative relationship between the two authors connected.
)e closer the cooperation, the closer the node distance, the
wider the scope of cooperation, and the more links.
According to VOSviewer’s calculations, there are 7046 au-
thors involved in the heterogeneous traffic flow field. To
clearly show the cooperative relationship between authors,
the minimum number of published papers of authors is set
as 5, the minimum number of citations is set as 100, and a
total of 224 authors are displayed at last. Figure 4 reflects the
visualization of authors’ cooperative relationship network in
the heterogeneous traffic flow field, which shows a relatively
large number of authors’ achievements with the close co-
operative relationships. )e results show that the

Figure 3: Collaborative networks among major research institutions.
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strengthening of cooperative relationships between authors
can improve research efficiency and promote the develop-
ment of heterogeneous traffic flow fields.

3.5. Source Journal Analysis. )e source journal is an im-
portant information carrier for the dissemination and in-
heritance of scientific achievements. )e analysis of journals
in the academic field will determine the distribution of core
journals in the field. According to the retrieved results, 4709
articles were published in 1095 journals, covering engi-
neering, psychology, transportation, computer science, and
other research fields.

Table 3 lists the top ten journals with the number of
publications of heterogeneous traffic flow. “Transportation
research part c-emerging technologies” publishes the largest
number of documents in the field of heterogeneous traffic
flow, up to 283 articles, with a total of 6129 citations. )e
article has been cited 21.66 times, with an impact factor of
6.077. )e journal mainly deals with the development, ap-
plication, and impact of transportation systems and
emerging technologies, especially the impact of emerging
technologies on the performance of transportation systems
in terms of monitoring, efficiency, safety, and reliability.
“Physical a-statistical mechanics and its applications” has the
second largest number of publications, with a total of 265
articles and a total of 4485 citations, with an average of 16.92
citations per article. )e journal’s impact factor is 2.924.
“Transportation Research Record” ranked third in the
number of articles published, with a total of 235 articles, with
a total of 1754 citations, with an average of 7.46 citations per
article.

3.6. Cocitation Analysis of Documents. )e document
cocitation analysis was proposed by Henry Small in 1973. Its
main principle is to measure the similarity between the
documents by the number of times two documents are cited
together; that is, if two documents are cited by the third
document at the same time, the first two documents con-
stitute a “cocitation” relationship, and their cocitation re-
lationship increases with the increase in the number of
citations. Document cocitation analysis is often used to
explore the internal connections of scientific documents and

describe the dynamic structure of scientific development.
Document cocitation network shows the spatial location of
the most cited results in the research field in the form of
graphs.

)is section screens all the documents with the
minimum number of citations of 40. A total of 149
documents meeting the threshold condition are extracted
from 4709 documents. )e visualization results of the
document cocitation view are shown in Figure 5. )e
document cocited knowledge graph shows the scientific
knowledge base and research frontiers. )e size of the
node in the graph indicates the total frequency of a
document being cited. )e larger the node, the higher the
cited frequency and the greater the influence of the
document; the color of the node indicates the document.
Belonging to the cluster, the documents of the same
cluster have greater similarity in the research topic. As
shown in Figure 5, the entire knowledge network map is
divided into three color-coded clusters using the default
clustering approach:

(1) Cluster 1 (Red): traffic capacity: in this cluster, the
classic article with the largest density is “Enhanced
Intelligent Driver Model to Access the Impact of
Driving Strategies on Traffic Capacity” by Kesting
et al. published in philosophical transactions of the
royal society A.)e number of cocitations is 283 and
the total link strength is 24, indicating that this paper
plays an important role in the structure of the
cocitations network. In this article, Kesting investi-
gates the influence of variable percentages of ACC
vehicles on traffic flow characteristics through
simulation and proposes a new car-following model
that is based on the intelligent driver model (IDM)
and inherits its intuitive behavioral parameters:
desired velocity, acceleration, comfortable deceler-
ation, and desired minimum time headway. At the
same time, he eliminates some unrealistic behavior
of the IDM. Simulation results show that sensitivities
of the order of 0.3, i.e., 1 percent more ACC vehicles
will lead to an increase in the capacities by about 0.3
percent with a suitable strategy. )is sensitivity
multiplies when considering travel times at actual
breakdowns [23].

Table 2: Organization of the top 10 research achievements in heterogeneous traffic flow from 2004 to 2021.

Rank Organization Link
strength Quantity Percentage Cited

times
)e average number of citations

per article
1 Beijing Jiaotong University 125 213 4.52 2276 161.85
2 Southeast University 129 187 3.97 1116 143.58
3 Tongji University 106 154 3.27 852 142.86
4 Tsinghua University 86 133 2.82 1200 147.99
5 Delft University technology 24 120 2.55 1874 192.28
6 Beihang University 80 100 2.12 1803 169.31
7 Changan University 52 93 1.97 456 86.69
8 Ningbo University 103 92 1.95 1013 128.08

9 Jiangsu Provincial Collaborative Innovation
Center modern urban 109 87 1.85 892 110.16

10 Indian Institute of Technology 4 81 1.72 1106 66.43
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Another important article is “Impacts of Cooperative
Adaptive Cruise Control on Freeway Traffic Flow” by
Shladover et al. published in Transportation Re-
search Record: Journal of the Transportation Re-
search Board. )e number of cocitations is 247 and
the total link strength is 11. )is study estimates the
effect on highway capacity of varying market pen-
etrations of vehicles with adaptive cruise control
(ACC) and cooperative adaptive cruise control
(CACC).)e results showed that the use of ACC was
unlikely to change lane capacity significantly [24].

(2) Cluster 2 (Blue): traffic flowmodel: in this cluster, the
classic article with the largest density is “Short-Term
Traffic Forecasting:WhereWe Are andWhereWe’re
Going” by Vlahogianni et al. published in the
Transportation Research Part C: Emerging Tech-
nologies. )e number of cocitations is 418 and the
total link strength is 4. In this article, ten challenging
but relatively under-studied directions of short-term
traffic forecasting models are presented, and the
existing challenges are summarized to make rec-
ommendations for future work [25].
In this field, we also recommend “A Markov Model
for Headway/Spacing Distribution of Road Traffic”
and “)ree-Phase Traffic )eory and Two-Phase
Models with a Fundamental Diagram in the Light of
Empirical Stylized Facts” as two important articles
according to the ranking.
“A Markov Model for Headway/Spacing Distribu-
tion of Road Traffic” by Chen and Li is published in
IEEE Transactions on Intelligent Transportation
Systems. )e authors link two research directions of
road traffic-the mesoscopic headway distribution
model and the microscopic vehicle interaction
model-together to account for the empirical head-
way/spacing distributions. In this model, empirical
headway/spacing distributions are viewed as the
outcomes of stochastic car-following behaviors and
the reflections of the unconscious and inaccurate
perceptions of space and/or time intervals that
people may have [26].
“)ree-Phase Traffic )eory and Two-Phase Models
with a Fundamental Diagram in the Light of Em-
pirical Stylized Facts” by Treiber et al. is published in
Transportation Research Part B. )is article com-
pares Kerner’s three-phase traffic theory with the
phase diagram approach for traffic models with a
fundamental diagram and demonstrates that models
created to reproduce three-phase traffic theory create
similar spatiotemporal traffic states and associated
phase diagrams, no matter whether the parameters
imply a fundamental diagram in equilibrium or
nonunique flow-density relationships [27].

(3) Cluster 3 (Green): traffic flow stability analysis: traffic
jams are usually related to the instability of traffic
flow. Two kinds of traffic flowmodels can be used for
stability analysis: the micro model and the macro

model. In this cluster, “Analytical Studies on the
Instabilities of Heterogeneous Intelligent Traffic
Flow” by Ngoduy uses microscopic models, partic-
ularly the effect of intelligent vehicles on heteroge-
neous (or multiclass) traffic flow instabilities. )e
analytical results show that time delay destabilizes
traffic flow as found in the article and that the higher
intelligent vehicle percentages, the more stable traffic
flow with respect to a small perturbation for a given
model parameter set [28].

In this field, we also recommend “Analysis on Traffic
Stability and Capacity for Mixed Traffic Flow with Platoons
of Intelligent Connected Vehicles” and “Longitudinal
Emissions Evaluation of Mixed (Cooperative) Adaptive
Cruise Control Traffic Flow and Its Relationship with Sta-
bility” as two important articles.

“Analysis on Traffic Stability and Capacity for Mixed
Traffic Flow with Platoons of Intelligent Connected Ve-
hicles” by Xin Chang and Haijian Li (2020) is published in
Physica A. In this paper, analytical methods for the sta-
bility and the fundamental diagram models of mixed
traffic flow are developed, and the results of the sensitivity
analysis demonstrated that ICVs can improve the stability
of the mixed traffic flow at a critical speed. However, if this
critical speed is exceeded, an increase in the number of
ICVs may degrade the stability of the mixed traffic flow
[29].

“Longitudinal Emissions Evaluation of Mixed (Coop-
erative) Adaptive Cruise Control Traffic Flow and Its Re-
lationship with Stability” by Yanyan Qin (2020) shows the
impacts of the mixed CACC-MDV traffic on fuel con-
sumption and emissions, by taking into consideration partial
degenerations from stable CACC vehicles to unstable ACC
vehicles. )e results show that stability situations of the
mixed traffic qualitatively influence the impact trend of
CACC MPRs on fuel consumption and emissions [30].

3.7. Keyword Cooccurrence Analysis. Keyword cooccurrence
analysis is a common research method in bibliometrics. By
studying the cooccurrence relationship of cooccurring
keywords in a large number of documents, it is used to
analyze the link strength between cooccurring keywords. Its
usage is to describe the internal relationship and structure of
a certain academic field and to reveal the research front of
the subject. )e research front refers to the conceptual
combination of temporary research topics and basic research
issues, as well as theoretical trends and new topics that arise
or emerge unexpectedly. In VOSviewer, cooccurrence
analysis is used to generate a heterogeneous traffic flow
research cooccurring keyword network, as shown in
Figure 6.

In Figure 6, it can be seen that the frontier topics of
heterogeneous traffic flow research form five groups, and the
keywords in the same group show greater similarity in the
research topics. According to the characteristics and current
situation of heterogeneous traffic flow research, the fol-
lowing five categories are analyzed:
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3.7.1. Group 1 (Red): Analysis of Modeling and Optimization
Methods for Heterogeneous Traffic Flow. )is cluster con-
tains a total of 55 keywords, mainly including model, sys-
tems, algorithm, optimization, and framework. )e
visualization results of the cluster show that keywords such
as model, algorithm, and optimization are cooccurring high-
frequency words.

From the perspective of research, the traffic flow model
can be divided into a macro traffic flow model and a micro
traffic flow model [31]. )e microscopic traffic flow model
processes traffic flow into dispersed particles to reflect the
characteristics of traffic flow [32–35]. )e macroscopic
traffic flow model regards all vehicles on the whole road as a
compressible continuous fluid, deduces the relationship
among vehicle density ρ, the average velocity V, and flow Q,
and thus describes the mathematical model of traffic flow
operation law [36–39]. So far, the researchers have devel-
oped a variety of traffic models used to study the complex

phenomenon and obtained many important results [40, 41];
however, these traditional traffic flow models did not con-
sider the information interaction between the vehicle and
synergy, also lack the research of vehicle heterogeneous
factors, and therefore, cannot be directly used to study the
heterogeneous traffic flow.

To study the heterogeneity of traffic flow, Tang et al. [42]
proposed a new vehicle following model based on the
properties of heterogeneous traffic flow and the relationship
between micro and macro variables, establishing a new
dynamic model for heterogeneous traffic flow. Ngoduy et al.
[43] established a new macro traffic flow model based on the
aerodynamic method to describe the driving behavior of
vehicle queues and analyze the influence of intelligent ve-
hicle permeability. Levin MW et al. [44] developed a vehicle
following model for predicting scene capacity and wave
speed in combination with driver response time. )e re-
search results show that travel time has a linear relationship

Table 3: )e top ten journals of heterogeneous traffic flow publications.

Rank Journal Impact factor Quantity Cited times )e average number of
citations per article

1 Transportation Research Part C: Emerging Technologies 6.077 283 6129 21.66
2 Physica A: Statistical Mechanics and Its Applications 2.924 265 4485 16.92
3 Transportation Research Record 1.56 235 1754 7.46
4 IEEE Transactions on Intelligent Transportation Systems 1.029 140 2031 14.51
5 IEEE Access 3.745 132 473 3.58
6 Journal of Advanced Transportation 1.67 129 598 4.64
7 Transportation Research Part B: Methodological 4.796 97 1785 18.40
8 Acta Physica Sinica 0.624 84 1008 12.00
9 Sustainability 2.576 75 140 1.87
10 Accident Analysis and Prevention 3.655 72 668 9.28

Figure 4: Coauthor relationships among major research groups.
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with the proportion of autonomous vehicles, and the travel
time will be significantly reduced when the penetration rate
of autonomous vehicles reaches over 80%.

3.7.2. Group 2 (Green): Analysis of Macroscopic Traffic Flow
Characteristics of Heterogeneous Traffic Flow. )is cluster
contains a total of 32 keywords, mainly including traffic flow,
stability, waves, fuel consumption, and jamming transition.

In traffic flow research, the impact of autonomous ve-
hicles on traffic flow stability and traffic flow capacity is an
important research topic. Many current works have explored
the traffic capacity and stability of heterogeneous traffic flow

and intelligent traffic. Kesting et al. [44] proposed an in-
telligent driver model, that is, automatic real-time detection
of traffic conditions based on local information, to adapt to
the driving characteristics of ACC.

)e results of the test show that at a 25% penetration
rate, ACC vehicles can eliminate congestion during specific
peak periods of the simulation. Shladover et al. [24] con-
ducted a simulation study on the traffic capacity of single-
lane expressways with CACC vehicles mixed with different
permeability, and the results showed that the ACC model
could not significantly improve the traffic capacity, while the
CACC model with medium and high permeability could
greatly improve the traffic capacity. Arnaout et al. [45]

Figure 5: Cluster density view of document cocitation network.

Figure 6: Keywords cooccurrence network of intelligent vehicles studies.
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studied the influence of permeability on traffic capacity
under different traffic demand conditions and found that
CACC permeability had a significant impact on traffic ca-
pacity when traffic demand was high. At the same time,
Arnaout et al. [46] studied the impact of different CACC
permeability on traffic efficiency under different traffic de-
mands, and the results showed that CACC permeability had
no impact on traffic capacity when traffic demand was low.
However, when the traffic demand is high and the perme-
ability exceeds 40%, the permeability has a substantial im-
pact on the increase of traffic capacity.

3.7.3. Group 3 (Blue): Analysis of Driving Behavior in Het-
erogeneous Traffic Flow. )ere are 29 keywords in this
cluster, mainly including behavior, time, adaptive cruise
control, safety, risk, and accidents.

When a car is running, the driver needs to control the car
based on information provided by the environment, road
signs, signals, and instrumentation in the car. Information
can be obtained through visual, tactile, and auditory means.
Among them, more than 80% of the driver’s information is
obtained through visual channels, followed by hearing.
Driving behavior can be seen as a repetitive message pro-
cessing model composed of information perception, judg-
ment, and decision-making and actions; that is, judgment
and decision-making are the execution of manipulation
actions after receiving the perception signal [47]. In the
traditional traffic flow field, the analysis of driving behavior
generally adopts subjective questionnaire data and objective
driving data. )rough a reasonable questionnaire, drivers
can be divided into various types (such as aggressive, cau-
tious, slow). However, drivers tend to hide their usual ag-
gressive driving behaviors when conducting self-evaluation
through the questionnaire, so the collected questionnaire
cannot truly describe drivers’ driving behaviors. )e col-
lected objective driving data of drivers can be used to classify
drivers according to clustering analysis or principal com-
ponent analysis, but during data collection, drivers will feel
that they are in a monitoring environment and change their
real driving behavior.

In the field of heterogeneous traffic flow, researchers
have built different driver models mainly to stimulate and
recognize the behavior of human-driven vehicles in het-
erogeneous traffic flow. )ese researches are mainly divided
into driver behavior models based on control theory and
driver behavior models based on machine learning theory.
)e driver behavior model based on control theory mainly
assumes that the driving trajectory is known, studies the
driver and the vehicle as a whole, and predicts the vehicle
trajectory in the future in real-time according to the his-
torical running state of the vehicle. For example, Song et al.
[48] established a “single-lane auto-manual driving mixed
traffic flow model considering driving behavior” and a
“three-lane auto-manual driving mixed traffic flow model
considering driving behavior” based on cellular automata
and conducted simulation tests. Zhu et al. [49] used Bando’s
model and a modified Bando’s model to describe human
driver behavior and autonomous vehicle, respectively, and

conducted stability analysis on heterogeneous traffic flow.
Zheng et al. [50] established a “random model of auto-
manual driving mixed traffic flow” based on fully consid-
ering the uncertainty of human driving behavior and the
interaction between automatic driving and manual driving
vehicles. )e driver behavior model based on machine
learning theory uses the big data of vehicle operation to
obtain the characteristic information of the driver and then
describes the decision-making process of the driver, to es-
tablish the driver behavior model. Wang et al. [51] organized
drivers to carry out the following test, analyzed the difference
of speed difference cycle in the following process, divided
driver types according to driving parameters through cluster
analysis, and established an improved IDM model. Michael
et al. [44] developed the following model including driver
reaction time to study the traffic capacity and backward wave
speed of autonomous vehicles under different permeability.
Chen et al. [52] used the driver’s driving behavior data
obtained by the simulation platform to classify the char-
acteristics of the following behavior obtained and solved the
problem of operation difference caused by sequence
transformation of vehicles in the fleet.

3.7.4. Group 4 (Yellow): Simulation Experiment Analysis of
Heterogeneous Traffic Flow. )ere are 28 keywords in this
cluster, mainly including simulation, cellular-automaton
model, delay, and states.

With the gradual maturity of autonomous driving
technology, the heterogeneous traffic flow phenomenon
formed by autonomous driving vehicles and manual driving
vehicles must exist for a long time. Due to the uncertainty of
heterogeneous traffic flow, such as safety, coordination
ability, and efficiency, people have raised doubts about the
safety of autonomous vehicles. Although the above problems
can be verified by establishing a real road test field for real
vehicle test, the cost of real vehicle test is too high, there are
too few test bases with test qualification, and the test results
are susceptible to the influence of the environment and test
conditions. )e traffic flow simulation test has the charac-
teristics of repeatability, safety, economy, and effectiveness,
which can facilitate researchers to carry out tests at lower
costs under the same initial conditions.

A simulation model is a mathematical/logical repre-
sentation of a real-world system, which takes the form of
software that is executed experimentally on a digital com-
puter. Common simulation models used in traffic flow in-
clude CORSIM, MITSIM, and VISSIM, but most of these
models are based on homogeneous traffic conditions and are
not suitable for studying the characteristics of heterogeneous
traffic flow. )erefore, Vander Werf et al. [53] used Monte
Carlo simulation to estimate the impact of vehicle types on
lane capacity based on models in the literature and con-
ducted a sensitivity analysis of ACC and CACC vehicle time-
interval parameters in simulation tests. Van Arem et al. [54]
applied the intelligent vehicle test simulation platform to
simulate and analyze the influence of different CACC vehicle
ratios on traffic capacity because of the bottleneck section of
the expressway with fewer lanes. Talebpour andMahmassani
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[55] applied the ACC vehicle and CACC vehicle following
model and conducted numerical simulation experiments to
present scatter diagrams of mixed traffic flow concerning
density under different traffic demands and different CACC/
ACC vehicle ratios. )e influence of CACC vehicles and
ACC vehicles on-ramp capacity is analyzed. Based on
simulation experiments, Lioris [56] studied the impact of the
Internet of vehicles’ fleet on the capacity of urban road
system intersections. Hartmann et al. [57]. studied the in-
fluence of CAV on the capacity of the German expressway
network through a micro traffic flow simulation experiment.
Bujanovic and Lochrane [58] quantitatively analyzed the
influence of CAV on the capacity of basic sections of ex-
pressways and applied VISSIM simulation software to verify
and analyze the proposed model.

3.7.5. Group 5 (Purple): Policies and Barriers in Heteroge-
neous Traffic Flow. )ere are 26 keywords in this cluster,
mainly including policy, impacts, delay, and emissions.

It is widely believed that autonomous driving can pro-
vide safer and more comfortable driving and is an important
part of urban intelligent transportation systems. In this
regard, the United States, Japan, Europe, and other devel-
oped countries and regions have increased their research and
development and investment in autonomous driving in
terms of policies. In particular, the United States has already
carried out strategic planning and technical testing of au-
tonomous driving technology as an important part of in-
telligent transportation systems at the national level.

However, on the other hand, the application of auton-
omous vehicles may also have adverse effects on the existing
traffic system, such as interfering with road traffic, affecting
the safety of other vehicles, and other potential threats. Due
to the high initial cost of autonomous vehicles, unclear
accident liability details, and uncertain privacy issues, the
acceptance of autonomous vehicles is not high among the
general public. )erefore, many domestic and foreign
scholars have a strong interest in the policies and obstacles of
autonomous driving vehicles.

Daniel [59] explores the feasible aspects of AVs and
discusses their potential impacts on the transportation
system. And this paper explores the feasible aspects of AVs
and discusses their potential impacts on the transportation
system. Another paper “Policy and Society Related Impli-
cations of Automated Driving: A Review of Article and
Directions for Future Research” byMilonakis is published in
the Journal of Intelligent Transportation Systems. In this
paper, the potential effects of automated driving that are
relevant to policy and society are explored, findings dis-
cussed in the article about those effects are reviewed, and
areas for future research are identified [60].

3.8. Analysis of Burst Detection: Research Trends of Hetero-
geneous Traffic Flow. )e burst detection algorithm was
first proposed by Kleinberg in 2003. It identifies keywords
with high-frequency density characteristics in the article
by detecting the density of keyword frequency changes.
Burst detection analysis can be used to detect the

frequency of sudden increase of words in topics and
keywords and to obtain the start time, end time, and
weight of sudden keywords. )rough this information, the
emergent hot spots and research trends in the field of
heterogeneous traffic flow research can be analyzed.
CiteSpace regards this kind of mutation information as a
way to measure deeper changes. Burst detection in
CiteSpace can be used for two types of variables: one is the
frequency of words or phrases used in the cited docu-
ments, and the other is the frequency of citations obtained
from the cited documents. Import the data into the
CiteSpace tool and run it for burst detection. )e pa-
rameters are set as follows: c �1.0, the number of
states � 2.0, and minimum duration � 2. Select the top 20
meaningful keywords with the largest burst weight for
visual analysis, as shown in Figure 7.

As shown in Figure 7, “Start year” and “end year”
represent the year of burst keyword duration from start to
end. Intensity represents the frequency of keyword occur-
rences. From the point of view of burst intensity, cellular
automata, traffic flow, numerical simulation, and other links
have high intensity. It can be seen that traditional traffic flow
studies focus on using the cellular automata model for
modeling and carry out numerical simulation calculation;
related articles include spatial-temporal patterns in het-
erogeneous traffic flow with a variety of driver behavioral
characteristics and vehicle parameters. Different from the
traditional heterogeneous traffic flow research, heteroge-
neous traffic flow research in the new period is mostly
dependent on artificial intelligence, cloud computing, big
data, and other new-generation network technologies rep-
resented by the Internet of vehicles. Related articles include
Linear Stability Analysis of Heterogeneous Traffic Flow
considering Degradations of Connected Automated Vehi-
cles and Reaction Time. Capacity and stability are macro
characteristics of heterogeneous traffic flow, which have a
great impact on the safety and efficiency of heterogeneous
traffic flow. Related articles include Controllability Analysis
and Optimal Control of Mixed Traffic Flow with Human-
Driven and Autonomous “Vehicles,” Stability Analysis, and
the Fundamental Diagram for Mixed Connected Automated
and Human-driven Vehicles and Analysis on Traffic Stability
and Capacity for Mixed Traffic Flow with Platoons of In-
telligent Connected Vehicles.

)e burst intensity of the dynamic model, car-following
model, and adaptive cruise control was 29,108, 55,438, and
3085, respectively. Adaptive cruise control not only has the
function of cruise control but also adaptively adjusts the
motion state of the vehicle in front according to the motion
state of the vehicle, which has a certain influence on the
traffic flow research: “Cooperative Adaptive Cruise Control
and Exhaust Emission Evaluation Under Heterogeneous
Connected Vehicle Network Environment in Urban City,”
“Cooperative Adaptive Cruise Control and Intelligent Traffic
Signal Interaction: A Field Operational Test with Platooning
on a Suburban Arterial in Real Traffic,” and “Longitudinal
Emissions Evaluation of Mixed (Cooperative) Adaptive
Cruise Control Traffic Flow and Its Relationship with
Stability.”

12 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

4. Conclusion

)is paper uses VOSviewer software to conduct a biblio-
metric analysis of 4709 documents related to heterogeneous
traffic flow, from the annual distribution statistics of the
article, national and regional statistics, analysis of major
research institutions, analysis of coauthors of major research
groups, analysis of source journals, and key. In terms of
word and burst detection analysis, the research results in the
field of heterogeneous traffic flow in recent years
(2004–2021) are analyzed from multiple angles, and the
existing article review in this field is supplemented to
consolidate the research results in the field of heterogeneous
traffic flow.)e analysis results show that cocitation analysis
divides heterogeneous traffic flow into three main research
directions, which include “heterogeneous traffic flow
model,” “traffic flow capacity analysis,” and “traffic flow
stability analysis.” )e keyword cooccurrence analysis is
applied to identify five dominant clusters: “modeling and
optimization methods,” “traffic flow characteristics analy-
sis,” “driving behavior analysis,” “simulation experiment,”
and “policies and barriers.” )e main research conclusions
are as follows:

(1) )e number of documents in the field of hetero-
geneous traffic flow research continues to grow,
indicating that the international academic commu-
nity pays more attention to the field of heteroge-
neous traffic flow, and related research is also in
progress. According to the distribution of the article
in various countries, China, the United States, and
India rank high, indicating that these countries are
active areas for heterogeneous traffic flow research.
In terms of research institutions, Beijing Jiaotong

University, Southeast University, and Tongji Uni-
versity have the highest research output, and the
cooperation between major research institutions has
been further strengthened. Judging from the analysis
results of the main author groups, the international
exchanges and cooperation among highly productive
authors are quite active. In terms of source journals,
“transportation research part c-emerging technolo-
gies,” “physical a-statistical mechanics and its ap-
plications,” and “transportation research record” are
authoritative journals in the field of heterogeneous
traffic flow research and are also important platforms
for publishing research results.

(2) )rough the analysis of the cooccurrence network
diagram of heterogeneous traffic flow keywords, the
research directions represented by these keywords
can be divided into four categories: “modeling and
optimization methods,” “macroscopic traffic flow
characteristics analysis,” “driving behavior analysis,”
“simulation experiment analysis,” and “policies and
barriers.” )ese five representative keywords also
reflect the research trends in this field in recent years.
)e establishment of a safe and reliable model is of
great significance to the development of autonomous
driving and has received more and more attention in
recent years. Related researches on the macroscopic
traffic flow characteristics of heterogeneous traffic
flow are also emerging. In addition, with the con-
tinuous development of information technology,
sensor technology, computer technology, and other
technologies, there are also many studies exploring
the improvement of people’s living standards and
traffic environment from the perspective of

Top 20 Keywords with the Strongest Citation Bursts

Keywords
cellular automata
traffic flow
jam
deceleration
highway
numerical simulation
computer simulation
kinematic wave
capacity
ramp
continuum model

dynamic model
car-following model
dynamical model

optimal velocity model
macro model

stability
velocity

adaptive cruise control (acc)
nonlinear analysis

2005
2005
2005
2005
2005
2005
2005
2005
2005
2005
2005
2005
2005
2005
2005
2005
2005
2005
2005
2005

60.5628
74.6049
12.6016

2.9943
11.5151
21.7437

21.2452
3.1999

4.0044
11.3212

5.4677
15.0249
14.8681

2.9108
5.5438
8.9212

3.085
3.3676
7.2039
8.5528 2013

2012
2012
2012
2012
2010
2010
2009
2008
2008
2008
2008
2007
2007
2007
2007
2007
2007
2005
2005 2014

2016
2018
2013
2013
2016
2011
2015
2013
2014
2014
2014
2014
2016

2016
2016

2016
2016

2015

2017

Year Strength Begin End 2005-2021

Figure 7: Keywords of the top 20 burst weights from 2004 to 2021.
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simulation from the perspective of heterogeneous
traffic flow.

(3) )is study also has some shortcomings. )e search
keywords used in this research are representative of
the research in this field and cannot completely
contain all the keywords in this research field. In
addition, the search scope of this study is only for the
SCIE and SSCI citation index databases in the core
collections of the Web of Science (WOS). )is study
does not discuss the proportions and partnerships of
each topic. At the same time, this research aims to
provide a visual analysis method using the MKD
method, which is also applicable to other keywords
and databases. In terms of visualization methods,
different goals based on analysis of different visu-
alizationmethods can be further considered in future
work.
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Aviation ordnance handling is critical to the firepower projection of the time-critical cyclic flight operation on aircraft carriers.
)e complexity of the problem depends on the supply and demand features of ordnance. )is paper examines the scheduling of
aviation ordnance handling of an operational aircraft carrier under the framework of hybrid flow shop scheduling (HFS) and
derives a method based on the simulated annealing (SA) algorithm to get the HFS problem’s solution. )e proposed method
achieves the minimum possible flow time by optimizing the ordnance assignment through different stages. )e traditional SA
algorithm depends heavily on the heuristic scheme and consumes too much time to compute the optimal solution. To solve the
problem, this paper improves the SA by embedding a task-based encoding method and a matrix perturbation method. )e
improved SA remains independent of the heuristic scheme and effectively propagates the local search process. Since the per-
formance of SA is also influenced by its embedded parameters, orthogonal tests were carried out to carefully compare and select
these parameters. Finally, different ordnance loading plans were simulated to reveal the advantage of the improved SA. )e
simulation results show that the improved SA (ISA) can generate better and faster solution than the traditional SA. )is research
provides a practical solution to stochastic HFS problems.

1. Introduction

)is study focuses on the ordnance dispatching scheduling
problem observed onboard the aircraft carrier flight opera-
tion, which plays an important role in the air wing firepower
projection in its sortie generation [1]. )e ordnance handling
process involves many stages, equipment, and hundreds of
personnel operating in a limited work space [2]; finding an
optimal dispatch scheduling for a given ordnance load plan,
plus the time critical nature of cyclic flight window requires, is
a challenging problem. Traditionally, ordnance dispatching
scheduling is made by a human operator’s hand in a
spreadsheet with experience, which is always nonoptimal, or
even leading to delays that left aircraft launching without
firepower. )us, robust optimal scheduling is essential to
conduct the ordnance handling procedure. However, such
problem has seldomly been studied, which can be casted in
the hybrid flow shop (HFS) scheduling framework.

)e HFS scheduling problem [3] can be regarded as the
combination of the flow shop scheduling (FSS) [4] problem

and parallel machine scheduling (PMS) problem, where the
former is to decide the job sequences through the shop and
the latter is to allocate jobs to machines, given the processing
times of each job on each machine according to one or
several given criteria, aiming to minimize the makespan
[5–7]. For an n jobs m stages problem, there are a total of
(n!)m possible schedules, which proves to be NP-hard [8]. If
the numbers n of jobs and m of stages are very small, the
optimal schedule may be determined by exhaustion, such as
branch and bound (B&B) [9] or integer programming
techniques [10]. However, these approaches are not appli-
cable to HFS problems with numerous jobs and stages, due
to their enormous computing time and memory occupation.

)us, for scheduling different HFS configurations, a
large number of approximation and heuristics algorithms
have been proposed [11, 12]. )e computational complexity
of HFS propelled scholars to develop many heuristics al-
gorithms to obtain good enough solutions in a short time for
medium-to-large problems, such as different scheduling
rules [13], but the heuristic methods are too problem-
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specific, it often cannot be applied to generalized problem.
For the past decades, many general schemes on improving
the performance of simple heuristics have been successfully
developed, most of which are named as metaheuristics, such
as genetic algorithm (GA) [14], ant colony optimization
(ACO) [15], tabu search (TS) [16], neural networks (NN)
[17], artificial immune systems (AIS) [18], and simulated
annealing (SA) [19].)ey inhere with higher level of abilities
in searching the vast solution space, which have better
performance than the simple heuristic methods.

Since different heuristics work effectively for different
problems, when it encounters the flow shop scheduling
problem, Maaroju [20] tested all the metaheuristic methods
and found that the genetic algorithm and simulated
annealing outperformed others, for hill climbing, swarm
intelligence, and neural networks yielded only marginal
improvements. However, the computation time for the GA
is larger than that for SA. )us, the SA-based algorithm is
chosen in dealing with the ordnance handling problem
under the HFS framework. Simulated annealing origins
from the metallurgy technology, where a material cools
down from high temperature to get minimum energy state.
In the algorithm, the current state s and neighbor states s’ are
considered, and the algorithm decides the state transition
probability from s to s’ based on current system energy
(known as temperature). )is process continues until a good
enough state has been found or the computation threshold
has been reached. Such mechanism guarantees approxi-
mating to global optimum without getting stuck in local
minimum for solving large complex optimization problems.
However, the traditional SA algorithm has several defects
[21], which include heuristic-dependent, parameter-specific,
and long computation time; thus, the performance of the
algorithm is yet to be improved. To overcome the above
defects, this paper presents a Monte Carlo [22] perturbation
method, which directly perturbs the solution matrix in each
iteration of SA cooling, eliminating the dependence on any
heuristic method, whereas SA performance also depends on
cooling parameters; this paper carefully plans the calibration
of these parameters to accelerate the computation process by
adding double thresholds and setting the memory method of
the SA.

)e organizations of this paper are as follows: Section 2
introduces the ordnance handling process in detail; Section 3
discusses the methodology of the SA and improves the SA by
embedding a new decoding method and matrix perturbation
method; Section 4 evaluates the improved SA algorithm
through computational experiments; Section 5 summarizes the
research findings and gives the directions of future research.

2. Ordnance Handling Procedure

)e ordnance handling procedure is specified in a daily
loading plan, which lists the amount and types of weapons
(throughout this paper, ordnance and weapon are used
interchangeably) to be loaded onto the corresponding air-
craft. Figure 1 shows the layout of aircraft carrier decks,
where the construction and transfer of ordnance origin from
the magazines located in lower decks to the awaiting aircraft

on flight deck following a series of stages. In stage I, the
ordnances are retrieved from magazines by bomb skids and
delivered to lower-stage elevators. In stage II, the ordnances
are lifted to the hangar deck by lower-stage elevators. In
stage III, the ordnances are transferred to the staging area of
the hangar deck, assembled in that area, and moved to
upper-stage elevators. In stage IV, the ordnances are
transferred to the flight deck by upper-stage elevators. In
stage V, the ordnances are moved directly to and loaded on
the aircraft waiting on the flight deck. )e flowchart of this
procedure is shown in Figure 2. For a common aircraft
carrier layout (Figure 1), there are at least 4 magazines in the
delivering stage, 8 elevators in the lower-lifting stage, 2
assemble centers in the assembling stage, 4 elevators in the
upper-lifting stage, and around 10 aircraft spots in the
loading stage. According to Gupta [8], the two-stage flow
shop problem with one stage containing a single machine
can be NP-hard. )us, the ordnance handling problem is far
from trivial, especially for ordnance officers in making
timely decisions of the flight operations.

)is paper examines the ordnance handling problem in
the HFS framework. )e definition of hybrid flow shop
system is as follows: in a factory, the set of n jobs
J � 1, 2, . . . , j, . . . , n  is going to be processed through m
stages M � 1, 2, . . . , i, . . . , m{ } in sequence, while each stage i
contains Mi � 1, 2, . . . , k, . . . , mi  identical machines, and
the processing time of job j on machine k is pjk ≥ 0. )e
objective is always to minimize makespan. Similarly, in the
ordnance handling problem, n batches of weapons are

Figure 1: )e layout of the ordnance handling routes aboard an
aircraft carrier.
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considered as jobs; they also shall be processed in the same
order through m stages by facility k (as shown in Figure 2)
with processing time pjk, and the objective is to decide the
weapons’ sequences and the allocations of weapons to fa-
cilities to get the minimum flow time.)is is a combinatorial
optimization problem with (n!)m possible schedules,
which is considered as NP-hard so that it is difficult to
find the optimal solution in polynomial time. For a
simple case of 10 batches of weapons in our problem,
there can be (10!)5 � 6.3 × 1032 different schedules for

the ordnance officer to choose, which is beyond human
mind’s reach in conducting the time-critical flight
operations.

)e ordnance configuration of aircraft on the carrier
depends on the specific mission [23]. It is assumed that each
transfer equipment or personnel only transfers one type of
ordnance at a time [24]. For each type of ordnance, the
number loaded in one skid is denoted as rw )us, the batches
of ordnances needed to complete the task of all aircraft can
be determined by

task �

1 1, num1(  2, num2(  ... w, numw( 

2 1, num1(  2, num2(  ... w, numw(  ... W, numW( 

...

a 1, num1(  2, num2(  ... w, numw(  ... W, numW( 

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

, w � 1, 2, . . . W, (1)

where a is the number of aircraft to be loaded, w is the type
of ordnance, and numw is the actual number of ordnance
types w.

ξ � 
a

i�1


w

j�1

numw

rw

, i � 1, 2, . . . a, j � 1, 2, . . . w, (2)

where rw is the number of type w ordnances in one skid, a is
the number of aircraft, and w is the number of ordnance
types to be loaded on the aircraft. )at is, an ordinance
should be transferred to the required aircraft, once being
retrieved from the magazine.

2.1. Stage I: Weapons Retrieving. Multiple magazines are
located in the bow and aft of the carrier, and the ordnances
can be transferred by multiple elevators. )e ordnances are
firstly retrieved from magazines by skids with the setup time

T0. From the same magazine, the ordnances should be re-
trieved with an interval no shorter than tint. )en, the skids
deliver the ordnances to lower-stage elevators. )e time
consumed to transfer ordnances from magazines to lower-
stage elevators can be expressed as
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3)

where M is a magazine and L is a lower-stage elevator.

2.2. Stage II: Weapons Buildup. )e ordnances are loaded
onto lower-stage elevators and lifted vertically with constant
speed to the hangar deck. )e time consumed in this stage
(lifting time) is denoted as TL.

Stage I
Delivering

Stage II
Li�ing

Stage IV
Li�ing

Stage III
Assembling

Stage V
Transporting & Loading

M1

LE1 UE1
P1

P2

Pn6

C1

C2

Cn7

UE2

UEn4

AD1

AD2

ADn3

LE2M2

Mn1

LEn2

Magazine
Lower–stage

Elevator
Assemble

Department
Upper–stage

Elevator Aircra� Ordance
Crew

Figure 2: Flowchart of ordnance handling process. Note:M�magazine; LE� lower-stage elevator; AD� assembly department; UE� upper-
stage elevator; P� aircraft parking spot.

Computational Intelligence and Neuroscience 3



2.3. Stage III: Weapons Assembling. )e ordnances are
preassembled in the staging area of the hangar deck, with a
sufficient lead time to meet the short turnaround time of
the flight schedule. )e assembling time Tass

K varies with the
types of ordnances. Note that the assembling time of the
staff fluctuates in the real world. )erefore, the interval of
assembling time was set to [−Tf1, Tf1]. )e real assembling
time is denoted as Tass

K + t1, where t1 is a random number
within [−Tf1, Tf1].

2.4. Stage IV: Weapons Striking Up. )e ordnances are
transferred to the flight deck by upper-stage elevators. )e
time consumed in this stage (transport time) is denoted as
TU.

2.5. Stage V: Weapons Loading. Some ordnance crew
members on the flight deck transport the ordnances from
the upper-stage elevators to the aircraft. )e time consumed
in this stage can be expressed as

T
A
U �

t
1
1 t

2
1 · · · t

A
1

t
1
2 t

2
2 · · · t

A
2

⋮ ⋮ ⋮ ⋮

t
1
U t

2
U · · · t

A
U

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (4)

where U is an upper-stage elevator and A is an aircraft.
)e other ordnance crew members load the ordnances

onto the aircraft. It is assumed that the different groups
consume the same time to load the same ordnance and
different types of ordnances need different time to be loaded.
)e time needed to load each type of ordnance is denoted as
Tload

K . )e interval of the loading time was set as [−Tf2, Tf2].
)e real loading time is denoted as Tload

K + t2, where t2 is a
random number within [−Tf2, Tf2].

)e ordnance crew members can be shared across
groups. )e loading cannot proceed unless ordnance
crew members are available. )e walking time for in-
terstation transfer between different aircraft can be
expressed as

T
A
A �

t
1
1 t

2
1 · · · t

A
1

t
1
2 t

2
2 · · · t

A
2

⋮ ⋮ ⋮ ⋮

t
1
A t

2
A · · · t

A
A

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5)

Referring to the standard three-field notation for
scheduling problems, our problem can be described as
follows: FH5, (PM(k))

2
k � 1, (RM(k))

4
k�3|prmu, M

(5)
j , block|

Cmax. Specifically, FH5 is a five-stage HFS problem: stage I
involvesM(1) identical magazines that store ordnances; stage
II involves M(2) lower-stage elevators to transport the
ordnances; stage III hasM(3) identical assembling personnel
to assemble the ordnances; stage IV has RM(4) independent
upper-stage elevators to transport the ordnances; and stage
V has RM(5) independent aircraft to be loaded. Note that
prmu indicates that the ordnances are handled in the same

order in every stage; M
(5)
j (eligibility constraint) means that

the handling of ordnance j is limited to the aircraft set M in
stage V; block indicates that the capacity of buffer between
stages is constrained, for instance, the weapons have to wait
in the current stage till enough room is released for the next
stage of handling.

In total, the completion time for batch i of ordnances can
be calculated by

Ci � T
L
M + TL + T

ass
K + t1 + TU + T

A
U + T

A
A + T

load
K + t2

+ Twating, i � 1, 2, . . . ξ,
(6)

where Twating is the whole waiting time in the transporting
process, for an ordinance cannot be handled unless ma-
chines or ordnance crew members are available.

)e general objective of ordnance handling is to com-
plete all transporting operations as efficiently as possible
within the specified time and to generate a reasonable
schedule for ordnance handling.)erefore, for our ordnance
handling problem, the minimization of makespan is set as
goal, so that sufficient ordnances can be loaded to the
awaiting aircraft to fly in the next flying window.

Object � min Cmax( . (7)

3. Improved Simulated Annealing Algorithm

)e SA is a technique capable of searching for good so-
lutions to various combinatorial problems in material
science and physics. )e pseudocode of the algorithm is as
follows.

)e SA includes three major functions: state generation,
state acceptance, and temperature update. )e first is to
make perturbations of the given initial solution, in order to
search for the optimal solution effectively in the vast so-
lution space. )e second decides whether to accept a newly
generated solution with a certain probability in case of
trapping in the local minimum. )e third offers a cooling
scheme that mimics the physical annealing process to get a
stable state for the problem. )e SA performance can be
augmented by adjusting various parameters and operators
[25], such as initial temperature, descent gradient of
temperature, and termination rule, which have to be ad-
justed manually. )is paper mainly improves the search
efficiency (timeliness) of the SA, without sacrificing the
optimization quality. )us, encoding scheme, initial so-
lution, neighborhood search structure (NSS), type of
cooling schedule, and two criteria (internal cycle termi-
nation and external cycle termination) are modified as
described in the following subsections.

3.1. Task Encoding. )is paper presents a task-based
encoding method for the ordnance handling problem, where
ordnances are coupled with aircraft. Each job of the HFS is
defined as an operation oxy, where x is the type of ordnance
and y is the aircraft to be loaded. )en, a solution can be
expressed as
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S �

o
xy
1

o
xy
2

m11 . . .

m21 . . .

mn1

mn1

⋮ ⋮ ⋮

o
xy
i mn1 · · · mnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (8)

where the first column is a permutation of the task sequence,
the following columns are the corresponding stages, and m1
to mn are machines assigned randomly to execute the tasks.

3.2. Initial Solution. Asmentioned above, the initial solution
has a great impact on the final solution of the SA. According
to the heuristic methods mentioned in [26], we generate the
initial solution by the following rule: first, the permutation of
tasks is determined by assigning each type of weapon x to its
corresponding aircraft y, defined as operation o

xy
i , according

to the ordnance loading plan P. )en, the tasks are assigned
to the earliest available machine. If there are more than one
earliest available machines, one of them will be chosen
randomly.)e initial solution will be generated as Si×m with i
tasks through m stages.

For example, Table 1 shows the ordnance loading plan of
the aircraft waiting to operate in the next fly window. )ere
are three aircraft and four types of ordnances. Aircraft 1
requires 2 skids of type 1 ordnances and 1 skid of type 2
ordnances.

Here, the operations are permutated by aircraft number
(equal priority) in ascending order: o

xy
i � o111 , o112 , o213 , o124 ,

o325 , o436 }. First, a random permutation of jobs (tasks) is
generated. )en, the optimal available elevator is assigned to
each operation. )e final plan can be written as

3 1 1 1 1 1

5 2 2 2 2 2

1 3 3 1 3 3

4 4 4 2 4 1

2 1 1 1 1 2

6 2 2 2 2 3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (9)

)e meaning of such matrix can be explained as follows:
taken the third row for illustration, operation o111 is extracted
out of the third magazine, transferred by the third lower-
stage elevator to the first staging area, moved by the third

upper-stage elevator to the flight deck, and loaded to the
corresponding aircraft by the No. 3 ordnance crew.

3.3.NeighborhoodPerturbation. )eNSS can generate a new
solution by slightly modifying the current candidate solu-
tion. Traditionally, many different NSSs are adopted in each
iteration of SA computation, such as swap, shift, and re-
version [27], to realize the task permutation in the first stage.
)en, the same heuristic rules are applied in the following
stages to generate a new solution S’. )e quality of the
solution depends on the selected heuristic rules. If the rules
are too greedy, the algorithm may fall into the local opti-
mum, being unable to get convergence to the final optimal
result.

)e quality of the SA solution is highly sensitive to the
selection of candidate solutions. )erefore, the perturbation
scheme is crucial to the good performance of the SA al-
gorithm. To ease the dependence of neighborhood search on
heuristics, this paper proposes a Monte Carlo perturbation
technique, which directly perturbs the initial solution ma-
trix. )e initial solution is changed significantly in one step,
eliminating the effect by heuristic methods. )e matrix
perturbation is described as follows.

)e following is an example of the matrix perturbation
process: for instance, a 6 × 3 matrix, a rectangle Ra×b ran-
domly generated a size of 4 × 3 matrix.

3
4
6
2
1
5

1
2
3
1
2
3

2
1
2
3
1
3

which covers the matrix of

4 2 1
6 3 2
2 1 3
1 2 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

)en, matrix R is reversed as R’�

1 2 1
2 1 3
6 3 2
4 2 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

)en, the new solution can be obtained as

S’ �

3 1 2
1 2 1
2 1 3
6 3 2
4 2 1
5 3 3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Input: A initial S solution and a cost value function F(x).
Output: A S′ solution that minimizes the cost value function F(x).
T ← initializing Temperature//a method for assigning an initial temperature
while T>B not freezing do//a definition of “frozen,”
for i� 1 to C do while not at equilibrium do//a definition of “equilibrium,”

S’← new permutation of S.
If F(S′)< F(S) or Random value < e(F(S’)− F(S))/DT then S← S’//a selection criterion

end
T←reduced temperature//a way of calculating the next temperature

end

ALGORITHM 1: Standard simulated annealing.
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Hence, the matrix perturbation process is completed:
3 1 2
4 2 1
6 3 2
2 1 3
1 2 1
5 3 3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⟶

3 1 2
1 2 1
2 1 3
6 3 2
4 2 1
5 3 3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

3.4. Cooling Schedule. )e SA behavior can be regulated by
the temperature and its descent gradient. To avoid the local
optimum trap, inferior solutions may be accepted depending
on the falling temperature, under the mechanism of cooling
schedule. Here, the exponential cooling rate is adopted:

Tl �
T0 − Tf (N + 1)

N(l + 1)

+ T0 −
T0 − Tf (N + 1)

N
; l � 1, 2, . . . , N,

(10)

where T0 and Tf are initial temperature and final temper-
ature, respectively, and N is the number of temperatures
between T0 and Tf.

)e SA needs to accept the new state through probability
judgment, in order to avoid the local minimum. When the
initial temperature is sufficiently high, the cooling is slow
enough (i.e., each temperature is held for a sufficiently long
time), and the final temperature approaches zero; the SA will
converge to the global optimal solution with the probability
of 1. However, it is very difficult to fulfil the global con-
vergence condition. Besides, the current state may be worse
than some intermediate states in the search trajectory, owing
to the probability acceptance mechanism. )us, the SA al-
gorithm often converges to an approximate optimal solu-
tion, or a solution poorer than the best intermediate
solution. )e search efficiency is inevitably affected. To
preserve the best-known state and improve search efficiency,
this section makes the following improvements to the SA:

(1) Memorize the best intermediate solution in the
search process and update it immediately. )e

improvement of memory turns the SA into an in-
telligent algorithm.

(2) Set up two thresholds, internal cycle threshold and
external cycle threshold, to reduce the computing
load while maintaining optimality. )e internal cycle
threshold refers to the number of cycles that the new
solution of continuous disturbance does not generate
a better solution at a certain temperature, while the
external cycle threshold refers to the number of
cycles that the new solution generated by continuous
cooling does not generate a better solution. )e two
thresholds are determined as follows.

First, determine whether the number of internal cycles
reaches the threshold; if yes, lower the temperature by one
step; otherwise, judge if it conforms to Markov chain. If
not, reconduct the process of state generation, state ac-
ceptance, and algorithm termination; otherwise, lower the
temperature by one step. Second, determine whether the
number of external cycles reaches the threshold; if yes,
terminate the algorithm and obtain the final solution;
otherwise, judge whether the algorithm meets the termi-
nation conditions. If yes, terminate the algorithm and
obtain the final solution; otherwise, reconduct the process
of state generation, state acceptance, and algorithm ter-
mination. Terminate the algorithm once the number of
iterations i surpasses the prior fixed constant MaxIter. In
our experiments, MaxIter was set to 104.

)e flow of the improved SA is shown in Figure 3.

4. Experiments

To test the effectiveness of SA-based algorithm, we first
evaluate the control factors of the SA and suggest a good
parameter setting. )en, the solution quality and efficiency
of the ISA were verified through several experiments. )e
algorithms are implemented in our previously published
carrier-based flight operations simulation [28], which is
written by C++ and ran on Microsoft Windows operating
system with 4GB RAM and dual core CPU.

Table 1: Ordnance loading plan.

Aircraft type of ordnance 1 2 3
1 2 1 —
2 1 — —
3 — 1 —
4 — — 1

(1) Randomly generate a rectangle Ra×b, with width a ∈ (0, i] and length b ∈ (0, m];
(2) Put R in the solution matrix S and mark the four vertices (o

xy

i , o
x,y

i+a, o
x+b,y+b

i+a , o
x+b,y+b

i );
(3) )e subsequence of the R area is reversed, o

xy

i ⟶ o
x,y

i+a and o
x+b,y+b

i ⟶ o
x+b,y+b

i+a ;

(4) Get the new solution S′ �
o

xy

i+a . . . o
x+b,y+b

i+a

⋮ ⋱ ⋮
o

xy
i · · · o

x+b,y+b
i

⎛⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎠.

ALGORITHM 2: Matrix perturbation.
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4.1. Parameter Tuning. )e efficiency of the SA algorithm is
greatly affected by the design of parameters and operators.
)e full factorial design tests all possible combinations. Such
an approach becomes too laborious in the face of numerous
factors. Taguchi utilized orthogonal arrays to examine lots of
decision variables in a few tests [29] and measured the
importance of each factor by its influence on algorithm

performance, using the signal-to-noise ratio: 10 log 10
(objective)2. Following Taguchi’s method, the SA control
factors were configured as follows: initial solution, initial
temperature, cooling rate, and number of neighborhood
searches in every temperature. Table 2 shows the different
levels of these factors.

Hence, the SA has one 3-level factor and three 4-level
factors. )e best design among the orthogonal arrays is L16.
)us, additional transform was performed to fit L16
(Table 3).

)e relative percentage deviation (RPD) was also
adopted to measure the performances:

RPD �
Algsol − Minsol

Minsol
· 100%, (11)

where the best solution obtained for one instance is denoted
as Minsol, while the objective value is marked as Algsol.
Table 4 lists the S/N ratios and RPD values of each level of the
factor value. )e results show that A(3), B(4), C(4), and D(4)
are the best levels of the factors.

4.2. Experimental Settings. )e size of the test instances was
set to n � 15, 30, 45, 60{ } tasks, which corresponds to a
commonmission of strike sorties of 5, 10, 15, and 20 aircraft,
respectively. )e processing time for jobs on each machine
was generated by triangle distribution with mean time
according to [30].)ere are resource constraints of five types
of weapons, four lower-stage elevators, 10 assembling crews,
four upper-stage elevators, and six loading crew members,
see Tables 5–9 for comprehensive data.

4.3. Makespan Analysis. )e test of problem uses an ord-
nance loading plan, ranging from 5 to 20 aircraft. At first, the
experiment tries to solve a standard small size problem with
optimal solution and preliminarily demonstrates the
adaptability and feasibility of the ISA. )en, the proposed
ISA was adopted to solve larger size problems and compared
with the other methods to reveal its superiority.

To compare the ISA with the SA, control factors were
configured as those in the preceding section. )e permu-
tation of machines was arranged in ascending order. )e
initial temperature T0 �103, final temperature ε� 0.5,
cooling rate α� 0.99, and length of Markov chain L� 2000.

)e base case includes 15 tasks. As the temperature
declined (Figure 4(a)), the ISA converged to the optimal
solution in 2.705 s, faster than the SA, which converged to
the optimal solution in 2.965 s (Figure 5(a)). Although the
initial scheduling time of the ISA was higher than that of SA,
its faster convergence procedure suggests the good perfor-
mance of the ISA. Note that the computing time of the ISA
was 85.3637 s, much shorter than that (143.7861 s) of the SA.

Next, the ISA performance on larger problems was
tested, whereas more tasks bring a greater computing effort
for the heuristic. Table 10 lists the average scheduling time
and computing time of different tasks, with each task
running for 30 times. Figure 6 shows the corresponding plot.
)e results showed that the ISA achieved a shorter

Geneation of initial solution ω
Set of initial parameters l = 0, T = T0, i = 0, o = 0

Evaluation of the objective function f (ω)

Evaluation of the new objective function f (ω’)

Fitness evaluation ∆f = f (ω’) – f (ω)

∆f ≤ 0

∆fT ≤ 0

exp (–∆f / T) > β

∆fT = fT–fT–1

i ≤ i + 1

Acception of the new solution
ω = ω’, f (ω) = f (ω’)

Rejection of the new solution
ω = ω, f (ω) = f (ω)

i = 0

o = 0 o = 0+1

NoYes

Does it meet the
max generation Lmax

Does it reach the
min temperature Tmin

End!
Return of the optimal solution f (ω) 

Lower temperature T = αT

Does it meet the
internal cutoff icut

Does it meet the
outer cutoff ocut

Yes

Yes

Yes

Yes

Yes

Yes

No

No

No

No

No

No

Geneation of new solution ω’ by perturbation method

Figure 3: Flow of the improved SA.
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Table 2: )e SA control factors.

Factors Levels Types
Initial solution (A) 3 (A1) randomness (A2) task-based (A3) ascending order
Initial temperature (B) 4 B1� 50, B2�100, B3� 500, B4�1000
Cooling rate (C) 4 C1� 0.85, C2� 0.9, C3� 0.95, C4� 0.99
Markov chain (d) 4 D1� 100, D2� 500, D3�1000, D4� 2000

Table 3: Orthogonal array of L16 of our algorithm test.

Experiment A B C D
1 1 2 3 3
2 2 4 1 2
3 3 4 3 4
4 1 2 1 1
5 1 3 1 4
6 2 1 3 1
7 3 1 1 3
8 2 3 3 2
9 1 1 4 2
10 2 3 2 3
11 3 3 4 1
12 3 1 2 4
13 1 4 2 1
14 2 2 4 4
15 3 2 2 2
16 1 4 4 3

Table 4: Results of the orthogonal test.

Factor with level
Completion time

Mean S/N ratio Mean RPD
Random initial (A1) −73.6779 2.399
Descending initial (A2) −73.6634 2.216
Ascending initial∗ (A3) −73.6504∗ 2.060∗
T0� 50 (B1) −73.6656 2.239
T0�100 (B2) −73.6638 2.223
T0� 500 (B3) −73.6669 2.252
T0�1000∗ (B4) −73.6629∗ 2.212∗
Alpha� 0.85 (C1) −73.7266 2.962
Alpha� 0.9 (C2) −73.6791 2.397
Alpha� 0.95 (C3) −73.6547 2.113
Alpha� 0.99∗ (C4) −73.5987∗ 1.453∗
L� 100 (D1) −73.7602 3.360
L� 500 (D2) −73.6716 2.310
L� 1000 (D3) −73.6344 1.869
L� 2000∗ (D4) −73.5930∗ 1.387∗

Table 5: Ordnance loading plan.

Ordnance type
Spot task

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

1 4(2)
2 4(2)
3 2(1) 2(1) 2(1) 2(1) 2(1) 2(1) 2(1) 2(1)
4 2(1) 2(1) 2(1) 2(1) 2(1) 2(1) 2(1) 2(1)
5 6(2) 6(2) 6(2) 6(2)
6 2(2) 2(2) 2(2) 2(2)
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Table 6: Ordnance assembling time (min).

Ordnance type 1 2 3 4 5 6
Loading time/skid 13 8 7 7 11 6

Table 7: Ordnance transport time on flight deck.

Time (s)
Upper-stage
elevator number

Spot

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

1 245 199 148 30 61 107 214 213 402 342
2 106 60 190 92 66 67 96 159 345 286
3 381 337 262 166 127 78 74 91 267 208
4 443 398 320 228 189 134 118 80 217 161

Table 8: Ordnance loading time (s).

Ordnance type 1 2 3 4 5 6
Time (skid/s) 660 600 480 480 780 360

Table 9: Ordnance crew walking time (s).

Spot
Spot

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10

A1 0 47.53946 168.2 222.6 266.9 331 366 446.9 639 578.8
A2 47.5 0 142.9 181.2 225.6 289.4 324.9 404.6 596.4 536.1
A3 168.2 142.9 0 97.8 131.5 189.8 220 302.5 492 432.9
A4 222.6 181.2 97.8 0 44.4 108.5 143.7 224.3 416.5 356.3
A5 266.9 225.6 131.5 44.4 0 64.1 99.3 180.1 372.3 312.1
A6 331 289.4 189.9 108.5 64.1 0 36.1 116 308.2 278.2
A7 366 324.9 220 143.7 99.3 36.1 0 82.6 274 214.1
A8 446.9 404.6 302.5 224.3 180.1 116 82.6 0 192.2 132
A9 639 596.4 492 416.5 372.3 308.1623 274.0073 192.1666 0 60.3
A10 578.8 536.1 432.9 356.3 312.1 278.2 214.1 132 60.3 0

5000

4500

4000

Sc
he

du
lin

g 
Ti

m
e (

s)

3500

3000

2500
1000 80.99

Temperature
6.23 0.5

(a)

6

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Scheduling Time (×102s)

Delevering to LE
LE–Li�ing
Transporting to AD
Assembling
Transporting to UE
UE–Li�ing
Transporting to Aircra�
Loading

16 17 18 19 20 21 22 23 24 25 26 27 28

15
9
3

11
8
4

10
7

12

Ta
sk

 ID

5
1
2

14
13

(b)

Figure 4: Optimal schedule of 15 tasks (5 aircraft) derived by the ISA. (a) Convergence curve. (b) Gantt chart.
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Figure 5: Optimal schedule of 15 tasks (5 aircraft) derived by the SA. (a) Convergence curve. (b) Gantt chart.

Table 10: Comparison between the ISA and the SA.

Task numbers
Average scheduling time (s) Average computing time (s)

ISA SA ISA SA
15 2965 3100 60 150
30 4200 4500 150 260
45 6100 6500 200 370
60 8000 8600 260 450
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Figure 6: Performance of the ISA and the SA on medium and large problems. (a) Scheduling time. (b) Computing time.
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scheduling time and a faster computing speed than the SA.
Comparing with the SA, the average scheduling time of the
ISA reduces from 300 to 600 seconds in each ordnance
turnaround cycle for 30 to 60 tasks and the average com-
puting time saves from 110 to 190 seconds. Note that there
are usually ten or more cycles in a general flight day; the
scheduling time saved by implementing ISA equals one
more group sortie generation, which in turn enhanced the
firepower capacity of carrier air wing.

)e results also show that the bottleneck of ordnance
handling is the loading process, where the number of loading
crews heavily influences the aircraft turnaround time. When
there is high intensity of surge operations, more loading
crews should be arranged to handle ordnances.

5. Conclusions

)is paper treats the aviation ordnance scheduling problem
under the HFS framework with multistages, independent
parallel machines, and several processing constraints. )e
simulated annealing algorithm was modified with dual
threshold selection to generate faster and better schedules
using the proposed matrix perturbation method that keeps
the SA independent of the heuristic schemes. )e influ-
encing parameters of the improved algorithm are carefully
tuned by Taguchi’s method. )e experimental results
demonstrate the effectiveness of ISA, which provides a
practical solution to a broad application in dealing with
stochastic hybrid flow shop scheduling problems.

Data Availability

)e data used to support the findings of this study are
available from the corresponding author upon request.
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*e forecast error characteristic analysis of short-term photovoltaic power generation can provide a reliable reference for power
system optimal dispatching. In this paper, the total in-day error level was stratified by fuzzy C-means algorithm. *en the
historical PV output data based on the numerical characteristics of point prediction output were classified. AGeneral GaussMixed
Model was proposed to fit the forecast error distribution of various photovoltaic output forecast error distribution. *e impact of
meteorological factors together with numerical characteristics on the forecast error was taken into full consideration in this
analysis method.*e predicted point output with high volatility can be accurately captured, and the reliable confidence interval is
given. *e proposed method is independent of the point prediction algorithm and has strong applicability. *e General Gauss
Mixed Model can meet the peak diversity, bias, and multimodal properties of the error distribution, and the fitting effect is
superior to the normal distribution, the Laplace distribution, and the t Location-Scale distribution model. *e error model has a
flexible shape, a concise expression, and high practical value for engineering.

1. Introduction

Facing the double pressure of energy crisis and environ-
mental pollution, people pay more andmore attention to the
new energy generation technology with clean and envi-
ronmental protection characteristics. Compared with wind
power, photovoltaic power generation requires less geo-
graphical environment and is more suitable for multire-
gional promotion and application. However, PV power
generation is highly random and intermittent, and large-
scale grid connection affects the stability and economy of the
system [1]. *e accuracy of photovoltaic power prediction
has a direct impact on its consumption. Domestic and
foreign scholars have conducted relevant studies, and the
existing prediction models are divided into two categories:
first, direct prediction algorithms such as regression models
[2–4], gray prediction models [5–7], neural network models
[8–11], and probabilistic models [12] are used; second,

indirect prediction algorithms such as electronic component
models [13], simple physical models [14, 15], and complex
physical methods [16, 17] are used. *e use of different
prediction algorithms can have different degrees of pre-
diction errors.

*ere are only a few literatures on the forecast error of
PV power generation at home and abroad, and the de-
scription of the prediction error of PV output in some lit-
erature is based on the assumption that it obeys normal
distribution. *e PV output uncertainty needs to be con-
sidered when studying the optimal scheduling of power
systems, and most of the literature uses the actual output
value in the form of the sum of the predicted output and the
forecast error. Literature [18] shows that a 10% forecast error
produces deviated power exceeding 15% of the rated power
value, while a 15% forecast error produces deviated power
exceeding 25% of the rated power value, and the forecast
error directly affects the safe and stable operation of the
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system. Based on the assumption that the forecast error
obeys normal distribution, the results obtained in [19–21]
are different from the actual statistical results. *e research
in [22] shows that weather factors have great influence on
the forecast error, and the forecast error of solar volts in
sunny days is close to normal distribution. *e feasibility of
using t Location-Scale model to describe the forecast error of
PV output is proposed and verified in [23]. *e statistical
results show that the PV output forecast error distribution
has multiple peaks, while the existing research using single
distribution model is weak in describing the multipeaks.
*erefore, [24–26] propose to model the forecast error by
Gaussian mixture model (GMM), but the value range of
GMM is from negative infinity to positive infinity, which is
obviously not applicable for the description of the actual PV
output forecast error directly. Literature [27] trains artificial
neural networks with a large number of samples to build a
forecast error model for photovoltaic power generation,
which can avoid the deviation of prediction accuracy caused
by model setting and parameter estimation. Literature [28]
introduces regularized penalty function and error function
to construct the objective function of PV prediction model;
the Pearson correlation coefficient between PV power
generation and each feature is analyzed, and the abnormal
data of the features are also preprocessed. *e above studies
all focus on the optimization of the model. Because of the
random characteristics of meteorological factors such as
solar irradiation, temperature, and wind speed, the forecast
error of photovoltaic output does not have a certain dis-
tribution characteristic, and it is difficult for the established
forecast error model to achieve ideal accuracy. *e distri-
bution characteristics of PV output forecast error under
different meteorological conditions and numerical charac-
teristics cannot be ignored, so it is necessary to cluster the
forecast error according to the conditions. At present, there
are few researches in this field, so a flexible distribution
model is needed, which can meet the requirements of
skewness and peak diversity of PV output forecast error.

In this paper, the effects of meteorological and numerical
characteristics on the real-time power forecast error of
photovoltaic power generation are studied. Based on the
corresponding meteorological data, the historical error
samples are clustered into three categories by fuzzy C-means
clustering, and the error areas are divided into two categories
according to the error size. In order to describe the forecast
error distribution more accurately, a general Gaussian
mixture model based on the traditional Gaussian distribu-
tion is proposed. Compared with the traditional Gaussian
model, this model can describe the error distribution of
different kurtosis and shape more accurately.

In addition, this method is universal and is not affected
by photovoltaic power prediction algorithm and the geo-
graphical location of photovoltaic power stations.

2. Cluster Analysis of Photovoltaic Output
Forecast Error

Short-term forecast error of photovoltaic output is mainly
affected by weather and numerical characteristics of

prediction points. Among the factors representing weather,
weather type, temperature, temperature difference, and wind
speed are selected as indicators to analyze the correlation
with photovoltaic forecast error. *erefore, firstly, the PV
intraday forecast error samples are clustered into three
categories according to the weather characteristics, and then
the error samples obtained by classification are used as
training samples to discriminate the subsequent errors. After
determining the classification, the forecast error is divided
into large error and small error according to its numerical
characteristics. Finally, Gaussian mixture distribution is
used for statistical fitting within the class, and a reliable
confidence interval is provided for predicting the PV error
distribution according to the fitting information.

To determine the confidence interval of photovoltaic
error distribution, the steps are shown in Figure 1:

(1) According to meteorological factors, the historical
data of photovoltaic power generation forecast error
are clustered into three categories

(2) Taking amplitude and step size as indexes, the error data
in cluster are divided into large error and small error

(3) *e error database will be established according to
the error samples clustered by meteorological fac-
tors, which is convenient to provide the error in-
terval meeting the error requirements

3. Influencing Factors of Photovoltaic Power
Forecast Error

Photovoltaic panels absorb solar energy and generate
electricity based on Volta effect. Its power generation is
affected by meteorological factors, especially illumination
and temperature [29]. Literature [30] proposes a photo-
voltaic power prediction method based on clear coefficient
and multilevel similarity matching. In addition, the statis-
tical results show that the forecast error of photovoltaic
power generation is directly related to the amplitude and
climbing of predicted output. *erefore, this paper studies
the factors that affect the error distribution of PV power
prediction from two angles of meteorological and numerical
factors, which provides important reference information for
error discrimination clustering and obtaining reliable con-
fidence intervals.

3.1. Analysis of the Influence of Meteorological Factors on
Forecast Error. To study the influence of meteorology on
forecast error, we should first index meteorological factors
concretely. In order to accurately scale meteorological fac-
tors, four factors are selected to express: weather type, in-
traday difference between maximum and minimum
temperature, maximum temperature, and wind speed. After
that, the influence of these four factors on forecast error is
studied, which also provides variables for later error dis-
criminant analysis.

*e British statistician R. A. Fister put forward the
variance analysis method in the 1920s. [31]. *e variance
analysis method can determine the factors that have the
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main effect on the target object from many factors. It de-
termines the influence of research elements on the target
object by analyzing the contribution of different elements to
the overall target.*e specific operation process is to analyze
the differences between different groups and within groups.
*e specific discrimination process is as follows:

MSb �
SSb
dfb

,

MSw �
dfb
dfw

,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

where SSb represents the intergroup differences; SSW
represents intragroup differences; dfb and dfw are the de-
grees of freedom between groups and within groups, re-
spectively. Whether the experimental factors have obvious
influence on the research object is judged by the ratio of
MSb/MSw and the F distribution composed of MSb/MSw.
*e probability P value of F value greater than a specific
value under the test hypothesis can be obtained by con-
sulting the F boundary value table. Select 0.05 as the test
critical value. When P< 0.05, it is considered that the test
factors have significant differences on the research objects;
otherwise, it is considered that there is no obvious influence.
When studying the influence of weather factors on the
forecast error of photovoltaic power generation, the selected
test factors and levels are shown in Table 1.

*e influence of meteorological factors on PV forecast
error is analyzed. Firstly, the meteorological factors are
indexed as weather type A, intraday temperature difference
B, intraday maximum temperature C, and wind speed grade
D. Photovoltaic forecast error is quantified by sum of squares
of errors (DSSE), and weather types are quantified by sunny
degree assignment [1–3]. Taking PV in Brussels area in 2016
as an example, the results of the analysis of variance are
shown in Table 2.

In Table 2, the main effect of four variables and the
interaction effect between two variables are selected as
factors, and the sum of squares of variance, degree of
freedom, mean square, observed value of F distribution, and
test P value are used as indexes for analysis. As can be seen
from Table 2, the P values of principal factor B, principal
factor C, and interactive factor B∗C are less than 0.05. *at is
to say, at the significant level of 0.05, the effects of principal
factor B, principal factor C, and interactive factor B∗C are
significant. At the significant level of 0.05, other factors are
not significant. From the results, we can see that, among the
single factors selected in the early stage, factorD has the least
significant influence on the error. In order to remove its
influence on other factors and extract the components more
accurately, factor D is removed and then does variance
analysis again. *e results are shown in Table 3.

As can be seen from Table 3, after removing the influence
of factor D, the influence of factors A, B, and C is more
significant. At a significant level of 0.05, weather type, in-
traday temperature difference, maximum temperature, and
the interaction between intraday temperature difference and
maximum temperature have the most significant influence
on the total forecast error level.

3.2. Analysis of the Influence of Numerical Characteristics of
Photovoltaic Output on Forecast Error. Photovoltaic panels
usually run in the maximum power tracking state. When
external factors such as illumination and temperature
change, the controller controls the operating point of PV
array to change, so the forecast error of photovoltaic output
is related to the performance of the controller. *e pre-
diction power amplitude is selected as factor E, and the
adjacent prediction output difference is factor G, and the
influence of the two factors on the short-term photovoltaic
output forecast error is analyzed. *e rated capacity of two
factors is taken as the reference value to make the standard
output, and the specific level values are shown in Table 4.

Based on the photovoltaic power generation data of
Brussels region in Belgium in 2016, the output amplitude
and climbing power are used as indexes for principal
component analysis. *e results are shown in Table 5.

At a significant level of 0.05, all factors in Table 5 passed
the test. *erefore, it can be seen that both the amplitude of
photovoltaic output and climbing power have a significant
impact on the forecast error.

3.3. Cluster Analysis of Influencing Factors of Photovoltaic
Forecast Error. From the above analysis, it can be seen that
there are many factors affecting photovoltaic forecast error.
In order to facilitate the subsequent study of forecast error, it
is necessary to reduce the variable dimension. In this paper,
the fuzzy C-means clustering method is used to cluster the
historical data DSSE, and the meteorological data are
classified according to the clustering results, which can be
used to discriminate and analyze the meteorological types of
the forecast days and estimate the total forecast error level of
the day.

Input photovoltaic forecast output 
data and meteorological data 

Estimate the total error level of intra-day 
forecast through meteorological data 

Analyze
forecast output 
characteristics 

Class I 
weather 

Class II
weather

Class III
weather

Class I
large
error 

model 

Class II
large
error 

model 

Class III
error 

model 

Class I
small
error 

model 

Class II
small 
error 

model 

Figure 1: Schematic diagram of the research method of photo-
voltaic output forecast error distribution.
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Fuzzy C-mean clustering method is used in cases where
there are no clear boundaries between the classified objects.
*erefore, fuzzy C-means clustering method is used to
combine the meteorological factors obtained above into
three categories, namely, Class I, Class II, and Class III.
Taking the total error level of photovoltaic prediction DSSE
as the error index, the observation matrix is listed in days:

X �

x1

x2

⋮

xn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
�

x11 . . . x1p

⋮ ⋱ ⋮

xn1 · · · xnp

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (2)

where each row of X is a sample of one day and each column
has p observations within one day; i.e., X is a matrix con-
sisting of observations of p variables over n days; Xnp rep-
resents the observed value of the p-th variable on the n-th
day; n samples are divided into c classes (2≤ c≤ n) and
V � v1, v2, . . . vc  is recorded as c cluster centers. Samples xk

are not strictly divided into a certain class but belong to a
certain class by membership degree uik, and
0≤ uk ≤ 1, 

c
i�1 uik � 1. Define the target function:

J(U, V) � 
n

k�1

c

i�1
u

m
ikd

2
ik, (3)

where U � (uik)c×n is the membership matrix;
dik � ‖xk − vi‖. J(U, V) represents the sum of weighted

square distances from samples to cluster centers in each
class. Based on fuzzy C-means clustering method, Lagrange
multiplier method [32] and iterative method [31] are often
used to solve the objective function to obtain the minimum
values of U and V.

Fuzzy C-means clustering method is used to cluster
photovoltaic short-term forecast errors. *e results are
shown in Figure 2, where dots represent error samples. It can
be seen from the figure that all error samples are clustered
into three classes, and Class I error is the smallest, Class III
error is the largest, and Class II error is moderate. After
getting the error clustering results, the corresponding me-
teorological data are also classified and archived and used as
their own training samples to discriminate and analyze the
weather on the forecast day.

Figure 3 shows the percentage of sunny, rainy, and
snowy weather on the left side and the samplemean values of
intraday temperature difference, maximum temperature,
and minimum temperature on the right side, which shows
the clustering of meteorological data according to DSSE
value clustering date. As can be seen from the above figure,
the proportion of various weather types of Class I weather
and Class II weather is similar, but the temperature of Class I
weather is low and the temperature difference is small. *e
intraday temperature and temperature difference of Class II
weather and Class III weather are similar, but cloudy days
account for a high proportion and sunny and rainy days
account for a small proportion in Class III weather.

Table 1: List of factors and levels.

Level
Factor

A (weather) B (temperature difference (°C)) C (Tmax (°C)) D (wind speed grade)
1 Sunny day 1∼5 -1∼10 1∼2
2 Cloudy 6∼10 11∼20 3∼4
3 Rainy day 11∼15 21∼32 5∼6

Table 2: Factors and test parameter values.

Source Sum sq. d.f. Mean sq. F P

A 0.324 2 0.1594 1.29 0.2762
B 1.301 2 0.6488 5.26 0.0051
C 2.529 2 1.2646 10.27 ≤0.0001
D 0.100 2 0.0501 0.41 0.6663
A∗B 0.270 4 0.0676 0.55 0.7011
A∗C 0.554 4 0.1384 1.12 0.3453
B∗C 2.909 4 0.7273 5.9 0.0001
Error 41.141 334 0.1232
Total 51.560 354

Table 3: Processed factors and processed test parameter values.

Source Sum sq. d.f. Mean sq. F P

A 1.133 2 0.5650 4.62 0.0117
B 1.612 2 0.7983 6.57 0.0019
C 2.607 2 1.3001 10.77 ≤0.0001
A∗C 0.655 4 0.1664 1.36 0.2886
B∗C 3.027 4 0.7374 6.16 0.0001
Error 43.225 340 0.1225
Total 52.137 354
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In order to get the weather category of the forecast day, it
is necessary to train each group of meteorological data as
samples. In the training process, the intraday temperature
difference range is [0°C, 18°C], and the intraday maximum

temperature range is [−3°C, 34°C]. Mahalanobis distance,
proposed by Indian statistician P.C. Mahalanobis, is a
measure of similarity between two points in multidimen-
sional space, which can effectively calculate the similarity
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Figure 2: Fuzzy C-means clustering results.

Table 4: List of factors and levels.

Level
Factor

E (day-ahead forecast output) G (step length)
1 0∼0.105 −0.06∼−0.045
2 0.105∼0.21 −0.045∼−0.03
3 0.21∼0.315 −0.03∼−0.015
4 0.315∼0.42 −0.015∼−0.003
5 0.42∼0.525 −0.003∼0.009
6 0.525∼0.63 0.009∼0.021
7 0.63∼0.735 0.021∼0.033
8 0.735∼0.84 0.033∼0.045

Table 5: Factors and test parameter values.

Source Sum sq. d.f. Mean sq. F P

E 0.309 5 0.0539 9.36 ≤0.0001
G 0.312 3 0.1801 15.69 ≤0.0001
E∗G 1.567 43 0.0361 6.01 ≤0.0001
Error 306.495 50982 0.0060
Total 318.504 51039
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Figure 3: Clustering results of meteorological data.
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between two unknown sample sets. Different from Euclid-
ean distance, Mahalanobis distance between two points is
independent of the measurement unit of the original data
and is not affected by dimension. It can be seen from formula
(4) that Mahalanobis distance is the product of Euclidean
distance and spatial covariance inverse matrix. When the
covariance matrix is unit matrix, Mahalanobis distance
degenerates to Euclidean distance. For the factors with
obvious differences, Mahalanobis distance is used to cal-
culate the similarity, as shown in the following formula:

d
2
(x, y) � (x − y)

T


−1
(x − y). (4)

3.4. Classification Processing of Forecast Error. *e research
results in Section 3.2 of this paper show that the amplitude
and step size of the predicted output have a significant
interaction. In Section 3.2, the mean absolute error (MAE) of
the samples combined by two factors at different levels is
counted. *e results are shown in Figure 4, and the data
values are detailed in Table 6.

*e statistical situation in Figure 4 is classified and
described as three cases: in case 1, the combination of E and
G values is missing in the lower left corner and the lower
right corner of the figure, that is, {7, 1}, {8, 1}, {8, 2}, {8, 7}, {7,
8}, {8, 8} combined samples; in case 2, the dotted box area
with the highest heat in the middle of Figure 2 is a large error
area E ∈ [3, 6] and G ∈ [3, 6]; in case 3, the area that belongs
neither to the large error area nor to the missing area is
annularly distributed around the large error area, which is
defined as the small error area.

Based on the clustering results of meteorological data,
according to the characteristics of prediction output am-
plitude and step size, the historical data of Class I and Class
II forecast errors are further divided into small error area
and large error area; Class III error itself has high uncertainty
and less samples, so it is no longer classified.

4. Forecast Error Model of Short-Term
Photovoltaic Power Generation Output

4.1. General Gaussian Mixture Model. *e statistical distri-
bution of PV short-term output forecast error has the
characteristics of asymmetry, diverse kurtosis, and multiple
peaks. *e traditional probability density function of
Gaussian mixture distribution is defined as formula (5),
where the sum of coefficients of each Gaussian term is 1.

f(x|θ) � 
n

k�1
akϕ x|θk( , (5)

where ak is the weighting factor, ak ≥ 0, 
n
k�1 ak � 1;

θk � (μk, σ2k); ϕ(x|θk) is Gaussian distribution function as
shown in the following formula:

ϕ x|θk(  �
1

���
2π

√
σk

exp −
− x − μk( 

2

2σ2k
 , (6)

and its cumulative distribution function is

F(x|θ) � 
n

k�1
ak 

x

−∞
ϕ x|θk( dt. (7)

*e random variable range of Gaussian mixture distri-
bution is (−∞, +∞), but the short-term forecast error of
photovoltaic is not the same in practice. To solve this
problem, a general Gaussian mixture model (GGMM) is
proposed based on the traditional Gaussian mixture dis-
tribution. *e definition formula of GGMM is basically the
same as the traditional Gaussianmixture distribution, except
that there is no strict and unique restriction on the sum of
the weight coefficients of each Gaussian term. *eoretically,
the proposed general Gaussian mixture model is more
flexible than the traditional Gaussian mixture model, and it
is more applicable to describe the short-term photovoltaic
output with asymmetric and multipeak characteristics.

4.2. Model Parameter Estimation and Accuracy Evaluation.
In this paper, the least square method is used as the main
method to estimate the model parameters, and the estimated
parameters are obtained by the nonlinear curve fitting
function lsqcurvefit in MATLAB. Multivariate determina-
tion coefficient (R2) is also called goodness of fit, and its
value determines the close degree of correlation. When R2 is
closer to 1, the reference value of related equations is higher.
On the contrary, the closer it is to 0, the lower the reference
value. Root mean square error (RMSE), also called standard
error, is very sensitive to a set of extra-large or extra-small
errors in fitting, so it can well reflect the precision of fitting.
*e closer RMSE is to 0, the higher the fitting precision is.
*e calculation formula is as follows:

R
2

� 1 −
 yi − yi( 

2

 yi − y( 
2 ,

RMSE �

����������

 yi − yi( 
2
,

i



⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

where yi is the actual statistical probability density, yi is the
curve fitting value, y is the average value, and subscript i

represents the i- the error interval.

5. Example Analysis

In order to verify the effectiveness and applicability of the
proposed method, the historical data of PV short-term
prediction in Brussels, Belgium, is used as an example to
simulate in MATLAB software. Among them, the historical
data from 2014 to 2016 are used as training samples to
establish the forecast error model, and some data from 2017
are selected as test data to test the accuracy of the model. *e
data in this article comes from the official website of Elia,
Belgium.

Elia official website makes the next day’s output forecast
at 11:00 a.m. every day and updates the next day’s 24-hour
(96 o’clock) output at 11:45 a.m., with a time resolution of
point/15min. *e collected photovoltaic output data and
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meteorological data have the problems of missing data and
abnormal data. For the lack of intraday meteorological data,
the output data of the solar photovoltaic system will not be

used. And when either the predicted data or the measured
data is missing and cannot be repaired, the data will not be
used.
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Figure 4: MAE statistical chart of samples at each level of E and G factors.

Table 6: *e MAE statistics table of the samples of E and G factors at each level.

E
G

1 2 3 4 5 6 7 8
1 0.061 0.019 0.013 0.013 0.013 0.013 0.013 0.032
2 0.061 0.032 0.048 0.061 0.061 0.061 0.032 0.032
3 0.032 0.061 0.072 0.092 0.092 0.084 0.061 0.032
4 0.019 0.084 0.092 0.101 0.115 0.092 0.072 0.032
6 0.072 0.061 0.101 0.101 0.101 0.092 0.061 0.072
6 8 0.061 0.084 0.101 0.101 0.072 0.048 0.061
7 0 0.061 0.048 0.061 0.061 0.048 0.019 0
8 0 0 0.048 0.048 0.048 0.032 0 0

Table 7: Accuracy evaluation of different models.

Model R2 RMSE

Class I small error

3GGMM 0.9856 0.0756
Laplace 0.9326 0.8993

t-distribution 0.9795 0.6865
Normal distribution 0.8003 1.8454

Class II small error

3GGMM 0.9991 0.1027
Laplace 0.5173 1.9803

t-distribution 0.9675 0.4952
Normal distribution 0.7264 1.5314

Class III small error

3GGMM 0.9023 0.3785
Laplace 0.4802 0.8695

t-distribution 0.7203 0.6263
Normal distribution 0.3254 0.9886

Class I large error

3GGMM 0.9995 0.1132
Laplace 0.9348 0.4165

t-distribution 0.9951 0.1403
Normal distribution 0.9951 0.1406

Class II large error

3GGMM 0.9601 0.1385
Laplace 0.7784 0.4625

t-distribution 0.8728 0.3098
Normal distribution 0.8756 0.3178
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5.1. Comparison of Model Accuracy. In order to verify the
accuracy and superiority of the model, the PV forecast error
distribution model commonly used in the existing literature
is used for comparison. *e detailed fitting results of each
model are shown in Table 7, and the fitting results are shown
in Figure 5. In the figure, Emp represents the original error
statistical results, 3Gau represents the proposed third-order
general Gaussian mixture distribution, Lap represents
Laplace distribution, t represents t Location-Scale distri-
bution, and Nor represents normal distribution.

It can be seen from the results in Figure 5 that when the
fitting distribution presents Class I and Class II small errors
with higher peak degree, the accuracy of normal distribution
is the lowest, followed by Laplace and Location-Scale dis-
tribution, and the proposed general Gaussian mixture dis-
tribution has the best effect. Normal distribution is obviously
not enough to track spikes. When the fitting distribution
shows large errors of Class I and Class II with gentle kurtosis,
the effects of the three distributions mentioned above are not
comparable to those of the general Gaussian mixture
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Figure 5: Comparison chart of distribution fitting of five groups of errors.
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distribution.*e fitting effect of normal distribution is better
outside the peak value, but it is lower than the empirical
value at the peak value. Class III error distributes gently
outside the peak value but has prominent peak value.
*erefore, when fitting Class III errors, the normal distri-
bution and Laplace distribution are obviously deficient, and t
Location-Scale is more accurate in describing the peak but
obviously distorted in the nonpeak areas. *e proposed
general Gaussian mixture distribution has obvious advan-
tages in describing the whole distribution. *e proposed
general Gaussian mixture distribution model can flexibly
change the weight coefficient of each Gaussian term, so it can
take into account the requirements of waist flexibility and
peak value of the distribution curve and has obvious ad-
vantages in describing the short-term photovoltaic power
generation output forecast error distribution.

5.2. Applicability Analysis of Model. In order to see whether
the generalized Gaussian mixture distribution model can

perform well in different meteorological environments, the
historical data of different weather type days in high tem-
perature season: July 4th (sunny day), July 8th (cloudy day),
July 17th (light rain), and July 20th (thunderstorm to heavy
rain) in 2017, are selected to test the applicability of the
model. Using the cluster analysis method in Section 3.3,
sunny days are classified as Class I generalized weather, and
cloudy, light rain and thunderstorm to heavy rain are
classified as Class II generalized weather. *e data are
counted once every 15minutes, and the time series points
with intervals of (10, 90) are selected for analysis. *e model
test results are shown in Figure 6.

Figure 6 shows the predicted values, measured values,
and confidence interval bands of errors of photovoltaic
power generation in four different weather conditions. It can
be seen from the figure that the error band width of the same
confidence level is different in different weather, and the
error band is the narrowest in sunny days, and the worse the
weather, the wider the error band. *is shows that the
forecast error of photovoltaic power generation is small in
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Figure 6: *e predicted value, measured value, and GGMM confidence interval under different weather in July.

Computational Intelligence and Neuroscience 9



RE
TR
AC
TE
D

sunny days, and the probability of increasing the forecast
error of photovoltaic power generation is greater with the
deterioration of weather, which is consistent with the actual
situation. In Class II and Class I weather, the difference
between measured and predicted values is mainly concen-
trated at the peak value, while the measured curve at the
waist is in good agreement with the predicted curve. *is is
because the peak belongs to the large error area, and the
waist and bottom output belong to the small error area. Even
so, the measured output at the peak is within the confidence
interval of 95% of the predicted power.

In order to test the applicability of the model in low
temperature season, the predicted, measured, and meteo-
rological data of November 13, 14, 15, 16, 18, and 19, 2017
are selected in Figure 7 to test the applicability of the model
to ambient temperature.

*e forecast days selected in Figure 7 belong to Class I
generalized weather. Similar to the test results in Figure 6,
the measured values at the peak value deviate from the
predicted values to a higher degree than those at the waist
and bottom, but the measured values are all within the
confidence interval of 95%, which shows that the model is
very sensitive to the output value with large fluctuation.

To sum up, under different weather types, ambient
temperatures, predicted output amplitude, and step size, the
proposed general Gaussian mixture model can accurately
describe the distribution of short-term PV power output
forecast error, and the model has strong applicability. In
addition, according to the weather conditions on the forecast
day, the model can give the error bands under different
confidence levels of PV short-term forecast power in
advance.

6. Conclusion

Accurate description of wind and solar output uncertainty is
the basis of establishing stochastic optimal dispatching
model of power system with wind and solar power sources.
In order to describe the short-term forecast error of pho-
tovoltaic power generation relatively accurately, a short-

term forecast error model of photovoltaic power generation
output considering meteorological factors and numerical
characteristics is established in this paper, and a general
Gaussian mixture model is proposed to describe the short-
term forecast error of photovoltaic power generation. *e
model considers the influence of different meteorological
conditions on the forecast error and combines numerical
characteristics for analysis. Finally, taking the photovoltaic
power generation system in Brussels area as an example, the
effectiveness of this method is verified, and the main con-
clusions are as follows:

(1) *e short-term PV power forecast error is affected by
three weather factors: weather type, temperature
difference, and maximum temperature, and is also
related to the output amplitude and climbing power
at the predicted time

(2) *e general Gaussian mixture model proposed in
this paper can flexibly change the weight coefficient
of each Gaussian probability density, so that it can
take into account the requirements of waist flexibility
and peak value of distribution curve at the same time,
and has obvious advantages in describing the fore-
cast error distribution of short-term photovoltaic
power generation output

In this paper, the analysis of the problem is limited by the
acquisition of meteorological data. If more detailed and
accurate meteorological data are obtained in the future, we
can further analyze the influence of meteorological factors
on the forecast error at every moment in the day and es-
tablish a more comprehensive error model in order to
narrow the confidence interval and obtain more accurate
results.
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,is paper proposes and demonstrates a single-line discontinuous track recognition system by associating the track recognition
problem of a humanoid robot with the lane detection problem. ,e proposal enables the robot to achieve stable running on the
single-line discontinuous track. ,e system consists of two parts: the robot end and the graphics computing end. ,e robot end is
responsible for collecting track information and the graphics computing end is responsible for high-performance computing.
,ese two parts use the TCP for communication.,e graphics computing side uses PolyLaneNet lane detection algorithm to train
the track image captured from the first perspective of the darwin-op2 robot as the data set. In the inference, the robot end sends the
collected tracking images to the graphics calculation end and uses the graphics processor to accelerate the calculation. After
obtaining the motion vector, it is transmitted back to the robot end. ,e robot end parses the motion vector to obtain the motion
information of the robot so that the robot can achieve stable running on the single-line discontinuous track.,e proposed system
realizes the direct recognition of the first perspective image of the robot and avoids the problems of poor stability, inability of
identifying curves and discontinuous lines, and other problems in the traditional line detection method. At the same time, this
system adopts the method of cooperative work between the PC side and the robot by deploying the algorithm with high
computational requirements on the PC side. ,e data transmission is carried out by stable TCP communication, which makes it
possible for the robot equipped with weak computational controllers to use deep-learning-related algorithms. It also provides
ideas and solutions for deploying deep-learning-related algorithms on similar low computational robots.

1. Introduction

,e humanoid robot track and field project mainly requires
the robot to reach the end point in the shortest time
through various trajectories without human control. ,e
evaluation criteria mainly include the passing time of the
robot, the correct movement along the trajectory direction,
and the recognition effect of obstacles on the trajectory.
Common track and field runways are single continuous line
and curve, double continuous line and curve, single dis-
continuous line and curve, double discontinuous line and
curve, etc. Some tracks also include up and down slopes, up
and down stairs, obstacles, crossroads, and other elements,
which greatly tests the comprehensive technical level of
robots and their teams. Our design focuses on identifying

single continuous and discontinuous trajectories captured
by first-person robots. In essence, the track recognition of
humanoid robot in track and field competition is mainly to
identify one or several lines in the picture captured by the
first person of the robot. ,ese lines have different colours,
continuous state, intersection, and other characteristics,
which play a guiding role in the movement of robots,
similar to the track line of human track and field com-
petition and the lane line of vehicles driving on the road.
,e robot uses various algorithms to identify the track and
obtains the offset position and guiding direction of dif-
ferent forms of track. ,en, the postprocessing analysis is
carried out on the offset position and orientation direction
of the trajectory to determine the motion direction of the
robot at the next moment, using a fixed step to modify the
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lateral offset of the movement or directly providing a di-
rection vector.

,ere are many kinds of track recognition algorithms for
humanoid robot track and field competitions. ,e simplest
algorithm is the recognition method based on photoelectric
sensor, which uses the colour difference between the track
line colour and the track bottom colour to identify. Some of
the complex algorithms are various visual algorithms based
on cameras. ,e camera deployed on the robot captures the
first person or non-first-person real-time images of the robot
for recognition, including traditional recognition algorithms
such as pixel-by-pixel comparison method, Hough [1]
transform method, connected domain recognition method,
line segments angles computation [2], and deep learning
recognition algorithms [3–14] such as deep convolutional
neural network recognition algorithm. In the track and field
competition of humanoid robot, single-line or double-line
noncontinuous track is often more difficult to identify than
continuous track. In order to solve the problem of rapid and
accurate recognition of single-line noncontinuous track by
robots, this paper comprehensively examines various visual
recognition algorithms and nonvisual recognition algo-
rithms, combined with the lane line detection algorithm
PolyLaneNet [15]; a deep learning algorithm is deployed on
the humanoid robot with low computing power, so that it
can accurately identify the track line in the track and field
competition of humanoid robot, so as to achieve the effect of
high-level competition.

PolyLaneNet algorithm constructs the recognition
problem of lines into the task of polynomial formula analysis
of lines. Common lanes or racetracks can be resolved as an
N-order polynomial (N is the natural number). PolyLaneNet
first puts the image into the deep convolutional neural
network (one of EfficientNet [16, 17], ResNet34 [18],
ResNet50, and ResNet101) for feature extraction and then
the extracted features are postprocessed to obtain the
polynomial formula that can accurately describe the line. It
ensures high recognition accuracy and has high computing
speed. ,e PolyLaneNet algorithm was originally used to
solve the lane line detection problem. Because the lane line
recognition problem in humanoid robot track and field
competition is similar to the lane line detection problem and
even in most cases it is simpler than the lane line problem
(reducing the occlusion of the lane line by the side car, there
are many lanes, there are many types of lane lines, and the
lane line is thicker and more obvious than the lane line and it
is easier to identify), this paper will transplant the
PolyLaneNet algorithm with excellent performance in the
lane line detection problem to the track recognition problem
of humanoid robot track and field competition.

,e single-line noncontinuous track recognition system
designed in this paper consists of two parts: the robot end
and the graphics computing end. ,e graphics computing
end is composed of a computer or GPU (graphics processing
unit) server containing an independent graphics computing
card. After the robot camera captures the real-time picture,
the picture is transmitted to the graphics computing end
through TCP (Transmission Control Protocol) communi-
cation. ,e graphics computing end performs

PolyLaneNet algorithm reasoning on the real-time picture
received by TCP communication and processes the rea-
soning results to obtain the direction vector that the robot
should move next. ,e direction vector is transmitted back
to the robot through TCP communication. ,e robot re-
ceives the direction vector and controls the steering gear to
move.,e average speed and recognition stability of darwin-
op2 robot in this scene have been significantly improved.
Specifically, the darwin-op2 robot runs stably on the track
and field track at its own 0.5 times speed (actual 0.12m/s)
and 0.7 times speed (actual 0.15m/s), which meets the
running requirements of the robot on the track and field
track. And the robot performed well even at full speed, only
occasionally running out of the field. Good performance has
been achieved in many experiments and controls.

2. Relevant Algorithms

2.1. Track Line Recognition Algorithms. In the humanoid
robot track and field race, the teams used various methods to
identify the track line. ,e following will introduce several
common recognition methods in humanoid robot track and
field competition.

To begin with, the first recognition method is based on a
photoelectric sensor. ,e photoelectric sensor has a light
intensity receiving terminal, which can convert the received
light intensity into an electrical signal with analog value. Due
to the difference between the colour of the track line and the
background colour of the track in the race, the reflected light
intensity is different and the analog value converted into
electrical signal is also different. ,e recognition algorithm
based on photoelectric sensor uses the above principle to
recognize the track line and distinguishes the track line from
the track background by distinguishing different simulation
value intervals. ,e disadvantage of this recognition method
is that it is easily affected by the external light intensity
environment, the threshold changes greatly, and the gen-
eralization ability of different light conditions is weak. It
needs to adjust the sensor threshold before each race. And
because of the characteristics of the sensor itself, it cannot
support the rapid movement of the robot and cannot rec-
ognize the discontinuous track.

,e second pixel-by-pixel comparison method is based
on camera. Firstly, the image captured by the camera is
preprocessed by Gaussian filtering, binarization, expansion,
and corrosion to get a binarization image, where the track
line is white and the background is black or the track line is
black and the background is white. ,en, the pixels of the
binary image are traversed according to a certain rule and
the pixel position of the track line in the picture is obtained.
,e disadvantage of this algorithm is that it is easy to form
false recognition to the noise or large area colour block after
image preprocessing; also, the recognition effect of dis-
continuous track is poor.

Furthermore, the connected domain recognition algo-
rithm based on camera is used frequently. Firstly, the image
captured by the camera is preprocessed by Gaussian filtering,
binarization, expansion, and corrosion to get a binary image.
,en, the connected domain of the binary image is identified
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and the largest connected domain is the track line. ,e
lateral offset, inclination angle, and other information of the
track line can be obtained by calculating the connected
domain. ,e algorithm still cannot eliminate the interfer-
ence of large area colour block and the recognition effect of
discontinuous track is also poor.

,e Hough transform algorithm based on camera is also
one of recognition methods. ,e image is preprocessed by
Gaussian filtering, edge detection, and binarization. ,en,
the image is mapped from the Cartesian coordinate system
to the polar coordinate system.,e algorithm takes the local
maximum value, sets the threshold, and filters the noise for
each point in the polar coordinate system. Finally, the points
in polar coordinate system are transformed back to Car-
tesian coordinate system, which is the straight line in the
original image recognized by the algorithm. ,is algorithm
can identify the interference of discontinuous track, immune
noise, and large-area colour blocks and has strong recog-
nition ability for straight lines. However, it is easy to form
false detection for long strip interference and has weak
recognition ability for curves.

2.2. Lane Detection Algorithms. ,e common methods of
track line identification described above all have defects in
different aspects. In this paper, we notice that the recog-
nition of track lines in humanoid robot track and field events
is essentially to find or fit one or more long lines in an ROI
(region of interest) region of the image, which is used to
guide the robot to a certain direction. ,e problem of lane
detection in the field of automatic driving is essentially to
find or fit the lane in an ROI region of the image, which is
used to guide the car to a certain direction. At the same time,
the lane detection is similar to the track recognition; there
are continuous line and discontinuous line, different degrees
of noise interference and occlusion, and real-time problems.
,erefore, this paper considers that the problem of track line
recognition in humanoid robot track and field events and the
problem of lane line detection in automatic driving are
essentially the same kind of problems. ,ey are all used to
identify one or more lines in the ROI region to guide the
direction of movement, which can be solved by the same or
similar methods. ,e problem of lane detection takes the
colour picture as the input and the image segmentation
examples, some points, or parameters as the output. ,is
paper summarizes some common lane detection methods as
follows.

,e traditional lane detection algorithm is mainly based
on Hough transform and the detection method is the same
as the Hough transform detection method mentioned
above. In recent years, with the rapid development of deep
learning and the continuous success of convolutional
neural network in many computers vision tasks, various
research teams gradually move the solution of lane de-
tection problem closer to the deep learning method. At
present, several commonly used lane detection methods
based on deep learning mainly include detection method,
grid method, polynomial regression method, and anchor-
based detection method.

Detection methods mainly include Lanenet [19], Scnn
[20], Sad, and so on. Lanenet algorithm is a classic algorithm
and it is widely used in industry. It belongs to instance
segmentation algorithm, but its disadvantage is that it relies
on clustering and the detection result is unstable. Scnn al-
gorithm is a semantic segmentation algorithm, which uses
the method similar to RNN to learn the spatiotemporal
information. It defines K lines in advance, makes K clas-
sification prediction for each pixel, and finally combines the
points with the same results to get the lane lines to be
detected, but the disadvantage is that the recognition speed is
slow. Sad algorithm is also a segmentation algorithm; its
structure is lighter than Scnn algorithm, so the recognition
speed is faster than the Scnn algorithm, but the recognition
accuracy is relatively low.

,e main idea of the gridding method is to turn the pixel
problem of the image into a cell problem, which is similar to
the idea of downsampling. ,e recognition speed is faster,
but because it is equivalent to reducing the resolution of the
image, the recognition accuracy of the algorithm is low.

Polynomial regression method is to fit the lane line into
an n-order polynomial (n is a natural number). ,e speed of
recognition is faster, but the disadvantage of the polynomial
regression method is that it relies on a priori and has low
flexibility in complex scenes

,e detectionmethod based on anchor point is similar to
the target detection method. Some lines with various angles
are defined in advance and their offsets are learned. ,is
detection method also depends on a priori and has low
flexibility in complex scenes.

3. Algorithm Selection

3.1. $e Original Algorithm. Before carrying the track line
recognition algorithm used in this design, the track line
recognition algorithm used by our team is the pixel-by-pixel
comparison method based on the camera mentioned above.

First, a camera is used to capture an image of the robot
from the first view. ,en, the image is transformed from a
three-channel colour image to a single-channel grey image
and the grey image is binarized according to a certain
threshold (the threshold needs to be adjusted manually
according to the colour and illumination of the competition
venue), so as to change the colour of the track into black and
the colour of the track line into white. ,e transformation
process is shown in Figure 1.

,en, the binary image is divided into two regions (the
height range of the region is adjustable) and the two regions
are compared pixel by pixel to find the track line. After the
lateral offsets of the track lines in the upper and lower re-
gions are obtained, the weighted sum of the two lateral
offsets and the offset are added based on some decision-
making methods. ,e final offset is the lateral offset that the
robot needs to move forward at the next moment.

,e specific process of pixel-by-pixel comparison is to
traverse the pixels of each region from top to bottom. For
each row of pixels, traverse from the middle to both sides.
When three consecutive white pixels are encountered, it is
the track line that meets white (after binarization). ,e
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abscissa position of the pixel is recorded and stored in the array.
After the end of line-by-line traversal, the abscissa of the white
track line found in each line and stored in the array is averaged
and then the abscissa of the middle point in the image is
subtracted to get the average lateral offset of the current area
track. If there is no track in the current area, the lateral offset is
0. ,e time complexity of this method is O (n2).

,e pixel-by-pixel comparison method based on camera
has simple logic and short time consumption, but it compares
the pixels, only identifies the local, and then combines the
results of local recognition to form a global decision. ,e
disadvantage of local recognition is that it is easy to be in-
terfered by noise and large area colour block (as shown in
Figure 2). Once there is interference in the picture which is far
away from the real track line, the final global decision will be
inaccurate. Because of its line-by-line recognition of pixels and
small track area (generally speaking, the camera only captures a
small part of the track in front of the robot), once it encounters
a discontinuous track line, it will not find the track line.

3.2. $e PolyLaneNet Algorithm. In order to reduce or
eliminate the noise and large area colour block interference
and realize the recognition of discontinuous track, we need
an algorithm to recognize the global information and in-
crease the area of the track captured by the robot first person
picture. Common algorithms such as Hoff transform map
Cartesian coordinate system to polar coordinate system,
reorganize all local information, then carry out local rec-
ognition in polar coordinate system and use global in-
formation in disguised way, eliminate noise and nonlong
bar colour block interference, and realize recognition of
discontinuous linear track, but they cannot recognize curve
track better. Convolution neural network can recognize
local information and global information by using many
convolutions check images for several times and extract
higher dimension features, which can fully satisfy the in-
terference of noise and large area colour block and can
recognize not only discontinuous linear track, but also
discontinuous curve track, ,e ability of anti-jamming is
enhanced and the ability of track line recognition is im-
proved. ,e disadvantage is that the calculation is large and
a large amount of data is needed to train the model. After
considering several methods mentioned above, this paper
finally decides to use the method of deep learning (deep
convolution neural network) to identify the track line. ,e
method of deploying the model on PC (personal computer)

and communicating with robot through wireless LAN
(local area network) solves the problem that the computer
human controller cannot bear the convolution neural
network calculation.

,e previous paper lists several different principles and
effects of lane detection methods based on deep learning.
Compared with lane detection in automatic driving, the scene of
track line recognition in humanoid robot track and field race is
simpler (as shown in Figure 3), but it requires higher real-time
performance.,erefore, this paper selects polynomial regression
method, which has faster recognition speed and higher rec-
ognition accuracy, but higher requirements for scene envi-
ronment. ,e PolyLaneNet (lane estimation via deep
polynomial regression) algorithm proposed in 2020 is an ex-
cellent polynomial regression algorithm in lane detection. ,e
theoretical FPS (frames per second) of the algorithm is up to 115
and the accuracy of the algorithm is up to 93% in TuSimple data
set. If it is transplanted to the track line recognition of humanoid
robot track and field race, its high FPS can reduce the time cost
and improve the real-time performance asmuch as possible and
the simpler scene in the track line recognition also reduces the
false detection and missing detection rate of the algorithm and
ensures the accuracy of the recognition. ,erefore, this paper
uses PolyLaneNet algorithm to identify the track line.

4. Algorithm Design Based on PolyLaneNet

4.1. Principle Overview. In practical application, there are
many problems in the recognition of lane line or track line in
track and field competition, such as occlusion, wear, dis-
continuous line, and so on. ,e shape of the line is thin and
long, which leads to sparse supervision signal, which is
difficult to detect. At the same time, the task requires high
real-time. Based on convolutional neural network, the
PolyLaneNet algorithm used in this paper uses ResNet series
network or EfficientNet network as backbones to extract
features from images. ,e extracted features pass through a
layer of full connection layer to get several one-dimensional
vectors; each vector contains the information of the highest
point, the lowest point of a line in the graph confidence
information and polynomial coefficient information. ,e
algorithm structure is shown in Figure 4.

PolyLaneNet expects as input images taken from a
forward-looking vertical camera, and outputs, for each
image, Mmax lane marking candidates (represented as
polynomials), as well as the vertical position h of the horizon
line, which helps to define the upper limit of the lane

(a) (b) (c)

Figure 1: Image processing by pixel comparison method: original image (a), grey image (b), and binary image (c).
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markings. ,e architecture of PolyLaneNet consists of a
backbone network (for feature extraction) appended with a
fully connected layer withMmax+ 1 outputs, being the output 1,
. . .,Mmax for lane marking prediction and the outputMmax+ 1
for h. PolyLaneNet adopts a polynomial representation for the
lane markings instead of a set of points. ,erefore, for each
output j, j� 1, . . ., Mmax, the model estimates the coefficients
pj� {ak,j}Kk� 0 representing the polynomial, shown as follows:

pj(y) � 
K

k�0
ak,jy

k
, (1)

where K is a parameter that defines the order of the poly-
nomial. As illustrated in Figure 4, the polynomials have
restricted domain: the height of the image. Besides the
coefficients, the PolyLaneNet estimates, for each lane
marking j, the vertical offset sj, and the prediction confidence
score cj∈[0, 1]. In summary, the PolyLaneNet model can be
expressed as follows:

f(I; θ) � pj, sj, cj 
Mmax

j�1 , h , (2)
where I is the input image and θ is the model parameters. At
inference time, as illustrated in Figure 4, only the lane
marking candidates whose confidence score is greater than
or equal TO a threshold are considered as detected.

4.2. Backbone Process. ,e original meaning of backbone is
human backbone and then extended to themeaning of pillar,
core, and so on. Backbone represents the foundation of the
whole model in deep learning, because the subsequent tasks
such as classification, detection, and generation are based on
the extracted features, so in the visual field, backbone is the
process of image feature extraction. In the field of machine
vision, depth convolution neural network is mainly used to
extract image features. Convolution neural network uses
convolution check image of specified size to convolute and
obtains image texture and other features and then uses these
features for various postprocessing. Convolution neural

(a) (b)

Figure 3: Lane detection pending image (a) and track detection pending image (b).
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Figure 4: PolyLaneNet structure diagram.
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Figure 2: Image processing with noise and colour block: original image (a), grey image (b), and binary image (c).
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network uses back propagation, gradient descent, and other
methods to learn and update the parameters of convolution
kernel and the weight parameters of convolution kernel do
not need to be adjusted manually. Due to the strong non-
linear modelling ability of neural network, convolutional
neural network can solve most problems in many applica-
tion scenarios. ,e basic structure of convolutional neural
network is shown in Figure 5.

PolyLaneNet algorithm takes ResNet series network or
EfficientNet series network as the backbone of the model for
feature extraction. ResNet network and EfficientNet network
belong to deep convolution neural network. ,e ResNet
series network realizes the deeper development of the net-
work through the “residual unit,” which enables the network
to recognize more advanced features. ,e EfficientNet series
network comprehensively improves the depth, width, and
resolution of the input image of the network and uses the
network structure search method to search the network
structure, so as to obtain the results of low resource con-
sumption, high efficiency, and low-cost network with high
recognition accuracy.

4.3. Posttreatment Process. ,e input image is transformed
into a one-dimensional vector with the length of (6 ∗ n+ 1)
after feature extraction by the depth convolution neural
network in the backbone. We transform it into a two-di-
mensional feature of 7 ∗ n (7 one-dimensional vectors) for
output, which contains the information of N lines. ,e
information of each line includes four polynomial coeffi-
cients, one ordinate of the lowest point, one ordinate of the
highest point, and one confidence level. After several steps of
postprocessing, we need to use an array of points to rep-
resent the recognized line.

First of all, we filter out the vector that does not recognize
the line (the vectorwith the confidence of 0) and leave the vector
that recognizes the line (because this system does single track
identification, only the vector with the highest reliability is
retained). ,en, we traverse these vectors, extract the vertical
axis coordinates of the highest point and the lowest point of
each line, construct an array of 100 based on the two vertical
coordinates, and divide its height into 100 equal parts.,en, we
fit the line according to the four polynomial coefficients and the
array with a length of 100 and combine the abscissa calculated
with the ordinate divided into 100 parts to form 100 coordi-
nates, which represent the specific shape of the line we fit.

Finally, the decision-making process of the fitted line is
carried out. We take the highest point, the middle point, and
the lowest point to calculate the weighted difference and get the
direction vector which needs to control the robot at the next
moment and send it to the robot throughTCP communication.

,e whole postprocessing flow chart is shown in
Figure 6.

5. Realization of the Discontinuous
Track System

5.1. System Flow. Because the computing power of cm740,
the core control board of darwin-op2 robot, is not enough to

support PolyLaneNet algorithm for reasoning, the gtx1650
super graphics card on PC is used for model reasoning. ,e
information transmission between robot and PC is sup-
ported by wireless LAN.

,e single-line discontinuous track recognition system
of the whole robot consists of discontinuous track, robot, PC
terminal, and a local area network, as shown in Figure 7.

Because the communication between robot and PC requires
high stability and UDP (User Datagram Protocol) communi-
cation has the problem of packet loss, we choose more stable
TCP communication instead of UDP communication.

,e whole operation process of the system is as follows:

(i) ,e robot and PC handshake in LAN to establish
TCP communication.

(ii) ,e robot camera captures the single track picture
from the first perspective, packages the picture into
a socket package, and transmits it to the PC
through TCP communication.

(iii) After receiving the socket packet, the PC transc-
odes the data into pictures.

(iv) On the PC side, the transcoded image is put into
the PolyLaneNet algorithm for forward reasoning
and N one-dimensional vectors are obtained after
feature extraction by backbone.

(v) ,e PC end carries on the postprocessing to the N
one-dimensional vectors obtained from the for-
ward reasoning, fits the array which can represent
the track line, and extracts the coordinates of the
highest point, the middle point, and the lowest
point of the track line.

(vi) ,e PC end calculates the coordinates of the
highest point, middle point, and lowest point of the
extracted track line, obtains the direction vector of
the track line (that is, the direction vector that the
robot needs to move at the next moment), and
packages it into a socket package, which is sent to
the robot through TCP communication.

(vii) After receiving the socket packet, the robot
transcodes the data into an array vector and
transmits the value of the vector to the API that
controls the robot to run in the specified direction.

(viii) At the next moment, the robot camera will con-
tinue to capture the single track picture from the
first perspective and repeat steps 2–7.

,e operation flow chart of the system is shown in
Figure 8.

5.2. Data Set. In this paper, 3141 images with common floor
as the track and 5 cm purple line as the track line are col-
lected and the RGB three channels are rearranged and
combined and a data set of 18846 images is obtained. ,e
data set is shown in Figure 9.

On the PC side, the image is first scaled to 640 ∗ 360 for
saving and the data set is shown in Figure 9. ,en, the image
is annotated with “Label Me” annotation software. Each
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picture is marked with 7 points to represent the track line, as
shown in Figure 10.

6. Results and Optimization

6.1. Preliminary Results. ,e system is tested on a green
track and 5 cm wide white track. In order to ensure the
stability of recognition, the half speed of the normal speed
(0.24m/s) of the robot is used to test and the average speed is
about 0.11m/s. ,e average speed is about 0.14m/s and the
recognition stability is poor. Finally, the normal speed is
used to test, the average speed is about 0.15m/s, and the

recognition stability is very poor. ,e FPS of the system in
three cases is always 6–9. ,e experimental results are
summarized in Table 1.

6.2. Increasing the FPS of the System. According to the
preliminary results, it can be seen that the FPS of the system
is very low, which leads to the slow reaction speed of the
robot, resulting in its frequent off track. ,is problem can
be alleviated and solved by reducing the movement speed
of the robot and the time consumption in the system
program. ,e generalization ability of the system is poor
and the robot can only recognize the green track and white
track line. If the colour of the track or track line is changed,
the robot cannot recognize it. ,is problem can be solved
by using more data sets for training and normalizing the
colour of the screen.

Because the ultimate goal of humanoid robot track and
field competition is to reach the destination with the fastest
speed and reducing the robot’s movement speed can en-
hance the stability, but it is contrary to the ultimate goal, this
method can cure the symptoms but not the root cause.
,erefore, it is necessary to improve the system FPS by
reducing the time consumption of the system program.
,rough the separate detection of the time consumption of
each process of the system, it is found that the most time-
consuming process is the TCP communication transmission
picture part, the postprocessing part of the PC algorithm,
and the control part of the robot movement. Because the part
that controls the robot’s movement calls the underlying API
directly, it cannot be optimized, so this paper attempts to
optimize the TCP communication part and the algorithm
postprocessing part.

In this paper, the main details of the screen are not
lost and the recognition accuracy rate is not affected.
Firstly, the image is reduced from 320 ∗ 240 to 40 ∗ 22
resolution and then packaged into socket packet for
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Figure 5: Basic structure of convolutional neural network.
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transmission. ,is greatly reduces the amount of data
when TCP communication transmits the picture, thus
greatly shortening the transmission time.After the image
is compressed, the proportion can be reduced by half.

While the main information of the image is retained, the
data quantity changes to 0.01146 times of the original,
which makes the time consuming of transmission picture
greatly reduced.

TCP

Figure 7: Schematic diagram of track and field competition between the robot and PC.
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Figure 8: System flow chart.
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Figure 9: Filtered and scaled data set.
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,e results after system optimization are shown in
Table 2.

It can be seen that the average speed, recognition sta-
bility, and system FPS of the robot in this scene have been
significantly improved, which meets the requirements of the
robot running on the track and field track.

7. Conclusions

,is design uses the method based on deep learning (deep
convolution neural network) to detect the single line, curve,
continuous, and discontinuous track line in humanoid robot
track and field race. It is found that the essence of the track
line detection problem in humanoid robot track and field
race is the same as that in automatic driving. ,erefore, the
solution of lane detection in automatic driving is applied to
the problem of track detection in humanoid robot track and
field events. ,e high-FPS and high-precision PolyLaneNet
model is selected to detect the single track continuous and

discontinuous track lines in track and field events. ,anks to
the strong nonlinear modelling ability of deep neural net-
work, the system can recognize the first-person image of
robot directly and avoid all kinds of problems in traditional
line detection methods (poor stability, unable to recognize
curves, discontinuous lines, etc.). However, due to the
limited computing power of the cm740 controller of darwin-
op2 robot, it is unable to directly carry the deep neural
network. ,erefore, this system uses the method of working
with the robot on the PC side, deploys the
PolyLaneNet algorithmwith high computing power demand
on the PC side, uses the LAN to connect the PC side and the
robot, and transmits data through stable TCP communi-
cation. It makes it possible for darwin-op2 robot equipped
with weak computing power controller to use deep learning
correlation algorithm and also provides ideas and solutions
for deploying deep learning correlation algorithm on similar
low computing power robots.

Subsequently, we will solve the problem of noise in the
result vector obtained by the PolyLaneNet algorithm of the
picture captured by the camera due to strong jitter during
robot running and we can alleviate and solve the problem by
using Kalman filter and other methods for the result vector
obtained by the PolyLaneNet algorithm. Using dynamic
information, Kalman filter can not only filter out the noise
caused by picture jitter, but also predict the guidance di-
rection of the track line at the next moment. ,eoretically, it
can alleviate the noise problem caused by strong picture
jitter to a certain extent.
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Figure 10: Labeling data sets.

Table 1: Summary of experimental results.

,eoretical velocity Actual average speed Off track times FPS
0.5 times speed 0.11m/s 1 6–9
0.7 times speed 0.14m/s 3 6–9
1 time speed 0.15m/s 6 6–9

Table 2: Summary of experimental results after system
improvement.

,eoretical
velocity

Actual average
speed

Off-track
times FPS

0.5 times speed 0.11m/s 0 12–15
0.7 times speed 0.14m/s 0 12–15
1 time speed 0.15m/s 1 12–15
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Reducing mineral processing water costs and freshwater consumption is a challenging task in the mineral processing water
distribution (MPWD). *e work presented in this paper focuses on two aspects of the MPWD optimization model and the
MPWD optimization method. To achieve MPWD optimization effectively, a nonlinear constrained multiobjective model is built.
*e problem is formulated with two objectives of minimizing the mineral processing water costs and maximizing the amount of
recycled water. In this paper, an optimization method named enhancing the multiobjective artificial bee colony (EMOABC)
algorithm is proposed to solve this model.*e EMOABC algorithm uses four strategies to obtain the Pareto-optimal solutions and
to achieve the MPWD optimal solutions. With the three benchmark functions, the EMOABC algorithm outperforms the other
two widely used algorithms in solving complex multiobjective optimization problems.*e EMOABC algorithm is then applied to
two cases. Results have shown that the proposed algorithm has the ability to solve the MPWD optimization model. *e developed
model and the proposed algorithm provide decision support for the actual MPWD problem.

1. Introduction

Mineral processing is the process of obtaining the raw
materials for smelting and consumes large amounts of water.
For water distribution, the decision-makers in mineral
processing plants need to make decisions concerning dif-
ferent objectives, such as water costs and freshwater mini-
mization, to maximize the comprehensive benefits of
mineral processing plants.*e solution to the multiobjective
optimization problem often results from both an optimi-
zation model and an optimization algorithm. *us, this
paper focuses on solving mineral processing water distri-
bution (MPWD) optimization problems from these two
perspectives.

Over the years, many works have examined the water
distribution optimization problem and presented many
mathematical models and conventional methods such as
linear programming [1, 2], nonlinear programming [3], and
integer linear programming [4], which have been applied to
solve the problem. However, these methods suffer from
severe limitations in handling discreteness, nonlinearity,

complex constraints, and local convergence [5]. To over-
come the limitations of classical optimization methods, the
heuristic methods have been proposed to solve water dis-
tribution optimization, such as simulated annealing (SA)
algorithms [6, 7], genetic algorithms (GA) [5, 8, 9], differ-
ential evolution (DE) algorithms [10–12], particle swarm
optimization (PSO) [13–15], ant colony optimization (ACO)
[16–18], strength Pareto evolutionary algorithm (SPEA)
[19], and shuffled frog leaping algorithm (SFLA) [20, 21].
Despite the success of these heuristic methods in certain
aspects, they have not been applied to solve MPWD
problems. Currently, MPWD problems are mainly based on
manual scheduling. *erefore, building MPWD model and
applying heuristic methods to solve the model represent an
important issue of our current concern.

Heuristic methods have been widely used in various
fields [22–25]. *e artificial bee colony (ABC) algorithm is a
relatively new heuristic method that has been proven to be
an excellent competitor in multiobjective problems [26].
Several multiobjective ABC algorithms (MOABCs) have
been proposed for multiobjective problems [27–29].
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However, compared to the huge in-depth studies of other
heuristic methods, such as nondominated sorting genetic
algorithm II (NSGA-II) [30] and multiobjective particle
swarm optimization (MOPSO) [31], on multiobjective
problems, improving the performance of MOABCs is still a
challenge.

MPWD is a complex process in which interrelated
factors are multiple. In addition to meeting the total amount
of mineral processing water, many factors, such as the flow
of the water source, the pressure of the water source, and
maximizing the use of recycled water, need to be considered.
*e traditional linear model is difficult to describe the re-
lationship between these complex factors for MPWD with
the above characteristics and cannot treat multiple con-
straints appropriately.

*e purpose of this paper is to build a nonlinear and
multiobjective model for MPWD and to develop an
MOABC algorithm for solving the MPWD optimization
problem. *e MPWD optimization model has two objec-
tives: one objective is to minimize mineral processing water
costs, and the other objective is to maximize the amount of
recycled water. *e proposed MOABC algorithm called
enhancing multiobjective artificial bee colony (EMOABC)
algorithm integrated multiple strategies to improve its
performance. *erefore, some of the contributions of this
paper are as follows:

(1) *e developed model for MPWD is the nonlinear
model that has two objective functions

(2) *e proposed EMOABC algorithm can improve the
population diversity and obtain better global
convergence

*e rest of the paper is organized as follows: In Section 2,
the MPWD optimization model is built. Section 3 first gives
a review of the basic ABC algorithm and then proposes the
EMOABC and presents the results of the EMOABC algo-
rithm compared with other algorithms on three widely used
benchmark functions. In Section 4, the implementation of
the EMOABC on the MPWD optimization problem is
presented. Section 5 outlines the conclusions.

2. MPWD Model

According to categories of water source, the mineral pro-
cessing water can be divided into fresh water，tailings
water, clean water, and in-plant water, and they are from
rivers and lakes, tailings reservoirs, wastewater treatment
plants, and in-plant recycled systems, respectively (Figure 1).
*e cost of using the tailings water, the clean water, and in-
plant water is relatively high for proper treatment and long-
distance transmission before entering into the mineral
processing plant. Although the cost of using fresh water is
very low due to no treatment required, it is important to
minimize the use of fresh water for environmental reasons.
Mineral processing water becomes wastewater after mineral
processing. *eMPWD problem in this paper is to optimize
two competing objective functions simultaneously, mini-
mizing the mineral processing costs and maximizing the
amount of recycled water including tailings water, clean

water, and in-plant water, while satisfying several equality
and inequality constraints. Generally, the problem is for-
mulated as follows.

2.1. Decision Variable. *e vector of the mineral processing
water is expressed as Q, including the freshwater as Q1,
tailings water as Q2, clean water as Q3, and in-plant water as
Q4. *e mineral processing water except freshwater is called
the recycled water. *e vector of the recycled water is
expressed as Q′ � Q′|Q2 ∪Q3 ∪Q4 . qi is a flow of the ith
water source; a, b, c, and n are positive integers, and n is the
number of water sources. Decision variables are defined as
follows:

Q � q1, q2, . . . , qn( ,

Q1 � q1, q2, . . . , qa( ,

Q2 � qa+1, qa+2, . . . , qb( ,

Q3 � qb+1, qb+2, . . . , qc( ,

Q4 � qc+1, qc+2, . . . , qn( .

(1)

2.2.ObjectiveFunction. Let ci be the cost coefficient of the ith
water source; its meaning is the total power consumption
required to lift one meter per unit volume of water. *en the
mineral processing water costs in a certain hour are
expressed as

C(Q) � 
n

i�1
ciqi 100pi + hi( , (2)

where hi is the elevation difference of the ith water source;
the integer 100 is used for unit conversion. pi is the pressure
of the ith water source. Equation (2) also can be transformed
into

C(Q) � 

n

i�1
ciqi 100f qsum, qi, qiqj  + hi , (3)

where f(qsum, qi, qiqj) is the macro model of the water
supply network. *is qsum is the total flow of mineral
processing water required in the mineral processing plant.

*e yields of freshwater are low, but its prices are high.
So it is important for cost reduction that the recycled water is
used in mineral processing. While the total water con-
sumption of mineral processing is met, the recycled water
should be used in mineral processing as much as possible.
*e amount of the recycled water used in mineral processing
can be expressed as

M Q′(  � M qa+1, qa+2, · · · , qn(  � 

b

i�a+1
αiqi + 

c

i�b+1
βiqi + 

n

i�c+1
χiqi,

(4)

where α is the penalty factor of tailings water; β is the penalty
factor of clean water; and χ is the penalty factor of in-plant
water.
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2.3. Constraint Condition. *e sum of the flow from the
water source should be equal to the total flow of mineral
processing water required in mineral processing:



n

i�1
qi � qsum. (5)

Each water source should be between the maximum and
minimum water supply capacity:

q
min
i ≤ qi ≤ q

max
i i � 1, 2, · · · , n , (6)

where qmax
i and qmin

i are upper and lower limits for the flow
of the ith water source.

To ensure efficient transmission, the output pressure of
each water source should be restricted as follows:

p
min
i ≤pi ≤p

max
i i � 1, 2, · · · , n , (7)

where pmax
i and pmin

i are upper and lower limits for the
pressure of the ith water source. Equation (7) also can be
transformed into

p
min
i ≤f qsum, qi, qiqj ≤p

max
i i � 1, 2, · · · , n . (8)

To ensure the pressure requirements of the mineral
processing plant, there should be a lower limit for the
pressure at the control point.

cpi ≥ cp
min
i i � 1, 2, · · · , n , (9)

where cpi is the pressure at the control point of the ith water
source; cpmin

i is lower limit for the pressure at the control
point of the ith water source. Equation (9) also can be
transformed into

f′ qsum, qi( ≥ cpmin
i , i � 1, 2, . . . , n , (10)

where f′(qsum, qi) is the macro model of the pressure
control point.

2.4. FinalModel. In summary, the water optimization model
for the mineral processing plant is a two-objective opti-
mization model and its final model is expressed as follows:

min C(Q){ }, max M Q′(  ,

s.t.


n

i�1
q1 � qsum,

q
min
i ≤fi ≤ q

max
i , i � 1, 2, . . . , n,

p
min
i ≤f qsum, qi, qiqj ≤p

max
i , i � 1, 2, . . . , n,

f′ qsum, qi( ≤ cpmin
i , i � 1, 2, . . . , n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

3. Enhancing Multiobjective Artificial Bee
Colony Algorithm

With the above model and constraints, the appropriate
optimization algorithm is applied to optimize the MPWD
problem. In this study, an EMOABC algorithm was pro-
posed to solve the developed MPWD model.

3.1. Basic ABC Algorithm. ABC algorithm is a swarm in-
telligence optimization method proposed by Karaboga to
simulate the process of bees searching for nectar [32]. In the
framework of the artificial bee colony algorithm, the location
of the food source represents the possible candidate solu-
tions of the problem to be optimized, the number of nectars
in the food source represents the fitness (objective function
value) corresponding to the candidate solutions, and the size
of the bee colony is equal to the number of solutions. *e
basic structure of the ABC algorithm can be divided into the
four following stages.

*e first is initial stage, where ABC algorithm randomly
generates a matrix X� [xij]N×D, N is the population size and
represents the number of candidate solutions, and D is the
number of solution parameters, i ∈ (1, 2, . . ., N), j ∈ (1, 2, . . .,
D). D-dimensional vector Xi � [xi1, xi2, . . ., xiD] is one of the
candidate solutions. xij are randomly generated by

xij � x
min
j + randj x

max
j − x

min
j , (12)

where xmax
j and xmin

j are the upper and lower bound con-
straints of the jth variable of Xi, respectively, and rand j is a
uniformly distributed random number within the range [0,
1].

*e second is employed bee stage, where an employed
bee is to modify and generate a new candidate solution based
on the currently collected information, as well as to calculate
its fitness. If the fitness of the new candidate solution is
higher than the fitness of the original candidate solution, the
new candidate solution replaces the original candidate so-
lution; otherwise, the original candidate solution is retained.
After all employed bees complete the search task, they share
the information on the location of the food source (can-
didate solution) and the amount of nectar (fitness) they
found with onlooker bees. *e new candidate solution is
generated by

vij � xij + φij xij − xkj , (13)

where k and j are randomly chosen indexes, k≠ i. φij is a
random number in the range [−1, 1].*e fitness of a solution
can be defined as

fit Xi(  �

1
1 + f Xi( 

, if f Xi( > 0,

1 + f Xi( 


, if f Xi( ≤ 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(14)

*e third is onlooker bee stage, where onlooker bees
assess the fitness of candidate solutions passed from the
employed bee and then select food sources based on the
probability corresponding to the amount of nectar. In this
case, the onlooker bee updates the candidate solution based
on the original candidate solution and calculates its fitness; if
the fitness of the new candidate solution is higher than the
original candidate solution, the new candidate solution
replaces the original candidate solution; otherwise, the
original candidate solution is retained. *e probability of a
food source chosen by an onlooker bee can be calculated by
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pi �
fit Xi( 


N
i�1 fit Xi( 

. (15)

*e fourth is scout bee stage; if the nectar of the dis-
covered food source is too inferior to find better solutions
several times in a row (“limit” is denoted as the maximum
number of times), it will be replaced by a new food source
that a scout bee randomly found, and then the new food
source is generated by (12).

3.2. Proposed Method. *is section presents a detailed de-
scription of the proposed EMOABC algorithm. It can be
observed from the literature that this approach to mineral
processing water has not yet been extensively explored.

Inspired by the idea of NSGA-II algorithm [30] and
DNSPSO algorithm [33], in this paper, the EMOABC is
integrated with a series of multiobjective optimization
strategies. It includes four important multiobjective strate-
gies: noninferior ranking strategy, Pareto-optimal strategy,
crowding distance strategy, and search strategy to evaluate
the food source location multiobjectively and select the
nondominated solution, so they are presented as follows:

(1) Noninferior ranking strategy: all individuals in the
population that are not dominated by other solutions
(noninferior solutions) are defined as rank 1; that is,
the virtual fitness of the individual is 1; then these
individuals are removed from the population, and
new noninferior solutions are identified from the
remaining individuals, which are defined as rank 2;
that is, the virtual fitness of the individual is 2; the
above process is repeated until all individuals in the
population have been assigned the corresponding
rank. By storing the current solution and all the
individuals in the population in a hierarchical
manner, the high-performance individuals can have
a higher probability of survival and the population
rank can be improved rapidly.

(2) Pareto-optimal strategy: the Pareto set is multiple
viable solutions, which can provide multiple viable
solutions in the supply of water to the mineral
processing plant and can also reduce supply effi-
ciency. Manual Pareto selection suffers from a va-
riety of subjective uncertainties, which can make the
selected solution less than optimal.
Define a function ηi, representing the proportion of
the ith objective function value of a solution in the
Pareto set that is located along the direction of that
objective function in front of the Pareto. *e
function ηi is expressed as

ηi �

1, Vi ≤V
min
i

V
max
i − Vi

V
max
i − V

min
i

, V
min
i ≤Vi ≤V

max
i

0, Vi ≥V
max
i

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

, (16)

where Vmax
i and Vmin

i are the maximum and mini-
mum values of the ith objective function in the
Pareto set, respectively; Vi is the function value of the
ith objective function. For each noninferior solution
k, the normalized membership function ƞk is cal-
culated by the following equation:

ηk
�


Nob

i�1 ηk
i


M
j�1 

Nob

i�1 ηj

i

, (17)

where M is the number of noninferior solutions in
the Pareto set, and Nob is the number of objective
functions. *e larger the value of ƞk, the better the
performance of k in coordinating multiple ob-
jective functions. Sorting the Pareto set by the ƞk
value gives a priority sequence of noninferior
solutions.

Mineral
processing

water

Waste
water

In-plant recycled
systems

Tailings
reservoirs

Wastewater
treatment plants

Rivers and lakes

Mineral processing plant

In-plant water

Fresh water

Clean water

Tailings water

Mineral
processing

Figure 1: *e composition of water source in the mineral processing plant.
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(3) Crowding distance strategy: the crowding distance is
used to estimate how dense a solution is with other
solutions around it. For each objective function, the
set of noninferior solutions is sorted by the objective
function value; then, for each solution x, the sum of
the two sides of the rectangle formed by the solutions
x+ 1 and x− 1 is calculated; the final result is the
crowding distance xdist of the solution x. *e
crowding distance of the boundary solution is
infinite. When two solutions have the same rank (i.e.,
the same virtual fitness), the superiority of the two
solutions can be compared by the crowding distance.
It can be seen that x individual is superior to y in-
dividual when and only when xrank< yrank or
xrank � yrank and xdist> ydist.

(4) Search strategy: as one of the most representative
variants, DNSPSO algorithm is characterized by
introducing a global NS operator [33]. *erefore, the
search strategy in this paper also adds that operator,
and it can be expressed as follows:

vij � r1xij + r2xbest + r3 xaj − xbj , (18)

where r1, r2, and r3 are three mutually exclusive
numbers which are randomly chosen from (0, 1), and
they have to meet another condition: r1 + r2 + r3 �1;
xbest is the global best solution of the entire pop-
ulation; the indices a and b are mutually exclusive
integers randomly chosen from (1, 2, . . ., N), and
they are different from the base index i. It is necessary
to point out that r1, r2, and r3 are generated anew in
each generation, but they are kept the same for all
dimensions in each generation. Once the trial so-
lution is generated, its associated food source has to
compete with it for entering the next generation. It
implies that the one with a better fitness value has the
chance to survive.

Combining the above multiobjective strategies and the
ABC algorithm, the basic flow of the EMOABC algorithm is
shown in the following:

Step 1: set the number of solution parameters (D), the
number of populations (N), the maximum number of
cycles (MNC), and “limit” value; randomly generate
candidate solutions (X= [xij]N×D).
Step 2: calculate the fitness of each objective function,
noninferior rank, and the crowding distance.
Step 3: randomly select two solutions and choose the
better storage solution. In this way,N/2 better solutions
are selected.
Step 4: search in the manner of equation (10) to pro-
duce N/2 solution, and if there is a solution beyond the
boundary, it is placed on the boundary.
Step 5: identify the better N solutions from the pop-
ulation of steps 3 and 4 according to noninferior rank
and the crowding distance.

Step 6: generate N new solutions by equation (15), and
if there are any solutions beyond the boundary, they are
placed on the tenth boundary.
Step 7: select the better N solutions to form a new
population according to noninferior rank and the
crowding distance from the solutions in steps 1, 3, and
6.
Step 8: determine if the termination condition is met; if
so, output the Pareto front; otherwise, go to step 2.
Step 9: arrange all solutions in the Pareto-optimal set,
using equations (13) and (14), and then export a pri-
ority list of solutions.

3.3. Performance of the Proposed Algorithm. To verify the
effectiveness of the EMOABC proposed in this paper, its
performance is compared with those of NSGA-II and
MOPSO. Convergence and diversity are usually chosen as
evaluation criteria, and their specific mathematical expres-
sions can be found in the literature [30, 31]. To ensure the
fairness of algorithm testing, the size of the initial population
N is set to 60 and the maximum number of cycles is 1000 for
all algorithms on each test function. To achieve the best
performance of the other two algorithms, their control
parameters were set using the recommended values from the
corresponding original literature. For EMOABC, the limit
was set to 0.6×D×N. To avoid the adverse effect of ran-
domness on algorithm evaluation, each algorithm was run
30 times independently, and the mean value and the stan-
dard deviation of convergence and diversity were calculated,
and the results of each algorithm for three benchmark
functions ZDT1, ZDT2, and ZDT3 are shown in Table 1.
Detailed expressions of ZDT1, ZDT2, and ZDT3 can be
found in the literature [30]. *ree algorithms have been run
in MATLAB R2020a on a personal computer with Core 2
Duo 2.13GHz processor and 4GB memory.

From Table 1, the best values have been marked in bold.
In terms of diversity, compared to other algorithms, the
EMOABC algorithm obtained the most uniform Pareto
front for each test problem with good distribution charac-
teristics, indicating that the EMOABC algorithm has ob-
vious advantages in distribution characteristics; in terms of
convergence, for the ZDT3 problem, the EMOABC algo-
rithm performs slightly worse than the NSGA-II algorithm
but better than the MOPSO algorithm. Besides, the standard
deviations of convergence and diversity obtained by the
EMOABC algorithm are small, indicating that this algorithm
is more stable and can almost always converge to the optimal
nondominated frontier within the maximum number of
cycles, which proves the effectiveness of the EMOABC al-
gorithm to obtain a wider, uniform, and realistic Pareto
solution set frontier.

Table 1 cannot completely reflect the results obtained by
three algorithms; for this reason, and Figure 2 shows the
noninferior optimal solution sets of three benchmark
functions obtained by three algorithms.
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As can be seen in Figure 2, the Pareto-optimal solutions
of the EMOABC algorithm on ZDT1–3 can approximate the
theoretical Pareto-optimal solution of each function very
well, which has especially a good distribution. *is exper-
imental result once again verifies the effectiveness and ad-
vancement of the EMOABC algorithm for themultiobjective
optimization problem.

4. Simulation and Discussion

*e proposed method has been applied to two cases of
mineral processing plants with different water sources and it
is compared with MOPSO and NSGA-II to solve this
problem. Parameters settings for three algorithms applied to
two cases are the same as those set in Section 3.3.

4.1. Case 1. Case 1 is that the proposed algorithm is applied
to the MPWD model based on mineral processing supplied
by four water sources. *e parameters about upper and
lower limits for Case 1 are shown in Table 2, where 1
represents freshwater, 2 represents tailings water, 3 repre-
sents clean water, and 4 represents in-plant water. For
recycled water, the lower cost with water source should be
used first. In Case 1, since c2< c4< c3, set the penalty factor
α� 3, β� 14, and χ � 8. *e macro model, which uses his-
torical data as a sample, is built by a stepwise regression
approach [34]. *e macro model of the water supply net-
work and the macro model of the pressure control point in
Case 1 are given in Tables 3 and 4, respectively.*e following
macro models (in Tables 3–6) are all simulation models.

To optimize both mineral processing water costs and the
amount of recycled water simultaneously, the proposed
EMOABC algorithm has been applied in the MPWD model
with qsum � 3000 and 4000. *e five best solutions and best
ƞk are summarized in Tables 7 and 8.*e higher the value of
ƞk for a solution, the higher the priority of the solution.
From Table 7, we can see that C (Q) in S2 and S3 is slightly
different, but q1–q4 in S2 and S3 are completely different.
Also, the difference between q1–q4 in S2 and S5 is not sig-
nificant, but the difference of C (Q) in S2 and S5 is obvious.
*e above denotes that a set of optimal solutions are ob-
tained by the proposed EMOABC algorithm. *e com-
parison between Tables 7 and 8 shows that when qsum rises

from 3000 to 4000, q1, q2, q3, and q4 increase accordingly,
while q3 generally declines. q2 increases the most due to its
low cost, and the decline in q3 is due to its high cost. *e
results of using EMOABC algorithm to schedule the flow of
different water sources are consistent with those of manual
regulation.

*e MPWD model is solved using EMOABC, NSGA-II,
and MOPSO. A comparison of the results obtained by three
algorithms is shown in Table 9. It is seen that the EMOABC
algorithm yields a lower cost of mineral processing water
and a higher amount of recycled water (in bold) than the
other two algorithms.

From Figure 3, it can be observed that EMOABC can
discover a well-distributed and diverse solution set for this
problem, while the other two algorithms only find some
sparse distributions.

4.2. Case 2. Case 2 is that the proposed algorithm is applied
to the MPWD model based on mineral processing supplied
by six water sources. *e parameters about upper and lower
limits for Case 2 are shown in Table 10, where 1 represents
freshwater no. 1, 2 represents freshwater no. 2, 3 represents
tailings water no. 1, 4 represents tailings water no. 2, 5
represents clean water, and 6 represents in-plant water. For
recycled water, the water source with a lower cost should be
used first. In Case 2, since c3< c4< c6< c5, set the penalty
factor α1 � 3, α2 � 4, β� 14, and χ � 8. *e macro model of
the water supply network and the macro model of the
pressure control point in Case 2 are given in Tables 5 and 6.

In this case, C (Q) andM (Qʹ), two competing objectives,
are optimized simultaneously by the EMOABC algorithm,
and the five best solutions are shown in Tables 11 and 12.
From Tables 11 and 12, the convergence of the solutions in
Case 2 is as good as that in Case 1. It is worth noting that as
the number of water sources increases, the water selection
options are diverse. A comparison of the results obtained by
MOPSO, NSGA-II, and EMOABC in Case 2 is shown in
Table 13. From Table 13, we can observe that the EMOABC
algorithm obtains the optimal solution (in bold) in Case 2
similar to Case 1.

Figure 4 shows the distribution of nondominated
solutions obtained by NSGA-II, MOPSO, and EMOABC
in Case 2. It is seen from them that EMOABC spreads well

Table 1: *e comparable results between EMOABC, NSGA-II, and MOPSO.

Criteria Algorithm ZDT1 ZDT2 ZDT3

Convergence

EMOABC Mean 3.6239e− 3
2.3514e− 2

2.2485e− 2
2.6594e− 1

6.3256e− 2
2.6585e− 3Std

NSGA-II Mean 3.9635e− 3
2.6985e− 2

2.9651e− 2
2.9985e− 1

5.5883e− 2
1.4154e− 3Std

MOPSO Mean 4.1265e− 3
3.6517e− 2

2.8654e− 2
3.9914e− 1

7.9562e− 2
3.1953e− 3Std

Diversity

EMOABC Mean 6.6263e− 3 5.6156e− 2 3.6989e− 2
Std 4.5696e− 4 4.2654e− 3 2.5359e− 3

NSGA-II Mean 3.3659e− 2 3.4889e− 1 3.7569e− 1
Std 5.6387e− 2 3.1245e− 1 3.1245e− 2

MOPSO Mean 6.9159e− 2 7.6385e− 2 4.7646e− 1
Std 5.4512e− 2 6.2589e− 3 3.6632e− 2
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Figure 2: *e comparable Pareto front obtained by three algorithms.

Table 2: Related parameters in Case 1.

Water sources qmin
i (m3/h) qmax

i (m3/h) pmin
i (MPa) pmax

i (MPa) hi (m) ci ($/m
3) cpmin

i (MPa)

1 100 1000 0.15 0.95 15 0.11 0.13
2 120 3000 0.18 0.86 56 0.24 0.14
3 110 2000 0.17 0.93 26 0.46 0.13
4 95 1500 0.16 0.74 5 0.32 0.11

Table 3: Related macro model of water supply network in Case 1.

Water sources f(qsum, qi, qiqj)

1 0.145 + 2.618 × 10− 9 × q21 + 3.698 × 10− 9 × q23 + 6.594 × 10− 8 × q2q3 + 2.365 × 10− 8 × q2sum

2 0.128 + 4.513 × 10− 9 × q21 + 6.485 × 10− 8 × q22 + 2.684 × 10− 10 × q1q2 + 9.264 × 10− 10 × q2sum

3 0.117 + 1.561 × 10− 9 × q23 + 1.248 × 10− 9 × q24 + 5.654 × 10− 9 × q1q4 + 4.589 × 10− 8 × q2sum

4 0.124 + 2.415 × 10− 9 × q24 + 8.261 × 10− 9 × q1q3 + 1.368 × 10− 8 × q2sum

Computational Intelligence and Neuroscience 7
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Table 4: Related macro model of the pressure control point in Case 1.

Water source f′(qsum, qi)

1 0.109 + 1.529 × 10− 9 × q21 + 3.659 × 10− 10 × q2sum
2 0.123 + 4.268 × 10− 8 × q22 + 5.364 × 10− 9 × q2sum
3 0.151 + 7.268 × 10− 10 × q23 + 5.269 × 10− 8 × q2sum
4 0.124 + 6.324 × 10− 8 × q24 + 8.624 × 10− 10 × q2sum

Table 5: Related macro model of water supply network in Case 2.

Water sources f(qsum, qi, qiqj)

1 0.125 + 3.584 × 10− 8 × q21 + 5.629 × 10− 10 × q22 + 2.598 × 10− 9 × q3q4 + 4.268 × 10− 9 × q2sum
2 0.114 + 8.268 × 10− 10 × q22 + 3.628 × 10− 9 × q26 + 6.324 × 10− 9 × q3q5 + 8.529 × 10− 10 × q2sum
3 0.115 + 1.269 × 10− 8 × q23 + 1.562 × 10− 8 × q26 + 4.263 × 10− 9 × q4q5 + 9.264 × 10− 10 × q2sum
4 0.142 + 7.261 × 10− 9 × q24 + 6.826 × 10− 9 × q21 + 5.987 × 10− 9 × q1q3 + 8.154 × 10− 10 × q2sum
5 0.138 + 9.261 × 10− 10 × q25 + 5.698 × 10− 10 × q22 + 4.358 × 10− 9 × q3q6 + 7.569 × 10− 9 × q2sum
6 0.152 + 3.652 × 10− 8 × q26 + 1.268 × 10− 8 × q2q4 + 2.584 × 10− 9 × q2sum

Table 6: Related macro model of the pressure control point in Case 2.

Water source f′(qsum, qi)

1 0.121 + 2.316 × 10− 10 × q21 + 8.362 × 10− 9 × q2sum
2 0.132 + 5.326 × 10− 9 × q22 + 3.958 × 10− 10 × q2sum
3 0.142 + 9.635 × 10− 10 × q23 + 4.369 × 10− 9 × q2sum
4 0.129 + 2.589 × 10− 8 × q24 + 5.241 × 10− 10 × q2sum
5 0.161 + 7.125 × 10− 9 × q25 + 8.629 × 10− 10 × q2sum
6 0.135 + 5.264 × 10− 9 × q26 + 1.259 × 10− 8 × q2sum

Table 7: Five best solutions for Case 1 using the EMOABC (qsum � 3000).

Solutions q1 (m3/h) q2 (m3/h) q3 (m3/h) q4 (m3/h) C (Q) ($/h) M (Qʹ) (m3/h) ƞk
S1 328 1156 875 641 61577 20084 0.0536
S2 396 1297 801 506 61683 19153 0.0534
S3 298 1307 783 612 61681 19779 0.0531
S4 384 1376 752 488 61613 18560 0.0529
S5 395 1298 803 504 61756 19168 0.0528

Table 8: Five best solutions for Case 1 using the EMOABC (qsum � 4000).

Solutions q1 (m3/h) q2 (m3/h) q3 (m3/h) q4 (m3/h) C (Q) ($/h) M (Qʹ) (m3/h) ƞk
S1 422 2120 804 654 103820 22848 0.0546
S2 439 2206 739 616 103450 21892 0.0554
S3 432 2072 824 672 103380 23128 0.0562
S4 398 2218 730 654 103580 22106 0.0558
S5 406 2195 752 647 103790 22289 0.0549

Table 9: *e best solutions for Case 1 using three algorithms.

MOPSO NSGA-II EMOABC
qsum � 3000 qsum � 4000 qsum � 3000 qsum � 4000 qsum � 3000 qsum � 4000

q1 395 419 329 395 384 432
q2 1294 2118 1159 2221 1376 2082
q3 802 807 864 732 752 794
q4 509 656 648 652 488 692
C (Q) 61668 103900 61641 103750 61577 103380
M (Qʹ) 19182 22900 20057 22127 20084 23128
Bold highlights that the algorithm proposed in this paper achieves better results.
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on the optimization problem, the function value obtained
by EMOABC is significantly better than that obtained by
NSGA-II, and MOPSO and EMOABC can find a better
spread and more solutions in the entire Pareto-optimal
region than the other two algorithms. It is indicated that
the proposed algorithm is more effective than the other

algorithms for solving the MPWD problem. Figures 3 and
4 also show that the two objectives of maximizing the
amount of recycled water and minimizing mineral pro-
cessing water costs conflict. As mineral processing water
costs increase, the recycled water consumption decreases,
and vice versa.
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Figure 3: Pareto fronts obtained by NSGA-II, MOPSO, and EMOABC for C (Q) and M (Qʹ) in Case 1.

Table 10: Related parameters in Case 2.

Water sources qmin
i (m3/h) qmax

i (m3/h) pmin
i (MPa) pmax

i (MPa) hi (m) ci ($/m
3) cpmin

i (MPa)

1 110 900 0.16 0.96 12 0.12 0.14
2 100 800 0.19 0.87 23 0.13 0.15
3 120 2500 0.18 0.92 45 0.24 0.16
4 105 2800 0.17 0.76 56 0.26 0.13
5 130 1200 0.15 0.85 25 0.48 0.17
6 115 950 0.14 0.63 3 0.33 0.14

Table 11: Five best solutions for Case 2 using EMOABC (qsum � 5000).

Solutions q1 (m3/h) q2 (m3/h) q3 (m3/h) q4 (m3/h) q5 (m3/h) q6 (m3/h) C (Q) ($/h) M (Qʹ) (m3/h) ƞk
S1 218 324 1487 1295 894 692 80912 27693 0.0585
S2 352 415 1352 1415 841 625 80005 26490 0.0587
S3 364 325 1238 1449 828 814 80087 27614 0.0596
S4 316 348 1336 1479 779 742 80049 26766 0.0594
S5 355 362 1302 1209 893 879 79153 28276 0.0598

Table 12: Five best solutions for Case 2 using EMOABC (qsum � 6000).

Solutions q1 (m3/h) q2 (m3/h) q3 (m3/h) q4 (m3/h) q5 (m3/h) q6 (m3/h) C (Q) ($/h) M (Qʹ) (m3/h) ƞk
S1 402 406 1789 1703 906 794 102800 31215 0.0642
S2 421 456 1859 1906 806 552 102540 28901 0.0649
S3 359 396 1952 1589 863 841 102300 31022 0.0651
S4 398 412 1652 1856 786 896 102240 31272 0.0648
S5 416 395 1742 1647 911 889 102230 31680 0.0654
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4.3. Algorithm Complexity Analysis. Complexity analysis of
the above algorithms was performed using the time response
for both cases. *e average computation time for all algo-
rithms over 30 runs is given in Table 14. FromTable 14, it can
be seen that EMOABC takes the most computation time.
*is can be explained by the fact that the multiple strategies
integrated in EMOABC enhance the search capability at the
cost of increased computation. In conclusion, EMOABC
requires more computation time to achieve better results
compared to other algorithms.

5. Conclusions

*emain goal of this study was to solve the MPWD problem
effectively. In this study, an MPWD optimization model was
developed to maximize the amount of recycled water and
minimize mineral processing water costs, with consideration
of various constraints. To solve this multiobjective model,
the EMOABC algorithm was proposed as an optimizer
derived from the ABC algorithm. *is study has shown that
the developed model was theoretically valid and reasonable

Table 13: *e best solutions for Case 2 using three algorithms.

MOPSO NSGA-II EMOABC
qsum � 5000 qsum � 6000 qsum � 5000 qsum � 6000 qsum � 5000 qsum � 6000

q1 322 415 388 429 355 416
q2 405 323 361 398 362 395
q3 1212 1842 1251 1662 1302 1742
q4 1315 1772 1289 1731 1209 1647
q5 881 845 896 919 893 911
q6 865 803 815 861 879 889
C (Q) 79379 102960 79398 102550 79153 102230
M (Qʹ) 28150 30868 27973 31664 28276 31680
Bold highlights that the algorithm proposed in this paper achieves better results.
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Figure 4: Pareto fronts obtained by NSGA-II, MOPSO, and EMOABC for C (Q) and M (Qʹ) in Case 2.

Table 14: Computing time of all algorithms for both cases.

Computing time (s)
EMOABC NSGA-II MOPSO

Case 1 58.6 40.2 47.8
Case 2 74.4 59.5 64.7
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and could be utilized to provide decision support for actual
MPWD. *e study has also shown that the proposed al-
gorithm is competent to solve the MPWD problem and is
better than NSGA-II and MOPSO in both benchmark
functions and cases.

A limitation of this study is that the developed model
only has two objectives. *e MPWD problem described as a
three-objective or even four-objective model may be more
realistic. *erefore, building a three-objective or even four-
objective model for this MPWD problem is a matter of
future work. Meanwhile, continued research of the
multiobjective artificial bee colony (MOABC) algorithm is
also a focus. In particular, aiming at a three-objective or even
four-objective model for this MPWD problem, the concept
of multihives bee will be introduced into the ABC algorithm
to further improve the performance of the MOABC
algorithm.
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)e intuitionistic fuzzy set (IFS) and bipolar fuzzy set (BFS) are all effective models to describe ambiguous and incomplete
cognitive knowledge with membership, non-membership, negative membership, and hesitancy sections. But in daily life
problems, there are some situations where we cannot apply the ordinary models of IFS and BFS, separately. Hence, there is a need
to combine both the models of IFS and BFS into a single one. A tripolar fuzzy set (TFS) is a generalization of IFS and BFS. In
circumstances where BFS and IFS models cannot be used individually, a tripolar fuzzy model is more dependable and efficient.
Further, the IFS and BFS models are reduced to corollaries due to the proposed model of TFS. For this purpose in this article, we
first consider some novel operations on tripolar fuzzy information. )ese operations are formulated on the basis of well-known
Dombi T-norm and T-conorm, and the desirable properties are discussed. By applying the Dombi operations, arithmetic and
geometric aggregation operators of TFS are proposed, and we introduce the concepts of a TF-Dombi weighted average (TFDWA)
operator, a TF-Dombi ordered weighted average (TFDOWA) operator, and a TF-Dombi hybrid weighted (TFDHW) operator
and explore their fundamental features including idempotency, boundedness, monotonicity, and others. In the second part, we
propose TF-Dombi weighted geometric (TFDWG) operator, TF-Dombi ordered weighted geometric (TFDOWG) operator, and
TF-Dombi hybrid geometric (TFDHG) operator. )e features and specific cases of the mentioned operators are examined.
Enterprise resource planning (ERP) is a management and integration approach that organizations employ to manage and develop
many aspects of their operations. )e study’s primary contribution is to employ TFS to create certain decision-making strategies
for the selection of optimal ERP systems. )e proposed operators are then used to build several techniques for solving mul-
tiattribute decision-making (MADM) issues with TF information. Finally, an example of ERP system selection is investigated to
demonstrate that the techniques suggested are trustworthy and realistic.

1. Introduction

Decision making (DM) is a method of resolving real-world
problems by selecting the ideal choice from a range of viable
options. MADM is an area of operations research in which
the best answer is found after weighing all of the options
against a set of criteria. In real life, there are numerous

challenges that are ambiguous and uncertain. To deal with
uncertain and ambiguous information. Zadeh developed
fuzzy set (FS) theory [1]. )e idea of intuitionistic fuzzy set
(IFS) developed by Atanassov [2, 3] comprised two degree
membership functions, namely, accepting and denying. IFS
is a potential generalization of the notion of a FS [1], whose
degree component contained only accepting degree.
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Decision science is a continuously growing ground in the
modern technological era. In the decision process, experts
select an optimal alternative under some preference values
imposed by the experts in a given finite set of alternatives.
Decision-making methods have been used in several areas of
modern science, for example, Xu [4] developed the use of IFS
in arithmetic aggregation operators (AOPs) and initiated
many valuable operators. Afterwards, Xu and Yager [5]
developed some geometric AOPs and demonstrated the use
of these operators in MADM. Since its inception, the IFS has
attracted a lot of interest, including dynamic MADM in the
IF setting [6, 7], IF aggregation operators [8–13], IF entropy
[14–16], IF generalized Dice similarity measures [16], IF
TOPSIS [14–16], and IF gray relational analysis [17–19].
Many generalizations of IFS were developed in the literature
after the successful stages of IFS. )e bipolar fuzzy set (BFS)
[20, 21] was developed to measure the uncertain and cog-
nitive information presented in the form of positive polarity
and negative polarity in real-world scenarios. )e objects in
a universe in BFS are characterized by positive polarity and
negative polarity, and the BFS has range of membership in
[− 1, 1]. Chen et al. [22] studied an empirical examination of
attribute interrelationships that are heterogeneous in a
MADM. For MADM, a unique consensus model based on
multigranular HFLTSs was established in [23]. In [24], a
method was developed and implemented in MADM issues
to present a linguistic distribution assessment (LDA) using a
hesitant linguistic distribution (HLD). A new strategy for
dealing with MCGDM problems with unbalanced HFLTSs
was established in [25] taking psychological behaviour of
DMs. )e notion of a BFS has been employed in many
potential areas including bipolar logical reasoning and other
set theoretical abstract structures [20], theoretical approach
to traditional medicine of China [26], computational psy-
chiatry [27], decision analysis and organizational modeling
[28], and quantum computing [29]. Recently, Dombi [30]
studied decision methods by developing some arithmetic
and geometric AOPs with the help of Dombi operations and
BFSs. )e topics in fuzzy information aggregation operators
are developing rapidly, andmany researchers are involved to
construct feasible and advancedmodels to deal with decision
processes. In [31], Liu applied Hamăcher AOPs in interval-
valued IF numbers (IVIFNs) and constructed MAGDM
methods. Wang and Garg [32] defined some Pythagorean
fuzzy interaction aggregation operators with the aid of
Archimedean t-conorm and t-norm (ATT) to aggregate the
numbers. Zhang [33] proposed IVIFNs in Frank AOPs and
considered the applications in MAGDM. Zhang and Zhang
[34] defined Einstein hybrid AOPs for IFNs and applied it to
the MADM method.

A new fuzzy extension has just been developed, dubbed
tripolar FS (TFS), which is a generalization of IFS and BFS
[35]. In instances where IFS and BFS models are difficult to
apply, a TF model can be used. In TFS, we consider a triplet
of real numbers, namely, the membership, non-member-
ship, and negative membership degrees, which is used to
define an object in a TFS. Similar to BFS, the range of
membership of the TFS is also [− 1, 1]. A TFS model can
easily be applied in situations where IFS and BFS models fail.

Wei [8] developed several novel operations known as
Dombi T-norm (DTN) and Dombi T-conorm (DTCN),
which have a high potential for parameter variation. Han
et al. [26] took advantage by performing Dombi operations
on IFSs and developing MAGDM problems utilizing the
Dombi Bonferroni mean operator and IF information. Wei
et al. [21, 36], in a single-valued neutrosophic environment,
constructed a MADM problem utilizing Dombi operations.
Lu and Busemeyer [27] defined typhoon disaster assessment
using Dombi operations in a HF context. In this paper, we
presented various AOPs in a TF environment by using an
expanded idea of IFS and BFS. )e following points describe
the novelty of proposed operators:

(i) )e ability of a TFS is to express IFS and BFS in-
formation at once in a single notion called tripolar
fuzzy environment which makes it exceptional in
literature. )e qualitative characteristics of IFS and
BFS are combined in a single TFS. As a result, the
work is presented in a TFS context to deal with
tripolarity type of fuzzy information.

(ii) )e flexibility parameter involved in Dombi oper-
ations has the ability to produce more accurate
results in a decision process.

(iii) )e proposed model can be applied in situations
where the traditional models of IFS and BFS fail.

(iv) Dombi operations’ flexible parameter make it
simple to investigate the stability of ranking order of
alternatives.

(v) )e score function was crucial in creating a ranking
order among the choices in DM situations. By in-
tegrating the concepts of IFS and BFS score func-
tions, a new concept of score function is constructed
in the proposed study.

)e rest of the paper is structured as follows.
)e essential ideas of the IFS, BFSs, and TFSs, as well as

the operational regulations of TFNs, will be addressed in the
next section. In Section 3, we established the TF-Dombi
weighted average (TFDWA), TF-Dombi ordered weighted
average (TFDOWA), TF-Dombi hybrid average (TFDHA),
TF-Dombi weighted geometric (TFDWG), TF-Dombi or-
dered weighted geometric (TFDOWG), and TF-Dombi
hybrid geometric (TFDHG) operators. )e peculiarities and
specific cases of these operators are also explored. In Section
4, we used these operators to come up with some solutions to
the TF MADM challenges. Section 5 examines an illustrated
example of ERP system selection. Some remarks are made in
Section 6, where we conclude the article.

2. Preliminaries

In this section, we review the definitions of IFS, BFS, and TFS
extracted from [1–3, 37], and then we construct a novel
notion of score and accuracy functions and introduce a new
comparison technique for TFS.

Definition 1 (see [2, 3]). An IFS f of a non-empty set X is an
object of the form

2 Computational Intelligence and Neuroscience
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f �〈μ·

f
, λ·

f
〉 � 〈x, μ·

f
(x), λ·

f
(x)〉|x ∈ X , (1)

where μ·

f
: X⟶ [0, 1] and λ·

f
: X⟶ [0, 1] represent the

degree of membership and non-membership of an element x

in FS f, respectively, and 0≤ μ·

f
(x) + λ·

f
(x)≤ 1 for all x ∈ X.

Definition 2 (see [37]). A BFS A of a non-empty set X is an
object with a shape

A �〈μ·

A
, δ·

A
〉 � 〈x, μ·

A
(x), δ·

A
(x)〉|x ∈ X , (2)

where μ·

A
: X⟶ [0, 1] and δ·

A
: X⟶ [− 1, 0] indicate the

degree to which an element x satisfies the associated
property to BFS A, as well as the implicit counter property to
BFS A and

− 1≤ μ·

A
(x) + δ·

A
(x)≤ 1, (3)

for all x ∈ X.

Definition 3 (see [35]). A TFS A of a non-empty set X is an
object

A �〈μ·

A
, λ·

A
, δ·

A
〉 � 〈x, μ·

A
(x), λ·

A
(x), δ·

A
(x)〉|x ∈ X , (4)

where μ·

A
: X⟶ [0, 1], λ·

A
: X⟶ [0, 1] and

δ·

A
: X⟶ [− 1, 0] such that 0≤ μ·

A
(x) + λ·

A
(x)≤ 1. )e

membership degree μ·

A
(x) is the amount to which the el-

ement x satisfies the condition to the TFS A, λ·

A
(x) char-

acterizes the extent that the element x satisfies to the
irrelevant property corresponding to tripolar FS A, and
δ·

A
(x) characterizes the extent that x satisfies to the implicit

counter property of TF set A. For simplicity, we denote by
− t � 〈μ, λ, δ〉 a TFS and call it a TFN.

Remark 1. In Definition 3, for a TFS − t � 〈μ, λ, δ〉, if δ � 0,
then, it reduces to an IFS − t � 〈μ, λ〉, and if λ � 0, it reduces
to a BFS, − t � 〈μ, δ〉.

In order to rank TFNs, we need to define the score and
accuracy functions.

Definition 4. )e score function Ⓢ(− t) of a TFN,
− t � (μ, λ, δ), is defined as follows:

Ⓢ(− t) �
1 + μ + λ + δ

3
,Ⓢ(− t) ∈ [0, 1]. (5)

Definition 5. )e accuracy function ac(− t) of a TFN − t �

(μ, λ, δ) is evaluated as follows:

ac(− t) �
μ − δ
2

, ac(− t) ∈ [0, 1]. (6)

Note that ac(− t) measures the degree of accuracy of
− t � (μ, λ, δ). Largest value of ac(− t) shows that the TFN,
− t � (μ, λ, δ), is more accurate. In the following, we create an

ordered relationship between two TFNs, − t1 � (μ1, λ1, δ1)
and − t2 � (μ2, λ2, δ2), using sc(− t) and ac(− t).

Definition 6. If Ⓢ(− t1) ˂Ⓢ(− t2) or Ⓢ(− t1) �Ⓢ(− t2) but
ac(− t1)< ac(− t2), then − t1 is less than − t2 referred to as
− t1 < − t2; if Ⓢ(− t1) � Ⓢ(− t2) and ac(− t1)< ac(− t2), then
− t1 � − t2.

)e following are some basic TFN operations.

Definition 7. Let − tr � (μr, λr, δr), (r � 1, 2), and − t � (μ, λ,

δ) be any three TFNs and κ> 0; then, we have

(i) − t1⊕ − t2 � (μ1 + μ2 − μ1μ2, λ1λ2, − |δ1
����δ2|).

(ii) − t1 ⊗ − t2 � (μ1μ2, λ1 + λ2 − λ1λ2, δ1 + δ2 − δ1δ2).
(iii) κ(− t) � (1 − (1 − μ)κ, λκ, − |δ|κ).
(iv) (− t)κ � (μκ, 1 − (1 − λ)κ, − 1 + |1 + δ|κ).
(v) (− t)c � (λ, μ, |δ| − 1).
(vi) − t1⊆ − t2 if and only if μ1 ≤ μ2, λ1 ≤ λ2 and δ1 ≥ δ2.
(vii) − t1 ∪ − t2 � (max μ1, μ2 , min λ1, λ2 ,

min δ1, δ2 ).
(viii) − t1 ∪ − t2 � (min μ1, μ2 , max λ1, λ2 ,

max δ1, δ2 ).

We may simply obtain the following operations from
Definition 7.

Theorem 1. Let − tj � (μr, λr, δr), (r � 1, 2), and − t � (μ, λ,

δ) be any three TFNs and κ, κ1, κ2 > 0; then,

(1) − t1⊕ − t2 � − t2⊕ − t.
(2) − t1 ⊗ − t2 � − t2 ⊗ − t1.
(3) κ(− t1⊕ − t2) � κ(− t1)⊕κ(− t2).
(4) (− t1 ⊗ − t2)

κ � (− t1)
κ ⊗ (− t2)

κ.
(5) κ1 − t⊕κ2 − t � (κ1 + κ2) − t.
(6) (− t)κ1 ⊗ (− t)κ2 � (− t)κ1+κ2 .
(7) ((− t)κ1)κ2 � (− t)κ1κ2 .

Dombi product and Dombi sum are special cases of tri-
angle norms and conorms, which are defined further below.

Definition 8 (Dombi [38]). Assume that α and β can be any
two real numbers. )e following formulas define Dombi T-
norms and T-conorms.

Dombi(α, β) �
1

1 + (1 − α/α)
R

+(1 − β/β)
R

 
(1/R)

, (7)

Dombic(α, β) � 1 −
1

1 + (α/1 − α)
R

+(β/1 − β)
R

 
(1/R)

, (8)

where R≥ 1 and (α, β) ∈ [0, 1] × [0, 1].

2.1. TF-Dombi Operations. In light of DTN and DTCN, we
use TFNs to clarify Dombi operations in this section. On the
basis of Dombi operations, we will suggest some TFN op-
erating laws.

Computational Intelligence and Neuroscience 3
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Definition 9. Let − tr � (μr, λr, δr), (r � 1, 2), be TFNs and
R≥ 1 and κ> 0; then, the D T-norm and T-conorm oper-
ations of TFNs are introduced as follows:

(i) − t1⊕ − t2 � 1−( (1/1 + (μ1/1 − μ1)
R

+ (μ2/1

− μ2)
R}(1/R)), (1/1 + (1 − λ1/λ1)

R
+ (1 − λ2

/λ2)
R}(1/R)) , (− 1/1 + (δ1 + 1/|δ1|)

R
+ (δ2+

1/|δ2|)
R}(1/R))).

(ii) − t1 ⊗ − t2 � (1/1 + (1 − μ1/μ1)
R

+ (1 − μ2/μ2)
R}(1/R)), 1 − (1/1 + (λ1/1 − λ1)

R
+ (λ2/1−

λ2)
R}(1/R)), − 1 + (1/1 + (|δ1|/δ1 + 1)

R
+ (|δ2|/δ2

+1)R}(1/R))).
(iii) κ(− t1) � 1 − (1/1 + κ(μ1/1( − μ1)

R}(1/R)), (1/1

+ κ(1 − λ1/λ1)
R

 
(1/R)

), (− 1/1+ κ(δ1 + 1/

|δ1|)
R}(1/R))).

(iv) (− t1)
κ � (1/1 + κ(1 − μ1/μ1)

R
  (1/R)), 1 − (1/1 +

κ(λ1/1 − λ1)
R

  (1/R)), − 1 + (1/1 + κ(|δ1|/δ1

+1)R}(1/R))).

2.2. TFDombi Averaging AOs. In this section, we create and
examine the basic features of the TF-Dombi weighted av-
eraging (TFDWA) operator, TF-Dombi ordered weighted
averaging (TFDOWA) operator, and TF-Dombi hybrid
weight averaging (TFDHWA) operator, which are all
arithmetic aggregation operators using TFNs.

Definition 10. Let − tr � (μr, λr, δr), (r � 1, . . . , p), be a
collection of TFNs. )en, the TF-Dombi TFDWA operator
is a mapping TFDWA:− tn⟶ − t such that

TFDWAΦ − t1, − t2, . . . , − tp  � ⊕
p

r�1
Φr − tr( , (9)

where Φ � (Φ1,Φ2, . . . ,Φp)T is the weight vector of
− tr, (r � 1, . . . , p) with the conditions Φr > 0 and
⊕pr�1Φr � 1.

Remark 2. In Definition 10, the collection of TFNs
− tr � (μr, λr, δr), (r � 1, . . . , p), we have

(i) If δr � 0, for all r, 1≤ r≤p, then the family of TFNs,
− tr, (r � 1, . . . , p), reduces to a family of IFNs,
− tr � (μr, λr), (r � 1, . . . , p).

(ii) If λr � 0, for all r, 1≤ r≤p, then the family of TFNs,
− tr, (r � 1, . . . , p), reduces to a family of BFNs,
− tr � (μr, δr), (r � 1, . . . , p).

In the theorem mentioned below, we use the Dombi
operation on TFNs and develop TFDWA operator for the
aggregation of TFNs.

Theorem 2. Let − tr � (μr, λr, δr), (r � 1, . . . , p), be a
family of TFNs; then, the aggregated value of this family by
using the TFDWA operator is also a TFN, and

TFDWAΦ − t1, − t2, . . . , − tp 

� ⊕
p

r�1
Φr − tr(  �

1 −
1

1 + ⊕pr�1Φr μr/1 − μr( 
R

 
(1/R)

,
1

1 + ⊕pr�1Φr 1 − λr/λr( 
R

 
(1/R)

,

− 1

1 + ⊕pr�1Φr 1 + δr/ δr


 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(10)

whereΦ � (Φ1,Φ2, . . . ,Φp)T is the weight vector of − tr, (r �

1, . . . , p) with Φr > 0 and ⊕pr�1Φr � 1.

Proof. )emathematical induction approach can be used to
prove this theorem. )us,

(i) When p � 2, based on TFNs’ Dombi operation, as
defined in Definition 9, we obtain

TFDWAΦ − t1, − t2(  � Φ1 − t1⊕Φ2 − t2 � Φ1 μ1, λ1, δ1( ⊕Φ2 μ2, λ2, δ2( . (11)

For the RHS of equation (10), we have
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1 −
1

1 + Φ1 μ1/1 − μ1( 
R

+Φ2 μ2/1 − μ2( 
R

 
(1/R)

,
1

1 + Φ1 1 − λ1/λ1( 
R

+Φ2 1 − λ2/λ2( 
R

 
(1/R)

,

− 1

1 + Φ1 1 + δ1/ δ1


 
R

+Φ2 1 + δ2/ δ2


 
R

 
(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

1 −
1

1 + 
2
r�1Φr μr/1 − μr( 

R
 

(1/R)
,

1

1 + 
2
r�1Φr 1 − λr/λr( 

R
 

(1/R)
,

− 1

1 + 
2
r�1Φr 1 + δr/ δr


 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(12)

)us, equation (9) holds for p � 2. (ii) Assume that equation (9) holds for p � k, where
k ∈ N(set of natural numbers); then, equation (9)
becomes

TFDWAΦ ŧ1, ŧ2, . . . , ŧk( 

� ⊕
k

r�1
Φr − tr(  �

1 −
1

1 + 
k
r�1Φr μr/1 − μr( 

R
 

(1/R)
,

1

1 + 
k
r�1Φr 1 − λr/λr( 

R
 

(1/R)
,

− 1

1 + 
k
r�1Φr 1 + δr/ δr


 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(13)

Now for p � k + 1, we have the following equation.

TFDWAΦ − t1, − t2, . . . , − tk, − tk+1( 

� ⊕
k

r�1
Φr − tr( ⊕ Φk+1 − tk+1( 

�

1 −
1

1 + 
k
r�1Φr μr/1 − μr( 

R
 

(1/R)
,

1

1 + 
k
r�1Φr 1 − λr/λr( 

R
 

(1/R)
,

− 1

1 + 
k
r�1Φr 1 + δr/ δr


 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⊕

1 −
1

1 + Φk+1 μk+1/1 − μk+1( 
R

 
(1/R)

,
1

1 + Φk+1 1 − λk+1/λk+1( 
R

 
(1/R)

,

− 1

1 + Φk+1 1 + δk+1/ δk+1


 
R

 
(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

1 −
1

1 + 
k+1
r�1Φr μr/1 − μr( 

R
 

(1/R)
,

1

1 + 
k+1
r�1Φr 1 − λr/λr( 

R
 

(1/R)
,

− 1

1 + 
k+1
r�1Φr 1 + δr/ δr


 

R
 

(1/R)
.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(14)
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)us, equation (9) is true for p � k + 1. )erefore,
equation (9) is true for any p ∈ N. □

Remark 3. In )eorem 2, as part of a collection of TFNs,
− tr � (μr, λr, δr), (r � 1, . . . , p), if

(i) δr � 0, for all r, then the collection of TFNs,
− tr � (μr, λr, δr), becomes a collection of IFNs,
− tr � (μr, λr), (r � 1, . . . , p), and the TFDWA op-
erator reduces to the IFDWA operator, as shown
below.

IFDWAΦ − t1, − t2, . . . , − tp 

� ⊕
p

r�1
Φr − tr(  � 1 −

1

1 + ⊕pr�1Φr μr/1 − μr( 
R

 
(1/R)

,
1

1 + ⊕pr�1Φr 1 − λr/λr( 
R

 
(1/R)

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

(15)

(ii) If λr � 0, for all r, then the collection of TFNs,
− tr � (μr, λr, δr), becomes a collection of BFNs,
− tr � (μr, δr), (r � 1, . . . , p), and the TFDWA

operator reduces to the BFDWA operator, as given
below.

BFDWAΦ − t1, − t2, . . . , − tp 

� ⊕
p

r�1
Φr − tr(  � 1 −

1

1 + ⊕pr�1Φr μr/1 − μr( 
R

 
(1/R)

,
− 1

1 + ⊕pr�1Φr 1 + δr/ δr


 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(16)

)e TFDWA operator has a number of essential qual-
ities, which are given below.

Theorem 3 (idempotency property). If − tr � (μr, λr, δr),

(r � 1, . . . , p), is a set of TFNs that all have the same value,
i.e., if − tr � (μr, λr, δr) � − t � (μ, λ, δ) for all r, then

TFDWAΦ − t1, − t2, . . . , − tr(  � − t. (17)

Proof. Since − tr � (μr, λr, δr) � − t(r � 1, . . . , p), then by
using equation (9), we have

TFDWAΦ − t1, − t2, . . . , − tr( 

� ⊕
p

r�1
Φr − tr(  �

1 −
1

1 + ⊕pr�1Φr μr/1 − μr( 
R

 
(1/R)

,
1

1 + ⊕pr�1Φr 1 − λr/λr( 
R

 
(1/R)

,

− 1

1 + ⊕pr�1Φr 1 + δr/ δr


 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� 1 −
1

1 + (μ/1 − μ)
R

 
(1/R)

,
1

1 + (1 − λ/λ)
R

 
(1/R)

,
− 1

1 + (1 + δ/|δ|)
R

 
(1/R)

⎛⎜⎜⎝ ⎞⎟⎟⎠

� 1 −
1

1 +(μ/1 − μ)
,

1
1 +(1 − λ/λ)

,
− 1

1 +(1 + δ/|δ|)
  � (μ, λ, δ).

(18)

)us, TFDWAΦ(− t1, − t2, . . . , − tr) � t.
In a similar manner, we can verify the following

properties of the TFDWA operator. □

Theorem 4 (boundedness property). Let
− tr � (μr, λr, δr), (r � 1, 2, . . . , p), be a family of TFNs, and
− t− �min − tr  and − t+ �max − tr . Ben,
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− t
− ≤TFDWAΦ − t1, − t2, . . . , − tp ≤ − t

+
. (19)

Theorem 5 (monotonicity property). If − tr � (μr, λr,

δr), (r � 1, . . . , p), and − tr
′ � (μr
′, λr
′, δr
′), (r � 1, 2, . . . , p),

are the families of TFNs, such that − tr ≤ − tr
′ for all r, then

TFDWAΦ − t1, − t2, . . . , − tp ≤TFDWAΦ − t1′, − t2′, . . . , − tp
′ .

(20)

Now we will go through the fundamental features of the
TFDOWA operator.

Definition 11. Let − tr � (μr, λr, δr), (r � 1, . . . , p), be a
collection of TFNs. A TFDOWA operator of dimension p is
a mapping TFDOWA:− tp⟶ t with an associated weight

vector ω � (ω1,ω2, . . . ,ωp)T such that ωr > 0, and
⊕pr�1ωr � 1. )erefore,

TFDOWAΦ − t1, − t2, . . . , − tp  � ⊕pr�1 Φr − tr(σ) , (21)

where (σ(1), σ(2), . . . , σ(p)) are the permutations of
σ(r) (r � 1, 2, . . . , p) for which − tσ(r− 1) ≥ − tσ(r) for all
r � 1, 2, . . . , p.

)e following theorem is a consequence of Definition 10
and )eorem 2.

Theorem 6. Let − tr � (μr, λr, δr), (r � 1, . . . , p), be a
family of TFNs. A TFDOWA operator of dimension p is a
mapping from − tp to t with the associated weight vector ω �

(ω1,ω2, . . . ,ωp)T such that ωr > 0 and ⊕pr�1ωr � 1. Ben,

TFDOWAω − t1, − t2, . . . , − tp 

� ⊕pr�1 Φr − tr(σ)  �

1 −
1

1 + ⊕pr�1ωr μσ(r)/1 − μσ(r) 
R

 
(1/R)

,
1

1 + ⊕pr�1ωr 1 − λσ(r)/λσ(r) 
R

 
(1/R)

,

1

1 + ⊕pr�1ωr 1 + δσ(r)/ δσ(r)


 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(22)

where (σ(1), σ(2), . . . , σ(p)) are the permutations of
σ(r) (r � 1, 2, . . . , p) for which − tσ(r− 1) ≥ − tσ(r) for all
r � 1, 2, . . . , p.

Remark 4. In Definition 10, the collection of TFNs
− tr � (μr, λr, δr), (r � 1, . . . , p), we have

(i) If δr � 0, for all r, then the TFDOWA operator
decreases to IFDOWA operator and

IFDOWAω − t1, − t2, . . . , − tp 

� ⊕pr�1 Φr − tr(σ)  � 1 −
1

1 + ⊕pr�1ωr μσ(r)/1 − μσ(r) 
R

 
(1/R)

,
1

1 + ⊕pr�1ωr 1 − λσ(r)/λσ(r) 
R

 
(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(23)

(ii) If λr � 0, for all r, then the TFDOWA operator
decreases to BFDOWA operator and

BFDOWAω − t1, − t2, . . . , − tp 

� ⊕pr�1 Φr − tr(σ)  � 1 −
1

1 + ⊕pr�1ωr μσ(r)/1 − μσ(r) 
R

 
(1/R)

,
1

1 + ⊕pr�1ωr 1 + δσ(r)/ δσ(r)


 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(24)
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)e following properties of a TFDOWA operator can
easily be proved.

(P1) (idempotency property). If − tr � (μr, λr, δr) (r �

1, 2, . . . , p) are all equal, i.e., − tr � − t for all r, then
TFDOWAω(− t1, − t2, . . . , − tp) � t.
(P2) (boundedness property). Let − tr � (μr, λr, δr),

(r � 1, 2, . . . , p), be a family of TFNs and
− t− �min − tr and − t+ �max − tr. )en,

− t
− ≤TFDOWAω − t1, − t2, . . . , − tp ≤ − t

+
. (25)

(P3) (monotonicity property). If − tr � (μr, λr, δr),

(r � 1, 2, . . . , p), and − tr
′ � (μr
′, λr
′, δr
′), (r � 1, 2, . . . ,

p), are two TFNs such that − tr ≤ − tr
′ for all r, then

TFDOWAω − t1, − t2, . . . , − tp ≤TFDOWAω − t1′, − t2′, . . . , − tp
′ . (26)

Definition 12. A TFDHWA operator of dimension p is a
mapping TFDHA:− tp⟶ t with the associated weight
vector w � (w1, w2, . . . , wp) such that wr > 0 and ⊕

p
r�1wr � 1

and the TFDHWA operator is provided by the following
equation:

TFDHWA(w,Φ) − t1, − t2, . . . , − tp 

� w1 − t
·
σ(1) , w2 − t

·
σ(2) , . . . , wp − t

·
σ(p)  

�

1 −
1

1 + ⊕pr�1wr μ·
σ(r)/1 − μ·

σ(r) 
R

 
(1/R)

,
1

1 + ⊕pr�1wr 1 − λ·
σ(r)/λ

·
σ(r) 

R
 

(1/R)
,

1

1 + ⊕pr�1wr 1 + δ·
σ(r)/ δ

·
σ(r)



 
R

 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(27)

where − t·
σ(r) is the rth largest WTF number

− t·
r, (− t·

r � pΦr − tr, r � 1, 2, . . . , p) and Φ � (Φ1,Φ2, . . . ,

Φp)T is the weight vector of − t·
r with the condition Φr > 0

and ⊕pr�1Φr � 1, where p is the balancing coefficient. Some
important properties of (TFDHWA) operator are given
below:

(i) When w � ((1/p), (1/p), . . . , (1/p)), then TFDWA
operator is a special case of TFDHA operator.

(ii) When, Φ � ((1/p), (1/p), . . . , (1/p)), then
TFDOWA operator is a special case of the
TFDHWA operator. As a result, we conclude that
the TFDHWA operator is a generalization of both
the TFDWA and TFDOWA operators.

Remark 5. In Definition 12, the collection of TFNs − tr �

(μr, λr, δr), (r � 1, . . . , p), we have

8 Computational Intelligence and Neuroscience
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(i) If δr � 0, for all r, then the TFDHWA operator
reduces to IFDHWA operator and

IFDHWA(w,Φ) − t1, − t2, . . . , − tp 

� w1 − t
·
σ(1) , w2 − t

·
σ(2) , . . . , wp − t

·
σ(p)  

� 1 −
1

1 + ⊕pr�1wr μ·
σ(r)/1 − μ·

σ(r) 
R

 
(1/R)

,
1

1 + ⊕pr�1wr 1 − λ·
σ(r)/λ

·
σ(r) 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(28)

(ii) If λr � 0, for all r, then the TFDHWA operator
reduces to BFDHWA operator and

BFDHWA(w,Φ) − t1, − t2, . . . , − tp 

� w1 − t
·
σ(1) , w2 − t

·
σ(2) , . . . , wp − t

·
σ(p)  

� 1 −
1

1 + ⊕pr�1wr μ·
σ(r)/1 − μ·

σ(r) 
R

 
(1/R)

,
1

1 + ⊕pr�1wr 1 + δ·
σ(r)/ δ

·
σ(r)



 
R

 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(29)

We now, give an illustrative example for the verification
of Definition 13.

Example 1. Consider four TFNs, − t1 � (0.5, 0.4, − 0.3),
− t2 � (0.6, 0.4, − 0.3), − t3 � (0.7, 0.2, − 0.3), and

− t4 � (0.2, 0.4, − 0.4), and let Φ � (0.20, 0.30, 0.30, 0.20)T be
the associated weight vector. )en, by Definition 13, the
aggregated value of TFNs for R � 3, and by using the
TFDHWA operator, we get

− t
·
1 �

1 −
1

1 + 4 × 0.20(0.5/1 − 0.5)
3

 
(1/3)

,
1

1 + 4 × 0.20(1 − 0.4/0.4)
3

 
(1/3)

,

− 1

1 + 4 × 0.20(1 − 0.3/0.3)
3

 
(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� (0.4814, 0.4179, − 0.3158)

− t
·
2 �

1 −
1

1 + 4 × 0.30(0.6/1 − 0.6)
3

 
(1/3)

,
1

1 + 4 × 0.30(1 − 0.4/0.4)
3

 
(1/3)

,

− 1

1 + 4 × 0.30(1 − 0.3/0.3)
3

 
(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� (0.6144, 0.3855, − 0.2873)
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− t
·
3 �

1 −
1

1 + 4 × 0.30(0.7/1 − 0.7)
3

 
(1/3)

,
1

1 + 4 × 0.30(1 − 0.2/0.2)
3

 
(1/3)

,

− 1

1 + 4 × 0.30(1 − 0.3/0.3)
3

 
(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� (0.7126, 0.1904, − 0.2874) − t
·
4

�

1 −
1

1 + 4 × 0.20(0.2/1 − 0.2)
3

 
(1/3)

,
1

1 + 4 × 0.20(1 − 0.4/0.4)
3

 
(1/3)

,

− 1

1 + 4 × 0.20(1 − 0.4/0.4)
3

 
(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� (0.1883, 0.4179, − 0.4179). (30)

Scores of − t·
r, (r � 1, 2, 3, 4) are calculated as follows:

Ⓢ(− t·
1) � (1 + 0.4814 + 0.4179 − 0.3158/3) � 0.5278,

Ⓢ(− t·
2) � (1 + 0.6144 + 0.3855 − 0.2873/3) � 0.5708,

Ⓢ(− t·
3) � (1 + 0.7126 + 0.1904 − 0.2874/3) � 0.5385,

Ⓢ(− t·
4) � (1 + 0.1883 + 0.3179 − 0.4179/3) � 0.3961.

Since Ⓢ(− t·
2)>Ⓢ(− t·

3)>Ⓢ(− t·
1)>Ⓢ(− t·

4), then
− t·

σ(1) � − t·
2 � (0.6145, 0.3855, − 0.3158), − t·

σ(2) � − t·
3

� (0.7126, 0.1904, − 0.2874), − t·
σ(3) � − t·

1 � (0.6145, 0.3179,

− 0.2874), and − t·
σ(4) � − t·

4 � (0.1884, 0.3419, − 0.4180).
)erefore, by using TFDHWA operator for R � 3, we get

TFDHWA − t
·
σ(1), − t

·
σ(2), . . . , − t

·
σ(4) 

� ⊕4r�1 Φr − t
·
σ(r) 

�

1 −
1

1 + 
4
r�1Φr μ·

σ(r)/1 − μ·
σ(r) 

R
 

(1/R)
,

1

1 + 
4
r�1Φr 1 − λ·

σ(r)/λ
·
σ(r) 

R
 

(1/R)
,

− 1

1 + 
4
r�1Φr 1 + δ·

σ(r)/ δ
·
σ(r)



 
R

 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

1 −
1

1 + 0.2(0.6145/1 − 0.6145)
3

+ 0.3(0.7126/1 − 0.7126)
3

+ 0.3(0.6145/1 − 0.6145)
3

+ 0.2(0.1884/1 − 0.1884)
3

 
(1/3)

,

1

1 + 0.2(1 − 0.3855/0.3855)
3

+ 0.3(1 − 0.1904/0.3179)
3

+ 0.3(1 − 0.3179/0.3179)
3

+ 0.2(1 − 0.3419/0.3419)
3

 
(1/3)

,

− 1

1 + 0.2(1 − 0.3158/0.3158)
3

+ 0.3(1 − 0.2874/0.2874)
3

+ 0.3(1 − 0.2874/0.2874)
3

+ 0.2(1 − 0.4180/0.4180)
3

 
(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� (0.1831, 0.1890, − 0.2602).

(31)

2.3. TF Dombi Geometric Aggregation Operators. In this
section, we will propose and examine several Dombi geo-
metric AOs, namely, the TFDWG operator and the
TFDOWG operator, utilizing TFNs.

Definition 13. Let − tr � (μr, λr, δr), (r � 1, . . . , p), be a
family of TFNs. )e TFDWG operator is a representation
− tp⟶ − t such that

TFDWGΦ − t1, − t2, . . . , − tp  � ⊗ p
r�1 − tr( 

Φr , (32)

where Φ � (Φ1,Φ2, . . . ,Φp)T is the weight vector of
− tr, (r � 1, 2, . . . , p) such that Φr > 0 and ⊕pr�1Φr � 1.

We can easily derive the following theorem from Def-
inition 14.

Theorem 7. Let − tr � (μr, λr, δr), (r � 1, 2, . . . , p) be a
collection of TFNs. Ben, the aggregated value of TFNs is
again a TFN, and by using TFDWG operator, we obtain

10 Computational Intelligence and Neuroscience
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TFDWGΦ − t1, − t2, . . . , − tp 

� ⊗ p
r�1 − tr( 

Φr �

1

1 + ⊕pr�1Φr 1 − μr/μr( 
R

 
(1/R)

, 1 −
1

1 + ⊕pr�1Φr λr/1 − λr( 
R

 
(1/R)

,

− 1 +
1

1 + ⊕pr�1Φr δr


/1 + δr 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(33)

whereΦ � (Φ1,Φ2, . . . ,Φp)T is the weight vector of − tr, (r �

1, 2, . . . , p) such that Φr > 0 and ⊕pr�1Φr � 1.

Proof. By using mathematical induction, the proof is
straightforward. □

Remark 6. In )eorem 7,

(i) If δr � 0, for all r, then the (TFDWG) operator
reduces to the IFDWG operator, as given below.

IFDWGΦ − t1, − t2, . . . , − tp 

� ⊗ p
r�1 − tr( 

Φr �
1

1 + ⊕pr�1Φr 1 − μr/μr( 
R

 
(1/R)

, 1 −
1

1 + ⊕pr�1Φr λr/1 − λr( 
R

 
(1/R)

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

(34)

(ii) If λr � 0, for all r, then the TFDWG operator reduces
to the BFDWG operator, as given below.

BFDWGΦ − t1, − t2, . . . , − tp 

� ⊗ p
r�1 − tr( 

Φr �
1

1 + ⊕pr�1Φr 1 − μr/μr( 
R

 
(1/R)

, − 1 +
1

1 + ⊕pr�1Φr δr


/1 + δr 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(35)

TFDWGoperators have some properties which are listed
below:

P1 (idempotency property). If − tr � (μr, λr, δr),

(r � 1, . . . , p), is a family of TFNs so that they are all
equal, i.e., if − tr � (μr, λr, δr) � − t � (μ, λ, δ) for all r,
then

TFDWGΦ − t1, − t2, . . . , − tr(  � − t. (36)

P2 (boundedness property). Let − tr � (μr, λr, δr), (r �

1, 2, 3 . . . , p) be a family of TFNs and − t− � min − tr

and − t+ � max − tr. )en,

− t
− ≤TFDWGΦ − t1, − t2, . . . , − tp ≤ − t

+
. (37)

P3 (monotonicity property). If − tr � (μr, λr, δr), (r �

1, 2, . . . , p), and − tr
′ � (μr
′, λr
′, δr
′), (r � 1, 2, . . . , p), are

two TFNs such that − tr ≤ − tr
′ for all r, then

TFDWGΦ − t1, − t2, . . . , − tp ≤TFDGWΦ − t1′, − t2′, . . . , − tp
′ .

(38)

)e next section introduces the TFDOWG operator.

Definition 14. Let − tr � (μr, λr, δr), (r � 1, 2, 3 . . . , p), be a
family of TFNs. )e TFDOWG operator is a mapping
− tp⟶ − t such that

TFDOWGw − t1, − t2, . . . , − tp  � ⊗ p
r�1 − tσ(r) 

wr
, (39)

where w � (w1, w2, . . . , wp)T is an associated weight vector
of − tr, (r � 1, 2, . . . , p) such that wr > 0 and ⊕

p
r�1wr � 1 and

(σ(1), σ(2), . . . , σ(p)) are the permutations of
− tr, (r � 1, 2, . . . , p) for which − tσ(r− 1) ≥ − tσ(r) for all
r � 1, 2, . . . , p.

Using TFDOWG operator, we have the theorem men-
tioned below.

Computational Intelligence and Neuroscience 11
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Theorem 8. Let − tr � (μr, λr, δr), (r � 1, 2, . . . , p), be a
family of TFNs. Be TFDOWG operator is a mapping
− tp⟶ − t such that

TFDOWGw − t1, − t2, . . . , − tp 

� ⊗ p
r�1 − tσ(r) 

wr
�

1

1 + ⊕pr�1Φr 1 − μσ(r)/μσ(r) 
R

 
(1/R)

, 1 −
1

1 + ⊕pr�1Φr λσ(r)/1 − λσ(r) 
R

 
(1/R)

,

− 1 +
1

1 + ⊕pr�1Φr δσ(r)


/1 + δσ(r) 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(40)

where w � (w1, w2, . . . , wp)T is an associated weight vector of
− tr, (r � 1, 2, . . . , p) such that wr > 0 and ⊕pr�1wr � 1 and
(σ(1), σ(2), . . . , σ(p)) are the permutations of
− tr, (r � 1, 2, . . . , p) for which − tσ(r− 1) ≥ − tσ(r) for all
r � 1, 2, . . . , p.

Remark 7. In )eorem 8,

(i) If δr � 0, for all r, then the (TFDOWG) operator
reduces to the IFDOWG operator, and

IFDOWGw − t1, − t2, . . . , − tp 

� ⊗ p
r�1 − tσ(r) 

wr
�

1

1 + ⊕pr�1Φr 1 − μσ(r)/μσ(r) 
R

 
(1/R)

, 1 −
1

1 + ⊕pr�1Φr λσ(r)/1 − λσ(r) 
R

 
(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(41)

(ii) If λr � 0, for all r, then the TFDOWG operator
reduces to the BFDOWG operator, and

BFDOWGw − t1, − t2, . . . , − tp 

� ⊗ p
r�1 − tσ(r) 

wr
�

1

1 + ⊕pr�1Φr 1 − μσ(r)/μσ(r) 
R

 
(1/R)

, − 1 +
1

1 + ⊕pr�1Φr δσ(r)


/1 + δσ(r) 

R
 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(42)

)e TFDOWG operators have the following properties.

(P1) (idempotency property). If − tr � (μr, λr, δr),

(r � 1, . . . , p), is a family of TFNs such that they all
equal, i.e., if − tr � (μr, λr, δr) � − t � (μ, λ, δ) for all r,
then

TFDOWGΦ − t1, − t2, . . . , − tr(  � − t. (43)

(P2) (boundedness property). Let − tr � (μr, λr, δr),

(r � 1, 2, . . . , p), be a family of TFNs and − t− � min −

tr and − t+ � max − tr. )en,

− t
− ≤TFDOWGΦ − t1, − t2, . . . , − tp ≤ − t

+
. (44)

(P3) (monotonicity property). If − tr � (μr, λr, δr),

(r � 1, 2, . . . , p), and − tr
′ � (μr
′, λr
′, δr
′),
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(r � 1, 2, . . . , p), are two TFNs such that − tr ≤ − tr
′ for

all r, then

TFDOWGΦ − t1, − t2, . . . , − tp ≤TFDOWGΦ − t1′, − t2′, . . . , − tp
′ . (45)

Definition 15. A TFDHWG operator of dimension p is a
mapping TFDHWG:− tp⟶ t with associated weight vector

w � (w1, w2, . . . , wp) such that wr > 0, ⊕
p
r�1wr � 1, and

TFDHWG operator can be evaluated as

TFDHWG(w,Φ) − t1, − t2, . . . , − tp 

� ⊗ p
r�1 − t

·
σ(r) 

wr
�

1

1 + ⊕pr�1wr 1 − μ·
σ(r)/μ

·
σ(r) 

R
 

(1/R)
, 1 −

1

1 + ⊕pr�1wr λ·
σ(r)/1 − λ·

σ(r) 
R

 
(1/R)

,

− 1 +
1

1 + ⊕pr�1wr δ·
σ(r)



/1 − δ·
σ(r) 

R

 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(46)

where − t·
σ(r) is the rth largest weighted tripolar fuzzy

number, denoted by − t·
r, and (− t·

r � pΦ − tr,

r � 1, 2, . . . , p) and Φ � (Φ1,Φ2, . . . ,Φp)T are the weight
vectors of − t·

r with Φr > 0, ⊕
p
r�1Φr � 1, where p is the bal-

ancing coefficient. A TFDHWG operator has some special
cases:

(i) When w � ((1/p), (1/p), . . . , (1/p)), then
(TFDWG) operator is a special case of TFDHWG
operator.

(ii) When Φ � ((1/p), (1/p), . . . , (1/p)), then
(TFDOWG) operator becomes a special case of
TFDHWG operator.

As a result, the TFDHG operator is a generalization of
both the TFDWG and TFDOWG operators, reflecting the
degrees of the provided arguments as well as their ordered
locations.

Remark 8. In Definition 15,

(i) If δr � 0, for all r � 1, 2, . . . , p, then TFDHWG
operator reduces to IFDHWG operator and

IFDHWG(w,Φ) − t1, − t2, . . . , − tp 

� ⊗ p
r�1 − t

·
σ(r) 

wr
�

1

1 + ⊕pr�1wr 1 − μ·
σ(r)/μ

·
σ(r) 

R
 

(1/R)
, 1 −

1

1 + ⊕pr�1wr λ·
σ(r)/1 − λ·

σ(r) 
R

 
(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(47)

(ii) If λr � 0, for all r, then TFDHWG operator reduces
to BFDHWG operator and
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BFDHWG(w,Φ) − t1, − t2, . . . , − tp 

� ⊗ p
r�1 − t

·
σ(r) 

wr
�

1

1 + ⊕pr�1wr 1 − μ·
σ(r)/μ

·
σ(r) 

R
 

(1/R)
, − 1 +

1

1 + ⊕pr�1wr δ·
σ(r)



/1 − δ·
σ(r) 

R

 

(1/R)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

(48)

For the validity of Definition 15, we consider the fol-
lowing example.

Example 2. Let − t1 � (0.5, 0.4, − 0.3), − t2 � (0.6, 0.3, − 0.3),
− t3 � (0.7, 0.2, − 0.3), and − t4 � (0.2, 0.3, − 0.4) be four

TFNs and Φ� (0.20,0.30,0.30,0.20)T and w � (0.2,0.1,0.3,

0.4)T be the weight vector of TFNs and associated weight
vector, respectively. )en, by Definition 15, for aggregated
value of TFNs for (R� 3) and by using TFDHG operator,
we have

− t
·
1 �

1

1 + 4 × 0.2(1 − 0.5/0.5)
3

 
(1/3)

, 1 −
1

1 + 4 × 0.2(0.4/1 − 0.4)
3

 
(1/3)

,

− 1 +
1

1 + 4 × 0.20(0.3/1 − 0.3)
3

 
(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� (0.4814, 0.4179, − 0.3158),

− t
·
2 �

1

1 + 4 × 0.3(1 − 0.6/0.6)
3

 
(1/3)

, 1 −
1

1 + 4 × 0.3(0.3/1 − 0.3)
3

 
(1/3)

,

− 1 +
1

1 + 4 × 0.30(0.3/1 − 0.3)
3

 
(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� (0.5820, 0.3158, − 0.3158),

− t
·
3 �

1

1 + 4 × 0.3(1 − 0.7/0.7)
3

 
(1/3)

, 1 −
1

1 + 4 × 0.3(0.2/1 − 0.2)
3

 
(1/3)

,

− 1 +
1

1 + 4 × 0.30(0.3/1 − 0.3)
3

 
(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� (0.6841, 0.2121, − 0.3158),

− t
·
4 �

1

1 + 4 × 0.2(1 − 0.2/0.2)
3

 
(1/3)

, 1 −
1

1 + 4 × 0.2(0.3/1 − 0.3)
3

 
(1/3)

,

− 1 +
1

1 + 4 × 0.20(0.4/1 − 0.4)
3

 
(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� (0.1883, 0.3158, − 0.4179).

(49)

Scores of − t·
r, (r � 1, 2, 3, 4) can be approximated:
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Ⓢ − t1′(  �
1 + 0.4814 + 0.4179 − 0.3158

3
� 0.5278,

Ⓢ − t2′(  �
1 + 0.5820 + 0.3158 − 0.3158

3
� 0.5273,

Ⓢ − t3′(  �
1 + 0.6841 + 0.2121 − 0.3158

3
� 0.5268,

Ⓢ − t4′(  �
1 + 0.1883 + 0.3851 − 0.4179

3
� 0.3620.

(50)

Since Ⓢ(− t·
1)>Ⓢ(− t·

2)>Ⓢ(− t·
3)>Ⓢ(− t·

4), then we
have

− t
·
σ(1) � − t

·
1 � (0.4814, 0.4179, − 0.3158), − t

·
σ(2) � − t

·
2 � (0.5820, 0.3158, − 0.3158),

− t
·
σ(3) � − t

·
3 � (0.6841, 0.2121, − 0.3150), − t

·
σ(4) � − t

·
4 � (0.1883, 0.3158, − 0.4179).

(51)

According to Definition 15, the aggregated values under
TFDHWG operators for (R � 3) are calculated as

TFDHWG(w,Φ) − t1, − t2, . . . , − t4( 

� ⊗ 4r�1 − t
·
σ(r) 

wr
�

1

1 + 
4
r�1 wr 1 − μ·

σ(r)/μ
·
σ(r) 

3
 

(1/3)
, 1 −

1

1 + 
4
r�1 λ·

σ(r)/1 − λ·
σ(r) 

3
 

(1/3)
,

− 1 +
1

1 + 
4
r�1 δ·

σ(r)



/1 + δ·
σ(r) 

3
 

(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

�

1

1 + 0.2(1 − 0.4814/0.4814)
3

+ 0.1(1 − 0.5820/0.5820)
3

+ 0.3(1 − 0.6841/0.6841)
3

+ 0.4(1 − 0.1883/0.1883)
3

 
(1/3)

,

1 −
1

1 + 0.2(0.4179/1 − 0.4179)
3

+ 0.1(0.3158/1 − 0.3158)
3

+ 0.3(0.2121/1 − 0.2121)
3

+ 0.4(0.3158/1 − 0.3158)
3

 
(1/3)

,

− 1 +
1

1 + 0.2(0.3158/1 − 0.3158)
3

+ 0.1(0.3158/1 − 0.3158)
3

+ 0.3(0.3158/1 − 0.3158)
3

+ 0.4(0.4179/1 − 0.4179)
3

 
(1/3)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� (0.0799, 0.2351, − 0.3452).

(52)

3. Models for MADM with TF Information

To solve a MADM problem using TF information, we will
use the TFDA operators established in the preceding sec-
tions. )e MADM problem is represented using the fol-
lowing technique or notations for prospective evaluation of
developing technology commercialization using TF infor-
mation. Let A � A1, A2, . . . , Am  present a discrete set of
alternatives and G � G1, G2, . . . , Gn , the set of attributes.
Let Φ � (Φ1,Φ2, . . . ,Φn) be the weight of attributes in the
form of real numbers with the conditions Φj > 0 and


n
j�1Φj � 1. Suppose thatM � ( mij)m×n � (μij, λij, δij)m×n is

the TF decision matrix, where μij represent the degree of

membership, λij represent the degree of non-membership,
and δij denote the degree of negative membership such that,
μij + λij ≤ 1 and μij, λij ⊂ [0, 1] and δij ⊂ [− 1, 0],
(i � 1, 2, . . . , n) and (j � 1, 2, . . . , m). )e process of uti-
lizing the TFDWA (or TFDWG) operator to solve an
MADM problem is listed below (Algorithm 1).

4. Illustrative Example

To present the practical output of the constructed model,
we consider the MADM problem (adapted from [27]) of
the ERP systems. We suppose that an organization wants
to employ the ERP systems. )e first step for the ERP

Computational Intelligence and Neuroscience 15



RE
TR
AC
TE
D

system is to construct a team of experts which contained
CIO and two other senior experts from the source in-
stitute. )e expert’s team collects all the data regarding
ERP vendors and system, in the form of TFS. Secondly, the
team selects five potential ERP systems, treated as
Ai, (i � 1, 2, 3, 4, 5), as candidates. )e team also imposes
four attributes for the evaluation of this MADM problem
of Ai (i � 1, 2, 3, 4, 5):

(a) G1 � function and technology.

(b) G2 � strategic fitness.

(c) G3 � vendor’s reputation.

(d) G4 � vendor’s ability.

)e expert team gave some weighting for the selection of
optimal candidate as Φ � (0.2, 0.1, 0.3, 0.4), and the infor-
mation collected is in the form of TFSs, satisfying the above
four attributes. )e rating of the team is presented in the
matrix given below.

To find the most favorable ERP systems, we employ the
TFDWA operator (or TFDWG operator) in the following to
construct a solution to MADM problems based on TF in-
formation, which may be summarized as follows.

Step 1. Let R � 1. By applying the TFDWA operator,
we compute the overall preference values mi of the ERP
system Ai (i � 1, 2, 3, 4, 5):

m1 � (0.0013, 0.9455, − 0.9871),

m2 � (0.0010, 0.9800, − 0.9964),

m3 � (0.0004, 0.9788, − 0.8852),

m4 � (0.0001, 0.9976, − 0.9936),

m5 � (0.0037, 0.9562, − 0.9814).

(53)

Step 2. Find the score valuesⓈ( mi), (i � 1, 2, 3, 4, 5), of
the overall TF numbers, TFNs, mi, (i � 1, 2, 3, 4, 5):

Ⓢ m1(  � 0.3199,

Ⓢ m2(  � 0.3282,

Ⓢ m3(  � 0.3646,

Ⓢ m4(  � 0.3347,

Ⓢ m5(  � 0.3261.

(54)

Step 3. Rank all the ERP systems Ai, (i � 1, 2, 3, 4, 5),
according to the respective score values of the overall
tripolar fuzzy numbers, and we get
A3 >A4 >A2 >A5 >A1.
Step 4. According to score values, A3 is the most
considerable ERP system.

If we use the TFDWG operator instead of TFDWA
operator, then we solve the problem similarly as above:

Step 1. We apply the TFDWA operator to process the information in the decision matrix M and to compute the overall values of the
alternatives Ai (i � 1, 2, . . . , m), and we have
mi � (μi, λi, δi) � TFDWAΦ( mi1, mi2, . . . , min) � ⊕nj�1(Φj mij)

�

1 − (1/1 + 
n

j�1
Φj(μij/1 − μij)

R
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

(1/R)

), (1/1 + 
n

j�1
Φj(1 − λij/λij)

R
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

(1/R)

),

(− 1/1 + 
n

j�1
Φj(1 + δij/|δij|)

R
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

(1/R)

).

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Or if we select the TFDWG operator, instead of TFDWA operator, then we have
mi � (μi, λi, δi) � TFDWGΦ( mi1, mi2, . . . , min) � ⊗ n

j�1( mij)
Φj

�

(1/1 + 
n

j�1
Φj(1 − μij/μij)

R
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

(1/R)

), 1 − (1/1 + 
n

j�1
Φj(λij/1 − λij)

R
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

(1/R)

),

− 1 + (1/1 + 
n

j�1
Φj(|δij|/1 + δij)

R
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

(1/R)

).

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Step 2. Find the score values Ⓢ( mi) (i � 1, 2, . . . , m) of all the alternatives.
Step 3. Rank allAi (i � 1, 2, . . . , m) according to the score valuesⓈ( mi), (i � 1, 2, . . . , m). In caseⓈ( mi) andⓈ( mj) values are equal,
then calculate the accuracy values acc( mi) and acc( mj) to rank the alternatives Ai and Aj, respectively.
Step 4. Select the best alternative(s).

ALGORITHM 1: MADM steps.
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Step 1. For R � 1, aggregate all TFNs via the TFDWG
operator to derive the overall TFNs mi (i � 1, 2, 3, 4, 5)

of the ERP system:

m1 � (0.9959, 0.0000, − 0.0004),

m2 � (0.9944, 0.0002, − 0.0015),

m3 � (0.9875, 0.0002, − 0.0000),

m4 � (0.9674, 0.0023, − 0.0008),

m5 � (0.9984, 0.0001, − 0.0003).

(55)

Step 2. Calculate the score values
Ⓢ( mi), (i � 1, 2, 3, 4, 5), of the overall TF numbers,
TFNs, mi, (i � 1, 2, 3, 4, 5):

Ⓢ m1(  � 0.6651,

Ⓢ m2(  � 0.6643,

Ⓢ m3(  � 0.6625,

Ⓢ m4(  � 0.6563,

Ⓢ m5(  � 0.6660.

(56)

Step 3. Rank all the ERP systems Ai, (i � 1, 2, 3, 4, 5),
according to the respective score values of the overall
TF numbers, and we get ⓈA5 >ⓈA1 >ⓈA2 >
ⓈA3 >ⓈA4.
Step 4. By the score values, A5 is the most ideal ERP
system.

Based on the above discussion, it is determined that,
while ranking values of the alternatives change when uti-
lizing the TFDWA (TFDWG) operator, the ranking orders
of the ERP system did not remain the same, i.e., the most
ideal ERP system through using TFDWA operator is A4,
while using TFDWG operator, it is A5. )e reason for
different optimal alternatives is the use of different methods
in the decision process.

In Figure 1, the comparison of the ERP system is shown,
where it is observed that the graph of TFDWA operator
(green line) has some fluctuations in the middle values of
ranking order of ERP system while the graph of TFDWG
operator (brown line) is stable. )is means that the ranking
order of ERP systems is more stable in TFDWG operator as
compared to the ranking order of ERP systems in TFDWA
operator.

4.1. Influence of Parameter. To describe the impact of the
operational parameters R on MADM outcomes, we will
rank the alternatives using different values of R. )e results
of score function and ranking order of the ERP system Ai

(i � 1, 2, 3, 4, 5) in the range of R ∈ [1, 10] applying
TFDWA and TFDWG operators are presented. )e cor-
responding scores and ranking of the ERP system
Ai, (i � 1, 2, 3, 4, 5), are shown in Tables 1 and 2.

Table 3 shows that altering the value ofR in the TFDWA
operator changes the ranking orders, and the associated best
alternatives are not similar. Several ranking orders of the

alternatives for subintervals of [2, 30] by using TFDWA and
TFDWG operators of the operational parameter R are
shown in Tables 2 and 4.

Ranking orders of the alternatives for subintervals of [2,
30] by using TFDWGoperators of the operational parameter
R are shown in Table 5.

)e corresponding graphs in Figures 2 and 3 are pro-
vided to diagnose the influence of parameterR ∈ [1, 10] on
the ranking of alternatives in TFDWA and TFDWG
operators.

From Figures 2 and 3, we observe that the ranking order
of the ERP systems in TFDWA operator (Figure 2) has more
fluctuations than the ranking order of alternatives in
TFDWG operators (Figure 3). )erefore, the proposed
method of TFDWG operator produced stable results of the
ERP system.

4.2. Comparative Analysis. To compare the developed
models with the existing literature to describe the advantages
of the proposed models, we consider the following two
special cases of the suggested models, given in Examples 1
and 2. In Example 1, we dropped the implicit counter
property from the information given in Table 1 and the
reduced matrix becomes the IF information which is given
in Table 6.
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Comparison of ranking orders of alternatives using
TFDWA & TFDWG operator

Figure 1: Graphs of TFDWA and TFDWG operators.

Table 1: Tripolar fuzzy (TF) decision matrix with its values.

TF matrix values

M �

(0.7, 0.2, − 0.3) (0.2, 0.4, − 0.8) (0.2, 0.5, − 0.3) (0.8, 0.2, − 0.2)

(0.6, 0.3, − 0.4) (0.3, 0.6, − 0.5) (0.5, 0.3, − 0.4) (0.4, 0.3, − 0.6)

(0.4, 0.5, − 0.2) (0.4, 0.4, − 0.1) (0.3, 0.2, − 0.5) (0.5, 0.4, − 0.4)

(0.2, 0.6, − 0.6) (0.3, 0.4, − 0.7) (0.4, 0.6, − 0.2) (0.5, 0.4, − 0.3)

(0.7, 0.3, − 0.3) (0.5, 0.4, − 0.4) (0.5, 0.3, − 0.4) (0.4, 0.3, − 0.4)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Example 3. Recall the TF information decision matrix given
in Table 1. )e modified decision matrix contained IF in-
formation given in Table 6, and the normalized decision
matrix is shown in Table 7, respectively.

By applying IFDWA and IFDWG operators on Table 7,
the aggregated IFNs are summarized in Table 8.

By calculating the score values of the aggregated IFNs of
Table 9, we get the following table.

In Table 10, a comparison of the ranking of alternatives
by using IFDWA operator and TFDWA operator is shown,
and the graphical view of these operators is highlighted in
Figure 4.

From Figure 4, we can see that the ranking order of al-
ternatives for the TFDWA operator (brown line) is stable from
A1 to A2, increasing from A2 to A3, decreasing from A3 to A4,
and stable from A4 to A5. From A4 it becomes stable. On the
other hand, if we consider the IFDWA operator (green line),
the ranking order of alternatives is decreasing continuously
from A1 to A4 and increasing from A4 to A5, and hence we
observe no stability in ranking produced by IFDWA operator.
)erefore, the proposed method of TFDWA operator gives
more stable ranking than the existing methods in literature.

A comparison of the ranking of alternatives by using
IFDWG operator and TFDWG operator is shown in

Table 2: Ranking order in TFDWA operator.

R Ranking orders
R ∈ 1, 2] ⓈA3>ⓈA4>ⓈA2>ⓈA5>ⓈA1
R ∈ (2, 4] ⓈA3>ⓈA4>ⓈA1>ⓈA5>ⓈA2
R ∈ (4, 5] ⓈA5>ⓈA3>ⓈA4>ⓈA1>ⓈA2
R ∈ (5, 6] ⓈA4>ⓈA3>ⓈA5>ⓈA1>ⓈA2
R ∈ (6, 10] ⓈA5>ⓈA4>ⓈA3>ⓈA1>ⓈA2

Table 3: )e ERP’s ranking order for various working parameters in TFDWA operator.

R Ⓢ ( m1), Ⓢ ( m2), Ⓢ ( m3), Ⓢ ( m4), Ⓢ ( m5) Ranking order

1 0.3199, 0.3282, 0.3646, 0.3347, 0.3261 ⓈA3>ⓈA4>ⓈA2>ⓈA5>ⓈA1
2 0.2326, 0.2652, 0.4763, 0.3574, 0.2887 ⓈA3>ⓈA4>ⓈA5>ⓈA2>ⓈA1
3 0.2438, 0.2300, 0.4522, 0.3848, 0.2335 ⓈA3>ⓈA4>ⓈA1>ⓈA5>ⓈA2
4 0.2730, 0.2279, 0.4324, 0.4018, 0.2091 ⓈA3>ⓈA4>ⓈA1>ⓈA5>ⓈA2
5 0.2968, 0.2354, 0.4221, 0.4114, 0.4257 ⓈA5>ⓈA3>ⓈA4>ⓈA1>ⓈA2
6 0.3146, 0.2446, 0.4166, 0.4171, 0.3896 ⓈA4>ⓈA3>ⓈA5>ⓈA1>ⓈA2
7 0.3281, 0.2531, 0.4135, 0.4206, 0.4253 ⓈA5>ⓈA4>ⓈA3>ⓈA1>ⓈA2
8 0.3386, 0.2607, 0.4118, 0.4230, 0.4367 ⓈA5>ⓈA4>ⓈA3>ⓈA1>ⓈA2
9 0.3470, 0.2671, 0.4107, 0.4246, 0.4457 ⓈA5>ⓈA4>ⓈA3>ⓈA1>ⓈA2
10 0.3537, 0.2727, 0.4101, 0.4257, 0.4529 ⓈA5>ⓈA4>ⓈA3>ⓈA1>ⓈA2

Table 4: Ranking order in TFDWG operator.

R Ranking order
R ∈ 0, 3] ⓈA5>ⓈA1>ⓈA2>ⓈA3>ⓈA4
R ∈ (3, 5] ⓈA3>ⓈA4>ⓈA1>ⓈA5>ⓈA2
R ∈ (5, 7] ⓈA5>ⓈA1>ⓈA2>ⓈA3>ⓈA4
R ∈ (7, 8] ⓈA5>ⓈA1>ⓈA3>ⓈA4>ⓈA2
R ∈ (8, 10] ⓈA5>ⓈA1>ⓈA3>ⓈA4>ⓈA2

Table 5: Ranking order for various working parameters in TFDWG operator.

R Ⓢ ( m1), Ⓢ ( m2), Ⓢ ( m3), Ⓢ ( m4), Ⓢ ( m5) Ranking order

1 0.6651, 0.6643, 0.6625, 0.6563, 0.6660 ⓈA5>ⓈA1>ⓈA2>ⓈA3>ⓈA4
2 0.6385, 0.6238, 0.5998, 0.5406, 0.6552 ⓈA5>ⓈA1>ⓈA2>ⓈA3>ⓈA4
3 0.5982, 0.5651, 0.5331, 0.4726, 0.6369 ⓈA5>ⓈA1>ⓈA2>ⓈA3>ⓈA4
4 0.5650, 0.5187, 0.4941, 0.4495, 0.6198 ⓈA3>ⓈA4>ⓈA1>ⓈA5>ⓈA2
5 0.5403, 0.4855, 0.4718, 0.4495, 0.6195 ⓈA3>ⓈA4>ⓈA1>ⓈA5>ⓈA2
6 0.5222, 0.4615, 0.4492, 0.4349, 0.5857 ⓈA5>ⓈA1>ⓈA2>ⓈA3>ⓈA4
7 0.5083, 0.4438, 0.4492, 0.4349, 0.5857 ⓈA5>ⓈA1>ⓈA2>ⓈA3>ⓈA4
8 0.4977, 0.4302, 0.4430, 0.4360, 0.5784 ⓈA5>ⓈA1>ⓈA3>ⓈA4>ⓈA2
9 0.4892, 0.4194, 0.4385, 0.4333, 0.5725 ⓈA5>ⓈA1>ⓈA3>ⓈA4>ⓈA2
10 0.4823, 0.4108, 0.4351, 0.4329, 0.5676 ⓈA5>ⓈA1>ⓈA3>ⓈA4>ⓈA2
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Table 6: Intuitionistic fuzzy (IF) decision matrix.

IF matrix values

M′ �

(0.7, 0.2) (0.2, 0.4) (0.2, 0.5) (0.8, 0.2)

(0.6, 0.3) (0.3, 0.6) (0.5, 0.3) (0.4, 0.3)

(0.4, 0.5) (0.4, 0.4) (0.3, 0.2) (0.5, 0.4)

(0.2, 0.6) (0.3, 0.4) (0.4, 0.6) (0.5, 0.4)

(0.7, 0.3) (0.5, 0.4) (0.5, 0.3) (0.4, 0.3)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Table 7: Normalized intuitionistic fuzzy (NIF) decision matrix.

NIF matrix values

M �

(0.7, 0.2) (0.4, 0.2) (0.2, 0.5) (0.8, 0.2)

(0.6, 0.3) (0.6, 0.3) (0.5, 0.3) (0.4, 0.3)

(0.4, 0.5) (0.4, 0.4) (0.3, 0.2) (0.5, 0.4)

(0.2, 0.6) (0.4, 0.3) (0.4, 0.6) (0.5, 0.4)

(0.7, 0.3) (0.4, 0.5) (0.5, 0.3) (0.4, 0.3)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Table 11, and the graphical view of these operators is
highlighted in Figure 5.

From Figure 5, it is clearly seen that the ranking of
alternatives in IFDWG operator (green line) is stable from
A1 to A5. Similarly, the ranking in TFDWG operator (brown
line) is stable from A1 to A5. )erefore, the stability of our
proposed operator is similar to the stability of existing
IFDWG operator, but the proposed TFDWG operator is
more advanced than the existing operator, as it is a

Table 8: Aggregated IFNs using IFDWA and IFDWG operators.

Alternatives BFDWA operator BFDWG operator
A1 (0.0037, 0.8668) (0.9984, 0.0000)
A2 (0.0030, 0.9335) (0.9964, 0.0000)
A3 (0.0004, 0.9788) (0.9875, 0.0002)
A4 (0.0002, 0.9962) (0.9788, 0.0015)
A5 (0.0024, 0.9704) (0.9976, 0.0001)

Table 9: Score values of IFNs using IFDWA and IFDWG
operators.

Alternatives IFDWA operator IFDWG operator
A1 0.0684 0.9992
A2 0.0347 0.9982
A3 0.0108 0.9936
A4 0.0020 0.9886
A5 0.0160 0.9987
Ranking order of alternatives
IFDWA operator ⓈA1>ⓈA2>ⓈA5>ⓈA3>ⓈA4
IFDWG operator ⓈA1>ⓈA5>ⓈA2>ⓈA3>ⓈA4
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Figure 4: Comparison of ranking order in TFDWA and IFDWA
operators.

Table 10: Ranking of alternatives using IFDWA and TFDWA
operators.

IFDWA operator ⓈA1>ⓈA2>ⓈA5>ⓈA3>ⓈA4
TFDWA operator ⓈA3>ⓈA4>ⓈA2>ⓈA5>ⓈA1

Table 11: Ranking of alternatives using IFDWG and TFDWG
operators.
IFDWG operator ⓈA1>ⓈA2>ⓈA5>ⓈA3>ⓈA4
TFDWG operator ⓈA3>ⓈA4>ⓈA2>ⓈA5>ⓈA1
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Figure 5: Ranking order of alternatives in TFDWG and IFDWG
operators.

Table 12: Bipolar fuzzy (BF) decision matrix.

BF matrix values

M″ �

(0.7, − 0.3) (0.2, − 0.8) (0.2, − 0.3) (0.8, − 0.2)

(0.6, − 0.4) (0.3, − 0.5) (0.5, − 0.4) (0.4, − 0.6)

(0.4, − 0.2) (0.4, − 0.1) (0.3, − 0.5) (0.5, − 0.4)

(0.2, − 0.6) (0.3, − 0.7) (0.4, − 0.2) (0.5, − 0.3)

(0.7, − 0.3) (0.5, − 0.4) (0.5, − 0.4) (0.4, − 0.4)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Table 13: Aggregated BFNs by using BFDWA and BFDWG
operators.

Alternatives BFDWA operator BFDWG operator
A1 (0.0013, − 0.9871) (0.9875, − 0.0004)
A2 (0.9959, − 0.0004) (0.0001, − 0.9936)
A3 (0.0010, − 0.9964) (0.9674, − 0.0008)
A4 (0.9944, − 0.0015) (0.0037, − 0.9814)
A5 (0.0004, − 0.8852) (0.9984, − 0.0003)

Table 14: Score values by using BFDWA and BFDWG operators.

Alternatives BFDWA operator BFDWG operator
A1 0.0071 0.9974
A2 0.0023 0.9964
A3 0.0576 0.9935
A4 0.0032 0.9833
A5 0.0111 0.9990
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generalization of both the notions of IFNs and BFNs and can
handle problems involving IFN and BFN in the single model.

Now, we discuss the case of proposed operators by
dropping the degree of non-membership from the infor-
mation given in the decision matrix of Table 1.)e following
example illustrate the case of dropping the degree of non-
membership.

Example 4. Reconsider the decision matrix given in Table 1
and drop the non-membership degree from each triplet of
this matrix. )e modified matrix is reduced to a BF decision
matrix given in Table 12.

For the comparison of the proposed models, we apply
BFDWA and BFDWG operators on Table 12 and the ag-
gregated BFNs are summarized in Table 13.

)e score values of the aggregated BFNs are summarized
in Table 14.

)e ranking of alternatives by using BFDWA/BFDWG
operator is shown in Table 15.

In Table 16, we compare the ranking order of alternatives
obtained by the proposed method and BFDWA/BFDWG
operators.

In Figures 6 and 7, we compared the proposed operators
and existing operators of BFDWA/BFDWG operators.

From Figure 7, it is clearly seen that the ranking of
alternatives using BFDWA operator (brown line) and
TFDWA operator (green line) is not fully stable in between
A1 to A5.

From Figure 7, we observed that the ranking order of
alternatives in BFDWG operator (green line) and TFDWG
operator (brown line) is stable.)is means that the proposed
operators and existing operator behave similar. But the
proposed operators are generalization of both the IFS and
BFS, which combine both the notions into a single model.

5. Conclusion

In this article, we addressed MADM problems with TF
information. From the inspiration of Dombi operations, we
incorporated arithmetic and geometric operations to de-
velop certain TF Dombi aggregation operators:

(i) TFDWA operator.
(ii) TFDOWA operator.
(iii) TFDHWA operator.
(iv) PFDWG operator.
(v) TFDOWG operator.
(vi) TFDHWG operator.

Different aspects of these suggested operators are
highlighted. )en, we utilized these operators to broaden a
few mechanisms to cope with MADM problems. Ultimately,
a realistic example of an ERP system is provided to develop
the strategy and show the effectiveness of the proposed
method. In future research, we will investigate DM theory,
risk theory, and other areas in an ambiguous environment
for the suggested tripolarity models.

)e method introduced in this paper is a generalization
of IF and BF environments, and the present model deals with
the tripolar fuzzy environment. )e existing methods of IF

Table 15: Ranking of alternatives in BFDWA/BFDWG operators.

BFDWA operator ⓈA3>ⓈA5>ⓈA1>ⓈA4>ⓈA2
BFDWG operator ⓈA5>ⓈA1>ⓈA2>ⓈA3>ⓈA4

-0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Sc
or

e v
al

ue
s

Comparison of ranking orders of alternatives using
BFDWA & TFDWA operator

A1 A2 A3 A4 A5
Alternatives

BFDWA
TFDWA
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Table 16: Ranking of proposed and BFDWA/BFDWG operators.

BFDWA operator ⓈA3>ⓈA5>ⓈA1>ⓈA4>ⓈA2
BFDWG operator ⓈA5>ⓈA1>ⓈA2>ⓈA3>ⓈA4
TFDWA operator (proposed) ⓈA3>ⓈA4>ⓈA2>ⓈA6>ⓈA1
TFDWG operator (proposed) ⓈA3>ⓈA4>ⓈA2>ⓈA5>ⓈA1
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strictions; in IFS, we cannot discuss the implicit counter
property of objects while the BFS models failed to consider
the non-membership property of objects in decision process,
and definitely these deficiencies in IF models as well as in BF
models will lose the information in the process. )e present
method combines the two concepts of IF and BF models
together. In a nutshell, the suggested MADM technique for
TFDWA and TFDWGA operators has improved DM reli-
ability. Our suggested approaches are more comprehensive
and adaptable than conventional methods for controlling IF
and BF models. We compared our method with Dombi’s
method [30] and Xu and Yager’s method [5]. )e com-
parative results are shown in Table 17. As a conclusion, our
suggested approaches are more flexible and adaptable than
available methods for controlling IF and BF MADM
challenges.
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Air pollution control as the background of a cost allocation method is based on the Shapley value to determine the core
stakeholder, so fair pollution control projects and the establishment of the atmospheric pollution of governance cost allocation
model are put forward for the solution of air pollution coordinated by the government supervision and the atmospheric pollution
control collaborative group.)e results show that the cost allocationmodel of air pollution control based on Shapley value is more
reasonable, and the cost of stakeholders is reduced to a certain extent, and the risk of the participants is reduced so that it
maximizes social benefits.

1. Introduction

Over the past 30 years of the Reform and Opening-up
policy, China has made some progress in air pollution
prevention and control. A part of single atmospheric
pollutants has reached the emission standard step by step.
However, new pollution caused by the mixing of multiple
pollution sources has attracted widespread attention with
the complexity of production and living activities. PM2.5
or haze is formed by a mixed reaction of various pol-
lutants, such as gases and particulates, including volatile
organic compounds (VOCs). Exposure to fine particulate
matter (PM2.5) with a diameter of < 2.5 μm is a recog-
nized cause of respiratory diseases in children [1].
At present, the generation of air pollutants is continu-
ing to increase. Effective pollution prevention and
control should decrease the increment and storage of
pollutants. At present, the problem of air pollution
control is still facing many difficulties and needs to be
solved urgently.

In my country’s urban development system, the urban
development of the Beijing-Tianjin-Hebei region has driven
the overall economic development of our country, but the
environmental problems in these areas have gradually become
the main concern of people. [2] )e Beijing-Tianjin-Hebei

region, which is a key area of pollution prevention and
control, suffers from grave ecological and environmental
problems, especially serious air pollution and frequent haze.
At the same time, the Beijing-Tianjin-Hebei region, which has
a resource-dependent economy dominated by clusters of
heavy industries, has long borne the highest PM2.5 pollution
levels in China, prompting serious concerns about the re-
gion’s disease burden. [3] )e overall air quality in the
Beijing-Tianjin-Hebei region affects each other and cannot be
prevented and controlled individually. It is urgent to
strengthen regional ecological protection and construction.
However, the integration of the Beijing-Tianjin-Hebei region
is still at an early stage, and many systems need to be further
established and refined. It is also difficult to significantly
improve the quality of the atmospheric environment in the
short term. Under this circumstance, coordinating the con-
tradiction between the environmental demand and envi-
ronmental capacity of the Beijing-Tianjin-Hebei region is
prominent.

Noncooperative policies for transboundary pollution
abatement are inefficient and ineffective, but cooperative
policies for pollution abatement are seldom successful in
regions that have different development goals and conflicting
interests. [4] To reduce the harm of haze to the life and health
of residents and accelerate the coordinated prevention and
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control of air pollution in the Beijing-Tianjin-Hebei region
require more resources and capital investment. However, the
Beijing-Tianjin-Hebei cooperation has not clearly defined and
divided rights, responsibilities, and benefits in air pollution
prevention and control, especially the cost-sharing mecha-
nism, so it is difficult to achieve effective integration.

In response to the above problems, this paper conducts a
theoretical analysis on the cost allocation of the Beijing-
Tianjin-Hebei cooperation in air pollution control. We
propose to establish a cost-sharing model of atmospheric
pollution in Beijing, Tianjin, and Hebei by using Shapley
value. )is model can better identify stakeholders in the
cooperative governance, maximize the overall and indi-
vidual interests, reduce the cost of air pollution prevention
and control, and finally solve the coordination problem of
air pollution control in Beijing, Tianjin, and Hebei.

2. Literature Review

Haze pollution not only negatively influences public health
but also causes great economic losses [5, 6]. In the existing
research on air pollution control, the main focus is on the
causes of air pollution and the control measures of air
pollution. Yang et al. quantitatively evaluated the vulnera-
bility of the atmospheric environment in the Beijing-Tian-
jin-Hebei region through space-time comparison [7]. )e
relationship between atmospheric environmental vulnera-
bility and exposure index, sensitivity index, and adaptability
index is helpful to analyze atmospheric environmental
vulnerability. )e results show that the air environment
vulnerability of 13 cities in the Beijing-Tianjin-Hebei region
shows obvious spatial heterogeneity. Liang and Wang sys-
tematically summarized the Beijing-Tianjin-Hebei urban
agglomeration implemented air pollution control mode,
which is multilevel, cross regional, and multidirectional [8].
)is includes a state-agglomeration-city linkage structure,
multiprovincial, and cross-regional linkage governance, and
multidirectional linkage mechanisms involving industrial
access, energy structure, green transportation, cross-regional
assistance, monitoring and early warning, consultation, and
accountability to analyze the temporal and spatial charac-
teristics by using the concentration data of six kinds of air
pollutants. Sun et al. selected indicators from the three
aspects of air pollution characteristics, natural condition
characteristics, and trade characteristics, and used the en-
tropy-top SIS method to determine the priority order of the
JPCAP region [9]. By determining the key areas of four
regions, key areas of air pollution control were identified,
providing practical guidance and theoretical basis for re-
gional joint control of air pollution. Piersanti et al. discussed
the scenarios developed for 2030 in Italy’s National Air
Pollution Control Programme, using 2010 as the reference
year, and also used these scenarios to provide a compre-
hensive approach to calculating the impact of the plan on
health effects (mortality) and associated costs, providing an
important framework and assessing measures to reduce air
pollution with an integrated approach [10]. Ikeuchi et al.
proposed that health risks caused by PM2.5 would increase
with the decrease of precipitation duration and incidence

[11]. Schwartz et al. believed that particulate air pollution at
common concentrations is associated with daily death [12].
Gulia et al. highlighted the problem of high spatiotemporal
variation of air pollution levels in urban areas and the
methods that can be used to eliminate pollutants. )e ef-
ficiency of the prototypes/devices developed using these
processes has also been compared worldwide, and studies
have shown that such controls would be very useful in re-
ducing air pollution in hot spots with large spatiotemporal
variability [13].

Given the formation reasons of haze and its harm to
human health, Elżbieta believed that the biggest cause of
smog and air pollution is the burning of garbage in the
stoves; other causes include exhaust from large factories,
burning coal in the stoves, and automobile exhaust [14].
Urbanization, industrialization, and increasing fossil fuel
consumption are generally identified as the main contrib-
utors to poor air quality [15]. Zhao and Yuan innovatively
used precipitation as an instrumental variable to alleviate the
endogeneity of haze pollution variable and found that haze
pollution seriously reduces the quality of China’s economic
development. )e loss of labor supply, deurbanization, and
interruption of human capital are the three transmission
channels through which haze pollution affects the quality of
China’s economic development [16]. Wang et al. studied the
changes in the physical and chemical properties of air
particles collected in Beijing during the typical transition
from haze to dust [17]. )e study found that detailed in-
formation on the physical and chemical properties of at-
mospheric particles in the typical heavy pollution process
could be provided in a short time, and such short-term
changes should be taken into account to more accurately
assess the environmental, climatic, and health impacts of
airborne particulate matter. Intense economic and human
activities in megacities lead to air pollution emissions,
resulting in high concentrations of air pollutants in the
atmosphere that harm human health, cause regional haze
and acid deposition, damage crops, affect regional air
quality, and contribute to climate change [18]. Zhang et al.
studied the diurnal variation of atmospheric boundary layer
height, analyzed temperature, wind direction and vertical
structure of wind, and characteristics of velocity in the
boundary layer; the weak vertical exchange between the
boundary layer and the upper layer will promote the for-
mation of fog and haze [19].

SOx, NOx, COx, volatile organic compounds (VOCs),
and Hg vapor directly and indirectly harm the atmospheric
environment and human health by contributing to the
formation of photochemical smog, acid rain, and haze and
posing risks of potential toxicity (e.g., carcinogenicity) [20].
Wang and Yuan tested the impact of air pollution control
on ecological total factor energy efficiency and the mod-
erating effect of ownership structure by using panel data of
37 subindustries of China’s industrial sectors from 2003 to
2014. )ey found that high-pollution industries had a
significant short-term positive impact, while medium-
pollution industries had a significant short-term negative
impact. Low pollution industries have a significant long-
term negative impact. Finally, some concrete policy
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suggestions are put forward [21]. Kim et al. determined the
causal relationship between the risk perception of partic-
ulate matter and satisfaction of outdoor activities in South
Korea, conducted an online survey of 412 people, and
conducted confirmatory factor analysis using the structural
equation model. )e results showed that the perceived risk
of particulate matter was higher when people had no in-
terest or trust in public opinion or policy, which increased
people’s perception of health risks and, in turn, reduced
their satisfaction with outdoor activities [22]. Zhao et al.
studied the Beijing-Tianjin-Hebei region as an example,
used the Shapley value method to reasonably distribute the
model benefits, construct the optimal emission reduction
plan, and determine the optimal annual decision of each
province. )e results show that the model reduces the total
cost of SO2 pollution reduction [23]. Gao et al. evaluated
the risk of particulate pollution to human health by
comparing samples collected from seven different func-
tional areas in Beijing [24].

At present, haze air pollution seriously harms global
human health. Many scholars at home and abroad have
made detailed explanations on the sources of air pollutants,
mainly from organic compounds such as SOx, NOx, and
COx, open incineration of garbage, and automobile exhaust
emissions. For the study of air pollution, many scholars
focus on empirical research. However, the Shapley value
method is a model of the income distribution of participants
in dynamic cooperative alliances. At present, the Shapely
value method is mainly used to solve the income distribution
in cooperative projects at home and abroad. )e Shapley
valuemethod is seldom used to study the cost of air pollution
control.

In this paper, the cost of air pollution control is al-
located according to the Shapley value method. Compared
with the existing research work, this model avoids equal
distribution and other relatively simple distribution to a
certain extent, which is scientific, reasonable, and fair.
)is paper establishes an air pollution control cost-
sharing model based on the Shapley value and determines
the core stakeholders to make the cost allocation more
reasonable, scientific, and fair. )e Shapley model reduces
the charges of each stakeholder, disperses the risks of
participants to a certain extent, and effectively ensures the
smooth progress of the project. We found that the cost
distribution model based on Shapley value can optimize
the cost and maximize the social benefit. Because air
pollution control needs a long process, the reduction of
cost and risk can effectively ensure the completion of air
pollution control, which plays an important role in
promoting air pollution control.

3. Basic Theory of Air Pollution Control
Cost Allocation

3.1. Shapley Value Method. Let I � 1, 2, . . . , n{ } be the total
number of project participants, S be any subset of I, and V be
the characteristic function defined above I, that is, the benefit
of a certain cooperation S.

V(∅) � 0(1),

V S1 ∪ S2( ≥V S1(  + V S2( , S1 ∩ S2 � ∅.
(1)

With Yi said I in the case of a project I partners from the
alliance profit maximum V(I) in income, namely, the income
gained by the each participant in the I uses letters to rep-
resent Y, this model is a cost allocation which should not
only meet the rationality of overall but also at the same time
to meet the individual rationality [25, 26], as shown below:

the overall rational : 
n

i�1
Yi � V(I), i � 1, 2, . . . , n,

individual rationality : Yi≥V(i), i � 1, 2, . . . , n,

(2)

where V(I) represents the benefit that I, a participant, can
obtain by completing the project alone, and V(I) represents
the maximum benefit that can be obtained in many coop-
erative alliances [27, 28]. At this point, we get the Shapley
value we want to find, which is called Yi (v):

Yi(V) �  
Si∈s

W(|s|)[V(S) − V(s\i)], i � 1, 2 . . . n,

W(|S|) �
(n − |S|)!(|S| − 1)!

n!
,

(3)

where S is a subset of all combinations of I, and |S| is the
number of project-related stakeholders in a collaboration S,
and W (|S|) is the weight. V(S) refers to the cooperation
benefits obtained or costs borne by this subset S, and V(S/i)
refers to the benefits obtained or costs borne by other
members of S after the elimination of participant I [29].

3.2. Stakeholder&eory. Rowley, a foreign scholar, was the first
to establish the stakeholder theory. In a narrow sense, a
stakeholder means that an individual and a group participate in
the same project, provide human, financial, and other resources
in the project, bear a part of the project risks, and finally share
interests [30, 31]. In the late 1990s, there emerged a method
represented by Mitchell and Wood, called the “Mitchell scoring
method,” which mainly divided legitimacy, power, and urgency
into three attributes. According to these three attributes,
stakeholders can be divided into three types: the first type is the
defining stakeholder, which has three attributes at the same time
and is the primary object to be paid attention to.)e second type
is the anticipatory stakeholder, with any combination of two
attributes. )e third type is the potential stakeholder, in which
participants have only one of the three characteristics [32].

4. Air Pollution Control Cost Allocation Model

4.1. Core Stakeholders of Air PollutionControl Cost Allocation
Project. According to the participation of each participant
in the process of air pollution control project and the degree
of influence of each participant on air pollution control, [33]
stakeholders in the air pollution control model are divided
into three categories through analysis, as shown in Table 1.

In atmospheric pollution control projects, as core
stakeholders are the key members of air pollution control
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and also the main body to share the cost of air pollution, they
play a vital role in air pollution control, so it is particularly
important to determine the cost allocation among core
stakeholders [34].

4.2. Cost Allocation Model of Air Pollution Control Based on
Shapley Value. Based on the above analysis of stakeholders,
a model is established for the allocation process of air
pollution treatment costs. Combined with the relevant
knowledge of Shapley value, hypotheses are firstly proposed
for the model. )e main hypotheses are as follows:

Assume that participants I� {1,2, ..., n}, including gov-
ernment departments of two places and enterprises of two
places, are represented by A,B,C,D,E, and F, respectively. A
represents government departments of Beijing, B represents
enterprises of Beijing, C represents the government of Hebei,
D represents enterprises of Hebei, E represents the gov-
ernment of Tianjin, and F represents enterprises of Tianjin as
shown in Table 2.

Based on the analysis of the above characteristic func-
tions and the Shapley value method, the cost allocation
model of regional cooperative air pollution control is
established, which is mainly calculated according to the
following two formulas.

W(|S|) �
(n − |s|!)(|s| − 1)!

n!
, (4)

Yi(V) � 
Si∈S

W(|S|)[V(S) − V(S/i)], i � 1, 2, . . . , n. (5)

4.3. Cost Allocation of BeijingGovernmentDepartments in the
Air PollutionControl Project Alliance. )e values in the table
are calculated according to formula (4) and formula (5). )e
constituent elements in the subset S represent the stake-
holders involved in the project. )ey, respectively, say that
the cooperative alliance V (S) participated by Beijing gov-
ernment departments represents the air pollution control
costs borne by the cooperative alliance participated by the
Beijing municipal government V (S/I) represents the re-
moval of Beijing city. After the government, this cooperative
alliance would have borne the cost and [V(S) − V(S/i)]
refers to the cost borne by the project with the participation
of Beijing municipal government minus the cost borne by
the project without the participation of Beijing municipal
government. W(|S|) refers to the proportion of this coop-
eration alliance in cooperation with the participation of
Beijing municipal government. )e sum of W(|S|) is 1.
W(|S|)[V(S) − V(S/i)] represents the Shapley value of
Beijing municipal Government in this cooperative alliance,
from which we can get the best cost allocation of Beijing
municipal government. According to the formula, the final
cost that Beijing municipal government should bear is as
shown in Table 3.

Yi(V) �
1
6

V(S1) +
1
30

[V(S5) − V(S2)] +
1
30

[V(S7) − V(S4)] +
1
30

[V(S9) − V(S3)]

+
1
30

[V(S7) − V(S4)] +
1
30

[V(S9) − V(S3)]
1
60

[V(S11) − V(S6)] +
1
60

[V(S13) − V(S8)]

+
1
60

[V(S14) − V(S10)] +
1
60

[V(S15) − V(S12)] +
1
30

[V(S19) − V(S17)] +
1
30

[V(S23) − V(S16)]

+
1
60

[V(S31) − V(S21)] +
1
60

[V(S32) − V(S20)] +
1
60

[V(S33) − V(S18)] +
1
60

[V(S35) − V(S24)]

+
1
60

[V(S37) − V(S26)] +
1
60

[V(S38) − V(S22)] +
1
60

[V(S40) − V(S25)] +
1
60

[V(S43) − V(S34)]

+
1
60

[V(S45) − V(S36)] +
1
60

[V(S49) − V(S39)]
1
60

[V(S50) − V(S27)] +
1
60

[V(S51) − V(S29)]

+
1
60

[V(S52) − V(S41)] +
1
60

[V(S53) − V(S28)] +
1
60

[V(S54) − V(S42)] +
1
60

[V(S55) − V(S30)]

+
1
30

[V(S58) − V(S44)] +
1
30

[V(S59) − V(S48)] +
1
30

[V(S60) − V(S46)] +
1
30

[V(S61) − V(S47)]

+
1
30

[V(S62) − V(S56)] +
1
6

[V(S63) − V(S57)].

(6)

4 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

Table 1: Classification of stakeholders of air pollution control projects.

Stakeholders Institutions Mechanism classification basis

Core
stakeholders

Local governments and enterprises in Beijing,
Tianjin and Hebei

)e indispensable participants of the air pollution control project
have an inseparable interest with the control and cost sharing of

the project

General
stakeholders

Beijing-Tianjin-Hebei and surrounding areas’ air
pollution prevention and control collaborative

group

Participants who are closely connected with air pollution control
projects have a certain degree of project participation and bear

certain risks
Marginal
stakeholders )e central government It has a little influence on air pollution control projects and does

not directly contact each participant

Table 2: Making assumptions about the model.

A B C D E F Subset Function Number of participants
Participate in S1 V (S1) 1

Participate in S2 V (S2) 1
Participate in S3 V (S3) 1

Participate in S4 V (S4) 1
Participate in Participate in S5 V (S5) 2

Participate in Participate in S6 V (S6) 2
Participate in Participate in S7 V (S7) 2

Participate in Participate in S8 V (S8) 2
Participate in Participate in S9 V (S9) 2

Participate in Participate in S10 V (S10) 2
Participate in Participate in Participate in S11 V (S11) 3

Participate in Participate in Participate in S12 V (S12) 3
Participate in Participate in Participate in S13 V (S13) 3
Participate in Participate in Participate in S14 V (S14) 3
Participate in Participate in Participate in Participate in S15 V (S15) 4

Participate in S16 V (S16) 1
Participate in S17 V (S17) 1

Participate in Participate in S18 V (S18) 2
Participate in Participate in S19 V (S19) 2

Participate in Participate in S20 V (S20) 2
Participate in Participate in S21 V (S21) 2

Participate in Participate in S22 V (S22) 2
Participate in Participate in S23 V (S23) 2

Participate in Participate in S24 V (S24) 2
Participate in Participate in S25 V (S25) 2

Participate in Participate in S26 V (S26) 2
Participate in Participate in Participate in S27 V (S27) 3
Participate in Participate in Participate in S28 V (S28) 3
Participate in Participate in Participate in S29 V (S29) 3

Participate in Participate in Participate in S30 V (S30) 3
Participate in Participate in Participate in S31 V (S31) 3
Participate in Participate in Participate in S32 V (S32) 3
Participate in Participate in Participate in S33 V (S33) 3

Participate in Participate in Participate in S34 V (S34) 3
Participate in Participate in Participate in S35 V (S35) 3

Participate in Participate in Participate in S36 V (S36) 3
Participate in Participate in Participate in S37 V (S37) 3
Participate in Participate in Participate in S38 V (S38) 3

Participate in Participate in Participate in S39 V (S39) 3
Participate in Participate in Participate in S40 V (S40) 3

Participate in Participate in Participate in S41 V (S41) 3
Participate in Participate in Participate in S42 V (S42) 3

Participate in Participate in Participate in Participate in S43 V (S43) 4
Participate in Participate in Participate in Participate in S44 V (S44) 4

Participate in Participate in Participate in Participate in S45 V (S45) 4
Participate in Participate in Participate in Participate in S46 V (S46) 4
Participate in Participate in Participate in Participate in S47 V (S47) 4
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Table 2: Continued.

A B C D E F Subset Function Number of participants
Participate in Participate in Participate in Participate in S48 V (S48) 4

Participate in Participate in Participate in Participate in S49 V (S49) 4
Participate in Participate in Participate in Participate in S50 V (S50) 4
Participate in Participate in Participate in Participate in S51 V (S51) 4
Participate in Participate in Participate in Participate in S52 V (S52) 4
Participate in Participate in Participate in Participate in S53 V (S53) 4
Participate in Participate in Participate in Participate in S54 V (S54) 4
Participate in Participate in Participate in Participate in S55 V (S55) 4

Participate in Participate in Participate in Participate in S56 V (S56) 4
Participate in Participate in Participate in Participate in Participate in S57 V (S57) 5

Participate in Participate in Participate in Participate in Participate in S58 V (S58) 5
Participate in Participate in Participate in Participate in Participate in S59 V (S59) 5
Participate in Participate in Participate in Participate in Participate in S60 V (S60) 5
Participate in Participate in Participate in Participate in Participate in S61 V (S61) 5
Participate in Participate in Participate in Participate in Participate in S62 V (S62) 5
Participate in Participate in Participate in Participate in Participate in Participate in S63 V (S63) 6

Table 3: Expenses borne by Beijing government departments in air pollution control projects.

A subset of S V(S) V(S\i) [V(S) − V(S/i)] W(|S|) W(|S|)[V(S) − V(S/i)]
S1 V(S1) 0 V(S1) 1\6 1/46V(S1)
S5 V(S5) V(S2) V(S5) − V(S2) 1\30 1/30[V(S5) − V(S2)]
S7 V(S7) V(S4) V(S7) − V(S4) 1\30 1/30[V(S7) − V(S4)]
S9 V(S9) V(S3) V(S9) − V(S3) 1\30 1/30[V(S9) − V(S3)]
S11 V(S11) V(S6) V(S11) − V(S6) 1\60 1/60[V(S11) − V(S6)]
S13 V(S13) V(S8) V(S13) − V(S8) 1\60 1/60[V(S13) − V(S8)]
S14 V(S14) V(S10) V(S14) − V(S10) 1\60 1/60[V(S14) − V(S10)]
S15 V(S15) V(S12) V(S15) − V(S12) 1\60 1/60[V(S15) − V(S12)]
S19 V(S19) V(S17) V(S19) − V(S17) 1\30 1\30[V(S19) − V(S17)]
S23 V(S23) V(S16) V(S23) − V(S16) 1\30 1\30[V(S23) − V(S16)]
S31 V(S31) V(S21) V(S31) − V(S21) 1\60 1\60[V(S31) − V(S21)]
S32 V(S32) V(S20) V(S32) − V(S20) 1\60 1\60[V(S32) − V(S20)]
S33 V(S33) V(S18) V(S33) − V(S18) 1\60 1\60[V(S33) − V(S18)]
S35 V(S35) V(S24) V(S35) − V(S24) 1\60 1\60[V(S35) − V(S24)]
S37 V(S37) V(S26) V(S37) − V(S26) 1\60 1\60[V(S37) − V(S26)]
S38 V(S38) V(S22) V(S38) − V(S22) 1\60 1\60[V(S38) − V(S22)]
S40 V(S40) V(S25) V(S40) − V(S25) 1\60 1\60[V(S40) − V(S25)]
S43 V(S43) V(S34) V(S43) − V(S34) 1\60 1\60[V(S43) − V(S34)]
S45 V(S45) V(S36) V(S45) − V(S36) 1\60 1\60[V(S45) − V(S36)]
S49 V(S49) V(S39) V(S49) − V(S39) 1\60 1\60[V(S49) − V(S39)]
S50 V(S50) V(S27) V(S50) − V(S27) 1\60 1\60[V(S50) − V(S27)]
S51 V(S51) V(S29) V(S51) − V(S29) 1\60 1\60[V(S51) − V(S29)]
S52 V(S52) V(S41) V(S52) − V(S41) 1\60 1\60[V(S52) − V(S41)]
S53 V(S53) V(S28) V(S53) − V(S28) 1\60 1\60[V(S53) − V(S28)]
S54 V(S54) V(S42) V(S54) − V(S42) 1\60 1\60[V(S54) − V(S42)]
S55 V(S55) V(S30) V(S55) − V(S30) 1\60 1\60[V(S55) − V(S30)]
S58 V(S58) V(S44) V(S58) − V(S44) 1\30 1\30[V(S58) − V(S44)]
S59 V(S59) V(S48) V(S59) − V(S48) 1\30 1\30[V(S59) − V(S48)]
S60 V(S60) V(S46) V(S60) − V(S46) 1\30 1\30[V(S60) − V(S46)]
S61 V(S61) V(S47) V(S61) − V(S47) 1\30 1\30[V(S61) − V(S47)]
S62 V(S62) V(S56) V(S62) − V(S56) 1\30 1\30[V(S62) − V(S56)]
S63 V(S63) V(S57) V(S63) − V(S57) 1\6 1\6[V(S63) − V(S57)]
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According to the formula, the final cost that Beijing
enterprises should bear is

Yi(V) �
1
6

V(S2) +
1
30

[V(S5) − V(S1)] +
1
30

[V(S10) − V(S4)] +
1
60

[V(S12) − V(S6)] +
1
60

[V(S13) − V(S9)] +
1
60

[V(S14) − V(S7)]

+
1
60

[V(S15) − V(S11)] +
1
30

[V(S20) − V(S17)] +
1
30

[V(S20) − V(S17)] +
1
30

[V(S22) − V(S16)] +
1
60

[V(S31) − V(S5)]

+
1
60

[V(S32) − V(S19)] +
1
60

[V(S34) − V(S18)] +
1
60

[V(S36) − V(S25)] +
1
60

[V(S39) − V(S24)] +
1
60

[V(S41) − V(S26)]

+
1
60

[V(S42) − V(S22)] +
1
60

[V(S43) − V(S33)] +
1
60

[V(S45) − V(S40)] +
1
60

[V(S46) − V(S29)] +
1
60

[V(S47) − V(S28)]

+
1
60

[V(S48) − V(S30)] +
1
60

[V(S49) − V(S35)] +
1
60

[V(S52) − V(S − 37)] +
1
60

[V(S54) − V(S38)] +
1
60

[V(S56) − V(S27)]

+
1
30

[V(S57) − V(S44)] +
1
30

[V(S59) − V(S55)] +
1
30

[V(S60) − V(S51)] +
1
30

[V(S61) − V(S53)] +
1
30

[V(S62) − V(S50)]

+
1
6

[V(S63) − V(S58)].

(7)

According to the formula, the final cost that Hebei
government should bear is

Yi(V) �
1
6

V(S3) +
1
30

[V(S6) − V(S4)] +
1
30

[V(S8) − V(S2)] +
1
30

[V(S9) − V(S1)] +
1
60

[V(S11) − V(S7)] +
1
60

[V(S12) − V(S8)]

+
1
60

[V(S13) − V(S5)] +
1
60

[V(S15) − V(S14)] +
1
30

[V(S20) − V(S17)] +
1
30

[V(S24) − V(S16)] +
1
60

[V(S26) − V(S17)]

+
1
60

[V(S27) − V(S22)] +
1
60

[V(S28) − V(S25)] +
1
60

[V(S29) − V(S18)] +
1
60

[V(S35) − V(S25)] +
1
60

[V(S37) − V(S19)]

+
1
60

[V(S39) − V(S21)] +
1
60

[V(S41) − V(S20)] +
1
60

[V(S44) − V(S30)] +
1
60

[V(S46) − V(S34)] +
1
60

[V(S47) − V(S36)]

+
1
60

[V(S49) − V(S31)] +
1
60

[V(S50) − V(S38)] +
1
60

[V(S51) − V(S − 33)] +
1
60

[V(S52) − V(S32)] +
1
60

[V(S53) − V(S27)]

+
1
30

[V(S56) − V(S44)] +
1
30

[V(S57) − V(S40)] +
1
30

[V(S58) − V(S55)] +
1
30

[V(S60) − V(S43)] +
1
30

[V(S62) − V(S45)]

+
1
6

[V(S63) − V(S59)].

(8)

According to the formula, the final cost that Hebei
enterprises should bear is
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Yi (V) �
1
6

V(S4) +
1
30

[V(S6) − V(S3)] +
1
30

[V(S7) − V(S1)] +
1
30

[V(S10) − V(S2)] +
1
60

[V(S11) − V(S9)]

+
1
60

[V(S12) − V(S8)] +
1
60

[V(S14) − V(S5)] +
1
60

[V(S15) − V(S13)] +
1
30

[V(S22) − V(S16)]

+
1
30

[V(S26) − V(S14)] +
1
60

[V(S27) − V(S26)] +
1
60

[V(S29) − V(S18)]] +
1
60

[V(S35) − V(S20)]

+
1
60

[V(S37) − V(S23)] +
1
60

[V(S39) − V(S19)] +
1
60

[V(S41) − V(S21)] +
1
60

[V(S43) − V(S29)]

+
1
60

[V(S44) − V(S32)] +
1
60

[V(S46) − V(S41)] +
1
60

[V(S47) − V(S34)] +
1
60

[V(S49) − V(S35)]

+
1
60

[V(S52) − V(S37)] +
1
60

[V(S53) − V(S31)] +
1
60

[V(S54) − V(S33)] +
1
60

[V(S55) − V(S39)]

+
1
60

[V(S56) − V(S46)] +
1
30

[V(S57) − V(S51)] +
1
30

[V(S58) − V(S43)] +
1
30

[V(S59) − V(S52)]

+
1
30

[V(S61) − V(S49)] +
1
30

[V(S62) − V(S60)] +
1
6

[V(S25) − V(S17)].

(9)

According to the formula, the final cost that Tianjin
government should bear is

Yi (V) �
1
6

V(S16) +
1
30

[V(S18) − V(S17)] +
1
30

[V(S21) − V(S2)] +
1
30

[V(S22) − V(S3)] +
1
30

[V(S23) − V(S6)]

+
1
60

[V(S24) − V(S26)] +
1
60

[V(S27) − V(S25)] +
1
60

[V(S29) − V(S5)] +
1
30

[V(S30) − V(S19)]

+
1
30

[V(S31) − V(S20)] +
1
60

[V(S27) − V(S26)] +
1
60

[V(S39) − V(S41)]] +
1
60

[V(S42) − V(S28)]

+
1
60

[V(S35) − V(S32)] +
1
60

[V(S38) − V(S28)] +
1
60

[V(S41) − V(S21)] +
1
60

[V(S43) − V(S36)]

+
1
60

[V(S44) − V(S13)] +
1
60

[V(S46) − V(S11)] +
1
60

[V(S47) − V(S37)] +
1
60

[V(S49) − V(S14)]

+
1
60

[V(S50) − V(S40)] +
1
60

[V(S51) − V(S12)] +
1
60

[V(S54) − V(S47)] +
1
60

[V(S55) − V(S33)]

+
1
60

[V(S56) − V(S45)] +
1
30

[V(S57) − V(S52)] +
1
30

[V(S58) − V(S15)] +
1
30

[V(S59) − V(S61)]

+
1
30

[V(S60) − V(S10)] +
1
30

[V(S62) − V(S60)] +
1
6

[V(S63) − V(S17)].

(10)

According to the formula, the final cost that Tianjin
enterprises should bear is

8 Computational Intelligence and Neuroscience
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Yi (V) �
1
6

V(S16) +
1
30

[V(S18) − V(S16)] +
1
30

[V(S19) − V(S1)] +
1
30

[V(S20) − V(S2)] +
1
60

[V(S23) − V(S6)]

+
1
60

[V(S26) − V(S24)] +
1
60

[V(S27) − V(S22)] +
1
60

[V(S28) − V(S5)] +
1
30

[V(S30) − V(S23)]

+
1
30

[V(S33) − V(S10)] +
1
60

[V(S34) − V(S9)] +
1
60

[V(S36) − V(S7)]] +
1
60

[V(S37) − V(S8)]

+
1
60

[V(S41) − V(S27)] +
1
60

[V(S43) − V(S14)] +
1
60

[V(S44) − V(S39)] +
1
60

[V(S46) − V(S12)]

+
1
60

[V(S46) − V(S42)] +
1
60

[V(S47) − V(S35)] +
1
60

[V(48) − V(S13)] +
1
60

[V(S51) − V(S11)]

+
1
60

[V(S52) − V(S38)] +
1
60

[V(S53) − V(S56)] +
1
60

[V(S55) − V(S50)] +
1
30

[V(S57) − V(S42)]

+
1
30

[V(S58) − V(S49)] +
1
30

[V(S59) − V(S15)] +
1
30

[V(S58) − V(S15)] +
1
30

[V(S60) − V(S62)]

+
1
30

[V(S62) − V(S60)] + +
1
6

[V(S63) − V(S17)].

(11)

)erefore, through the above results, we can know that the
total cost of governance is the cost borne by the three gov-
ernments plus the cost borne by the enterprise is V (S15). In the
air pollution control project, it is necessary to determine the
total cost V (S15), the separate treatment cost V (S1) of the
government in Beijing, and the cost V (S2) of the government
alone to control air pollution. )erefore, through the above
results, we can know that the total cost of governance is the cost
borne by the three governments plus the cost borne by the
enterprise is V (S15). In the air pollution control project, it is
necessary to determine the total cost V (S15), the separate
treatment cost V (S1) of the government in Beijing, and the cost
V (S2) of the government alone to control air pollution. Hebei
government alone treatment cost V (S3) and Hebei enterprise
independent control cost V (S4), Tianjin government inde-
pendent treatment cost V (S16), Tianjin enterprise independent
treatment cost V (S17), by knowing the cost of the combination
of the two of them, the cost of the combination of any three, the
cost of the combination of any four, the combination of any five,
and the cost of their joint governance, we can determine the
respective costs borne by the government and enterprises in the
treatment of air pollution in Beijing, Tianjin, and Hebei.

5. Example Analysis and Correction Based on
Shapley Value

5.1. Numerical Calculation of Distribution Model. After
collecting relevant data and sorting out the costs of air
pollution control, we get the relevant costs for the treatment
of air pollution in Beijing and Hebei. Taking Beijing and
Hebei as examples, simplify the cost allocation model. Use A
for BeijingMunicipal Government, B for Beijing enterprises,
C for Hebei provincial government, and D for Hebei en-
terprises, specific data as shown in Table 4.

According to themodel established in the above section, the
costs that Beijing municipal government, Beijing municipal
enterprises, andHebei provincial government should bearwhen

establishing a cooperative alliance to control air pollution can be
calculated. )e specific results are shown in Table 5.

)e sum of the data in the last row of the table can get the
cost that Beijing government departments should bear in the
joint governance of Beijing and Hebei. )e final result is
229.167 billion Yuan, which is the optimal the cost. )e
specific results are shown in Table 6.

)e sum of the data in the last row of the table can get the
cost that Beijing enterprises should bear in the joint governance
of Beijing andHebei.)e final result is 82.5 billion Yuan, which
is the optimal cost. )e specific results are shown in Table 7.

)e sum of the data in the last row of the table can get the
cost that the Hebei government should bear in the joint
governance of Beijing and Hebei. )e final result is 224.167
billion Yuan, which is the optimal cost. )e specific results
are shown in Table 8.

)e sum of the data in the last row of the table can get the
cost that enterprises in Hebei should bear in the joint
governance of Beijing and Hebei region. )e final result is
86.667 billion Yuan, which is the optimal cost.

5.2. Result Analysis. Based on the Shapley value method,
when Beijing and Hebei implement joint governance, the
total cost is 622.5 billion Yuan, which can effectively solve
the cooperation needs of 620 billion Yuan. Meanwhile,
Beijing municipal government departments bear 229.167
billion Yuan in the cooperative governance, Beijing enter-
prises bear 82.5 billion yuan of governance cost, the Hebei
government bears 2,241 Yuan and 6.7 billion Yuan, and the
cost borne by Hebei enterprises bear 86.667 billion yuan.

Because what is allocated as the cost, the Shapley value
method is generally used for the distribution of income, so
its assumption condition is generally positive; that is, the
income obtained is positive; then on the contrary, the cost
paid is negative; that is, A bears 229.167 billion yuan in
cooperative governance, B bears 82.5 billion yuan, C bears
224.167 billion yuan, and D bears 86.667 billion yuan.
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According to the Shapley value allocation, the cooperation
cost is shown in Table 9.

It can be seen from the above table that the cost borne by
the cooperation is less than the cost generated by the

individual governance, which also satisfies the individual
rationality. At the same time, compared with the individual
governance in each region, the cost borne by each stake-
holder in the joint governance is significantly less than that

Table 4: Calculation of air pollution control costs (unit: 100 million Yuan).

Participants Overhead expenses
A 7600
B 3200
C 7400
D 3000
A, B 7300
C, D 7200
A, D 7100
B, C 7050
A, C 7000
B, D 7150
A, C, D 6900
B, C, D 6800
A, B, C 6500
A, B, D 6700
A, B, C, D 6200

Table 5: Expenses borne by Beijing Government departments in air pollution control projects (unit: 100 million Yuan).

A subset of S V(S) V(S/i) [V(S) − V(S/i)] W(|S|) W(|S|)[V(S) − V(S/i)]
S1 7600 0 7600 1/4 1900.00
S5 7300 3200 4100 1/12 341.67
S7 7100 3000 4100 1/12 341.67
S9 7000 7400 − 400 1/12 − 33.33
S11 6900 7200 − 300 1/12 − 25.00
S13 6500 7050 − 550 1/12 − 45.83
S14 6700 7150 − 450 1/12 − 37.50
S15 6200 6800 − 600 1/4 − 150.00

Table 6: Expenses borne by Beijing Enterprises in air pollution control projects. (unit: 100 million Yuan).

A subset of S V(S) V(S/i) [V(S) − V(S/i)] W(|S|) W(|S|)[V(S) − V(S/i)]
S2 3200 0 3200 1/4 800.00
S6 7300 7800 − 500 1/12 − 41.67
S7 7100 7400 − 300 1/12 − 25.00
S10 7150 3000 4150 1/12 345.83
S11 6900 7200 − 300 1/12 − 25.00
S12 6800 7000 − 200 1/12 − 16.67
S14 6700 7150 − 450 1/12 − 37.50
S15 6200 6900 − 700 1/4 − 175.00

Table 7: Expenses borne by the Hebei Government in air pollution control projects. (unit: 100 million Yuan).

A subset of S V(S) V(S/i) [V(S) − V(S/i)] W(|S|) W(|S|)[V(S) − V(S/i)]
S3 7400 0 7400 1/4 1850.00
S6 7200 3000 4200 1/12 350.00
S8 7050 3200 3850 1/12 320.83
S9 7000 7600 − 600 1/12 − 50.00
S11 6900 7100 − 200 1/12 − 16.67
S12 6800 7050 − 250 1/12 − 20.83
S13 6500 7300 − 800 1/12 − 66.67
S15 6200 6700 − 500 1/4 − 125.00
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borne by the individual governance. In the absence of rel-
evant stakeholders, V(∅) � 0 and V(S1 ∪ S2)≥V(S1)+

V(S2) are satisfied.
To sum up, the cost obtained by using the Shapley value

method is less than the cost of independent cooperation or
independent governance, which canmake the cost allocation
more scientific, fair, and reasonable, reduce the risks borne
by each stakeholder in participating in project governance,
and promote the progress of the project governance. At the
same time, in the actual situation, we must adjust the cost
according to the actual situation and pay attention to risk
control, to ensure the smooth completion of air pollution
control.

5.3. Modifying the Model. )rough the above analysis, the
four benefit distribution factors, namely, cost bearing, risk
bearing, contribution degree, and contract execution degree,
should be considered. For convenience, the influential
factors are set T� {T}, T�1, 2, 3, and 4, respectively, rep-
resenting these four factors. And in the cooperation mode
set S of participants, the modification value of the influence
factor on t cost allocation of the ith participant is BIT. )e
specific results are shown in Table 10.

According to the above table, the following coefficient
matrix B can be obtained:

B1 �

bA1

bA2

bC1

bD1

bE1

bF1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B2 �

bA2

bB2

bC2

bD2

bE2

bF2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B3 �

bA3

bB3

bC3

bD3

bE3

bF3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B4 �

bA4

bB4

bC4

bD4

bE4

bF4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(12)

If we arrange the matrix B, we get thematrix B′ � bit
′ 6×4

In the process of atmospheric governance, several ex-
perts are needed to score the influencing factors. At this
time, there will be a fractional coefficient matrix A� [A1, A2,
A3, A4], and a new coefficient matrix D� B∗ A� [D1, D2,
D3, D4, D5, D6] can be obtained.

Table 8: Expenses borne by Hebei Enterprises in air pollution control projects (unit: 100 million Yuan).

A subset of S V(S) V(S/i) [V(S) − V(S/i)] W(|S|) W(|S|)[V(S) − V(S/i)]
S4 3000 0 3000 1/4 750.00
S6 7200 7400 − 200 1/12 − 16.67
S7 7100 7600 − 500 1/12 − 41.67
S10 7150 3200 3950 1/12 329.17
S11 6900 7000 − 100 1/12 − 8.33
S12 6800 7050 − 250 1/12 − 20.83
S14 6700 7300 − 600 1/12 − 50.00
S15 6200 6500 − 300 1/4 − 75.00

Table 9: Cost of air pollution control (unit: 100 million Yuan).

Participants Original
governance cost Cost based on Shapley value

A − 7600 − 2291.67
B − 3200 − 825.00
C − 7400 − 2241.67
D − 3000 − 866.67
A, B − 7300 − 3116.67
C, D − 7200 − 3108.33
A, D − 7100 − 3158.33
B, C − 7050 − 3066.67
A, C − 7000 − 4533.33
B, D − 7150 − 1691.67
A, C, D − 6900 − 5400.00
B, C, D − 6800 − 3933.33
A, B, C − 6500 − 5358.33
A, B, D − 6700 − 5400.00
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Yi
′(V) � 

Si ∈S
W(|S|)[V(S) − V(S/i)] + DIi

� 1, 2 . . . n.

(13)

)e adjusted Shapley value is closer to the reality, and
more influential factors are considered so that the cost
sharing is not only more objective but also to ensure the
smooth implementation of the project so that the goal of
atmospheric governance can be realized faster, and the cost
distribution scheme is more fair, reasonable, and scientific.

6. Conclusion

)is paper focuses on the issue across regional pollution
control cost allocation. We established an air pollution control
cost-sharingmodel based on the Shapley value and determined
the core stakeholders to make the cost allocation more rea-
sonable, scientific, and fair. )e Shapley model reduces the
charges of each stakeholder, disperses the risks of participants
to a certain extent, and effectively ensures the smooth progress
of the project. We found that the cost distribution model based
on Shapley value can optimize the cost andmaximize the social
benefit. Because air pollution control needs a long process, the
reduction of cost and risk can effectively ensure the completion
of air pollution control, which plays an important role in
promoting air pollution control.

)e subsequent studies could consider factors such as
risk, contribution rate, and the bearing capacity of each
stakeholder. Determining the influencing factors according
to the different situations of stakeholders can make the cost
more reasonable and realistic. Besides, the governance in
different regions is not the same.)e prevention and control
method based on the local conditions could make the cost
allocation model more widely used, better solve the air
pollution problem, and maximize social benefits.
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“Road rage,” namely, driving anger, has been becoming increasingly common in auto era. As “road rage” has serious negative
impact on road safety, it has attracted great concern to relevant scholar, practitioner, and governor. *is study aims to propose a
model to effectively and efficiently detect driving anger states with different intensities for taking targeted intervening measures in
intelligent connected vehicles. Forty-two private car drivers were enrolled to conduct naturalistic experiments on a predetermined
and busy route in Wuhan, China, where drivers’ anger can be induced by various incentive events like weaving/cutting in line,
jaywalking, and traffic congestion.*en, a data-drivenmodel based on double-layered belief rule base is proposed according to the
accumulation of the naturalistic experiments data. *e proposed model can be used to effectively detect different driving anger
states as a function of driver characteristics, vehicle motion, and driving environments. *e study results indicate that average
accuracy of the proposed model is 82.52% for all four-intensity driving anger states (none, low, medium, and high), which is
1.15%, 1.52%, 3.53%, 5.75%, and 7.42%, higher than C4.5, BPNN, NBC, SVM, and kNN, respectively. Moreover, the runtime ratio
of the proposed model is superior to that of those models except for C4.5. Hence, the proposed model can be implemented in
connected intelligent vehicle for detecting driving anger states in real time.

1. Introduction

“Road rage” is a particular driving emotion resulting from
pressure or frustration from daily life or adverse traffic
environments or discourteous behaviors from surrounding
traffic participants [1]. *e driving emotion has been be-
coming an increasingly common issue affecting road safety
in auto era all over the world. A report from National
Highway Safety Administration of US indicated that the
ratio of traffic accidents because of emotional driving like
road rage accounted for 9.2％∼14.8％ of the total [2]. In

China, another report showed that road rage brought about
17.33million illegal acts, leading to 83,100 traffic accidents in
2015, 1.22% higher than that of 2014 [3]. As anger has a
negative impact on a driver’s perception, identification,
decision, and volition process, the driver will inevitably have
a degraded driving performance finally [4]. *en, an angry
driver is prone to make more mistakes or lapses or viola-
tions, leading to more traffic accident involvements [5].
*erefore, a driving anger detection/warningmethod should
be designed for effective intervening to deal with road rage in
connected intelligent vehicles nowadays.
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1.1. Literature Review. To effectively and efficiently identify
different emotional states based on multisource heteroge-
neous data, it is important to select a suitable classification
method. Additionally, appropriate emotion elicitation
method is also necessary as it is a precondition for emotion
detection research. Hence, a brief review of related studies is
shown as follows.

1.2. Emotion Elicitation. When a target emotion is evoked by
a specific stimulating scenario, the evoking process is called
emotion elicitation. At present, most of emotion elicitation has
been executed in quiet laboratory. Kessous et al. [6] adopted a
voice interaction with an agent through speaking a sentence in
a special contextualization to elicit several common emotions
like anger, fear, happiness, and sadness. Juslin and Sloboda [7]
proposed amusic-based anger elicitation approach bymeans of
different combinations of valences (positive/negative) and
arousals (high/low), showing that the greatest anger occurred
under the context of negative music with high arousal. Besides
those ordinary emotions in daily life, driving emotion elici-
tation has been becoming a hot research topic. Lei et al. [8]
firstly selected video clips extracted from Chinese well-known
films including “*eRape ofNanking” and “Fist of Fury” as the
anger induction materials in driving simulator experiment to
study vehicles’ velocity characteristics in anger state. Roidl et al.
[9] also induced the subjects’ anger with short film clips from
word-wide famous film “Schindler’s List” to study their driving
performances including lateral and longitudinal velocity and
acceleration in anger state. Abdu et al. [10] made the subjects
recall incentive events encountered in their daily life in detail
before conducting driving simulator experiment, to elicit their
anger for studying their skilled driving behavior and risk taking
behavior in anger state. Based on multiple networked driving
simulators, Cai and Lin [11] elicited the subjects’ anger state
according tomutual interactions like blocking or changing lane
abruptly in front of the subject car in networked driving
simulators. Danaf et al. [12] used a series of adverse events in
controlled intersection to induce the subjects’ anger state in
driving simulator experiments for modeling anger and ag-
gressive driving behavior. Nevertheless, most of emotion
elicitation methods in those studies are on the basis of video,
music, verbal, or behavior interaction or incentive situations in
virtual environment, which inevitably limit the universality of
the elicitation approaches due to individual cultural back-
ground or personal preference. Moreover, the emotion elicited
in inner lab is not valid as that elicited in real traffic envi-
ronment, owing to some demand characteristics or social
desirability [13].

1.3. Emotion Recognition. At present, most of emotion rec-
ognition is realized through machine learning algorithms,
which can effectively deal with multisource data. Flidlund and
Izard [14], at the earliest, identified several emotions including
delightfulness, sadness, anger, and fear by linear discriminants
based on the subjects’ facial electromyography characteristics.
Wang and Gong [15] identified various driving emotions based
on a factorization model using physiological features including
blood volume pulse, skin conductance (SC), respiration rate

(RR), and skin temperature. Katsis et al. [16] effectively dif-
ferentiated car-racing drivers’ several emotions such as high/low
stress, dysphoria, and euphoria in a driving simulator envi-
ronment based on decision tree and Näıve Bayesian classifier
(NBC) with features of facial electromyography, electrocar-
diogram, respiration, and electrodermal activity (EDA). Wan
et al. [17] implemented a linear discriminant model combined
with receiver operating characteristic (ROC) curve analysis to
identify driving anger based on five physiological features
consisting of SC, RR, heart rate (HR), and relative power
spectrum of beta wave (β%) and theta wave (θ%) in electro-
encephalogram (EEG). Except for the physiological features, a
driver’s operational behaviors and driving performances as well
as vehicle motions have also been used for recognizing driving
emotions. Malta et al. identified driver’s frustration state based
on Bayesian network (BN) with EDA and brake/acceleration
pedal actuation features [18]. Lanatà et al. recognized high and
low driving stress through a nearest mean classifier (NMC)
based on respiration activity, heart rate variability (HRV) and
electrodermal response (EDR) together with steering wheel
angle corrections, velocity variance [19]. Wan et al. [20] pro-
posed a detection model of driving anger based on SVM and
multivariate time series features of driving behaviors including
steeringwheel angle and vehicle lateral position.Danaf et al. [12]
proposed a dynamic choice-latent variable model to predict
driving anger level with the features of driver personality, in-
centive situations, and vehicle motion states acquired in driving
simulator experiments. In addition, other machine learning
algorithms like backpropagation neural networks (BPNN),
decision tree (C4.5), and k-nearest neighbor (kNN) are often
employed to recognize kinds of driving mental states [21].

So far, most of the aforementioned studies aim to recognize
some usual emotions like delightfulness, sadness, stress, and
frustration under lab conditions. Few studies have been con-
ducted to recognize driving anger in real traffic environment,
especially in metropolitan area of China, where road rage is a
common and serious traffic psychology issue threatening road
safety. Furthermore, too many physiological indicators col-
lected by biosensors were utilized in the aforementioned
studies. However, most of the current biosensors are intrusive
for a driver to some extent due to various electrodes adhering to
their skin surface, which may have a negative impact on their
naturalistic driving performances. Additionally, most of the
current studies only tackle binary discrimination of a certain
mental state (e.g., fatigue or not), without more subdivision
according to its intensity, which is not helpful to take target
intervening measures for a specific mental state with a certain
intensity. Moreover, the recognition of driving mental states in
those studies is mostly based on neural network (NN), support
vector machine (SVM), fuzzy logic, and Bayes network (BN),
which lack effective weight allocation in input indexes and
training rules, and its accuracy depends on the completeness of
data samples, leading to inefficient data use. Further, those
models are not suitable to be applied for recognition system
requiring high instantaneity in practice when increasing input
variables. For example, the conditional probability tables of BN
will have exponential growth when adding a new input, which
demands much more computational consumption. Last but
not least, when constructing those recognition models, either
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vehicle or driver data are utilized without considering the effect
of driving environment on mental state whose induction is
extremely dependent on a certain environment.

Aiming at that, a high-arousal driving anger elicitation
approach is firstly proposed through stimulation of specific
incentive situations according to naturalistic driving ex-
periments conducted in real traffic environment, during
which nonintrusive measurements like vehicle motions and
driving environments, as well as driver personal attributes,
will be collected. Secondly, in order to fully utilize the
multisource heterogeneous data with uncertainties to ef-
fectively and efficiently recognize driving anger states, a
double-layered belief rule base (BRB) approach is utilized to
propose a recognition model of driving anger states with
different intensity. *en, the influencing factors of driving
anger could be divided into several groups according to the
attribute or category of those factors. In each group, the
inference process can be separately executed in an iterative
way, which reduces dimensions of the BRB greatly, especially
for only one layer, meaning less complicated computation
and higher instantaneity. Finally, the effectiveness and ef-
ficiency of the proposed model are evaluated and compared
with other widely used classification algorithms.

2. Experimental Designs

2.1. Scene Design. In order to make every subject generate
anger as much as possible, a special test route containing
many busy sections across Wuchang and Hankou District of
Wuhan was designed for naturalistic driving experiments
conducted in this study (see Figure 1(a)). *e test route was
almost 50.8 km, which included two tunnels, two express-
ways, three central business districts, 42 signalized inter-
sections, and 59 zebra crossings. When conducting the
experiment, every subject would often confront incentive
environmental events or situations, such as weaving/cutting
in line, jaywalking/motorcycle occupying road, traffic jams,
or traffic light waiting, which randomly and frequently
happened, especially during morning and evening rush
hours (see Figures 1(b)–1(d)). Hence, each subject was re-
quired to begin the experiment at about 8:00 a.m. or 5:00
p.m. In order to induce more anger further, every subject
was promised to get extra paid if they could complete the
experiment ahead of reference time. Note that no speeding
was permitted during the whole experiment. Simulta-
neously, to induce anger as real as possible, the driving
experiments are designed to be single-blind, namely, nat-
uralistic, which means that every subject would conduct the
whole experiment alone without any interference, according
to their own driving style in daily life.

2.2. Participants. Forty-two private car drivers with valid C1
license were enrolled from Wuhan, a fast-growing central
metropolis in China, to conduct naturalistic experiments. In
order to maximize the statistical power, much more male
subjects were chosen in this study, as males are more prone
to be involved in angry driving than females [22]. *e av-
erage age of the subjects was 37.8 (SD� 5.4) years, while their

average driving age was 9.8 (SD� 4.6) years. *e population
distribution of the subjects with different demographic
characteristics is shown in Table 1. It is noted that every
subject should be checked to be in good mental condition
through a profile of mood states (POMS) questionnaire,
which is important to verify the effectiveness of the driving
anger elicitation approach proposed in this study. Addi-
tionally, an observer (expert) with rich driving experience
(>20 years) in driving behavior field was recruited to assess
every subject’s anger level according to the video replay of
the whole experiment process.

2.3. Apparatus. Related research indicated that dangerous
driving behaviors such as fatigue, anger, and distraction can be
identified according to lateral and longitudinal vehicle motions
including yaw rate, acceleration (longitudinal), and lane de-
parture [23, 24]. Hence, a car (see Figure 2(a)) instrumented
with Mobileye C2-270 system (see Figure 2(b)) and Inertial
Navigation System RT2500 (see Figure 2(c)) was used as the
experimental vehicle for conducting naturalistic driving ex-
periments. It is noted that Mobileye C2-270 system is a col-
lision warning system that can collect time headway and lane
departure data, while Inertial Navigation System RT2500 is a
precise vehicle motion acquisition system that can collect the
heading, pitch, and roll motion characteristics of vehicle
movements like yaw angular acceleration rate and longitudinal
acceleration. Moreover, a clock was equipped on dash board of
the test car to remind every subject of the remaining time of the
experiment.

Additionally, three high-definition cameras with
resolution ratio of 800 ∗ 640 and frame rate of 30 (see
Figure 2(d)) were pasted on the front windshield of the
test vehicle to record every subject’s physical or behavior
reaction and driving environments around. In more de-
tail, the first camera was used to record driving envi-
ronments around like unfavorable traffic environments
(i.e., jam and congestion) and incentive events from
surrounding traffic participants (i.e., jaywalk and cutting
in line). *e second one was implemented to record the
subject’s facial (i.e., frown and straight face) or verbal (i.e.,
curse and name-calling) expression and head movement.
*e third one was utilized to roughly record the subject’s
fiercely operational (high frequency or large amplitude)
behaviors of steering wheel, gear lever, and other physical
behaviors like slapping steering wheel or frequent
honking. *e video replay from the three cameras will be
implemented as intuitive evidence to calibrate driving
anger level for every subject and the expert.

2.4. Experiment Procedure

(1) Experimental Protocol Signing . Each subject was
demanded to sign an experimental protocol with us
if they agreed on the requirements and payment
stated in the protocol. ① Each subject had to begin
the formal experiment from 8:00 a.m. or 5:00 p.m.②
Each subject was prohibited from violating any
traffic regulation like running red lights and speeding

Computational Intelligence and Neuroscience 3
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(speed limit is 70 km/h in the whole city). ③ Each
subject could get the basic paid of 300RMB (Chinese
currency) for accomplishing the whole experiment,
and they could get extra paid with 15 RMB/min if
they completed the whole experiment ahead of
reference time, i.e., 120 minutes, within which it was
proved to be a little pressure for the test according to
the results of several pretests. Especially, all subjects
can get the basic paid of 300RMB without any de-
duction if they could not accomplish the experiment
within the reference time, based on the spirit of
institutional review board (IRB) and Chinese law on
scientific research.④*ey had to report their anger
level objectively and truthfully without hiding their
true feelings in the following step of self-report after
finishing the experiment as they were informed that
there was no right or wrong about their self-reports.

(2) Personal Characteristics Collection . Every subject’s
personal characteristics such as age, gender, and
driving years were simultaneously collected when

signing the experimental protocol, and tempera-
ment, strongly related with driving style, was ac-
quired by Chen Huichang Temperament Inventory
[25].

(3) Adaptive Driving Practice. Every subject conducted
10-minute driving practice to accommodate to
handling performance of the experimental vehicle, in
order to eliminate discomfort or tension when firstly
driving the experimental vehicle.

(4) Formal Naturalistic Experiment. Every subject had to
accomplish the experiment alone without any in-
terference. Note that they could finish the experi-
ment in their habitual driving style. Meanwhile, all
driving environments including the unfavorable
traffic environments and incentive events (behav-
iors) from surrounding traffic participants, the
subject’s facial/verbal expression, and physical be-
haviors were automatically recorded by the three HD
cameras during the whole experiment.

(a) (b)

(c) (d)

Figure 1: *e test route and traffic environment of field experimental system. (a) *e test route (shown as red line). (b) Jaywalking
collectively. (c) Electrical motorbike occupying the road. (d) Cutting in line in traffic congestion.

Table 1: *e population distribution of the subjects with different demographic characteristics.

Gender Age Temperament
Male Female 22–29 30–39 40–49 50–59 Melancholic Phlegmatic Sanguineous Choleric
33 9 9 12 12 9 6 15 12 9

4 Computational Intelligence and Neuroscience
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(5) Self-Report after Experiment. Once the experiment
was completed, every subject was immediately re-
quired to recall and report their emotional type and
level with a ten-point scale from 0 (not at all) to
9(very much) every two minutes during the exper-
imental process, or any occasion when an incentive
event happened during the process, through the
video replay from the three cameras in a quiet lab.
Meanwhile, the observer also utilized the ten-point
scale to evaluate the subject’s emotional level, so as to
correct some subjects’ terribly subjective self-report,
which had seriously deviated from the truth.

3. Data Reanalysis

3.1.DrivingAnger InducingEffect. According to the feedback
from all subjects, every subject underwent several different
emotions throughout the whole experimental process. *en,
it is necessary to verify if the target emotion (i.e., anger) has
been induced out during driving using the novel anger
induction approach proposed in this study. Here, the hit rate
was applied as an indicator to assess driving anger inducing
effect. As each subject had to self-report their emotional type
and level every two minutes and any instant an incentive
driving environment (situations) occurred during driving,
2414 emotional cases in all were acquired from all subjects,

1194 of which are anger instances. As indicated in Table 2,
the hit rate is 8.27% if no incentive situations occurred
during driving, meaning that the extra paid for accom-
plishing experiment ahead of reference time did give the
subjects a little time pressure. Note that the hit rate under
stimulus of jaywalking/motorcycle occupying road is highest
with 82.03%, while the lowest with 56.94% under the
stimulus of traffic lights waiting. To sum up, the average hit
rate of anger under the incentive situations reaches 74.25%
(i.e., (1194–75)/(2414–907)), significantly higher than that
under no incentive situations. *erefore, the novel anger
induction approach proposed in this study is effective.

3.2. Driving Anger Intensity Calibration. In order to effec-
tively and efficiently reduce the negative effect of road rage
on traffic safety and efficiency, it is extremely critical to take
the target warning or intervening for different driving anger
states with different intensity. In this study, different anger
states were calibrated based on the subjects’ self-reported
anger levels. It is noted that when calibrating driving anger
states, any subject’s self-report would be immediately
adopted if the assessment discrepancy between the subject
and the observer is smaller than 2, or else, three more in-
dependent experts (driving years ≥25) in the field of traffic
psychology would be invited to reassess the subject’s anger
level based on the replayed video. Here, four kinds of anger

inertial navigation
system RT2500

Mobileye
C2-270

Monitor video camera

(a) (b)

(c)

Monitor
video

camera

Monitor
video

camera

Mobileye C2-270

(d)

Figure 2: *e apparatus of naturalistic experimental system. (a) Overall sketch of the apparatus system. (b) Mobileye C2-270 system.
(c) Inertial Navigation RT 2500 System. (d) Monitoring video camera.
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none anger (anger level� 0), low anger (anger level� 1, 2),
mediate anger (anger level� 3, 4), and high anger (anger
level≥ 5). Consequently, 1194 anger-related samples in-
cluding low anger, mediate anger, and high anger, as well as
935 neutral (none anger) samples, shown in Figure 3, were
determined for the following study.

As aforementioned, some typical vehicle motions
characteristics like yaw rate, acceleration, and lane departure
can reflect dangerous or aggressive driving behavior. In
addition, some personal characteristics including gender,
age, and temperament, as well as environmental (situational)
like traffic congestion and illegal traffic behaviors around, are
decisive influencing factors of road rage [26].*erefore, after
calibrating the four kinds of driving anger states (modes) in
terms of intensity, those corresponding vehicle character-
istics, human characteristics, and environmental charac-
teristics in line with a certain driving anger mode at that
moment were all screened for constructing driving anger
detection model. *en, 2129 driving samples including 1194
anger-related samples and 935 neutral (none anger) samples
are partly listed in Table 3. According to the feedbacks from
the participants, it is worth noting that any anger state with
certain intensity would remain unchanged about 6∼10
seconds until the new elicitation situation with different
intensity occurs. Hence, vehicle motion signals lasting 8 (i.e.,
average) seconds from the moment the elicitation situation
occurred were chosen for study driving anger characteristics.

4. Methodology

4.1. Belief Rule Base (BRB) Inference Approach. Yang et al.
proposed an innovative inference approach, called belief rule
base (BRB), to solve complicated decision-making problem
[27].*e BRB approach can effectively deal with quantitative
and qualitative information with uncertainty, incomplete-
ness, subjectivity, and nonlinearity.*e core of the approach
is a hybrid rule base, which is established with a belief
structure based on evidence theory of Dempster-Shafer,
decision theory, and fuzzy inference [28]. In order to im-
prove the approach’s inference accuracy, the weights of rules
and attributes as well as belief degree of output are intro-
duced on the basis of traditional rule expression methods
like fuzzy inference, during the BRB inference process using
evidential reasoning (ER).

4.1.1. Belief Rule Base Structure. With regard to BRB in-
ference methodology, the kth rule Rk of the rule base is
expressed as follows:

Rk: If x1 isA
k
1 ∧ x2 isA

k
2 ∧ . . .∧xTk

isA
k
Tk

, then

D1, β1k( , D2, β2k( , . . . DN, βNk(  ,
(1)

with a rule weight θk and attribute weight δi,k. If the kth
(k � 1, 2, . . . , L) rule is complete, then



N

j�1
βjk � 1. (2)

If the kth rule is incomplete, then



N

j�1
βjk < 1, (3)

where xi(i � 1, 2, . . . , Tk) denotes the ith antecedent attri-
bute (input variable) in the kth rule (Rk); Tk is the number of
antecedent attributes in Rk, Ak

i is the referential value of the
ith antecedent attribute in Rk; Dj is the jth (j � 1, 2, . . . ,N)

consequent (output variable) in Rk; βjk is the belief degree of
Dj;N is the number of all consequents; θk is the weight of kth
rule; L is the number of all rules in rule base. δik is the weight
of ith antecedent attribute in Rk.

According to equation (1), we can see that the belief if-
then rule structure proposed is superior to traditional if-then
rule, where the consequent is either 100% true or 100% false,
leading to a strictly limited ability when representing rule
(knowledge) in a real and complex world. *e proposed
structure can provide better flexibility in representing rule
with simple or complicated, quantitative or qualitative,
continuous or discrete, certain or uncertain relationship
between the input and output.

Table 2: Hit rate of five emotions from the scenarios with and without incentive situations.

Incentive situations Fear Happy Anger Sad Neutral Total Hit rate (%)
No incentive situations 8 40 75 5 779 907 8.27
Jaywalking/motorcycle occupying road 44 4 388 10 27 473 82.03
Weaving/cutting in line 55 5 366 20 36 482 75.88
Traffic jam/congestion 17 8 242 27 42 336 72.02
Traffic lights waiting 12 7 123 23 51 216 56.94
Total 136 64 1194 85 935 2414

219

935430

545

Moderate anger
High anger

Neutral
Low anger

Figure 3: Instances of different anger states.
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4.1.2. BRB Inference Using ER. In order to compute the
activation weight of kth rule Rk, the matching degree (i.e.,
membership) of the input xi to the referential values of this
antecedent attribute of Rk needs to be calculated firstly. *e
membership can be calculated by using utility-based
equivalence transformation techniques, shown as follows:

a
k
i,q �

A
k
i,q+1 − xi 

A
k
i,q+1 − A

k
i,q 

, A
k
i,q < xi ≤A

k
i,q+1,

a
k
i,q+1 �

xi − A
k
i,q 

A
k
i,q+1 − A

k
i,q 

, A
k
i,q < xi ≤A

k
i,q+1,

(4)

where xi(i � 1, 2, . . . , Tk) denotes the ith input variable in
Rk; Ak

i,q, Ak
i,q+1 are the two adjacent referential values of xi,

respectively; ak
i,q is the degree to which the input xi belongs

to the referential value Ak
i,q, while ak

i,q+1 is the degree to which
the input xi belongs to the referential value Ak

i,q+1.
After determining ak

i,q, the activation weight of the kth
rule wk is calculated as follows:

wk �
θk 

Tk

i�1 αk
i,q 

δi


L
l�1 θl 

Tl

i�1 αl
i,q 

δi
 

, (5)

where δi � δi/maxi�1,...,Tk
δi . If δi � 0, then (αk

i,n)δi � 1; it
indicates that the ith antecedent attribute does not have any
impact on activation weight of Rk. If δi � 1, then
(αk

i,n)δi � αk
i,n,

It indicates that the ith antecedent attribute has the
biggest impact on activation weight of Rk.

Given that the input is denoted by X, the outcome of BRB
inference is then denoted as follows:

Y(x) � Dj, βj , j � 1, 2, 3, . . . .N . (6)

Equation (6) can be interpreted as the consequent is D1
with of a belief degree of β1, D2 with a belief degree of β2, . . .,
and DN with a belief degree of βN. Based on the analytical
format of ER approach, the combined belief degree βj can be
calculated as follows:

βn �


L
k�1 wkβn,k + 1 − wk 

N
i�1 βi,k  − 

L
k�1 1 − wk 

N
i�1 βi,k 


N
j�1 

L
k�1 wkβj,k + 1 − wk 

N
i�1 βi,k  − (N − 1) 

L
k�1 1 − wk 

N
i�1 βi,k  − 

L
k�1 1 − wk( 

. (7)

After βn is determined, the driving anger states with
different intensity can be calculated as follows:

Anger(Y) � D1β1 + D2β2 + . . . + DNβN. (8)

As the driving anger states defined in this study are
comprised of neutral, low anger, moderate anger, and high

anger, in terms of intensity, Anger (Y) can also be expressed
as follows:

Anger(Y) � D1β1 + D2β2 + D3β3 + D4β4. (9)

Hence, Anger(Y) is a continuous value within the range
of [0, 3]. In order to directly compare the estimated output of

Table 3: Partial sample data of driving anger about human, vehicle, and environment characteristics.

ID

Human Vehicle Environment
Driving
stateGender Age Temperament

Yaw angular
acceleration
(deg/s2)

Longitudinal
acceleration (m/s2)

Lane
departure (m) Traffic flow

Traffic
behavior
around

1 Male 42 Phlegmatic 1.7001 0.6703 0.2542 Smooth Normal Neutral

2 Male 37 Phlegmatic 1.7611 0.8764 0.3339 Less
smooth Less severe Neutral

3 Female 51 Phlegmatic 1.7687 1.6145 0.5007 Smooth Severe Low anger

4 Male 22 Choleric 2.5362 2.3043 0.7866 Less
smooth Severe High anger

5 Female 35 Sanguineous 1.7325 0.5587 0.3176 Less
smooth Normal Neutral

. . .

2125 Female 44 Melancholic 2.1348 1.8818 0.7031 Smooth Severe Moderate
anger

2126 Male 46 Choleric 1.8842 1.1207 0.3777 Less
smooth Less severe Low ager

2127 Male 32 Phlegmatic 2.5575 1.4677 0.6273 Smooth Less severe Moderate
anger

2128 Male 38 Phlegmatic 1.9329 1.5429 0.6646 Obstructive Less severe Low ager

2129 Male 24 Choleric 2.4033 2.3567 0.6987 Obstructive Less severe Moderate
anger

Computational Intelligence and Neuroscience 7
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the proposed model and the observed output from the
subjects’ self-reports, it is necessary to discretize Anger(Y),
shown as follows:

Estimated Anger(y) �

0 0≤Anger(y)≤ 0.5,

1 0.5<Anger(y)≤ 1.5,

2 1.5<Anger(y)≤ 2.5,

3 2.5<Anger(y)≤ 3.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(10)

4.1.3. Training of BRB Model. *e initial belief rule base
including BRB model parameters comprised of θk, βjk and
δik for the kth rule (Rk) can be generated randomly or
specified by famous experts in the fields of driving behavior
or traffic psychology. Correspondingly, the initial belief rule
base is inaccurate to some extent because of the experts’
subjectivity or arbitrariness. *erefore, the initial belief rule
base needs to be trained for optimization. In this study,
abundant historical samples data collected in the naturalistic
experiments were utilized to train the initial belief rule base
for better representing actual rules (knowledge). *e
training process is illustrated as shown in Figure 4.

As indicated in Figure 4, xm (m� 1, 2, 3,. . .,M) is the
input of the real system and the BRB system proposed in this
study, ym is the observed output of the real system, ym is the
estimated output of the BRB system, and ξ (p) is the dis-
crepancy between the observed output and the estimated
output. *e objective of the training process is to get the
minimum of ξ (p); i.e., the objective function can be defined
as follows:

min ξ(p) �


M
m�1 ym − ym( 

2

M
, (11)

subject to

0≤ βjk, θk, δik ≤ 1. (12)

where p � p(βjk,θk, δik) is a parametric vector in the ob-
jective function; m (1, 2, 3,. . .,M) is the number of input-
output pairs. Essentially, the training process is to solve the
multiobjective optimization problem with linear constraints,
and the best parametric vector p(βjk, θk, δik) can be obtained
as a result of the training process, which is usually executed
with certain optimization tool box of MATLAB software.

4.2. Driving Anger Detection Model Based on BRB.
Considering different structures and sources of input data
for driving anger detection model, a double-layered BRB
(Dl_BRB) system is proposed in this study, as shown in
Figure 5. *e first layer consists of human (driver) status
inference subsystem, vehicle status inference subsystem, and
environment status inference subsystem.*e second layer is
to determine the driver’s anger state based on the three
subsystem’s inference results, which are used as the inputs of
the second layer. For the subsystem1, there are three human
characteristics (x1, x2, x3) used as the inputs, while three
vehicle characteristics (x4, x5, x6) and two environmental
characteristics (x7, x8) are used as the inputs for subsystem 2

and subsystem 3, respectively. Especially, u1, u2, u3 are
intermediate variables to denote driver status, vehicle status,
and environment status, respectively, which are used to
inference the driver’s anger states (y). *e definition of all
input variables (x1, x2, ..., x8) and output variable (y) is listed
in Table 4. For example, x1, x2, x3 represent the driver’s
gender, age, and temperament, respectively.

As indicated in Figure 5, the input variables of the
proposed model were comprised of three types of charac-
teristics including human, vehicle, and environments, while
the output variable of the proposed model is driving anger
state (y). Moreover, the human characteristics consisted of
gender (x1), age (x2), and temperament (x3), the vehicle
characteristics consisted of yaw angular acceleration (x4),
longitudinal acceleration (x5), and lane departure (x6), and
the environment characteristics consisted of traffic flow state
(x7) and surrounding traffic behaviors (x8), shown in
Table 4.

According to the distribution trait of those human,
vehicle, and environment characteristics data, the inter-
pretation or the reference values for every input variable
with different grades were determined, as shown in Table 5.
For instance, temperament, denoted by x3, can be classified
in to 4 different grades including melancholic, phlegmatic,
sanguineous, and choleric, while the longitudinal accelera-
tion, denoted by x5, can be graded into 3 levels with ref-
erences of 1m/s2, 1.5m/s2, and 2m/s2, respectively. It is
noted that the reference value for the different grades of yaw
angular acceleration (x4), longitudinal acceleration (x5),
and lane departure (x6) were determined according to their
statistical data for the four driving anger states including
neutral, low anger, moderate anger, and high anger. *e
relevant statics were studied in several previous research
conducted by the authors in this study [20, 24, 29].
Moreover, traffic behavior around, denoted by x8, was
graded in to 3 different types, namely, normal, less severe,
and severe, respectively. It is noted that waiting traffic lights
belongs to normal traffic behavior around, and weaving/
cutting in line or traffic jam/congestion belongs to less sever
traffic behavior around, while jaywalking/motorcycle oc-
cupying road belongs to severe traffic behaviors around.

In this study, the initial belief rules of the proposed
model were constructed based on the relevant expert
knowledge and historical driving anger data with certain
subjectivity. It is worth noting that, in terms of the second
layer of the prosed model, all intermediate variables (u1, u2,
u3) were graded into three levels, and then there exists 27
rules (3̂3), shown in Table 6. Moreover, the final consequents
were expressed in four types of driving anger states, namely,

Input (x̂m) Observed output (ŷm)

Estimated output (ym)

Real system

BRB system

Training algorithm
< Ai,j, Ji, βn,k, θk, δi, u (Dn), N >

ξ (P)
–

Figure 4: *e training process of BRB inference system.
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neutral (none anger), low anger, moderate anger, and high
anger, with a belief degree of β1k, β2k, β3k and β4k

respectively.
As the initial belief rule base (BRB) is imprecise with

certain subjectivity, the training of the initial BRB system
was conducted according to equations (11) and (12). *en,
60% of samples were randomly selected from the original

2129 driving anger-related samples collected in the natu-
ralistic experiments for training the initial BRB systems. *e
training processes were executed in optimization toolbox of
Matlab, which mainly included computing the matching
degree of the input (xi) to the reference value (Ak

i ), the
activation weight of rule (Rk), the belief degree of the jth
consequent (output) in Rk, and minimizing the discrepancy

x1

x2

R11

R12

R1k

R1L

...

ER

BRB subsystem 1---Human Status

...

x3

R21

R22

R2k

R2L

...

ER

BRB Subsystem 2---Vehicle Status

...

R31

R32

R3k

R3L

...

ER

BRB subsystem 3---Environment Status

...

u2

u1

u3

R41

R42

R4k

R4L

...

ER

BRB Subsystem 4----Driving Anger
States

... u4

x4

x5

x6

x7

x8

Figure 5: Schematic diagram of driving anger detection model based on Dl_BRB system.
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Table 4: Input variables and output variables of the proposed Dl_BRB system.

Antecedent attributes (human) Antecedent attributes (environment)
Gender x1 Traffic flow state x7
Age x2 Traffic behaviors around x8
Temperament x3

Antecedent attributes (vehicle) System output
Yaw angular acceleration x4

Driving anger states yLongitudinal acceleration x5
Lane departure x6

Table 5: Graduation and reference value for the input and output variables.

Input Grade Reference value Input Grade Reference value

x1
1 Male-1

x6

1 Small-0.350
2 Female-2 2 Medium-0.562

x2

1 Young-25 3 Large-0.725
2 Average-35

x7

Smooth 1
3 Old-45 Less smooth 2

x3

1 Melancholic-1 Obstructive 3
2 Phlegmatic-2

x8

Normal 1
3 Sanguineous-3 Less severe 2
4 Choleric-4 Severe 3

x4

1 Low-1.75 Output Grade Reference value
2 Medium-2.00

Y

Neutral 0
3 High-2.50 Low anger 1

x5

1 Low-1.0 Moderate anger 2
2 Medium-1.5 High anger 3
3 High-2.0

Table 6: Initial belief rules of BRB subsystem 4.

Rule ID
Input U (intermediate variables) Output y (belief degree)

Attribute weight 1 1 1 Ang_N Ang_L Ang_M Ang_H
Rule weight u1 u2 u3 β1k β2k β3k β4k

1 1 1 1 1 1 0 0 0
2 1 1 1 2 0.8 0.1 0.1 0
3 1 1 1 3 0.7 0.1 0.1 0.1
4 1 1 2 1 0.6 0.2 0.1 0.1
5 1 1 2 2 0.5 0.3 0.1 0.1
6 1 1 2 3 0.5 0.2 0.2 0.1
7 1 1 3 1 0.4 0.3 0.2 0.1
8 1 1 3 2 0.4 0.4 0.1 0.1
9 1 1 3 3 0.3 0.4 0.2 0.1
10 1 2 1 1 0.3 0.3 0.3 0.1
11 1 2 1 2 0.3 0.4 0.2 0.1
12 1 2 1 3 0.3 0.3 0.2 0.2
13 1 2 2 1 0.2 0.4 0.2 0.2
14 1 2 2 2 0.2 0.2 0.3 0.3
15 1 2 2 3 0.2 0.2 0.2 0.4
16 1 2 3 1 0.1 0.5 0.2 0.2
17 1 2 3 2 0.1 0.4 0.3 0.2
18 1 2 3 3 0.1 0.2 0.4 0.3
19 1 3 1 1 0.1 0.2 0.4 0.3
20 1 3 1 2 0 0.1 0.5 0.4
21 1 3 1 3 0 0.2 0.4 0.4
22 1 3 2 1 0 0.2 0.3 0.5
23 1 3 2 2 0 0.2 0.2 0.6
24 1 3 2 3 0 0.1 0.2 0.7
25 1 3 3 1 0 0 0.2 0.8
26 1 3 3 2 0 0 0.1 0.9
27 1 3 3 3 0 0 0 1
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between the observed output and the estimated output
calculated by the proposed model. After finishing the
training process, the optimal rule base of BRB subsystem 4
was obtained, as shown in Table 7.

4.3. Test Results

4.3.1. Evaluation Criteria. To verify the identification ac-
curacy of the Dl_BRB model proposed in this study, an
evaluation method of receiver operating characteristic
(ROC) curve analysis was implemented. *e ROC method
was widely used to evaluate classification performance of a
classifier in discrimination fields like medical diagnosis,
military monitoring, and human decision-making [30]. For
a specific discrimination threshold, namely, cut-off point, it
can differentiate positive samples from negative ones with a
certain true positive rate (TPR) and false positive rate (FPR).
When depicting the cut-off point in a coordinate system
with horizontal and vertical ordinate, represented by TPR
and FPR, respectively, a complete ROC curve will be formed
by connecting all the possible cut-off points with a broken
line in the coordinate system. Moreover, the greater the area
under the ROC curve (AUC) is, the higher the identification
accuracy of the classifier is. Except for TPR, FPR, and AUC,
other statistical indexes such as positive predictive accuracy
(PPA), F1 and Acc are also extensively applied when eval-
uating a classifier’s classification performance. *ose sta-
tistical indexes are calculated as follows:

TPR �
TP

TP + FN
,

FPR ��
FP

TN + FP
,

PPA �
TP

TP + FP
,

F1 �
2 × TPR × PPA

TPR + PPA
,

Acc �
TP + TN

TP + FN + TN + FP
,

(13)

where TP is the number of positive samples, which were
correctly identified as positive ones; FP is the number of
negative samples, which are falsely identified as positive
ones; TN is the number of negative samples, which are
correctly identified as negative ones; FN is the number of
positive samples, which are falsely identified as negative
ones. Here, driving anger samples with a specific intensity
are assumed to be positive, while the other driving anger
samples are assumed to be negative. Note that PPA dem-
onstrates the correct identification probability of the sam-
ples, which are identified as positive ones.

4.3.2. Identification Performance. *e identification per-
formance of the proposed model (Dl_BRB) for four driving
anger states with different intensity was evaluated using a
test set accounting for 40% of the total samples, which was

comprised of 374 neutral (none anger) samples, 218 low
anger samples, 172 moderate anger samples, and 88 high
anger samples. Further, in order to verify the superiority of
the proposed model, we compared it with other 5 widely
used classifiers like C4.5, NBC, SVM, kNN, and BPNN in
terms of AUC of the corresponding ROC curves for the four
driving anger states, illustrated in Figure 6.

As indicated in Figure 6, the identification performance
of Dl_BRB model proposed in this study outperforms C4.5,
NBC, KNN, SVM, and BPNN, as the proposed model has an
average AUC of 0.8632, which is the biggest among them,
according to the ROC curves for all driving anger states.
Specially, the performance of the proposed model is evi-
dently higher than the other five models when identifying
neutral (none anger) state (p � 0.074) and high anger state
(p � 0.069) in terms of AUC, yet the superiority is small and
not significant when the significance level is set to be 0.05. In
addition, when identifying the low anger state, the differ-
ences of AUC between the proposed model and other five
models are much smaller than those of the other three
driving anger states. Moreover, the average of AUC of all six
identification models is the smallest for low anger state. *e
possible reason is that the changes of human, vehicle, and
environmental characteristics under low anger state are
evidently smaller than those of other driving anger states.

Furthermore, in order to evaluate the effectiveness of the
proposed model, the five-fold cross-validation method was
used to test the six classification models, with the results
being indicated in Figure 7. We can see that the proposed
Dl_BRB model achieves better identification performances
in terms of PPA, TPR, and F1 when compared with C4.5,
BPNN, NBC, SVM, and kNN. Especially, the identification
performances of the proposed model are remarkably
(p � 0.038< 0.05) better than those of the other five models
in terms of the three criteria for high anger state. However,
for FPR, another important evaluation criterion, the pro-
posed model does not perform the best, as the model of C4.5
has the lowest value of FPR when identifying all driving
anger states.

In summary, the average of the aforementioned criteria
and the total accuracy for identifying all driving anger states
using the proposed model (Dl_BRB) and the other five
widely implemented models were statistically analyzed, with
the results being shown in Table 8. *en, we can see that the
proposed model outperforms the other five models in most
aspects including TPR (0.8433), PPA (0.9187), F1 (0.8793),
and Acc (0.8367). *ough the model of C4.5 is superior to
the proposed model in terms of FPR, the mean value of FPR
of the proposed model is only 0.0792, ranking the second
among these models, which is acceptable for detecting
driving anger states in practice. Additionally, in order to
verify the efficiency of the proposed model, the run speed of
these models was compared in MATLAB environment for
the same test data. Here, we let the runtime of BPNN model
as unit one, and the runtime ratio of the other five models
was computed, with the results being shown in the last row
of Table 8. It is shown that the runtime ratio of the proposed
model ranks the second, just behind C4.5, among the six
models, indicating that the computation ability of the
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Table 7: *e trained belief rule base of BRB subsystem 4.

Rule ID
Input U (intermediate variable) attribute weight

0.934 1 0.968 Output y (belief degree)

Rule weight u1 u2 u3 Ang_N Ang_L Ang_M Ang_H

1 0.9745 1 1 1 0.9925 0.0047 0.0025 0.0003
2 0.8742 1 1 2 0.7903 0.2084 0.0013 0.0000
3 0.8063 1 1 3 0.6900 0.2134 0.0933 0.0033
4 0.7551 1 2 1 0.6114 0.2981 0.0804 0.0001
5 0.7264 1 2 2 0.5093 0.2906 0.2001 0.0000
6 0.5552 1 2 3 0.4987 0.2047 0.1976 0.0990
7 0.4327 1 3 1 0.4128 0.3896 0.1072 0.0904
8 0.1685 1 3 2 0.3884 0.3125 0.1976 0.1015
9 0.3745 1 3 3 0.2124 0.3842 0.3142 0.0892
10 0.7264 2 1 1 0.4137 0.2817 0.3045 0.0001
11 0.5572 2 1 2 0.3125 0.3032 0.3019 0.0824
12 0.4613 2 1 3 0.2826 0.3216 0.2105 0.1853
13 0.4482 2 2 1 0.2256 0.4125 0.2753 0.0866
14 0.6164 2 2 2 0.1196 0.1316 0.3763 0.3725
15 0.7735 2 2 3 0.0015 0.1147 0.2872 0.5966
16 0.6981 2 3 1 0.0023 0.1873 0.4316 0.3788
17 0.7762 2 3 2 0.0046 0.0792 0.3247 0.5915
18 0.8614 2 3 3 0.0032 0.0041 0.2879 0.7048
19 0.4867 3 1 1 0.1145 0.2236 0.2974 0.3645
20 0.7786 3 1 2 0.0963 0.0842 0.2771 0.5424
21 0.6582 3 1 3 0.0074 0.1854 0.3882 0.4190
22 0.6963 3 2 1 0.0043 0.2352 0.2744 0.4861
23 0.4345 3 2 2 0.0172 0.2163 0.1882 0.5783
24 0.6625 3 2 3 0.0094 0.1125 0.1859 0.6922
25 0.5936 3 3 1 0.0015 0.0083 0.2305 0.7597
26 0.7652 3 3 2 0.0019 0.0026 0.1348 0.8607
27 0.9884 3 3 3 0.0003 0.0012 0.0043 0.9942
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Figure 6: Continued.
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Figure 6: Comparison of ROC curves between Dl_BRB and other five widely used models when identifying four driving anger states.
(a) Neutral. (b) Low anger. (c) Moderate anger. (d) High anger.
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proposed model is enough for detecting driving anger in real
time. In conclusion, the proposed Dl_BRB model is effective
and efficient enough for detecting different driving anger
states in practice.

5. Discussion and Conclusions

*ere are two contributions made in this study to the traffic
psychology and driving behavior fields especially angry
driving. *e first one is that a novel driving anger elicitation
approach was proposed to collect the relevant human
(driver), vehicle, and environment characteristics in driving
anger state. *e second one is to propose an effective model
based on those heterogeneous characteristics to identify
different driving anger states with different intensity. *en,
in practice, some soft interferences like releasing soft or
relaxed music or comfortable human-machine interaction
through conversation can be executed when low or mod-
erate anger state is detected, while some hard interferences
like controlling steering wheel or brake or acceleration pedal
is taken over by human-machine codriving system when
high anger state is detected in intelligent connected vehicle
in the near future.

First, in order to induce real anger emotion during
driving, a particularly busy route was selected as the test

route for the naturalistic experiments. On the test route,
every participant inevitably came across sorts of incentive
situations like jaywalking, motorcycle occupying road,
weaving or cutting in line, traffic jam or congestion, and
traffic light waiting, especially in morning or evening rush
hours. *e study results indicate that the hit rate of anger
under the incentive situations reaches 74.25%, significantly
higher than that under no incentive situations, and the
highest hit rate (82.03%) of anger happened under the
stimulus of jaywalking/motorcycle occupying road. Hence,
some targeted and detailed countermeasures can be taken in
practice. For example, once those kinds of uncivil (illegal)
traffic behaviors are captured by cameras of electrical police,
the personal information of pedestrian or the motorcycle
rider like their portrait or the ID card number will be ex-
posed on the big screen located on the intersection or
roadside based on image identification and big data tech-
nology. Moreover, they might be fined if there is a real traffic
police on the scene, as well as an increased insurance next
year if they have driving license. In addition, every traffic
participant should be encouraged to report those uncivil
(illegal) traffic behaviors through some official APPs
designed by traffic management authorities. *erefore, the
novel anger elicitation approach proposed in this study is
effective based on the induction of those incentive situations
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Figure 7: *e identification performances of the proposed model and other five models. (a) TPR, PPA, and F1 for neutral state. (b) TPR,
PPA, and F1 for low anger. (c) TPR, PPA, and F1 for moderate anger. (d) TPR, PPA, and F1 for high anger. (e) FPR of the four driving anger
states.

Table 8: *e average identification performances of the six models for four driving anger states.

Dl_BRB C4.5 BPNN NBC SVM kNN
TPR 0.8433 0.8366 0.8277 0.8111 0.8015 0.7872
PPA 0.9187 0.9072 0.8938 0.8708 0.8651 0.8509
F1 0.8793 0.8704 0.8594 0.8398 0.8321 0.8178
FPR 0.0792 0.0689 0.0830 0.0894 0.0862 0.1033
Acc 0.8367 0.8252 0.8215 0.8014 0.7792 0.7625
Runtime ratio 0.8824 0.8715 1.0000 0.8965 0.9845 0.9136
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in real environments and the stimuli of extra paid for fin-
ishing the whole test ahead of the reference time. Inter-
estingly, there was inconsistency with previous findings, in
which the most driving anger provoking event was dis-
courtesy behavior from surrounding traffic participants in
western countries like USA [31] and France [32]. *e
possible reason for that might be Chinese drivers often
travelled with strong mixed traffic modes including motor
and nonmotor vehicles and pedestrians competing with each
other on the limited road lanes in a rapid pace of life
nowadays. Additionally, different traffic rules, life style,
culture background, and safety awareness also exerted an
effect on the differences of driving anger provoking situa-
tions. Moreover, in China, Feng et al. [33] found that the
most driving anger provoking situation for professional
drivers was traffic obstruction; especially the road works sign
was not set when the road was under reconstruction,
showing a little disagreement with this study, in which
Jaywalking/motorbike occupying road was the most driving
anger provoking for private car drivers. *erefore, more
target countermeasures should be put forward on moni-
toring and regulation of uncivilized or illegal travelling
behaviors for driving training or traffic management au-
thorities in China.

Secondly, according to previous research conducted by
the authors in this study, the human characteristics like
gender, age, and temperament, the environmental charac-
teristics like traffic behaviors around and traffic flow state,
and the vehicular characteristics like yaw angular acceler-
ation, longitudinal acceleration, and lane departure have
close relationship with driving anger [26, 29]. *en, those
human, vehicular, and environmental characteristics were
selected as the inputs for the establishing driving anger
detection model. In this study, a data-driven model based
upon belief rule base (BRB), which can continually utilize the
accumulated filed data collected during the naturalistic
experiments, is proposed to detect driving anger states with
different intensity. *e BRB based model has much ad-
vantage in processing not only objective information like
vehicular characteristics data but also subjective information
such as human and environmental characteristics data [27].
Moreover, a double-layered BRB (Dl_BRB) system including
four BRB subsystems for inferring human, vehicular, and
environmental state was constructed to reduce the number
of rules to be estimated at the same time for improving the
timely response. *e study results show that the average
identification accuracy (Acc) of the proposed model for
detecting all driving anger states including neutral, low
anger, moderate anger, and high anger reaches 83.67%,
which is 1.15%, 1.52%, 3.53%, 5.75%, and 7.42% higher than
C4.5, BPNN, NBC, SVM, and kNN, respectively. Besides, the
proposedmodel is superior to thosemodels in terms of other
evaluation criteria such as TPR, PPA, and F1, indicating that
the proposed model is effective to detect driving anger states
in practice. However, the evaluation criterion of false pos-
itive rate (FPR) of the proposed model does not have su-
periority when compared with C4.5, a widely used decision
tree algorithm.*e reason for this is that maybe the inputs of
the proposed model do not include any physiological

characteristics, which can precisely reflect the driver’s
mental fluctuation [34, 35]. Correspondingly, more physi-
ological characteristics should be taken into consideration
when constructing a driving anger detection model. In
addition, the run time of the proposed model does not
perform best amongst these widely used classification
models, which means that the input variables set needs more
optimization by feature selection algorithms to reduce the
proposed model’s computation complexity.

Nevertheless, there still exist several obvious limitations
in this study. Firstly, considering easy recruiting and sig-
nificant anger induction effect, much more male drivers
were recruited as the participants for the naturalistic ex-
periments conducted in this study. *en, much more female
drivers should be recruited to improve the universality of the
proposed model afterwards. Additionally, female drivers
frequently get angrier than males when confronting traffic
block. Nonetheless, they are inclined to make more adaptive
adjustments instead of aggression behaviors when they get
angry [22]. *us, more traffic situations like traffic con-
gestion, red light waiting, and jaywalking can be used to
trigger anger for female drivers. And the measurements
including physiological or facial expression characteristics
instead of physical behaviors and verbal aggressions can be
utilized to demonstrate anger expression differences be-
tween female drivers and male drivers. Secondly, the nat-
uralistic experiments for this study were conducted in
Wuhan, a typical central metropolis in China. Nevertheless,
there exist some geography variances of pace of life, traffic
safety awareness, or quality between Wuhan and other
typical western cities (e.g., Chengdu), northern cities (e.g.,
Beijing), eastern cities (e.g., Shanghai), and southern cities
(e.g., Guangzhou). *erefore, the succeeding experiments
should be added in those typical cities due to the geography
differences, which can result in the differences of anger
induction factors. *irdly, with the rapid development of
wearable devices and intelligent connected vehicles, some
physiological indicators like heart rate and respiration rate
can be collected to detect driving anger states more
accurately.
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To promote urbanization in the next stage, it is of great significance to explore the ecological efficiency of green ecological regions
and advance the sustainable development of a social economic system. However, spatial heterogeneity has not been fully
considered in the existing evaluation models or methods for regional ecological efficiency (REE), and the corresponding decisions
on sustainable development are not the optimal solutions. To solve the problems, this paper explores the evaluation of REE and
intelligent decision support for sustainable development by analyzing environmental big data. Firstly, the spatiotemporal
evolution of REE was examined based on environmental big data to clarify the spatial layout of REE and the sources of the spatial
differences. Next, a multiobjective optimal decision-making model was established for the sustainable development of a regional
ecosystem, and the solving method was presented for the model. *e proposed model was proved valid through experiments.

1. Introduction

Urban development faces several problems, namely, the de-
velopment model is extensive, the newly developed areas are
underpopulated, and the resources are in short supply. With
the development of the industry, these problems have inten-
sified the contradiction between population, environment, and
resources [1–5]. Rather than pursuing the single goal of eco-
nomic interest, the sustainable development of the urbaniza-
tion system aims to organize production for the composite goal
of resources/energy, environment, economy, and society.

China is vigorously implementing a strategy of regional
ecosystem development and environmental protection,
which will continuously enhance the coordination between
the regional environment, regional economy, and regional
society [6–12]. Against this backdrop, in order to promote
urbanization in the next stage, it is of great significance to
explore the ecological efficiency of green ecological regions
and advance the sustainable development of the social
economic system [13–21].

Environmental pollution is a potential bottleneck of
stable economic growth. As an effective measure of sus-
tainable development, ecological efficiency can fully reflect
the actual level of coordinated development between
economy and environment. Liu and Sun [22] constructed a
data envelopment analysis (DEA) model with environ-
mental pollution and resource consumption as inputs and
total economy as the output. Ratner [23] described the
monitoring of ecological and economic efficiencies of the
activities in the regional economic system, compared the
applicability of several methods to the dynamic DEA model,
and attempted to generate time series based on environ-
mental and economic efficiency points. To evaluate the
performance of the urban system, Giordano et al. [24] di-
vided the urban system into traffic subsystem, built envi-
ronment subsystem, and social economy subsystem,
evaluated the efficiency of each subsystem by Takagi–Sugeno
model, and recursively derived the overall efficiency of the
entire system. Hoang and Alauddin [25] designed an input-
oriented DEA framework, which allows the measurement
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and decomposition of economic, environmental, and eco-
logical efficiencies in agricultural production of different
countries.

On the sustainable development of the urban ecological
system,Wang and Li [26] set up an overall framework for the
sustainable urban spatial development model based on
smart cities.*e framework, involving such four dimensions
as the monitoring, collection, interconnection, and sharing
of urban data, provides an important guide for the spatial
planning and construction of smart cities. Ma et al. [27]
analyzed the evolution of an urban ecosystem and its dis-
sipation structure and constructed an evaluation index
system (EIS) for the sustainable development capability of
the urban ecosystem.

*e existing studies provide some useful references.
However, the evaluation models and methods for regional
ecological efficiency fail to fully consider spatial heteroge-
neity, take account of the dynamic evolution of ecological
efficiency distribution, and thoroughly discuss the key
factors affecting the ecological efficiency identification and
animal habitat changes in different regions and at different
levels. Concerning sustainable development, the available
decision-making models overlook the balance of relative
development for the regional ecosystem in spatiotemporal
evolution and cannot converge to the optimal decisions. To
solve the problems, this paper explores the evaluation of REE
and intelligent decision support for sustainable development
based on environmental big data. Section 2 analyzes the
spatiotemporal evolution of REE based on environmental
big data, identifies the spatial layout and spatial difference of
REEs, and discusses the key environmental factors. Section 3
establishes a multiobjective optimal decision-making model
for the sustainable development of the regional ecosystem
and presents the solving method for the model. Experi-
mental results demonstrate the effectiveness of our model.

*is research discusses the inherent linking mechanism
of system sustainable development with environmental,
economic, and social impacts, and optimizes the absolute
performance of sustainability and relative development
simultaneously.

2. Spatiotemporal Evolution Analysis

*is paper identifies the sources of environmental data for
the spatiotemporal evolution of REE. Table 1 lists the REE
evaluation items based on big data. Several environmental
types are enumerated, namely, building area, traffic area,
water area, and landscape area, and the corresponding
factors that affect ecological efficiency are presented in detail.

As mentioned before, this paper aims to clarify the
spatial layout of REE and the sources of the spatial differ-
ences and realize the REE evaluation and make intelligent
decisions for sustainable development. For this purpose, the
spatial distribution of ecological efficiency was described
intuitively based on environmental big data. *en, the de-
gree of spatial differences of REE was investigated, and the
sources of these differences were revealed. Finally, the dy-
namic evolution law of REE was explored through kernel
density estimation (KDE) and Markov chain.

2.1. Spatial Difference Analysis. *rough Dagum’s decom-
position of the Gini coefficient, this paper analyzes the
spatial differences of global and local ecological efficiencies
of the ecosystem in the study area. Dagum’s decomposition
method was selected for its capability of considering the
overlap between subsamples, solving heterogeneous sources
of REE spatial differences, and measuring how much overall
regional differences are affected by the intraregional dif-
ference, inter-regional difference, and transvariation
intensity.

Let buv and bgs be the urban ecological efficiencies of the
u-th and g-th regions, respectively; let λ be the mean eco-
logical efficiency of all cities in a region, m be the total
number of samples (cities), l be the number of regions, and
mu and mg be the number of cities in the u-th and g-th
regions, respectively. *en, the relative difference between
all cities in a region in ecological efficiency can be measured
by the regional overall Gini coefficient:

GN �


l
u�1 

l
g�1 

mu

v�1 
mg

s�1 buv − bgs





2m
2λ

. (1)

To decompose the Gini coefficient by a regional sub-
system, the first step is to sort all cities in a region by mean
ecological efficiency is as follows:

λ1 ≤ λ2 ≤ · · · ≤ λg ≤ · · · ≤ λu ≤ · · · ≤ λl. (2)

Ecological efficiency is the ratio of ecological outputs to
ecological inputs. *e outputs refer to the value of products
and services provided by enterprises or economies, while the
inputs refer to the resources and energies consumed by
enterprises or economies, as well as the environmental load
caused by enterprises or economies. *e Gini coefficient of
the u-th region can be calculated by

GNu �
1/2λu(  

mu

v�1 
mu

s�1 buv − bus




m
2
u

. (3)

*e intraregional contribution difference Hq can be
calculated by

Hq � 
l

u�1
GNutu. (4)

*e inter-regional Gini coefficient GNug between the u-
th and g-th regions can be calculated by

GNug �


mu

v�1 
mg

s�1 buv − bgs





mumg λu + λg 
. (5)

*e inter-regional contribution difference Hmr can be
calculated by

Hmr � 
l

u�2


u−1

h�2
GNug tueh + theu( Cug. (6)

*e transvariation intensity contribution Hd can be
calculated by
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Hd � 
l

u�2


u−1

g�2
GNug tueg + tgeu  1 − Cug , (7)

where ei �miλi/(mλ) and tj �mj/m. Let cug be the ecological
efficiency difference between regions; tug be the first moment
of transvariation. *en, the relative influence Cug of the unit
ecological efficiency of the u-th and g-th regions can be
calculated by

Cug �
cug − tug

cug + tug

. (8)

Let Ou and Og be the cumulative density distribution
functions of the u-th and g-th regions, respectively.*en, cug
can be characterized by the mathematical expectation of the
sum of the positive sample values for the difference between
the ecological efficiencies, buv and bgs, of the cities in the u-th
and g-th regions:

cug � 
∞

0
dOu(b) 

y

0
(b − a)dOg(a). (9)

In addition, tug can be calculated by

tug � 
∞

0
dOg(b) 

y

0
(b − a)dOu(b). (10)

2.2.DynamicEvolutionofDistribution. *e traditional KDE,
a popular tool in spatial nonequilibrium analysis, is a
nonparametric estimation approach. It can describe the
form of each random variable with a continuous curve. In
this way, virtually no statistical error will be incurred by the
improper setting of ecological efficiencies in the region. Let
M be the total number of cities in the region, Ai be the
independent identically distributed observations, a∗ be the
mean value, τ be the bandwidth, and Γ(·) be the kernel
function. *en, the density function μ(a) of the random
variable A can be calculated by

μ(a) �
1

Mτ


M

i�1
Γ

Ai − a
∗

( 

τ
 . (11)

*e greater the τ value, the larger the neighbourhood of
a. If τ is too large, the kernel density function Γ(·) will be too
smooth. *en, some important features of the function will
be smoothened out, causing a large deviation. Hence, the τ
value should be minimized if possible. *us, Γ(·) needs to
meet the following condition:

lim
a⟶∞
Γ(a) · a � 0,

Γ(a)≥ 0, 
+∞

−∞
Γ(a)da � 1,

sup Γ(x)< +∞, 
+∞

−∞
Γ(a)da< +∞.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(12)

*e dynamic evolution features of REE distribution can
be estimated by the Gaussian kernel function:

Γ(a) �
1
���
2π

√ e
−a2/2

. (13)

2.3. Long-Term Transition Trend. *is paper adopts the
Markov chain to describe the ecological efficiency of each
city in a region, that is, sets up the transition probability
matrix of theMarkov chain. Let {A(p), p∈ψ} be the stochastic
process of the discrete events corresponding to the Markov
chain, N be the finite set of the solutions, and ψ be the set of
indices for different stages of the stochastic process. *e
Markov chain highlights that, historical dynamic actions
share the same features as future dynamic actions. In our
problem, the identicalness of the features manifests as fol-
lows: the state of urban ecological efficiency A in year p+ 1
directly bears on the probability for A to belong to type j in
year p. Let GRij be the probability for urban ecological ef-
ficiency belonging to type i in year p to transfer to type j in
year p+ 1; that is, the maximum likelihood estimation of the
transition is GRij �mij/mi; let mij be the number of cities
shifting from type k in year p to type j in year p+ 1 andmi be
the total number of cities belonging to type i in the study
period. *en, we have

GR Ap � j|Ap−1 � i, Ap−2 � ip−2, A0 � i0 

� GR Am � j|Am−1 � i  � GRij.
(14)

By dividing urban ecological efficiencies in the region
into x states, it is possible to obtain an x× x state transition
probability matrix of the Markov chain.

3. Multiobjective Optimal Decision-
Making Model

3.1. Preliminaries. Figure 1 summarizes the evaluation at-
tributes for the sustainable development of the regional
ecosystem. *e evaluation system for the sustainable de-
velopment of the regional ecosystem involves multiple

Table 1: REE evaluation based on environmental big data.

Environmental
type Parameters Influencing factors of ecological efficiency

Building area Newly built area, energy consumption per unit
area, and energy consumption structure

Energy-efficient design, building energy conservation and
emission reduction, and green building material utilization

Traffic area Passenger capacity per unit time Public transit travel rate and green travel rate

Water area Water supply and sewage treatment capacity Water-saving equipment usage, water-saving indices, and
wastewater and sewage reuse rate

Landscape area Green area and greening rate Vegetation coverage and regional carbon sequestration capacity
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dimensions, such as environmental sustainability, economic
sustainability, social policy sustainability, and technical
sustainability. *e evaluation dimensions can all be quan-
tified. For the sustainable development of the regional
ecosystem, decision makers can also set up individualized
evaluation systems based on objective needs and subjective
judgement.

To clarify the incremental costs and benefits of regional
ecosystem development, this paper focuses on the incre-
mental costs incurred during the optimization of plan design
and measures implementation for regional ecosystem de-
velopment. *e costs of these two stages are mainly invested
continuously by green project investors, developers, and
implementers. *e incremental benefits will continue to
appear after the optimization measures are implemented in
the regional ecosystem. Figure 2 details the costs and benefits
of the regional ecosystem in a development cycle.

Our problem is to sustainably improve the regional
ecosystem, that is, combining and optimizing multiple
optional measures for the ecosystem optimization to realize
multiple goals under specific constraints, in reference to
multiple sets of environmental big data in different periods,
such that the optimized regional ecosystem is much more
sustainable than the original system. *is paper builds a
weighted multiobjective optimization model to improve the
sustainability of the regional ecosystem in multiple di-
mensions, relying on optimization measures. On this basis,
the authors strived to make sustainable intelligent decisions.

3.2.Model Construction and Solving. Targeting the regional
ecosystem, our model tries to improve the ecological
efficiency of the ecosystem by adopting the improved

combination of optimization measures for sustainable
development. Figure 3 provides the specific steps to im-
prove sustainable development efficiency: characteriza-
tion of the regional ecosystem, sustainable development
evaluation of REE, sustainable development optimization
of REE, and sustainable development improvement of
REE.

*e optimal decision making for the sustainable
development of REE involves multiple steps and goals in
four dimensions, including environmental sustainabil-
ity, economic sustainability, social policy sustainability,
and technical sustainability. *e decision-making pro-
cess is complicated by the diverse constraints on the
different goals and the interference of uncertain deci-
sion-making factors. Hence, this paper presents a mul-
tiobjective optimal decision-making model (Figure 4) for
the sustainable development of the regional ecosystem.
*e proposed model consists of two parts, namely, the
characterization of the ecosystem, and construction and
solving of sustainable development decision-making
model and opens the path to improve the sustainable
development of the regional ecosystem through spa-
tiotemporal evolution.

*e proposed multiobjective optimal decision-making
model is targeted at regional ecosystems, whose ecological
efficiencies obey different spatial distributions. *e model
was constructed through composite weighting of each
subobjective, setting weighted objectives and sustainable
objectives, and solving the model. Firstly, the interval an-
alytic hierarchy process (IAHP) was adopted to assign
composite weight to each objective, eliminating the need to
consider the interaction between subobjectives. *e com-
posite weighting begins with the construction of an interval
comparison matrix.

*e subjective weight of each subobjective was quanti-
fied through expert judgement, which is uncertain to a
certain extent. *erefore, the comparison matrix is com-
posed of the following interval numbers:

F �

[1, 1] fK
12, f

V
12  · · · f

K
1m, f

V
1m 

f
K
21, f

V
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K
2m, f

V
2m 

⋮ ⋮ ⋱ ⋮

f
K
m1, f

V
m1  f

K
m2, f

V
m2  · · · [1, 1]
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, (15)

where m is the number of optimization subobjectives;
[fK

ij , fV
ij] is the relative importance of subobjective i to

subobjective j, both of which are expressed as interval
numbers. Next, the interval comparison matrix F was
converted into the interval priority matrix S:

S �

[0.5, 0.5] s
K
12, s

V
12  · · · s

K
1m, s

V
1m 

s
K
21, s

V
21  [0.5, 0.5] · · · s

K
2m, s

V
2m 

⋮ ⋮ ⋱ ⋮

s
K
m1, s

V
m1  s

K
m2, s

V
m2  · · · [0.5, 0.5]

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (16)

where
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Figure 1: Evaluation attributes for the sustainable development of
regional ecosystem.
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s
−
ij �

f
−
ij

f
−
ij + f

+
ij

, s
+
ij �

f
+
ij

f
−
ij + f

+
ij

. (17)

After that, the subjective weights were calculated. Let dV
i ,

dK
i , c

V
i , and cK

i be the positive and negative biases in objective
programming, respectively; [υK

i , υV
i ] be the interval value

range of the relative importance for each subobjective
corresponding to the optimal solution. *en, the optimal
solution of matrix S can be obtained by

Min δ � 
m

i�1
d

V
i + d

K
i + c

V
i + c

K
i ,

s.t. υK
i + 

m

j�1,j≠i
υV

i ≥ 1,

υU
i + 

m

j�1,j≠i
υK

i ≤ 1,

0≤ υK
i ≤ υ

V
i ≤ 1,



m

j�1
s

K
ij − m + 0.5⎛⎝ ⎞⎠υK

i + 
m

j�1,j≠i
r

K
ijυ

V
i − d

V
i + d

K
i � 0,



m

j�1
s

V
ij − m + 0.5⎛⎝ ⎞⎠υV

i + 
m

j�1,j≠i
s

V
ijυ

K
i − c

V
i + c

K
i � 0,

d
V
i , d

K
i , c

V
i , c

K
i ≥ 0.

(18)

*e subjective weight of each objective can be obtained
by

q
e
i �

υK
i + υV

i 


m
i�1 υK

i + υV
i 

. (19)

*e overall objective for the sustainable development of
the regional ecosystem combines multiple subobjectives,

which are impossible to achieve all at once. To realize the
overall objective, the traditional subobjective setting ap-
proach needs to adjust the subobjectives repeatedly. Based
on multiple sets of environmental big data on the optimi-
zation system in different periods, this paper puts forward a
novel weighted subobjective setting strategy.

According to the weights of subobjectives for the sus-
tainable development of the regional ecosystem as well as the
sustainable performance of each subobjective reflected by
the multiple sets of environmental big data, the weighted
subobjectives can be configured under a constraint as
follows:

max SG
∗
i � qi × 

j∈T
ψj × c

V
ij ⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

s.t.ψj 1 − ψj  � 0, T ∈ D,

(20)

where cV
ij be the performance value of subobjective i reflected

by the normalized environmental sample data j (If ψj � 1 or 0
in ψj(1−ψj)� 0, then the j-th set of environmental sample
data can or cannot serve as a reference); D is the constraint;
T ∈D is the requirement that any combination of optimi-
zation measures must satisfy D.

*rough the above steps, all weighted subobjectives can
be obtained as SG∗ � [SG∗1 , SG∗2 , . . . , SG∗m]. Each weighted
subobjective corresponds to a specific model. Each combi-
nation T∗i of optimization measures leads to the optimal
solution to each specific model.

*is paper likens the set of optimal solutions on all
weighted subobjectives as the ideal solution to the objective
of sustainable development, which can be vectorized as

E
→

(JL) � SG
∗
1 , SG
∗
2 , . . . , SG

∗
m . (21)

*e ideal solution above can be transformed to an actual
solution under the condition T∗1 � T∗2 � · · · � T∗m. For any

Examining the
uncertainty of

ecosystem
development

Collecting
environmental

big data

Colleting
environmental data

Recommending the
combination of

optimization
measures for
sustainable

development

Determining the
optimization goals of

sustainable
development

Scope of
decision-making

problem Model-solving

Subject judgem
ent by decision-

m
akers

Composite weighting
of each subobjective

Determining the
overall optimization
goal of sustainable

development

Determining weighted
objectives

Characterization of ecosystem Construction and solving of sustainable development
decision-making model

Figure 4: Multiobjective optimal decision-making model for the sustainable development of regional ecosystem.
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feasible solution, the corresponding combination of opti-
mization measures Tb can be vectorized as

E
⇀

Tb(  � E
→

T
K
b , E

→
T

V
b  ,

� SG1 T
K
b , SG1 T

V
b  , SG2 T

K
b , SG2 T

V
b  , . . . , SGm T

K
b , SGm T

V
b   .

(22)

Considering the length and direction of vector functions,
the degree of absolute improvement of sustainable devel-
opment in the ideal solution IS can be given by

N(IS) � ‖ E
→

(IS)‖ �

���������



m

i�1
SG
∗
i( 

2




. (23)

*e degree of absolute improvement of sustainable
development in the feasible solution b can be given by

N Tb(  � N T
K
b , N T

V
b   � E

→
T

K
b 

�����

�����, E
→

T
V
b 

�����

����� ,

�

������������



m

i�1
SGi T

K
b  

2




,

������������



m

i�1
SGi T

V
b  

2




⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(24)

*e equilibrium of relative development of multiple
weighted subobjectives in the ideal solution IS can be given
by

cos(F(IS)) �
E
→

(IS) · E
→

(IS)

‖ E
→

(IS)‖ · ‖ E
→

(IS)‖

⎛⎝ ⎞⎠ � 1. (25)

*e equilibrium of relative development of multiple
weighted subobjectives in the feasible solution b can be given
by

cos F Tb( (  � cos F T
K
b  , cos F T

V
b    � min

E
→

(IS) · E
→

T
K
b 

‖ E
→

(IS)‖ · E
→
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�����

�����
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(26)

By the principle of vector projection, the equilibrium of
relative development of weighted subobjectives can be
unified with the absolute improvement of sustainable de-
velopment. In ideal conditions, the optimal degree of im-
provement of regional sustainable development can be given
by

SP(IS) � [N(IS) × cos(F(IS))] �

���������


m

i�1
SG
∗
i( 

2




. (27)

*e improvement effect of the feasible solution Tb on
sustainable development can be quantified by

SP Tb(  � SP T
K
b , SP T

V
b   � N T

K
b  × cos F T

K
b  , N T

V
b  × cos F T

V
b   . (28)
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*e intelligent decision making of the objective of
sustainable development can be derived from formulas (27)
and (28). To display the decision-making process more
intuitively, an objective achievement rate was introduced to
transform the two formulas:

OBJ Tl(  � OBJ T
K
l ,OBJ T

V
l   �

SP T
K
l 

SP(IS)
,
SP T

V
l 

SP(IS)
⎡⎣ ⎤⎦ × 100%.

(29)

*e above formula shows that the objective achievement
rate of IS is 1 and that of Tb falls in between (0, 1) (the closer
the value is to 1, the better the optimization effect). *rough
the above analysis, the overall optimization objective of
sustainable development for the regional ecosystem can be
expressed as

MaxOBJ Tl( ,

s.t. Tl ∈ D.
(30)

*e above formula also outputs an interval number.
Under uncertainty conditions, the model can be solved by
probability comparison:

S(a>t) � max 1 − max
W

V
t − W

K
a

W
V
t − W

K
a + W

V
t − W

K
a

, 0 , 0 .

(31)

Any interval numbers Wt � [WK
t , WV

t ] and
Wa � [WK

a , WV
a ] can be compared in terms of probability. If

Wa>Wt, i.e., S(a>t), S(a>t)> 0.5 means Wa is probably better
than Wt; the inverse is also true. Similarly, if WV

t <WV
a and

WK
t <WK

a , Wa must be better than Wt.

4. Experiments and Result Analysis

Figure 5 presents the evolution trends of the overall eco-
logical efficiency of the study area in 2005–2020. *e REEs
exhibited obvious features of phased development, dropping
from 0.6024 in 2006 to the lowest point of 0.5785 in 2013.
From 2014 to 2020, the REEs rose significantly and peaked at
0.6549. *e reasons for the phased development are as
follows:

In the early phase of the sample period, the regional
economy developed extensively in the traditional model, and
the society had poor awareness of ecoenvironmental pro-
tection. *at is why the REEs in the study area continued to
decline. In 2013–2014, the cities in the study area quickly
adjusted their development pattern and publicized ecolog-
ical civilization, which contribute to the continuous growth
of REEs.

*ere were some differences between regions in eco-
logical efficiency. Region A, a transportation hub in a
strategic location, remained the leader of ecological effi-
ciency throughout the 15-year-long sample period. *e
ecological efficiencies of Regions A and B oscillated similarly
as the overall ecological trend of the study area. After 2015,
the ecological efficiency of Region B increased markedly
each year, with increasingly strong momentum. Region C

had the lowest ecological efficiency, which grew stably over
the 15 years.

Figure 6 compares the REE evolution trends of each pair
of the three regions. *rough the sample period, the largest
regional difference in ecological efficiency existed between
Regions A and B, whosemeanGini coefficient was 0.274.*e
second-largest regional difference was observed between
Regions A and C, whose mean Gini coefficient was 0.261.
*e smallest regional difference was observed between
Regions B and C, whose mean Gini coefficient was 0.253.

In general, the ecological efficiency gap between Regions
A and C continued to narrow at an annual change rate of
−2.14%. *e gap between Regions B and C widened after
2010, despite some fluctuations, with an annual change rate
of 0.87%. Specifically, the gap between Regions A and C
declined with fluctuations from 0.347 in 2006 to 0.206 in
2020, reaching the valley of the sample period. *e gaps
between Regions A and B, and between Regions B and C
both decreased first and then increased. *e gap between
Regions A and B minimized at 0.223 in 2016, while that
between Regions B and C minimized at 0.204 in 2010.

To sum up, the relevant government departments should
strengthen the coordination between Regions B and C in
green development and reduce the spatial difference be-
tween regions in ecological efficiency without ignoring the
regional difference between A and B.

*rough Gini coefficient decomposition, this paper
looks for the sources of REE spatial differences, that is,
analyzes the contributions of intraregion difference, inter-
regional difference, and transvariation intensity to overall
regional spatial differences. Table 2 presents the calculated
results on intra and inter-regional contributions.

*rough the sample period, the inter-regional difference
of A and B contributed the greatest to the spatial gap of REE,
followed in turn by that of B and C, and that of A and C; the
intraregional difference of C contributed the greatest to the
spatial gap of REE, followed in turn by that of A and that of
B. It can be observed that the spatial imbalance of REEs can
be effectively solved by reducing inter-regional differences.
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Figure 5: REE trends in 2005–2020.
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Regions A and B should be the focus of regulation because
their inter-regional difference is the major contributor to the
spatial gap of REE.

Tables 3–5 report the transition probability matrices of
the Markov chain for Regions A–C, respectively. Note that
period p1 has a one-year lag, and period p2 has a two-year lag.
*e long-term transition trend of REE can be derived from
these matrices. In each matrix, the elements to the left of the
diagonal were smaller than those to the right, indicating that
the overall ecological efficiency of each region moves clearly
from the low level to the high level. Meanwhile, the REE had
a greater stable probability than transition probability. *is
means that the state transition of ecological efficiency is
accompanied by apparent polarization. As period p1
changed to period p2, i.e., the lag increased from 1 year to 2
years, the overall ecological efficiency of the study area

basically remained the same, with a very slight decline. In
addition, there were many nonzero elements on both sides of
the diagonal in each matrix, suggesting the difficulty for the
study area to realize the leapfrog transition of ecological
efficiency.

*is paper employs the multistage method to measure
the contributions of intraregion difference, inter-regional
difference, and transvariation intensity in 2005–2020. *e
results are presented in Table 6 and Figure 7. *e measured
results of our method have a smaller variation than those of
the traditional DEA. *e following can be inferred from the
data in Table 6. In 2005–2020, the mean contribution was
0.813, 0.990, and 0.821 for intraregional difference, inter-
regional difference, and transvariation intensity, respec-
tively. Overall, the study area had relatively high ecological
efficiency since 2005. *e regional economic development
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Figure 6: Trends of regional REE differences.

Table 2: Source of differences and contributions.

Year
Intraregional contribution Inter-regional contribution

Region A Region B Region C Region A Region B Region C
2005 12.36 11.95 6.35 7.86 17.38 11.24
2006 13.52 11.36 5.41 10.25 16.23 12.08
2007 14.75 10.27 5.23 11.75 19.75 10.61
2008 15.23 8.62 5.75 13.28 21.61 10.25
2009 14.76 10.15 5.76 10.94 20.85 14.31
2010 14.76 10.36 5.23 8.51 17.23 14.52
2011 15.23 10.62 4.81 8.72 16.05 11.23
2012 15.08 13.54 5.08 7.63 17.28 13.54
2013 13.27 15.76 3.64 3.55 15.36 17.21
2014 10.75 13.28 4.76 3.42 17.54 20.36
2015 11.25 11.39 4.52 0.46 18.95 20.85
2016 13.62 14.25 4.08 5.23 21.72 28.30
2017 11.22 13.21 2.59 7.41 19.35 27.26
2018 9.35 15.02 2.79 2.88 20.08 25.42
2019 11.76 11.53 1.26 6.58 22.72 27.36
2020 10.05 9.74 2.65 6.75 23.45 31.65
Mean 12.94 11.94 4.37 7.21 19.09 14.76
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achieves a high cost effectiveness in terms of energy-
saving technology and green environmental investment.
In 2010 and 2013, the contribution of inter-regional
difference was merely 0.758 and 0.761, respectively. In
2009–2011 and 2013–2016, the inter-region contributions

were below the mean of the 15 years. *rough the 15-year-
long sample period, the transvariation intensity made
relatively high contributions, reflecting the good effect of
technical and management measures adopted by the re-
gional ecosystem.

Table 4: Transition probability matrix of the Markov chain for region B.

Period p1 p2
Type 1 2 3 4 1 2 3 4
1 0.5321 0.0223 0 0 0.3725 0.0275 0 0
2 0.4233 0.4555 0.0853 0.0153 0.5742 0.0375 0.0723 0.0181
3 0.0257 0.4125 0.0545 0.1535 0.0436 0.3122 0.4368 0.2376
4 0.0257 0.1333 0.3721 0.8755 0.0214 0.2763 0.4214 0.7532

Table 5: Transition probability matrix of the Markov chain for region C.

Period p1 p2
Type 1 2 3 4 1 2 3 4
1 0.6355 0.1321 0 0 0.5728 0.0972 0 0
2 0.3721 0.5765 0.1123 0 0.3721 0.5321 0.1423 0.0354
3 0.0253 0.2675 0.5721 0.2222 0.0434 0.3122 0.5472 0.2235
4 0 0.0223 0.3555 0.7655 0 0.0251 0.3222 0.7652

Table 6: Overall ecological efficiencies of the study area in 2005–2020.

Year Intraregional difference Inter-region difference Transvariation intensity
2005 0.932 0.915 1
2006 1 1 1
2007 0.975 0.962 1
2008 0.982 0.988 0.962
2009 0.976 0.975 1
2010 0.752 0.752 1
2011 0.857 0.813 1
2012 0.753 0.756 1
2013 0.769 0.769 0.988
2014 0.982 0.982 1
2015 0.974 0.974 1
2016 0.993 0.993 1
2017 0.871 0.854 1
2018 0.963 0.921 0.994
2019 0.842 0.867 1
2020 0.873 0.893 1

Table 3: Transition probability matrix of the Markov chain for Region A.

Period p1 p2
Type 1 2 3 4 1 2 3 4
1 0.7235 0.1122 0 0 0.6758 0.1523 0 0
2 0.2753 0.6235 0.0851 0 0.1532 0.5123 0.1231 0
3 0 0.2753 0.6723 0.1123 0 0.3154 0.5876 0.1531
4 0 0 0.2235 0.8517 0 0 0.2753 0.8675
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5. Conclusions

Based on the analysis of environmental big data, this paper
investigates the evaluation of REE and intelligent decision
support for sustainable development. Specifically, the
spatiotemporal evolution of REE was analyzed based on
environmental big data, and the spatial layout of REE and
the sources of the spatial differences were both clarified. In
addition, the authors constructed a multiobjective optimal
decision-making model for the sustainable development of
a regional ecosystem and presented the solving method for
the model. After that, experiments were carried out to
analyze the REE changes and inter-regional REE differ-
ences in 2005–2020. *e experimental results demon-
strated the feasibility of our analytical method.
Furthermore, the authors discussed the contributions of
intraregional difference, inter-regional difference, and
transvariation intensity to the overall spatial difference of
regional ecological efficiency, constructed the transition
probability matrix of the Markov chain for the REE in each
region, and provided the measured results on regional
REEs.

*e future research will try to develop a decision model
capable of considering and solving different interest pref-
erences and demands of different decision makers and re-
alize multirole, multiattribute decision making as well as
multirole, multiobjective decision making.
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A data-driven intelligent analysis method is proposed in this paper to explore and identify the enterprise’s technological in-
novation influencing factors. Questionnaire surveys or expert interviews are usually adopted by the traditional evaluationmethods
for indicators of technological innovation selection. However, it inevitably involves human factors and experts’ subjective
judgments, which may affect the result of enterprises evaluation. *e research presents an improved text clustering method based
on a semantic concept model to explore and analyze the key influencing factors of enterprise’s technological innovation.*e study
collects textual data from 400 enterprises in Beijing and smart analyzes the critical influencing factors of enterprise’s technological
innovation by using the proposed method. *e influencing factors can be divided into seven categories. In addition, compared
with the traditional K-means clustering method, the proposed method has a good effect. We proposed a methodology to conduct
an intelligent analysis for enterprise’s technological innovation under the data-driven. It can provide more objective and auxiliary
suggestions for the evaluation of the enterprise’s technology innovation.

1. Introduction

Technological innovation is the foundation of the survival
and development of enterprises and the driving force for the
country’s economic and social development. It is essential
for an enterprise to gain a competitive advantage by cor-
rectly analyzing and evaluating the technological innovation
capability. Since the middle of the 18th century, the world
has experienced three industrial revolutions. Social devel-
opment is entering the era of data revolution with the de-
velopment and application of new-generation information
technologies such as cloud computing, big data, mobile
Internet, artificial intelligence, and the Internet of *ings.
*e production and circulation of massive data gave birth to
“big data” and set off the fourth industrial revolution.

*e digital economy era has given birth to new pro-
duction factors represented by big data. Data-driven con-
tinuous growth and innovative development are the main
lines of enterprise digital transformation. Compared with
the past process-driven, data-driven allows companies to use
massive and multidimensional data to establish a more

comprehensive evaluation system, create direct business
innovation growth, and continuously improve operational
efficiency. It is an essential means to maintain sustainable
development in market competition. With the continuous
development of enterprises, various forms of technical
documents and text information continue to spew.
According to statistics, 80% of enterprise data exist in un-
structured conditions, such as Web pages, technical papers,
e-mails, etc. Especially in enterprise’s technological inno-
vation, related technological innovation activity reports,
meeting minutes, annual corporate reports, patent tech-
nology files, project application reports, and textual infor-
mation are increasing with each passing day. Most of the
time, enterprises often need to deal with disordered un-
structured textual data except structured data. Ignoring the
text information generated by corporate technological in-
novation activities will inevitably affect the result of technical
innovation management. Enterprises need to deal with these
collected files and explore the value and knowledge behind
these massive amounts of data.*erefore, the rise of big data
and the development of intelligent text analysis technology
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have used many unstructured and fragmented textual data
that enterprises initially neglected. However, it is a signifi-
cant challenge for the era of big data to mine knowledge
from massive unstructured data and provide auxiliary de-
cision-making for enterprise technological innovation.

Text mining generally refers to the process of extracting
valuable, nontrivial patterns or knowledge from a large
amount of unstructured or semi-structured text files.
*erefore, text mining provides an effective measure for
textual data collation, analysis and, mining. It meets the
massive demand for processing and analyzing an enormous
amount of unstructured and semi-structured textual data. To
a certain extent, it solves the labour and material cost
problems of manual text processing. Text mining, as a
representative of the intelligent measure method, has been
widely applied in various fields. For example, the evaluation
of business intelligence and enterprise technology analysis
[1–3], the enterprise technology opportunity identification
[4, 5], correlation analysis of enterprise technology coop-
eration behavior [6–8], the analysis of enterprises technol-
ogy maturity [9–11], and prediction of enterprise technology
development trend, etc. [12–14].

*e intelligent text mining algorithm can quickly and
high-quality organize amounts of information into a few
meaningful clusters and obtain the hidden potential
knowledge or patterns. *e rapid growth of textual data,
especially in enterprise’s technological innovation, has be-
come diverse, high-dimensional, complex data loaded with
semantic information. *erefore, it is feasible to explore the
essential influencing factors of enterprise’s technological
innovation based on intelligent analysis algorithms and
realize the semantic organization for technological inno-
vation evaluation. *is paper collects technical data from
400 enterprises in Beijing. It combines the proposed intel-
ligent text clustering algorithm to realize knowledge mining
and acquire enterprise’s technological innovation at the
semantic level.

*e remainder of this paper is organized as follows. *e
second section presents the related works. *e third section
provides the implementation process of the proposed
methodology and makes a performance comparison vali-
dation with the traditional K-means clustering method.
While section four presents the result and the section five
give a discussion of this research. In the final section, we
conclude this paper’s work.

2. Related Works

*e previous studies of enterprise’s technological innovation
usually focus on theory research and evaluation methods. In
the early stage, the evaluation system of enterprise’s tech-
nological innovation was mostly constructed by question-
naire or expert interview. *e influencing factors of an
enterprise’s technological innovation capability were ob-
tained by the questionnaire design or expert experience.
However, these methods are often affected by the limitation
of the sample size and the subjective factors of expert
opinions. It is difficult to objectively and comprehensively
reflect the status of enterprise’s technological innovation

capabilities. Many scholars make a comprehensive evalua-
tion of enterprise technological innovation. *ey usually use
various evaluation methods to express the overall charac-
teristics of enterprise technological innovation. *ese
evaluation methods are mainly divided into the following
aspects.

Some scholars adopted the fuzzy evaluation method to
evaluate the enterprise technological innovation ability. *e
main feature of this method is first to design a set of
evaluation index systems, determine the weight of each
index, establish a fuzzy comment set, and then use the fuzzy
evaluation method to judge the innovation ability of the
enterprise. For example, Du et al. [15] established a risk
evaluation model for technological innovation based on
fuzzy evaluation. Suder and Kahraman [16] proposed a
Fuzzy TOPSIS method to evaluate technological innovation
investments using eight different criteria. Feng and Ma [17]
identified the influencing factors of service innovation in
manufacturing enterprises by using the fuzzy DEMATEL
method. *e shortcomings of this type of method are that
human factors play a prominent role, and the data collection
and processing are human-oriented, which lack objectivity
and needs a lot of labour.

Some scholars used the Analytic Hierarchy Process
(AHP) and its variants to evaluate the enterprise techno-
logical innovation capability. Mu et al. [18] established an
index system for the technological innovation capabilities of
small and medium-sized enterprises through the AHP
method. Pan et al. [19] combined the AHP and osculating
value process (OVP) to evaluate the green innovation ability
of manufacturing enterprises. In addition, some scholars
have used the improved AHP and fuzzy evaluation method
to establish a model for assessing the technological inno-
vation capabilities of enterprises [20]. *e weight of each
indicator in the AHP method depends on the subjective
judgment of experts, and it is inevitable to have a certain
degree of subjectivity.

Some researchers evaluated the enterprise technological
innovation capability with the Data Envelopment Analysis
(DEA) method. Wang et al. [21] constructed a high-tech
industrial evaluation framework of technical innovation
efficiency based on two-stage network data envelopment
analysis (DEA). Ma et al. [22] used the DEA method to
evaluate and analyze the innovation capability of 233 listed
companies in 5 major industrial sectors defined by the China
Securities Regulatory Commission (CSRC). Li et al. [23]
measured the technical efficiency, scale efficiency, and pure
technical efficiency of innovation in China’s semiconductor
industry using a three-stage DEA model. Although the DEA
method can realize the multiple inputs and output, it is only
an efficiency evaluation method and cannot indicate the
actual technical level of the research object.

Some scholars proposed to use intelligent decision-
making methods to evaluate the technological innovation
capabilities of enterprises. *e intelligent decision-making
method applied the artificial intelligence-related theoretical
methods and fusing traditional decision-making mathe-
matical models for intelligent reasoning and solving, such as
genetic algorithm, ant colony algorithm, rough set, and so
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on. At present, there is little literature on the application of
intelligent decision-making methods to evaluate enterprise
technological innovation capabilities. Shang [24] proposed
the evaluation model of strategic management capability
based on the Back-Propagation (BP) neural network algo-
rithm. Zhen and Yao [25] analyzed the lean production and
technological innovation in the manufacturing industry
based on Support Vector Machine (SVM) algorithms and
data mining technology.

Most of the related works about enterprise’s techno-
logical innovation evaluation methods rely on the experts’
subjective experience. Hence, the evaluation results are
varied due to the different experts’ opinions. Less-com-
prehensive impact indicators selected by experts may not
reflect the actual status of the enterprise’s technological
innovation capability. *e lack of objectivity in the evalu-
ation method will not be conducive for identifying and
cultivating enterprise’s technological innovation capabilities.
At present, it can objectively reflect the actual level of en-
terprise’s technological innovation capabilities by applying
big data-driven intelligent analysis methods. In addition, it
can use massive and multidimensional data to establish a
more comprehensive evaluation system.

3. Methodology

*is paper proposed an improved semantic clustering al-
gorithm combined with the concept of semantic similarity
and relatedness based on domain ontology. After text
preprocessing, a corpus containing the keywords was built
and the keywords were mapped to the concepts in the
domain ontology of the enterprise’s technological innova-
tion. *e calculation of semantic similarity and relatedness
between concepts was one of the critical steps. It needs to use
the semantic similarity and relatedness method proposed in
this paper to establish the compound similarity matrix.
Finally, the keyword set in the corpus is clustered according
to the improved semantic text clustering algorithm proposed
in this paper. Figure 1 shows the framework of semantic-
based text clustering in the field of enterprise technology
innovation. According to the framework, there are mainly
three steps in the improved methodology and the details are
as follows, and the main parameters used in the following
equations are shown in Table 1.

3.1.TextConceptMapping. After collecting the data from the
enterprise’s technological innovation, preprocessing the
data, including Chinese word segmentation, custom dic-
tionary, POS selection, and stop words removing, etc., ob-
tained the text keyword sets. *e keyword set is mapped to
the ontology of the enterprise technology innovation do-
main to obtain the concept set. Two situations need to be
considered.

(1) When the dataset’s keywords can directly match with
the concepts in the domain ontology, the keywords
T � t1, t2, . . . , tn  are directly mapped with the
concepts C � c1, c2, . . . , cm .

(2) When the keywords in the dataset cannot directly
match the concepts in the domain ontology and
appear frequently, the keywords should be reserved
as unregistered words. Calculate the occurrence
frequency TF of the keyword. If TF> μ, keep the
keyword in the unregistered word sets
W � w1, w2, . . . , wl , otherwise delete the keyword.

3.2. Semantic Similarity and Relatedness Calculation.
Before text clustering, the semantic similarity and related-
ness calculation method need to be used to construct the
semantic matrix.We proposed a new semantic measurement
method that combines the concepts of semantic similarity
and relatedness. Firstly, calculate the semantic similarity of
concepts based on the semantic distance in the established
domain ontology of enterprise’s technological innovation, as
shown in Figure 2. Secondly, assign the weights to the path of
two concepts connected in the domain ontology. *e se-
mantic distance between two concepts was obtained by
traversing the sum of the weights of the connection paths
instead of calculating the number of edges connecting the
two concepts. *e specific calculation is shown in equation
(1). *en, calculate the semantic relatedness of concepts
through the co-occurrence in the text. Finally, combine the
semantic similarity and the relatedness to establish the
compound similarity matrix M.

M �

1 ... sim reli1 ... sim relj1 ... sim rell1

⋮ ⋱ ... ⋮ ... ⋮ ⋮

sim reli1 · · · 1 ... sim relji ... sim relli

⋮ ⋮ ... ⋱ ... ⋮ ⋮

sim relj1 ... sim relji ... 1 ... sim rellj

⋮ ⋮ ... ⋮ ... ⋱ ⋮

sim rell1 ... sim reli1 ... sim rellj ... 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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� α ×
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+(1 − α) × log 2

f
k

ci, cj 

f
c

ci(  × f
c

cj 
,

(1)

where α denotes the adjusting parameter, λ denotes the
factor of influence degree of semantic distance on semantic
similarity, dist(ci, cj) denotes the semantic distance between
ci and cj in the domain ontology, fk denotes the co-oc-
currence frequency of concept ci and concept cj in the k
words window of the entire corpus. fc(ci) and fc(cj)

represent the frequency of concept ci and concept cj in the
whole corpus.

3.3. ImprovedK-MeansAlgorithm. *e traditional clustering
algorithm based on vector space defines the text document
set as D � d1, d2, d3, . . . , dm  and each document can be
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Figure 1: Implementation process of text clustering method based on semantic similarity and relatedness.

Table 1: *e main parameters in equations’ definitions.

Elements Definition
tn Text keywords
cm Concepts in the domain ontology
wl Unregistered word
TF *e frequency of the keyword in dataset
μ *e threshold value of keyword frequency
M *e semantic similarity and the relatedness matrix
dist(ci, cj) *e semantic distance between concepts ci and cj in ontology
λ *e influence factor of semantic distance on semantic similarity
f k(ci, cj) *e number of times that concept ci and cj appear simultaneously in the k words window at the entire corpus
f c(ci) *e frequency of the concept ci at the entire corpus
rel(ci, cj) Relatedness between concept ci and cj
Sim_Rel(ci, cj) Semantic similarity and relatedness between concept of ci and cj
α *e adjusting parameter
di *e text document
wij *e weight of the term tj in the document di
tj *e feature vector of the document
zl *e cluster centre
tj *e new document feature vector derived from tj
zl *e cluster centre derived from zl
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Figure 2: Structure of partial enterprise’s technological innovation domain ontology.
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represented as di � (wi1, wi2, wi3, . . . , win). *e term set
extracted from the document set can be expressed as
T � t1, t2, t3, . . . , tn . wij means the weight of the term tj in
the document di. *e traditional clustering algorithms are
usually determined by the number of occurrences of the
term tj appearing in the document di, that is, the term
frequency, or the term frequency-inverse document fre-
quency (TF-IDF), is used to assign weights. *e traditional
K-means algorithm selected K points randomly from the
sample as the initial cluster centre candidate.*en, it usually
calculated the distance from the sample points to the centre
with the Euclidean distance formula (shown in equation (2))
and divided the points to the nearest centre. Finally, it it-
eratively calculated the centre of the cluster until the centre
of each group does not change.

disEU d1, d2(  �

����������������

d1 − d2(  d1 − d2( 
T



�

�������������



n

j�1
w1j − w2j 

2




.
(2)

*is paper proposed an improved K-means algorithm,
which improves the algorithm mainly by selecting initial
cluster centres and semantic-based clustering. According to
the semi-positive semantic similarity and relatedness of n ×

n matrix M obtained by Step3, M � WTW can be obtained
by orthogonalization of the positive semi-positive matrix,
where the column in W represents the document vector.
According to the semantic similarity and relatedness matrix
M, the Euclidean distance formula can be improved as the
following equation.
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(3)

where d1 � d1W, d2 � d2W, the modified distance mea-
surement considered the semantics between words based on
the semantic similarity and relatedness matrix. *erefore,
the distance between the document and the cluster can be
measured by the definition of the following equation:

disEU improved tj, zl  �

����������������������

tjW − zlW  tjW − zlW 
T



�

���������������

tj − zl  tj − zl 
T



,

(4)

where tj represents the feature vector of the document, zl

defines the cluster centre, tj is the new document feature
vector derived from tj, and zl is the cluster centre derived
from zl.

Firstly, randomly select a data point zl as the initial
cluster centre from the input dataset. Secondly, for each
point ci in the dataset, the distance from ci to zl is calculated

by the Equation D(ci) � argmin‖ci − zj‖
2
2 j � 1, 2, . . . k. *e

point ci with the maximum distance D(ci) from zl is selected
as the new cluster centre z2. *en, repeat the above steps
until K initial cluster centres are found. Finally, the
remaining data points in the sample set are allocated to the
nearest or most similar clusters according to the principle of
maximum similarity.*e cluster centres in the K clusters are
recalculated and iterated until the termination condition is
met. *e step of the improved K-means algorithm is de-
scribed in Algorithm 1.

*e improvement to the traditional K-means algorithm
proposed in this paper based on semantic similarity and
relevance mainly includes (1) using the improved method
based on the maximum similarity to determine the initial
cluster centre and reduce the random position of the cluster
centre. (2) *e improved Euclidean distance with semantic
similarity and relatedness is used to measure the similarity
between cluster centres and sample sets, instead of the
traditional K-means algorithm, which ignores the semantic
relationship between terms. (3) By adding convergence
conditions, the original K-means algorithm solved the
problem of unstable clustering results.

3.4. Validation

3.4.1. Validation Methods. *e paper mainly used the SSE
and SC methods to compare the clustering results of the
traditional K-means method and the improved K-means
method. *e SSE method calculates the total error value
between any data point and the cluster centroid, and the
calculation method is shown in equation (5). dis represents
the distance function, p is any data point in the cluster of ci,
and mi is the cluster centroid.*e lower value of SSE equates
to better performance of clustering. Otherwise, a higher
value represents a worse clustering effect. *e Silhouette
Coefficient method combines clustering cohesion and sep-
aration to evaluate the effect of clustering, and the value is
between [−1, 1]. *e higher value of the Silhouette Coeffi-
cient indicates the better clustering performance. *e cal-
culation method of Silhouette Coefficient was shown in
equation (6). a(i) represents the average distance of the data
point i to all other points in the cluster to which the data
point i belongs. b(i) represents the minimum value of the
average distance from the data point i to all points of each of
the other groups.

SSE � 
k

i�1


p∈ci

dis p, mi( 
2
, (5)

S(i) �
b(i) − a(i)

max a(i), b(i){ }
. (6)

3.4.2. Validity Comparison of the Proposed Method. To
compare the clustering performance between the traditional
K-means algorithm based on Bag-of-words and the im-
proved K-means algorithm based on semantic similarity and
relatedness, the number of K is selected from 3 to 10. *e

Computational Intelligence and Neuroscience 5



experimental results of the SSE and Silhouette Coefficient are
shown as follows.

Table 2 shows that as the number of K clusters increases,
the SSE value of the improved K-means algorithm is sig-
nificantly smaller than that of the traditional K-means al-
gorithm. It shows that the clustering performance of the
improved K-means algorithm is better than the traditional
K-means algorithm. As shown in Figure 3, when the number
of clusters (K) equals 8, the improved K-means algorithm
and the traditional K-means algorithm have an elbow (in-
flexion point) within the SSE value. It shows that when the
number of clusters is 8, performance clustering might be the
best. It provides a reference for the value of K in K-means
clustering.

As shown in Table 2, with the increasing number of
clusters K, the Silhouette Coefficient value of the improved
K-means algorithm is significantly higher than the tradi-
tional K-means algorithm.*e higher value of the Silhouette
Coefficient in the dataset indicates the better the clustering
performance. Hence, it shows that the performance of the
improved K-means algorithm is better than the traditional
K-means algorithm. As shown in Figure 4, when the number
of clusters (K) equals 8, the improved K-means algorithm
and the traditional K-means algorithm have relatively higher
values. Hence, comprehensive analysis shows that the op-
timum value of K is 8. *e red dotted lines in Figure 5
represent the Silhouette Coefficient of the traditional
K-means algorithm and improved semantic K-means al-
gorithm.*e bar chart is the category of clusters. Most of the
samples in a group have a higher Silhouette Coefficient value
and are distributed near the red dotted line, representing a
better clustering effect. On the contrary, if the sample points
have a lower Silhouette Coefficient value and the distribution
is scattered, the clustering effect is worse. Figure 5 shows that
the Silhouette Coefficient value of the improved K-means
algorithm is higher, and the sample distributes near the red

dotted line. Hence, the result indicates the performance of an
improved K-means algorithm based on semantic similarity,
and relatedness is better than the traditional K-means al-
gorithm based on the Bag-of-Words model.

4. Experiment Results

4.1. Data Collection. *e experimental data in this paper
mainly collect the technological innovation information of
400 enterprises in Beijing and uses the document infor-
mation as a text collection. *e collected textual data mainly
consist of the enterprise’s primary status, the development of
enterprise technological innovation activities, enterprise
innovation projects, enterprise organizational structure,
enterprise main products and services, enterprise profit-
ability, etc. Table 3 briefly shows the details of the data
collection result.

After data cleaning and selection, there are 867 valid
texts, and the overall data size is about 20M. *e experi-
mental operating environment is the Windows 10 system,
2.70GHz core processor, 8.0GB memory, and Python 3.6.2.
After the preprocessing, including the custom dictionary,
part-of-speech filtering, and stop words removing, the
keywords vocabulary was obtained and shown in Figure 6.
*en, map the keywords to the concept in domain ontology
and get the semantic similarity matrix P and relatedness
matrix Q by calculating the semantic similarity and
relatedness.

4.2. Results Analysis. Figure 7 shows the result obtained by
text clustering based on semantic similarity and relatedness.
*e most important 15 feature words in each cluster are
selected to represent the topic based on the feature weight, as
shown in Table 4. According to the topic reflected by each
group, there are eight types of main factors affecting

Input: preprocessed dataset D � dj|j � 1, 2, . . . m ; the dataset contains N terms C � ci|i � 1, 2, . . . , n , semantic similarity, and
relatedness matrix M; the number of cluster K; iteration termination condition ε; the maximum number of iterations MaxStep;

Output: K cluster result;
BEGIN

(1) start� 0
k� 0; //initialization
load dataset D and select an initial cluster centre z1 randomly from D saving to the initial cluster centre Zj � zj, j � 1, 2, . . . k ;

(2) Calculate the distance between each sample and the initial point zl, find the point ci with the largest distance from zl according to
the equation (4), take the sample point ci as the second initial cluster centre z2, and save it to the initial point set
Zj � zj, j � 1, 2, . . . k ;

(3) repeat step 2 until the kth initial cluster centre is found;
(4) according to the D(ci) � argmin‖ci − zj‖

2
2, assign each sample ci to the class of the nearest k initial cluster centres;

(5) update the centre of each cluster through the mean value Zi(O) � 
ni

i�1 ci/ni, ni represents the number of sample points in the
group;

(6) the measure function E � 
k
l�1 

m
j�1 

n
i�1 WljdisEU improved(zli, cji), zli represents the cluster centre, disEU improved(zli, cji)

represents the distance between the jth data point and the lth cluster centre; wlj represents the semantic matrix;
(7) if the number of iterations reaches MaxStep or satisfies |E1 − E2|< ε, the iteration is terminated;

Otherwise, O�O+ 1,
return to step 5 and step 6

(8) end;

ALGORITHM 1: Improved semantic similarity and relatedness-based K-means clustering algorithm.
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enterprise technological innovation. We combined the
eighth cluster and the third cluster because they reflect the
same theme. *e analysis of the seven influencing factors
about the technological innovation of enterprises is as
follows.

Cluster 1: manufacturing capability. *e main feature
words of this cluster mainly focus on the new products,
new processes, new materials, process technology,
equipment level, etc. *e content of these feature words
is related to the manufacturing capabilities of products

Table 2: *e performance comparison between improved K-means algorithm based on semantic and traditional K-means algorithm.

K
Value

SSE Silhouette coefficient
Traditional K-means

algorithm based on bag-of-
word model

Improved K-means algorithm
based on semantic similarity and

relatedness

Traditional K-means
algorithm based on bag-of-

word model

Improved K-means algorithm
based on semantic similarity and

relatedness
3 683.2779 672.4002 0.075280 0.363640
4 671.9479 577.2000 0.081084 0.355436
5 667.6426 532.9228 0.028152 0.352955
6 668.5414 519.1228 0.072469 0.355115
7 660.5026 461.7781 0.064319 0.328729
8 645.9339 385.5498 0.075842 0.352197
9 654.0991 392.1088 0.071101 0.362227
10 632.2624 373.0217 0.018480 0.344523
When the value of K equals 8, the improved K-means algorithm and the traditional K-means algorithm have a relatively higher value.
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Figure 3: Statistical comparison of SSE. (a) Traditional K-means algorithm. (b) Semantic K-means algorithm.
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Figure 4: Statistical comparison of silhouette. (a) Traditional K-means algorithm. (b) Semantic K-means algorithm.
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Figure 5: *e histogram of silhouette coefficient. (a) Traditional K-means algorithm. (b) Semantic K-means algorithm.

Table 3: Summaries of data collection.

Area of focus Format Number
Enterprise profiles .doc 388
Enterprise technical and financial reports .xlsx 212
Enterprises products .txt 131
Enterprises rewards .pdf 136

No doc_id Partial content

enterprise technical center, enterprise name, Airsys, Refrigeration Engineering, Technology, limited
company, industry type, main business, development and production, self-produced product, innovation

cooperation, technique fusion, strategic planning... 

Anton Oilfield Services, Technology, limited company, enterprise technical center, innovation system,
construction situation, mechanism innovation, QHSE, Technological innovation activities, top talents,

organization construction, management system, management system...

Tianlong Tungsten-Molybdenum Technology, refractory materials, manufacturing service, equipment,
high-technique, product research, manufacture factory, nonferrous metals, high and new technology,

emerging industry...

Antong construction, limited company, innovation trend, R&D team, core competitive advantage,
university-industry cooperation, development tendency, engineering construction, resource integration...

Airsys, technical center, data center, high availability, air conditioning equipment, refrigeration
equipment, technical personnel, senior experts, total assets, equipment value...

Austar Hansen, Packaging Technology, competitive advantage, corporate culture, innovation-driven,
innovation management, enterprise development...

Ankong, Technology Development, innovative product, solution, product seriation, indurstrial value chain,
market demand, market research, core competitiveness, social benifit, brand influence...

Orion Energy Technology Development, innovation trend, technological innovation system, operational
condition, organizational construction, cooperation innovation, innovation project...

Babcork Wilcox Beijing Company, innovation trend, competitive advantage, enterprise development,
internal resources, innovation research, technical cooperation...

Bestpowern electrical technology, main business, manufacturing, technical process, quality control,
product research, R&D expenditure...
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Figure 6: *e keyword vocabulary after text preprocessing.
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and processes. *e influence of manufacturing capa-
bility on technological innovation of enterprises is
mainly reflected in the capability to transform the
research and development results into manufacturing.
*e word “equipment level” reflects the advanced
manufacturing equipment, the phrases “Construction
technique, Process technology, Technical process,
High-tech” reflect the topic of process design capability,
and the term “quality control” reflects the content of

product quality management. “Internet application,
Information technology, Industrialization” reflect the
theme of product innovation activities. *erefore, the
cluster’s words with high feature weights reflect that
manufacturing capability is essential for an enterprise’s
technological innovation.
Cluster 2: innovation resources. *e words “engineer,”
“senior engineer,” and “R&D expenditure” in this
cluster have a high proportion of feature weight. *e

10.0
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–10 –5 0 5 10

Figure 7: Visualization results of enterprise technology innovation text clustering when K� 8.

Table 4: *e text clustering result of enterprise’s technological innovation when K� 8.

Cluster Proportion of included
samples (%) Top 15 topic feature words

Cluster 1 16.1

New product, Internet application, new technology, construction technique, information
technology, new technique, advanced level, composite material, design and development, quality
control, process technology, technical process, industrialization, high-tech, equipment level,

individuation

Cluster 2 16

Engineer, senior engineer, senior expert, R&D expenditure, R&D, total assets, employees’
number, equipment original value, expenditure on science and technology activities, main

business proportion, bachelor degree or above, enterprise scale, asset-liability ratio ownership
structure, technology introduction

Cluster 3 19.2

Mechanism innovation, organization and implementation, operating mechanism, rewards
system, organizational construction, management system, organizational structure, performance
reviews, post doctor, rules and regulations, excellent talents, organization, incentive mechanism,

communication channel, guarantee mechanism

Cluster 4 9.7

Patent, industry-standard, gross profit on sale, main business product sales revenue, science and
technology progress award, method number, number of patent applications, industrial output,
industrial added value, platform, number of technology development projects, number of new

product development projects, software copyright, utility model, design patent

Cluster 5 7.3
Competitive advantage, social benefit, brand influence, market competitiveness, core

competence, reputation, diversification, business area, marketing, market-driven, market
demand, development trend, market occupancy, market share, products sale

Cluster 6 5.7

Intellectual property, intellectual property protection, intellectual property management,
independent intellectual property, intellectual property application, property rights

transformation, transfer of property rights, license, patent warning, confidential agreement, trade
secrets, technology protection, protection method, promote application, intellectual property

layout

Cluster 7 21.7

Industry-university-research cooperation, industry-university-research, internal and external
resources, integration, resource integration, core competence, strategic planning, research
institutes, colleges and universities, R&D team, technical cooperation, technology exchange,

overall planning, leader, technology fusion

Cluster 8 4.3

Technical staff, innovation mechanism, management mechanism, director of technology centre,
manager, scientists, technology leader, positivity, talent team, innovation team, outstanding
contribution, postgraduate, technical experts, talent incentive mechanism, youth technology

leader
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words “Engineer, Senior engineer, Senior expert,
Employees number, Bachelor degree or above” reflect
the quantity and quality of the R&D staff. *e words
“R&D expenditure, R&D, Total assets, Expenditure on
science and technology activities, Main business pro-
portion” reflect the financial investment on R&D. *e
word “Equipment original value” reflects the equip-
ment investment of R&D. *e phrases “Enterprise
scale, Asset-liability ratio ownership structure, Tech-
nology introduction” represent the investment of en-
terprises in non-R&D including of enterprises own
capability. *e investment of innovation resources
mainly refer to the quantity and quality of enterprise’s
investment in technological innovation resources. It is
reflected in the investment of staff, funds, and equip-
ment in R&D. *e investment of innovation resources
is one of the influencing factors of enterprise techno-
logical innovation.
Cluster 3: mechanism innovation. *e top feature
words of this cluster can reflect directly that the topic is
mainly about the mechanism innovation, which is an
essential factor that affects enterprises’ technological
innovation. *e feature words such as “Rewards sys-
tem, Performance review, Post-doctor, Excellent tal-
ents, Incentive mechanism” indicate that enterprises
attach importance to the incentive mechanism of
personnel. *e words “Organization and imple-
mentation, Operating mechanism, Organizational
construction, Management system, Organizational
structure” reflect the influence of the organizational
management mechanism on the technological inno-
vation of enterprises. An effective innovation mecha-
nism can stimulate talents and cooperate effectively.
*e eighth group’s theme is the same as cluster 3, and
the sample proportion is only 4.3%. Hence, we merge
the contents of cluster 3 and cluster 8.
Cluster 4: innovation output. *e feature words in this
cluster, such as “Patent, Industry standard, Gross profit
on sale, Main business product sales revenue,” have
higher feature weight. It indicates that this cluster
mainly reflects the topic of innovation output. *e
words “Patent, Industry standard, Science and tech-
nology progress award, Method number, Number of
patent applications, Number of technology develop-
ment projects, Number of new product development
projects, Software copyright, Utility model, Design
patent” reflect the technological output of enterprise’s
innovation. *e words “Gross profit on sale, Main
business product sales revenue, Industrial output, In-
dustrial added value” reflect the innovation benefits.
*erefore, from the distribution of feature words, the
innovation output is also an important performance
that affects the technological innovation of an
enterprise.
Cluster 5: market innovation. *e words “Competitive
advantage, Social benefit, Market competitiveness”
have high feature value in this cluster. *e keywords
tend to reflect market innovation, which means

product sales and promotion innovations can meet
market demands. With the continuous expansion of
market scale and the increase of market demand, the
market-oriented product sales innovation model has
become one of the important factors affecting the
development of enterprise technological innovation.
Cluster 6: protection measures. “Intellectual property,
Intellectual property protection, Intellectual property
management, Independent intellectual property” are
high feature value words in this cluster, reflecting the
content of intellectual property protection measures.
Technical knowledge protection can promote tech-
nology diffusion and ensure attracting foreign capital
and technology introduction. *erefore, the protection
measures for intellectual property and technology are
conducive to promoting the technological innovation
of enterprises and are an important influencing factor.
Cluster 7: innovation strategy. *is cluster contains the
most significant proportion of samples. *e keywords
“Industry-University-Research Cooperation, Industry-
University-Research, Internal and external resources,
Integration, Resource Integration” reflect the topic of
innovation strategy. It refers to the integration and
arrangement of internal and external innovation re-
sources and technologies based on the enterprise’s
overall strategy with enterprise operation. *e phrases
“Industry-University-Research Cooperation, Industry-
University-Research, Research institutes, Colleges and
universities, R&D team” represent the content of the
joint innovation strategy of enterprises and industry,
university, and research. *e phrases “Internal and
external resources, Resource Integration” reflect the
integration and allocation of internal and external
resources. *e terms “Technical cooperation, Tech-
nology Exchange, Technology fusion” reflect the stra-
tegic plan of enterprises for technology integration and
innovation. *e phrases “Core competence, Strategic
planning, Overall planning, Leader” represent the in-
novation capability and strategy of the enterprise leader
or decision-maker. *erefore, the topic of this cluster is
innovation strategy, and the correctness of the inno-
vation strategy also has an important impact on en-
terprise technological innovation.

Figure 8 shows the framework of the influencing factors
for enterprises’ technological innovation. *ere are 7 types
of impacts factors: manufacturing capability, innovation
resource, mechanism innovation, innovation output, market
innovation, protection measures, and innovation strategy.
*rough analysis of the linking feature words of each cluster,
the meso-level concept can be concluded, as shown in
Figure 8.

5. Discussion

5.1. Policy Suggestions. It can be seen from the framework of
influencing factors of enterprise’s technological innovation,
and the four clusters results that are particularly prominent
include the “Protection measure,” “Innovation strategy,”
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Figure 8: *e framework of influencing factors of enterprise’s technological innovation.
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“Market innovation,” and “Mechanism innovation” except
the “Manufacturing capability,” “Innovation resources,” and
“Innovation output,” which are included in most of the
researches. *e four aspects are relatively new in the field of
enterprise’s technological innovation. *us, the paper
provides policy suggestions from these four aspects for the
enterprise’s technological innovation.

*e innovation capability of intellectual property is an
important aspect to measure the innovation output of en-
terprises. In the current fierce competition environment,
enterprises are rushing to develop scientific and techno-
logical achievements through various channels for survival
and development, and seek legal protection by applying for
patents. However, it is not uncommon for enterprises to
suffer heavy losses because their competitors registered the
patents and trademarks in advance. *erefore, enterprises
should strengthen their awareness of intellectual property
protection, set up special intellectual property departments,
and pay attention to cultivating professional intellectual
property talents.

*e innovation strategy is a plan and methodology for
enterprises to develop new products and services in the
future. It aligns the development of innovations with future
corporate goals, which requires formulation based on the
external environment and internal conditions. *us, the
innovation strategy directly reflects leadership decision-
making. *e weak sense of innovation or lack of innovative
decision-making power for senior decision-makers will
bring risks to the enterprise.*e enterprises should plan and
layout the innovative strategic cooperation in advance. In
addition, it strengthens the collaboration between schools
and industry and establishes strategic partners, which is
helpful for the enterprise’s technological innovation.

Market innovation is mainly reflected in marketing and
management capabilities. From the formation of initial
products to the market introduction, the whole process is
inseparable from professional marketers and marketing
strategies. *erefore, to strengthen the market development,
enterprises need to expand sales channels, explore new sales
models, and improve the sales platforms. Moreover, en-
terprises should build their own sales team, introduce
professional marketing personnel, and strengthen the
training and management of marketing.

Introduce innovative management talents and improve
the enterprise innovation mechanism. *e enterprises need
to construct a suitable organizational framework and for-
mulate the innovation management system, including a
talent introduction mechanism, talent training mechanism,
innovation incentive system, reasonable innovation evalu-
ation system, innovation achievements protection mecha-
nism, etc. It can mobilize the enthusiasm of corporate
managers and employees by improving the incentive
mechanism, including interest incentives, competence in-
centives, power incentives, and responsibility incentives.*e
interest incentives include salary, welfare, bonus, etc.
Competence incentives include training, competitive em-
ployment, etc. *e power incentives mainly refer to pro-
motion, and responsibility incentives mainly refer to a
reasonable assessment system. Mobilizing the enthusiasm

and creativity of employees can effectively enhance the
enterprise’s technological innovation capabilities.

5.2. Implication for6eory and Practice. *is paper enriches
and deepens the theoretical research on evaluating enter-
prise’s technological innovation capability from the theory
aspect. *e paper first extracts prominent factors that affect
enterprise technological innovation based on the collected
textual data. It provides a reference for the construction
method of the enterprise’s technological innovation evalu-
ation index system. Moreover, the process of enterprise’s
technological innovation is dynamic and continuous. Tra-
ditional assessment methods for enterprise technology in-
novation lack automatic processing ability and cannot meet
the needs of large-scale, high-quality, and in-depth
knowledge acquisition. As a high-tech knowledge processing
technology, the text mining method has significant advan-
tages in the intelligent analysis of enterprise technological
innovation capabilities. It can reflect the objective level of
enterprise’s technological innovation under the data-driven.
*is paper proposes a method for discovering enterprise
technological innovation knowledge based on semantic
mining technology. It is helpful to explore the potential
factors of influencing the enterprise technological innova-
tion by revealing the inherent complex associations of en-
terprise’s textual data and extracting valuable patterns and
knowledge. To our knowledge, this research is the first at-
tempt to apply the semantic text clustering algorithm in
enterprise’s technological innovation. In addition, this paper
analyzed the development status and trends of the enter-
prise’s technological innovation capabilities based on the
collected textual data from 400 enterprises in Beijing. It helps
to promote technological innovation of the enterprises by
smart analysis under the data-driven. *us, the potential
benefits of the proposed model can help drive and facilitate
the enterprise’s technical innovation capability.

6. Conclusions

*is paper utilizes a data-driven intelligent mining method
based on a semantic conceptual model to analyze the
influencing factors of enterprise technology innovation.
Some scholars believe that technological innovation’s
evaluation system construction method is a questionnaire
design and survey analysis. However, it inevitably involves
human factors and the subjective judgments of experts. *is
study proposed a systematic process for evaluating the
enterprise’s technological innovation based on sizeable
textual data. Computer information processing analyzes the
evaluation factors and indicators that affect enterprise
technology innovation from objective data. Furthermore,
the traditional text clustering algorithm based on the Bag-of-
words model ignores the semantic relationship between
concepts, resulting in an unsatisfactory clustering effect.
*erefore, this paper proposed an improved semantic
concept-based clustering algorithm to analyze enterprise’s
collected textual data. *e performance of the improved
K-means clustering method based on semantic similarity
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and relatedness is superior to the traditional K-means
clustering method. *e proposed method realized the
clustering of critical factors in the field of enterprises
technological innovation, and the analysis of experimental
results can obtain the seven key factors that affect the
technological innovation of enterprises.
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More than 50% major road accidents are caused by risk driving behaviors from professional drivers of Heavy Duty Vehicles
(HDVs). -e quantitative estimation of driving performance and driving behaviors portrait for professional drivers is helpful to
measure the driver’s driving risk and inherent driving style. Previous studies have attempted to evaluate risk driving behavior, but
most of them rely on high-demand vehicle and driving data. However, few studies can dig into the causes and correlations behind
individual driving behavior and quantify the driving behaviors portrait for professional driver based on long-term naturalistic
driving. In this study, the data is from On-Board Unit (OBU) devices mounted in the HDVs in China. Based on the driving
behavior pattern diagram and the frequency and ranking of drivers’ typical driving patterns, a driving behavior portrait approach
is proposed by comprehensively considering the vehicle safety, driving comfort, and fuel economy indicators. -e similarities and
differences of different drivers’ driving behaviors are quantitatively analyzed. -e high precision and sampling frequency data
from vehicles are used to verify the proposed approach. -e results demonstrated that the driving behavior portrait approach can
digitally describe the individual driving behaviors styles and identify the potential driving behaviors with long-term naturalistic
driving data. -e development of this approach can help quantitatively evaluate the individual characteristic of risk driving
behaviors to prevent road accidents.

1. Introduction

More than 50% major road accidents are caused by risk
driving behaviors from professional drivers of HDVs [1].
Due to drivers’ personal characteristic and driving style,
most of the road accidents are caused by risk driving be-
haviors [2]. Quantifying analysis drivers’ driving style and
identifying driving behavior portrait is helpful to prevent
road accidents.

In recent years, many studies have attempted to evaluate
risk driving behavior, but most of them rely on high-demand
vehicle and driving data, which is not conducive to large-
scale application, and most of the previous studies focus on
driving safety levels or identify the driving behaviors based
on real time or offline with short-term data analysis ([3–12];
Yan et al., 2019). However, few studies can dig into the

causes and correlations behind individual driving behavior
and quantify the driving behaviors portrait for professional
driver based on long-term naturalistic driving.

Various driving behaviors can be seen as the responses to
complex driving conditions. Due to the personal charac-
teristics and driving skills of different drivers, their driving
behaviors are also different. Some drivers have aggressive
driving styles, fast acceleration, and braking with high risk
driving, while others are more cautious with less risk.
-erefore, the quantitative estimation of driving perfor-
mance and driving behaviors portrait is helpful to measure
the driver’s driving risk and inherent driving style, so as to
prevent traffic accidents.

With the development of autonomous and connected
vehicle, various sensors can be installed on the vehicle to
collect real time data with naturalistic driving. However, the
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positioning data is the most widely used and has high
precision with large-scale application in real traffic until
now.

In this paper, the data is from OBD devices mounted in
the HDVs in China, and high precision and sampling fre-
quency data from vehicles are used to verify the proposed
approach. Based on the driving behavior pattern diagram
and the frequency and ranking of drivers’ typical driving
patterns, a driving behavior portrait approach is proposed by
comprehensive considering the vehicle safety, driving
comfort, and fuel economy indicators, to quantitatively
evaluate the personalized driving behavior of different
drivers and identify potential risk driving behaviors, so as to
improve the assessment accuracy of the risk model and
reduce the accident risk.

2. Literature Review

-e majority of road accidents are caused by risk driving
behaviors of professional drivers with HDVs. -erefore,
scholars from all parties have carried out assessment studies
on drivers’ driving safety and driving risk, mainly from the
following three aspects.

2.1. Risk Driving Behavior Identification Based on Statistical
Methods. Some risk driving behavior studies are related by
applying statistical method or machine learning algorithm to
classify and identify risk driving. Constantinescu et al.
modeled driving styles based on positioning data and di-
vided drivers into different driving styles by cluster analysis
and principal component analysis [8]. Suzdaleva et al.
studied the stochastic modeling of driving style and its
online estimation during driving based on Bayesian theory,
and their research used recursive algorithm to estimate
hybrid parameters and actual driving style [7]. Martinez
et al. introduced a vehicle driving style feature and recog-
nition correction algorithm based on current and future
development trends with machine learning methods [9]. Qi
et al. studied two thematic models: mLDA and mHLDA,
which can discover the information of differentiated driving
styles with hidden structures from the data of real driving
behaviors and can identify the different driving styles [10].
Zhu et al. proposed an unsupervised clustering algorithm
that can reflect different driving styles [13]. Han et al.
proposed a method of driver behavior uncertainty identi-
fication based on statistics [11]. Wang et al. used semi-
supervised support vector machines to classify driving styles.
In order to solve the problem that supervised learning
method requires a large amount of marked training data and
it is time-consuming to manually label a large amount of
driving data, a semisupervised support vector machine
method is used in this paper to classify drivers into ag-
gressive driving style and conventional driving style
according to several marked data points [6]. Siordia et al.
proposed an autonomous driving risk rating system. -e
system is based on a driving simulator that uses driver, road,
and vehicle information to train five different data mining
algorithms to predict the level of driving risk [14].

2.2. Risk Driving Behavior Identification Based on Safety-
Related Driving Events Detection. Another commonly used
method for classifying driving risks is to detect safety-related
driving events, such as sharp acceleration, sharp decelera-
tion, and sharp turns. In Johnson et al.’s study, a dynamic
time structuring algorithm (DTW) was used to detect the
driving styles with data from smartphone sensors [15]. In
this case, they need some predefined templates for the de-
tected driving events. Itkonen has made a trade-off between
the compact but erratic behavior of driving and the loose and
smooth following behavior of driving.-ey call it “tight” and
“smooth” driving and suggest that this trade-off can be used
as a potential factor to evaluate potential driving styles [16].
In these studies, the use of predefined driving events is
essential, but the thresholds used to define these driving
events are not consistent. For example, in Paefgen et al.’s
study, the threshold value used for rapid acceleration and
deceleration is ±0.1 g [17]. Fazeen uses ±0.3 g [3]. Wang et al.
proposed a self-designed driving style scale, which is suitable
for evaluating the driving style of drivers with Chinese
national conditions [18]. Bagdadi proposed a method based
on critical jerk, to identify safety critical braking events
during car driving [19]. Chen et al. proposed a method to
predict risk driving events and defined risk driving events by
using the risk attribute diagram (ARM) [4].

2.3. Risk Driving Behavior Identification Based on Risk
Modeling. Some scholars have also modeled the safety of
drivers’ driving behavior. Ellison et al. assessed the risk
driving behavior by modeling driver behavior. -e fre-
quency and size of overspeed event, aggressive acceleration
event, and aggressive braking event were used as the be-
havior measurement indexes, and their spatial and temporal
characteristics were used as the influencing factors. Based on
these parameters, the behavioral characteristics of drivers
were established and the total score representing driving risk
was given [5]. Bejani et al. developed the system to consider
the impact of traffic levels and vehicle types on driving style
assessments. -e system consists of three subsystems, which
use smart phones for calibration, driving action classifica-
tion, and driving style evaluation [20]. Hong et al. used
sensors such as Android smartphones, On-Board Diag-
nostics (OBD), and Inertial Measurement Units (IMU). By
collecting driving behavior characteristics such as maximum
speed and acceleration, average value, and standard differ-
ence, the relationship between driving characteristics and
driving style was modeled by using naive Bayes classifier
[21]. Jachimczyk et al. proposed a method to objectively
evaluate driving style based on eight indexes related to speed,
acceleration, engine speed, and driving time. -is method is
an embedded system based on the conceptual design of the
Internet of things to evaluate three driving style standards:
safety, economy, and comfort [22]. Meseguer et al. designed
an Android application that can monitor physiological data
from drivers and diagnostic data from vehicles in real time to
study the correlation between heart rate and driving style
[23]. Chu et al. proposed an improved curve speed model
that takes into account driving style, vehicle, and road
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factors. On the basis of vehicle-road interaction model,
driver behavior factor is introduced to quantify the driving
style selected for the speed of curve [12, 24]. Deng et al., in
order to identify driving styles, reasonably modeled three
driving styles (aggressive, moderate, and mild) by means of
hidden Markov model according to the driver’s braking
characteristics and realized efficient analysis of driving styles
[25]. An early warning system has been proposed for risk
driving based on statistical modeling. -ey used a semi-
supervised learning method to grade the driving risk and
evaluate the safety of the driving time series data [26].

In summary, most of the risk driving behaviors studies
focus on the classification of driving styles or the scoring of
risk driving behaviors. -e purpose of these previous studies
is mostly to classify drivers into different driving safety
levels, such as safe, normal, or dangerous, and rarely pay
attention to individual driving behavior characteristics. In
addition, the use of predefined risk driving behaviors models
or events is essential, but the thresholds used to define these
driving events are not consistent. However, a few studies
focusing on the risk driving behavior model for professional
driver of HDVs and a fixed risk driving threshold may not fit
in all drivers due to various driving styles from individual
drivers and understanding of the driving skills and
experience.

In recent years, Internet portrait technology is widely
used to quantify the characteristics of users. A driving habit
graph (DHG) was proposed to model driving behaviors
graphical model [4], which can quantify the behaviors pa-
rameters in naturalistic driving data and visual presentation
of driving behaviors. Inspired by that study, this paper
proposes an individual driving behavior portrait by com-
prehensively considering the vehicle safety, driving comfort,
and fuel economy indicators to quantify the potential risk
driving behaviors and driving styles.

3. Methodology

3.1. Driving Behavior Pattern Diagram. Driving behavior is
the driver’s response to different driving situations, and
driving behavior patterns reflect these continuous driving
behaviors over time; in this case, each driver has individual
typical driving mode. We need to identify these driving
behavior patterns and extract the representative ones to
judge the driver’s driving style based on the driving patterns
of different drivers to evaluate the driver’s driving safety
level. In the process of method exploration, we use the
Symbol Aggregation Approximation (SAX) method to
convert the original driving data into the corresponding
driving acceleration level code to reduce the complexity of
original driving data [27]. SAX algorithm was proposed by
Lin et al. in 2003 [28]. Based on the Piecewise Aggregation
Approximation (PAA) method, this method retains its
advantages of simplicity and low complexity and provides
high sensitivity and selectivity in the process of range query.
In addition, the symbolic feature representation provides a
favorable condition for the existing rich data structures and
string processing algorithms. -e SAX process consists of
two steps. First, convert the original data into a segmented

aggregation approximation (PAA) representation. Second,
convert PAA data to the corresponding string according to
the location of the breakpoint. In this study, the driving
behavior data was ultimately converted into a numeric code
rather than a string. -is research includes four steps: data
standardization, data grading and coding, typical driving
behavior pattern extraction, and driving behavior pattern
graph generation.

3.1.1. Data Standardization. In this study, the longitudinal
acceleration change of the driver is used as the standard to
reflect the driving behavior. Longitudinal acceleration is
chosen as the standard because acceleration is a typical index
closely related to driving safety, and the change of accel-
eration also represents the change of speed, which is another
important index of driving safety.

-e driving acceleration data of a certain driver is
standardized by Z-standardization method, so that its mean
value is 0 and the standard deviation is 1.-e purpose of this
is to make the offset and amplitude consistent so that it has
the same dimension as other driver data.

3.1.2. Data Grading and Coding. -e grading and encoding
of data require the use of SAXmethod.-e SAXmethod first
converts the original data into PAA representation.-e PAA
data is then converted to the appropriate string based on the
location of the breakpoint.

-is study divided the data into 7 levels. -eoretically,
the SAX method can divide the data into up to 20 levels and
provide corresponding thresholds. Based on data analysis,
after testing the classification of 3, 5, 7, 9, and 11 grades, we
found that the classification of 7 grades had the best effect.
Only the odd number level is tested because the median level
always represents a neutral behavior. In this study, the
median represents the driving behavior of the vehicle
approaching uniform cruising speed. Since the mean of the
normalized data is 0, level 3 represents neutral behavior.
Taking the acceleration data as an example, level 3 represents
the acceleration value close to 0m/s2, that is, uniform speed
cruising. Levels 0, 1, and 2 represent negative acceleration, or
deceleration. -e amplitude range of data values for each
level increases as the level decreases. As the number of levels
decreases, the deceleration behavior becomes more obvious.
Levels 4, 5, and 6 represent positive accelerations, or ac-
celerations. -e amplitude range of data values for each level
increases with the level. As the rank value increases, the
accelerating behavior becomes more obvious.

3.1.3. Typical Driving Behavior Pattern Extraction. After the
data is graded and coded, the driving mode that exists in it
needs to be detected. Driving is a continuous process in
which the vehicle is controlled by the driver’s constant
adjustment to achieve the desired driving condition. Limited
by people’s physiological and psychological factors, the
reaction speed of the driver to the stimulus is limited. Under
general conditions, the reaction time for complex selective
reactions is 1∼3 s, and the reaction time for complex

Computational Intelligence and Neuroscience 3



RE
TR
AC
TE
D

judgment and recognition is 3∼5 s on average. Studies have
shown that three seconds is a window of time to measure
driving behavior, during which the driver can adjust the
vehicle to the desired state.-us, the driving mode is defined
as a change in driving behavior (speed, acceleration, steering,
etc.) every three seconds. To make sure the timing is right,
this article also tested using 4, 5, and 6 seconds. -e results
show that if these intervals are used as the detection time, a
large number of driving mode types are generated, and the
graph is not as clear as the result of 3 seconds. Starting from
the starting point of the data, a moving window of window
size 3 s is used to detect the existing driving mode. Due to the
differences in driving skills and personal characteristics, each
driver has his own unique driving habits. According to all
the driving behavior patterns detected by different drivers,
the driving behavior patterns with high frequency are used
to represent the driving habits of drivers. For each driver,
more frequent driving behavior patterns, that is, typical
driving behavior patterns, were extracted. Driving patterns
with the same sequence of combinations naturally converge
into a group and count the number of patterns contained in
each group. -en, the incidence of each driving behavior
pattern was calculated. For example, if driving mode “123”
occurs “m” times in a continuous acceleration data set of
length “n,” the incidence of driving behavior mode “123” is
“m/(n− 2)”. For each driver, the 30 most frequent driving
behavior patterns were extracted and regarded as their
typical driving behavior patterns. On the premise of col-
lecting enough driving data to cover various external factors
such as traffic conditions and road types, these typical
driving behavior patterns can describe drivers’ internal
driving habits. In addition, these typical driving behavior
patterns are independent of external driving conditions and
reflect drivers’ inherent driving preferences.

3.1.4. Driving Behavior Pattern Graph Generation. -e
typical driving patterns were plotted in descending order of
frequency to obtain the driving behavior pattern of indi-
vidual drivers. Driving behavior data can be transformed
into a graph through the four steps described above. -e
typical driving behavior pattern reflects the driver’s per-
sonalized driving behavior, but also includes the driver’s
driving styles and hidden driving risks. In this study, the
driving behavior patterns of drivers were plotted based on
the acceleration data. For all driving behaviors, the first 30
driving patterns are extracted as the typical driving patterns.
-ese 30 patterns are enough to reflect the driver’s driving
behavior characteristics. In addition, considering that ac-
celeration and deceleration are two important and inde-
pendent operations, the typical driving patterns of
acceleration and deceleration are extracted, respectively, to
illustrate the driving behavior characteristics of drivers and
distinguish the differences between drivers’ driving styles.

-e abscissa in Figure 1 represents the first 30 typical
driving behavior patterns that appear from high to low fre-
quency after the extraction of typical driving patterns. -e
ordinate represents the seven acceleration levels of 0–6 after
data classification and coding. -at is, the combination of

every three connected line points in the figure is a typical
driving behavior pattern, and the corresponding abscissa is the
occurrence frequency ranking of the behavior pattern, while
the ordinate represents the corresponding acceleration level
change of the driving behavior pattern within three seconds.
Acceleration level 3 represents the neutral behavior, which is
close to the acceleration value of 0m/s2, that is, the average
speed of travel. Acceleration levels 0, 1, and 2 represent the
negative acceleration value, that is, the deceleration behavior.
-e amplitude range of data values for each level increases as
the level decreases. As the number of levels decreases, the
deceleration behavior becomesmore obvious.-e acceleration
levels of 4, 5, and 6 represent the positive acceleration value,
that is, the acceleration behavior. -e amplitude range of data
values for each level increases with the level. As the rank value
increases, the accelerating behavior becomes more obvious.
Taking the first typical driving behavior pattern “333” as an
example, the frequency of this pattern is the highest. During
the duration of this behavior pattern, the driver’s acceleration
level changes to “3-3-3.” -e second driving behavior pattern,
“343,” was the second most frequent. During the 3 seconds of
this behavior pattern, the driver’s acceleration level changed to
“3-4-3.” -e driver’s driving behavior pattern diagram can
clearly present the composition and sequence of the driver’s
typical driving behavior pattern.

3.2. Modeling Driving Behavior Risk. -e driving behavior
pattern graph is the visual representation and qualitative
description of the driver’s driving pattern. However, the
frequency and ranking of typical driving patterns and the
gradation of the patterns themselves offer possibilities for
quantitative analysis. -erefore, taking acceleration data and
typical driving patterns as influencing factors, this paper
proposes a personalized driving behavior evaluation model
from three aspects of vehicle safety, driving comfort, and fuel
economy to comprehensively evaluate vehicle driving safety.

SCORE � 0.7∗ scoresafe + 0.2∗ scorecomfort

+ 0.1∗ scoreeconomy
. (1)

As shown in formula (1), SCORE is the comprehensive
evaluation index of driving behavior, which consists of three
parts. -e first part is the safety evaluation index based on
the driver’s typical driving behavior, which reflects the
driver’s driving safety degree and the severity of acceleration
and deceleration. -e second part is the evaluation and
analysis of vehicle comfort based on acceleration data, which
reflects the degree of comfort in driving behavior to some
extent.-e third part is the evaluation index of fuel economy
based on acceleration, which reflects the degree of fuel
consumption. Combined with literature, considering the
operation of the vehicle in the process of driving safety is
most important, followed by the comfort in the process of
transportation, and finally to fuel economy, giving three
sections of the score to the corresponding proportion of
weight (i.e., safety weight with 70%, comfort with 20%, and
the economy with 10%), comprehensive comparing to the
driver’s driving behavior evaluation.
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scoresafe � 
30

i�1
freqi ∗ abs[mean(CODE) − 3]{

+ std(CODE)}

. (2)

As shown in formula (2), in the first part, i is the order
of the typical driving mode, and freqi is the proportion of
the typical driving pattern in all driving patterns. CODE is
the code for a typical driving pattern, such as “234.” Mean
and std were used to calculate the mean and standard
deviation of driving patterns, respectively. For example,
the mean of pattern “234” is (2 + 3 + 4)/3 � 3, and the
standard deviation is 1. Abs stands for absolute value. -is
evaluation method can reflect the degree of safety of
driving behavior, because it takes into account the am-
plitude and variation of acceleration value by using the
mean value and standard deviation. -e amplitude of
driving acceleration and the change of acceleration are
important indexes, so the mean value and standard de-
viation are added. In abs [means (CODE) − 3], −3 is the
acceleration amplitude used to evaluate acceleration and
deceleration behavior, because CODE 3 represents uni-
form driving behavior. -is quantitative analysis method
can consider the amplitude and change of acceleration at
the same time, which can reflect the change of vehicle state
and the change of vehicle control stability. Clearly, lower
scores mean safer driving behavior.

scorecomfort �
1
T


T

0
a
2
w(t)dt 

1/2

. (3)

In the second part, scorecomfort represents the root
mean square value of weighted acceleration. T is the period
(s) of vibration analysis; aw (t) is the axial acceleration (m/
s2); time history a (t) is the time history of weighted ac-
celeration obtained by the weighted function filter w(f) of
the corresponding frequency. -is method refers to the
evaluation standard of vehicle comfort formulated by ISO
and only considers the influence of longitudinal acceler-
ation on vehicle comfort. Lower scores mean a more
comfortable driving.

scoreeconomy �
MOEe � e
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i�0
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i,j
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3

j�0
Me

i,j
∗ vi ∗ aj ,a< 0

.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

In the third part, scoreeconomy represents the fuel con-
sumption of the vehicle. Here, VT-Micro fuel consumption
model proposed by Virginia Tech University is adopted.-is
method can be used to calculate instantaneous fuel con-
sumption based on vehicle speed and acceleration, and it is
proved that the model results have a high degree of fit with
the actual fuel consumption, where MOEe is the instanta-
neous fuel consumption (L/s) of the vehicle; v is the in-
stantaneous speed of the vehicle (km/h); A is the
instantaneous acceleration of the vehicle (km/h/s); Le

i,j is the
fitting coefficient of the instantaneous fuel consumption
model when the vehicle is accelerating; the power of velocity
v is i and the power of acceleration is j. Me

i,j is the fitting
coefficient of the instantaneous fuel consumption model
when the vehicle slows down and the power of velocity v is i
and the power of acceleration is j. -e fitting coefficient can
be obtained by querying the coefficient value table of the
model. Lower scores for this segment mean more eco-
nomical fuel consumption for vehicles. It should be noted
that the overall driving behavior evaluation score consists of
three evaluation index scores, and these evaluation indexes
have different orders of magnitude and dimensions. If the
original index data value is directly used for summation
analysis, the results are easy to be unreliable; that is, the
index with higher value will be highlighted, while the index
with lower value level will be weakened.-erefore, the scores
of different indicators need to be standardized.

4. Driving Behavior Characteristics and
Risk Analysis

4.1. Acquisition of Experimental Data. -e data used in this
paper was collected by the information acquisition equip-
ment installed on the HDVs.-e collection device includes a
GPSmodule for collecting location data, an OBUmodule for
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Figure 1: Driving behavior pattern diagram.
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collecting vehicle movement data, and a cellular network
module for uploading the collected data to a server. -e
collected information is uploaded to the Internet of vehicles
service platform in real time. -e parameters collected in-
clude the vehicle’s GPS time, speed, direction, mileage,
position, longitude, latitude, ACC state, and positioning
state, etc. -e data sampling frequency is 1Hz.

-e natural driving data of 10 HDVs were collected,
including driving behavior data.-e driving environment of
these experimental vehicles includes different grades of
roads such as highway, national highway, provincial high-
way, county highway, and rural highway. -e professional
drivers are generally older and the average daily driving
distance of vehicles is more than 100 kilometers. -ere is a
one-to-one correspondence between the driver and the
vehicle. Data collection period is from June 29, 2019, to July
29, 2019, a total of 30 days; more than 6 million pieces of
driving data are collected. -e drivers in the experiment did
not have fixed working hours or rest days, and most of them
drove during the day.-e working period was from 7:00 AM
to 17:00 PM. -e data collection time was long enough and
of high quality to reflect the driving behavior of individual
drivers and meet the needs of the experiment.

For the practicality of the proposed approach in real life,
meanwhile, considering the positioning data is the most
widely used and has high precision with large-scale appli-
cation in real traffic until now; in addition, the acceleration is
a typical index closely related to driving safety; the change of
acceleration also represents the change of speed, which is
another important index of driving safety. -erefore, in the
analysis of driving behavior, this study mainly uses the
longitudinal acceleration data of drivers.

4.2.DrivingSafetyPreassessment. Before analyzing the driving
behavior pattern, this study needs to make a prejudgment on
the driving situation of individual drivers, that is, to prelimi-
narily evaluate driving safety by identifying the frequency of risk
driving events. In this paper, two risk driving behaviors of sharp
acceleration and sharp deceleration are considered, and the
acceleration threshold value of±0.3 g proposed by Fazeen in this
paper is used to detect these two driving behaviors. Using these
thresholds, a quantified scoringmethod was used to assign each
driver a driving safety label. Firstly, the proportion (percentage)
of individual drivers’ accelerated driving behavior (acceleration
greater than 3m/s2) and decelerated driving behavior (accel-
eration less than −3m/s2) in the total driving behavior was
calculated. -e total proportion of drivers is high, indicating
that the driver operates frequently with rapid acceleration and
has relatively low safety in driving behavior. -e evaluation
results are shown in Figure 2.

As can be seen from Figure 2, the accelerated or de-
celerated behaviors of different drivers account for a low
proportion of all driving behaviors. -e proportion of rapid
deceleration behavior of most drivers is higher than that of
rapid acceleration behavior. -e proportion of acceleration
behavior and deceleration behavior of different drivers
conforms to the same trend. -e driver with a high pro-
portion of risk driving behavior has a tendency of more risk

driving behavior. For example, the driver Q01868D has a
higher proportion of accelerated behavior than other drivers.
However, drivers with a low proportion of risk driving
behaviors can temporarily consider their driving behaviors
to be relatively safe, such as D41777 and D41981. In order to
facilitate the subsequent comparative analysis, we divided
the ten drivers into two groups. Assume that the top 5 with
the highest proportion of total behaviors of rapid acceler-
ation and deceleration include B32781, B32791, B66980,
F63022, and Q01868D as drivers in the relatively dangerous
group. -e 5 drivers with a low proportion of rapid ac-
celeration and deceleration behavior, including B67845,
D41777, D41981, D46109, and F63030, were taken as the
drivers in the relative safety group. -e following will ex-
plore the personalized driving styles of different drivers
more specifically by analyzing the driving behavior pattern.

4.3. Integrated Driving Behaviors. As can be seen from
Figures 3 and 4, the most frequent driving behavior pattern
of all drivers was cruising “333.” -e driving behavior
pattern of individual drivers can clearly understand the
driving styles of different drivers and their behavioral
preferences in some driving situations. -e shape and dis-
tribution of driving patterns can reflect the driving behavior
characteristics of drivers, such as D41981 and Q01868D.-e
degree of dispersion and fluctuation of the driving behavior
pattern of the two drivers can obviously reflect the degree of
driving aggressiveness of the drivers. Some driving prefer-
ences of drivers can also be reflected in the figure. For ex-
ample, compared with other drivers, driver Q01868D have
high ranking of driving patterns “222” and “444.” -e
ranking of risk driving behavior patterns such as rapid
acceleration and deceleration and the amplitude of accel-
eration and deceleration fluctuation can reflect the driver’s
driving behavior and potential danger, but some drivers with
a more stable overall style also have risk driving behavior
patterns. -at is, drivers in the relative safety group had
more risk driving behavior patterns (e.g., “000”) than those
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in the relative safety group. In addition, the low proportion
of rapid acceleration and deceleration in the overall driving
behavior does not mean that the driver’s driving style is
stable. It is necessary to judge the driver’s driving style by
combining the type and distribution of specific driving
behavior patterns. It also illustrates the importance of
judging individual drivers’ driving styles.

4.4. Accelerated Driving Behavior. As can be seen from
Figures 5 and 6, each chart represents the ranking from
high to low of the occurrence frequency of the

corresponding driver’s accelerated driving pattern. -e
acceleration pattern diagram represents the similarities and
differences and preferences of each driver in the acceler-
ation pattern he or she chooses when taking the accelerated
driving behavior. As can be seen from the figures, the
occurrence frequency and ranking of the fast accelerating
driving patterns defined as dangerous drivers, such as
“555,” “666,” are generally higher than those of safe drivers.
However, some safe drivers ranked higher than dangerous
drivers in the accelerated driving pattern (e.g., mode
“666”). For another example, for driver F63030, his rapid
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acceleration and deceleration frequency is not high in the
proportion of the overall driving behavior, but the driver’s
preference in acceleration is relatively aggressive. -is
shows that the overall proportion of risk driving behavior
can only reflect the driver’s driving risk on one hand. -e
reason is that the increase of the frequency of safe driving
mode will reduce the overall frequency proportion of some
risk driving modes, leading to the concealment of some risk
driving behaviors. Some drivers generally have a smooth
driving style but are prone to violent driving behavior at
certain moments. Although the frequency of these risk
driving behaviors is not high, the problem of increasing

accident probability caused by these behaviors cannot be
ignored, which reflects the tendency of risk driving be-
haviors of drivers. Rankings and frequencies can com-
plement each other to accurately differentiate the driving
styles of different drivers.

It can be seen from the acceleration patterns of several
drivers who are defined as safe drivers that with the in-
crease of safety degree (the decrease of the overall pro-
portion of drivers’ acceleration and deceleration
behaviors), such as “555,” “666,” the occurrence frequency
and ranking of this dangerous pattern significantly de-
creased, and the acceleration behavior became more and
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more stable. In fact, in addition to the actual driving pattern
occurrence frequency, the interaction between the “555”
and “666” patterns and other patterns may also affect the
driver’s driving safety level. In addition, the degree of
driving safety is determined by acceleration and deceler-
ation behavior, not just acceleration.

4.5. Decelerated Driving Behavior. As can be seen from
Figures 7 and 8 for the occurrence frequency of the driver’s
deceleration driving behavior pattern, the deceleration
driving behavior pattern diagram represents the similarities
and differences and preferences of each driver in the de-
celeration driving behavior. -e pattern “000” and
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deceleration patterns with large acceleration variations are
good indicators of the driver’s style in deceleration driving
behavior. -e presumed danger group ranked higher in the
“000” patterns, and some of their driving patterns reflected
how hard they drove when slowing down. Drivers assumed

to be in the safety group also experienced sharp deceleration
patterns, such as mode “000,” but were generally more
stable. It should be noted that the deceleration driving
behavior pattern of B67845 and F63030 in the safety group
indicates that their deceleration driving behavior is risky.
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-e reason is that the driving pattern “000” ranks high, and
there is a more aggressive driving pattern with large ac-
celeration fluctuation. -e F63030, in particular, was even
more aggressive than some dangerous drivers in slowing
down. In the previous two parts, it is also mentioned that the
driver’s integrated acceleration and deceleration behavior is
not much, but in the face of acceleration and deceleration
driving behavior, the driver’s aggressive style, there is a
potential accident risk. According to the deceleration pattern
of different drivers, the driving preference and possible risk
of each driver can be judged better.

4.6. Driver Acceleration Level Distribution. In order to fur-
ther explore the acceleration preference adopted by drivers
in acceleration and deceleration behavior, this section ex-
cludes drivers’ uniform driving behavior (acceleration level
3) and calculates the proportion of acceleration and de-
celeration behavior of each level in the integrated acceler-
ation and deceleration behavior. Based on the radar chart,
the behavior data of different drivers are visually evaluated,
and the results are shown in Figures 9 and 10.

-e hexagons of the radar map represent different levels
of acceleration. Level 3 is removed here to exclude the in-
fluence of a large number of uniform driving behaviors on
the acceleration and deceleration behavior proportion. -e
percentages of each driver’s different levels of acceleration
are shown on the radar chart. -e radar map clearly shows
drivers’ preferences at various levels of acceleration. It can be
found from the radar maps of the two groups that the
occurrence ratio of dangerous group drivers is generally
higher than that of safety group drivers for the more severe
acceleration behavior (acceleration level 6) and the more
severe deceleration behavior (acceleration level 0). For ac-
celeration level 5 and acceleration level 1, the average
proportion of drivers in the danger group was higher than
10% and close to 15%.-e safety group averaged closer to 10
percent. -e distribution in the figure shows that the ac-
celeration and deceleration behaviors of drivers in the safety
group are generally more gradual than those in the dan-
gerous group. However, there are certain exceptions in each
group. -e acceleration and deceleration behaviors of
drivers F63030 in the safety group were extreme, with more
slight acceleration and deceleration behaviors (grade 4 and
grade 2) and severe acceleration and deceleration behaviors
(grade 6 and grade 0), which were reflected in the figure as
hourglass. -e acceleration and deceleration behaviors of
drivers in the dangerous group Q01868D also tended to
moderate, especially the slight deceleration.

4.7. ;e Influence of Road Administrative Grade on Driving
Behavior Pattern. Road administrative grade has a certain
influence on the driving speed and acceleration and de-
celeration behavior of drivers. In order to further explore the
influence of road administrative grade on drivers’ driving
behavior, this study selected a driver who had roughly the
same driving time in the three road grades of national
highway and above, provincial highway, prefectural high-
way, and below as a case to analyze. -e driving behavior

patterns of the driver under three different road adminis-
trative levels were compared, as shown Figure 11.

With the improvement of road administrative grade, the
driver’s driving behavior becomes more stable; that is, the
relatively safe driving mode ranks higher and occurs more
frequently. -e driving behavior pattern with higher potential
risk occurred more frequently and ranked lower. For example,
in driving mode “000,” it can be clearly seen that as the ad-
ministrative level of the road is lowered, the driving mode’s
ranking keeps rising. Driving pattern “000” is a typical driving
behavior pattern with certain characteristics, which reflects the
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driver’s driving preferences and habits. Under the conditions
of three different administrative levels of roads, the driving
patterns (e.g., driving pattern “000”) with individual charac-
teristics of drivers all appear, but the ranking of the modes in
their respective road conditions is different. -is also reflects
that the driver’s driving style is relatively fixed and he can
maintain his own driving style in different road conditions.
-e driving behavior pattern diagram can not only show the
distribution of driving behavior, but also clearly present the
driving styles and driving risks of drivers under different road
grades. Compared with the traditional method of fixed
threshold, the driving behavior pattern diagram can avoid the
problem that the fixed threshold is not suitable for drivers in
different situations and can show the driver’s unique driving
habits without being influenced by the environment.

4.8. Quantitative Assessment of Driving Risk. -e driving
behavior of drivers was comprehensively evaluated by the
comparative evaluation model of driving risk. -is section
divides the driver’s driving behavior into three parts: overall
driving behavior score, accelerated driving behavior score,
and decelerated driving behavior score.

As can be seen from Figure 12, the scores of different
behaviors of different drivers reflect the level of drivers. -e
higher the score, the higher the risk of driving behavior, and
the lower the comfort and economy of driving. In general,
the scoring trend of different drivers is roughly the same as
the ranking trend of drivers’ behavior scale graph based on
fixed threshold. Drivers with a high proportion of risk
driving behavior scored higher on acceleration, deceleration,
and overall driving behavior. -ose who drove more con-
sistently, with less risky driving, tended to have lower scores.
But there are some exceptions. -e two drivers, B32781 and
B32791, had a high proportion of overall risk driving be-
haviors, but their overall evaluation score was low.
According to the data, this is because the driving behavior
patterns of these two drivers are scattered, and the pro-
portion of the first 30 typical driving patterns in the overall
driving pattern is lower than that of other drivers, resulting
in a lower score. -e reason why the driving behavior
evaluation score chart and the driving behavior ratio chart
based on the threshold are not completely consistent is that
there is still a lack of a clear definition of potential risks in the
safety analysis of driving behavior. -is method can describe
the driver’s personalized driving behavior characteristics,
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comprehensively consider three factors of vehicle safety,
driving comfort, and fuel economy, and quantitatively
evaluate and compare the driver’s driving risk.

In addition, the overall driving behavior score was
different from that of only acceleration or deceleration. -is
is due to the difference in the pattern structure and fre-
quency, and some drivers have more acceleration behavior
or deceleration behavior.-is phenomenon is acceptable. As
can be seen from the figure, there are similar trends in the
scores of these three behaviors among different drivers.

5. Discussion and Conclusion

According to the positioning data in the Internet of HDVs
platform environment, this paper proposes an approach to
evaluate the driver’s driving risk and driving style with
undefined threshold. Based on the vehicle driving data and
the time series change of driver’s driving behavior, the
driving behavior pattern diagram was established. -rough
the driving behavior pattern diagram and driving risk
modeling evaluation, the personalized driving behavior risk
of different drivers was quantitatively evaluated, and the
driving styles of different drivers were qualitatively and
quantitatively compared. -e main work and conclusions of
this paper are as follows:

(1) A graphic qualitative and quantitative analysis of
individual driving behavior is carried out based on
the change of driving behavior time series. Based on
the positioning data of the actual HDVs, the driving
behavior pattern was established to evaluate the
driving behavior style and safety degree. -e method
is to evaluate the undefined threshold of the driver’s
driving style. Based on the vehicle driving data, a
driving behavior pattern was established by using the
driver’s driving behavior changing with time.

(2) Based on the driving behavior pattern diagram, the
driving style of drivers is analyzed and evaluated
qualitatively and quantitatively. -e evaluation results
show that the driving behavior pattern can reflect the
driver’s driving habits and potential risks. -e ranking
of risk driving behavior patterns such as rapid

acceleration and deceleration and the amplitude of
acceleration and deceleration fluctuation can reflect
drivers’ driving habits and risks. Drivers with a more
stable overall style also have some risk driving patterns.
It is necessary to judge the driver’s driving style by
combining the type and distribution of specific driving
modes. Even less risk driving behaviorsmay lead to the
occurrence of driving accidents, and these risk driving
behaviors are easy to be hidden by the overall driving
data. Drivers will have different preferences in the
degree of acceleration and deceleration of their driving
behavior when faced with acceleration or deceleration.
-e driver’s acceleration grade distribution also fur-
ther reflects the driver’s driving habit and style. In
general, drivers with a low proportion of rapid ac-
celeration and deceleration will adopt more moderate
driving behavior and lower acceleration level in the
face of acceleration and deceleration. -e driving
behavior pattern diagram can reflect the distribution
of driving behavior and clearly present the driving
style, habits, and driving risks of drivers.

(3) According to the frequency and ranking of typical
driving modes of drivers, a risk assessment modeling
method for driving behavior was proposed from
three aspects of vehicle safety, driving comfort, and
fuel economy, and the similarities and differences of
driving behaviors of different drivers were quanti-
tatively analyzed. -e evaluation results show that
drivers with a high proportion of risk driving be-
havior scored higher on acceleration, deceleration,
and overall driving behavior. -ose who drove more
consistently, with less risky driving, tended to have
lower scores. But there are some exceptions.

Data Availability

-e data used in this paper were collected by the information
acquisition equipment installed on the HDVs.-e collection
device includes a GPSmodule for collecting location data, an
OBU module for collecting vehicle movement data, and a
cellular network.
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In August 2019, People’s Bank of China launched the reform of Loan Prime Rate (LPR) quotation formation mechanism and then
made continuous progress in the order of “new loans first, followed by exiting loans,” dredging the interest rate transmission
channel of “policy interest rate, LPR, loan interest rate.” In 2020, Chinese financial institutions havemainly referred to LPR pricing
for loans, and the marketization level of loan pricing has significantly improved.+is paper analyzed the policy effects transmitted
by LPR through constructing a Dynamic Stochastic General Equilibrium (DSGE) decision model, and it was found that the
financial market structure, pricing ability of commercial banks, and the degree of LPR application all affected the policy rate
transmission effect and had an impulse impact on macroeconomic growth. Based on the above analysis, this paper proposed
policy suggestions on the path of interest rate market-oriented reform and coping measures of commercial banks in China.

1. Introduction

In August 2019, the market-oriented reform of China’s
interest rate was further deepened. People’s Bank of China
launched the reform of the formation mechanism of LPR in
the loan market and continued to promote it in the order of
“new loans first, followed by exiting loans,” forming a rate
transmission mechanism of “policy interest rate, LPR, loan
interest rate.” By the end of 2020, Chinese financial insti-
tutions have mainly referred to LPR pricing for loans, and
the marketization level of loan pricing has significantly
improved. However, it is worth noting that China’s financial
system structure is dominated by indirect financing, and
there are some problems such as information asymmetry,
implicit high leverage, and inadequate expectation man-
agement in the financial market. It is difficult to give full play
to the profit-seeking function of capital, and the actual
impact of interest rate reform on economic output is worth
discussing. From the perspective of international experience,
through the reform of interest rate marketization, it is
conducive to narrowing the interest rate corridor, reducing
short-term interest rate fluctuations, enhancing the sensi-
tivity of real economic deposits interest rate and loan interest

rate to policy interest rate, improving the transmission ef-
ficiency of monetary policy between different interest rates,
and strengthening financial services in the real economy.
Under the background of the imperfect system of China’s
financial market, after the reform of the LPR pricing
mechanism, how efficient is the transmission efficiency of
monetary policy? What is the actual impact on economic
output?+ese are all issues that need to be studied.+e study
of the above problems will help us to further dredge the
transmission path of monetary policy in a targeted manner,
reduce the financing cost of the real economy, force the
market-oriented development of the pricing method of
funds of commercial banks, and further improve the effi-
ciency of macroeconomic regulation and control.

+erefore, it is of great significance to study the trans-
mission effect of LPR pricing mechanism and its impact on
economic growth. At present, the researchmainly focuses on
the effect evaluation of quantitative control tools and price
control tools of monetary policy and the effect evaluation of
interest rate regulation and interest rate market-oriented
reform, and some studies believe that too fast interest rate
market-oriented reform will increase the risk of financial
institutions. However, there is a lack of research on the
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transmission effectiveness of LPR interest rate reform and
the impulse impact on macroeconomic growth under dif-
ferent degrees of marketization. In order to further explore
these questions, the paper constructs a DSGE model with
financial market friction, studies the marketization degree in
the process of LPR reform by difference scenarios, and
analyzes the effectiveness of models such as calibration
analysis, parameter estimation, and impulse response, so as
to provide objective theoretical support for a comprehensive
understanding of the policy effect of LPR.

2. Literature Review

+e study on the transmission effect of monetary policy rate
began as early as the late 19th century. Tobin [1] and
Modigliani [2] pointed out that monetary policy trans-
mission relied on not only interest rate transmission
channels, but also nonmonetary assets price channels, such
as enterprise Tobin’s Q channel (assets price), the resident’s
wealth effect channel, and the exchange rate channel for
transmission. Relying on the IS-LM model, Bernanke and
Blinder [3] and Bernanke and Gertler [4] explained that not
only the total money supply from the central bank, but also
changes of bank credit supply quantity, both have a sig-
nificant impact on monetary policy transmission. Due to
incomplete information and agency costs in financial
markets, expansion or shrinkage of bank credit quantity can
cause economic agents to make different financing decisions
and affect economic behaviors such as investment, con-
sumption, etc. According to the above viewpoints, Mishkin
[5] divide the monetary policy transmission channels into
the interest channel, the credit channel, the assets price
channel, and the exchange rate channel. Since then, a large
number of empirical studies have begun to quantitatively
measure the transmission efficiency of different channels.
For example, Evans and Mashall [6] used Vector Autore-
gressive model (VAR) to study the role of monetary policy
and inflation expectation on the term structure of interest
rate and pointed out that tight monetary policy had a
positive but temporary effect on short-term interest rate,
while long-term interest rate was almost not affected. De
Bondt [7] studied the European banking sector and found
out through analysis that themarket structure of the banking
sector affected the transmission effect of monetary policy to
some extent. +e highly monopolistic banking would
weaken the transmission effect of monetary policy, while
market-oriented banking would make commercial banks
more sensitive to interest rate changes and improve the
transmission effect of the central bank monetary policy.
Bolton and Freixas [8] further indicated that the capital
adequacy ratio rules of commercial banks, while enhancing
the risk prevention ability of commercial banks, reduced the
ability of commercial banks to derivate money and weak-
ened the transmission effect of the central bank’s monetary
policy in the commercial bank system. Milani and Treadwell
[9] and Gomes et al. [10] show that the monetary policy with
full expectation management has greater degree of macro-
control on the economy and longer attenuation period of
impact effect. Empirical studies on DSGE models based on

open economy done by Meinusch and Tillmann [11] and Ge
[12] manifest that the transmission efficiency of price
monetary policy shows a significant improvement trend
during the sample period, while the macrocontrol effect of
quantitative monetary policy is gradually weakening.

At present, the domestic literature on interest rate
transmission mainly focuses on the transmission effect study
of traditional loan and deposit benchmark rates, while there
are few studies on transmission effect of LPR reform.
Yingkun Jiang et al. [13] argued that the bank credit
transmission channel played an important role in China’s
monetary policy transmission channels. However, the
constraints of China’s traditional credit system, as well as the
state-owned nature and limited competition of commercial
banks, can slow down the central bank’s interest rate policy
transmission and cause efficiency losses. Dong He and
Honglin Wang [14] pointed out that, different from de-
veloped countries, China gradually formed a monetary
policy framework with the dual interest rate system as the
main feature in the market-oriented reform. China trans-
mitted the monetary policy to market interest rate through
various policy instruments and realized the monetary policy
regulation with the credit quantity. Li Ma et al. [15] showed
that the deposit reserve ratios of commercial banks were
important factors that restricted the interest rate policy
transmission effect of commercial banks. Deposit reserve
ratio adjustment could guide market changes and macro-
economic development and promote the transmission effect
of monetary policy by changing the adaptive expectations of
market participants. Jun Ma et al. [16] constructed a DSGE
decision model and pointed out that China’s financial
system, with indirect financing as themain body, facedmany
institutional constraints. +e transmission of central bank’s
policy rate adjustment to each financial market rate would be
influenced by China’s financial market structure, loan scale
restrictions, deposit reserve ratio, etc. Daoping Wang [17]
used the panel data of 88 countries around the world to study
the relationship between interest rate marketization and
banking crisis which also shows that the improvement of
marketization will significantly increase the probability of
banking crisis. Ning Xu et al. [18] believed that China’s LPR
reform based on Medium-Term Lending Facility (MLF)
tends to be more market-oriented and improves the
transmission efficiency of monetary policy.

In summary, the existing research results showed that,
due to China’s monetary market structure with indirect
financing as the main body, policy rate changes were mainly
transmitted through bank credit. But the transmission
mechanism was not smooth enough and the effectiveness of
interest rate policy was low due to factors such as capital
constraints of commercial banks, deposit reserve ratio
constraints, and prudent management behaviors under
imperfect competition. At present, the LPR interest rate has
a typical market-oriented attribute, but its transmission
efficiency and impact on economic growth are still lacking
forward-looking empirical analysis. Based on the research
methods of Zihan Huo et al. [19] and Long Zhang et al. [20]
using DSGE model to analyze the impact effect of China’s
monetary policy on macroeconomy, this paper constructs a

2 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

DSGE model including five subjects: government, residents,
enterprises, central bank, and commercial banks to per-
spective dynamic changes of the regulation effect of LPR
channel, in order to provide reference for improving the
regulation of monetary policy.

3. Research Mechanism

3.1. Transmission Mechanism of Price-Based Regulatory
Monetary Policy. When a country’s economy is in a rising
phase, the actual GDP growth rate is often higher than the
country’s potential economic growth rate, which tends to
cause a continuous rise in CPI and drives residents’ inflation
expectations, thus intensifying the inflationary trend. To
prevent the overheated economic fluctuations, the country’s
government often adopts a tight monetary policy to hold
down the inflationary trend. In the price-based monetary
policy regulation, the monetary authority often stimulates
the rise in the financial market interest rate through open
market operations, which makes medium- and long-term
funds flow into the capital market.+e shortage of funds will
prompt commercial banks to increase the loan rate and
squeeze the momentum of enterprise investment, raising the
enterprise investment cost and slowing down the trend of
overheated economy.

When a country’s economy is in a downward phase, the
actual GDP growth rate is usually lower than the country’s
potential economic growth rate, resulting in a continuous
downturn of the CPI and causing deflation. +erefore, it is
required to implement an accommodative monetary policy
to stimulate economic growth. In the price-based monetary
policy regulation, the monetary authority often promotes
the decline of financial market interest rate through open
market operations to squeeze medium- and long-term
capital outflows from the capital market.+e sufficient funds
will prompt commercial banks to reduce loan rate, which is
conducive to enterprises to increase the investment scale,
thus promoting economic recovery.

Since the mid-20th century, major developed countries
have successively improved their monetary operation pro-
cedures by implementing a deposit and loan facility system,
increasing the frequency of open market operations, nar-
rowing the interest rate corridor range, as well as carrying
out interest compensation on deposit reserves, adopting
average reserve assessment, strengthening policy commu-
nication, and improving transparency, which can make
money market interest rate deviate less from the central
bank’s target level and is more beneficial to the interest rate
guidance of central bank. In October 2006, People’s Bank of
China introduced Shanghai overnight interbank offered rate
(Shibor) by borrowing from London interbank offered rate
(Libor), Euro interbank offered rate (Euribor), and other
interest rates and made an active exploration in cultivating
the market benchmark interest rate. However, due to the
great fluctuation of Shibor in actual operation, combined
with the single transaction structure of the money market,
the borrowed funds basically showed a single flow direction
(from large banks to small-sized and medium-sized banks),
while large banks all belonged to the price quotation units of

Shibor interest rate, which was easy to form a monopolistic
interest rate to some extent, and had low market recognition
as a monetary policy benchmark interest rate. In this pro-
cess, People’s Bank of China continuously enriched the
means of interest rate regulation, built long-term, medium-
term, and short-term policy interest rate system including
3-month, 6-month, and 1-year MLF interest rate and im-
proved the efficiency of monetary policy interest rate
transmission.

3.2. Four Stages of LPRMechanismTransmission. In October
2013, People’s Bank of China launched the LPR, aiming to
further stimulate market-oriented reform, improve the
benchmark interest rate system, and guide the pricing of
loan on credit market products. However, the LPR has been
following the 1-year benchmark interest rate of loans an-
nounced by the central bank, and the interest rate level has
been maintained at around 4.31%, which is much higher
than the 1-year MLF interest rate of 3.30% and the 1-year
Shibor interest rate of 3.52%. In August 2019, People’s Bank
of China further optimized the calculation method of LPR
based on the mode of “new loans first, followed by exiting
loans,” adopted the way of 1-year LPR equal to 1-year MLF
plus base point for loans, and expanded the range of quoting
banks. From the current operation condition, the trans-
mission can be divided into four stages: In the first stage, the
central bank lowers the MLF quotation rate to influence the
financial market interest rate. In the second stage, the
quoting bank adopts the way of “MLF+ base point” for the
LPR quotation, which should be calculated and published by
China Interbank Offer Center. In the third stage, com-
mercial banks adjust the loan rate according to the LPR
quotation. In the fourth stage, commercial bank lending rate
affects the investment and financing decisions and costs of
enterprises and residents, thus affectingmacrotargets such as
economic growth, inflation, and employment. +e trans-
mission path is MLF⟶LPR⟶commercial bank lending
rate⟶real economy⟶economic target (Figure 1).

In 2019, only 20% of the loans of Chinese commercial
banks were floating priced up and down according to the
LPR quotation, and about 80% of the loans were still floating
priced up and down according to the loan benchmark in-
terest rate published by the central bank in the past. By the
end of 2020, commercial bank loans had realized trans-
formation from policy benchmark interest rate to market
interest rate, so as to ensure that the policy operation in-
tention of People’s Bank of China can be effectively trans-
mitted to other markets.

3.3. Main Idea of DSGE Decision Model Construction. +e
estimation of the DSGE decision model is generally divided
into three steps: First, based on the economics theory and the
economic operation characteristics in China, the optimal
behavior characteristic of each economic agent when the
economic system is in equilibrium is set. Second, the policy
equation of the economic variables is solved, and the model
parameters are estimated by running calibration and
Bayesian estimation. +ird, the impulse response is used to
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carry out efficiency analysis of the model and test the ex-
planatory ability of the model for the actual economic
problems.

Foreign studies on the transmission mechanism of mon-
etary policy mainly focus on how market rate changes affect
economic operation through financial markets, while there are
few studies on the impact of policy rate changes transmitted to
the real economy.+is ismainly because the financial systems of
developed countries are often dominated by the direct financing
market, where regulatory policies have fewer constraints on
financial markets and benchmark market interest rate is mostly
determined by transactions between financial markets. In
contrast, China’s financial system is dominated by the indirect
financing market, where the policy rate changes have a sig-
nificant impact on the real economy. Based on this, this paper
constructs a DSGE model that includes five entities: govern-
ment, residents, enterprises, central banks, and commercial
banks, and defines the corporate loan interest rate as adjusting
according to the LPR pricing level and according to the three
scenarios of 50%, 80%, and 100% loans with reference to LPR
pricing, to discuss the impact of the change of the unit policy
interest rate on economic growth.

4. Research Method

4.1. DSGE Decision Model Frameworks of 5 Sectors

4.1.1. Resident Sector. +e resident sector realizes the
maximization of economic utility by supplying labor,
earning income, and consumption. Its utility equation is as
follows:
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where Et is the mathematical expectation, and βt is the
discount factor (0< β≤ 1). Ct is the household consumption

level, and Nt is the labor supply of the household to society.
Mt is the nominal assets balance held by the household, and
Pt is the product price in the current period. Mt−1 is the
household’s nominal assets balance held in period t-1 and
substituted into period t. (Mt/Pt) is the actual assets balance
held by the household. Zc

t , Z
m
t , and Zn

t are exogenous impact
variables for consumption demand, labor supply, and
holding assets, respectively. σc, σn, and σm are the con-
sumption demand elasticity, labor supply elasticity, and
money demand elasticity, respectively. αs

t is the average wage
level.

4.1.2. Enterprise Sector. +e enterprise sector obtains the
maximum enterprise welfare by investing capital and labor.
+e objective function is max: Et[
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the discount rate of the manufacturer and C
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muneration obtained by the business owner. Suppose the
production equation of the manufacturer is
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where Y
p
t is the output of the enterprise, and AP

t is the
production technology level of the enterprise. K

p
t is the

capital invested by the enterprise, and N
p
t is the labor

invested by the enterprise. α1 is the output elasticity of
capital input, and α1ϵ(0, 1).

Refer to the research of Xiangyang Li et al. [21]; this
paper assumes that the resource constraint equations of the
enterprise are as follows:
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where Tp is the tax rate to be paid by the enterprise, and ε is
the depreciation rate. L

p
t is the loan balance obtained by the

enterprise in period t, and R
p
t is the loan interest rate. mp is

the asset-liability ratio of the enterprise. Enterprise loans are
generally restricted by the loan interest rate and the asset-
liability ratio.

Monetary policy tool 

LPR interest rate

Commercial bank lending rateBond yield Asset price fluctuation

Economic growth, inflation, full employment

Figure 1: LPR mechanism transmission framework diagram.
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4.1.3. Government Sector. +e basic behavior characteristics
of the government are simply simulated in this model; that
is, the government obtains funds through tax revenue and
debts, and these funds are mainly used for government
investment and government consumption, except for paying
back debt and interest of the last period. +e government
budget constraint is

gt

pt

+ Tt + TpY
t

� Bt + Gt, (6)

where gt is the funds received by the government from
issuing treasury bonds, and Pt is the inflationary price of the
current period. Tt is the tax revenue paid by the residents
and TpYt is the government tax revenue (where Tp is the tax
rate and Yt is the enterprise output). Bt is the government
consumption expenditure, and Gt is the government in-
vestment expenditure.

4.1.4. Central Bank. People’s Bank of China is now gradually
abandoning the money supply as the intermediate target and
more focusing on the adoption of policy rate. +ere are
generally 4 ultimate objectives: price stability, promoting
economic growth, maintaining employment, and balance of
international payment. However, considering Mundell’s
Impossible Trinity, this paper mainly considered price sta-
bility, economic growth, and maintaining employment.
Accordingly, the monetary policy constraint equation of
People’s Bank of China is as follows:
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where (Rt/Rt−1) is the changing value of policy rate (this
paper adopted MLF interest rate). (Mt/Mt−1) is the
changing value of money supply and (πt/πt−1) is the
changing value of unemployment rate. (Yt/Yt−1) is the
changing value of total social output, and (pt/pt−1) is the
changing value of inflation rate. +e parameters θR, φπ , φy,
φm, and φp are the elasticity of interest rate, unemployment
rate, total output, money supply, and inflation from their
steady-state deviation degree with respect to interest rate,
respectively. Ζrι is the exogenous impact variable of China’s
monetary policy.

4.1.5. Commercial Bank. Commercial banks mainly face Net
Interest Margin (NIM) constraints in business operations.
Commercial banks earn interest income from loans to cover
the deposit interest cost and maintain interest spread in-
come. +erefore, the budget constraint equation for com-
mercial banks is as follows:
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(8)

where rt is the deposit interest rate, and Dt is the commercial
bank deposit balance. Ft is the commercial bank profit, and
R

p
t is the enterprise loan interest rate (LPRt plus floating

point Kt). RG
t is the government financing rate. L

p
t is the

balance of enterprise loans and BG
t is the balance of gov-

ernment financing.

4.2. Data Selection, Parameter Calibration, and Economic
Steady State. We consider that Y � Ct + Yt + Ft + Gt + Rt.
Among them, Y represents the total output of the economy,
Ct represents the resident sector, Yt represents the corporate
sector, Bt represents the commercial banking sector, Gt

represents the government sector, and Rt represents the
central bank sector. In order to further examine the effec-
tiveness and efficiency of monetary policy transmission after
the implementation of LPR reform, we will select the main
observation data according to the DSGE model framework
of the five departments and simulate the transmission of
monetary policy by means of calibration analysis.

4.2.1. Data Selection. +e sample interval for this section is
from January 1980 to December 2021. +e main observa-
tional variables include interest rate data (1-year MLF in-
terest rate, 1-year LPR interest rate, 1-year bank deposit rate,
1-year bank loan interest rate, and 1-year treasury bond
interest rate); bank data (bank deposit balance as a pro-
portion of GDP, bank loan balance as a proportion of GDP,
new loans to new social financing, new government bonds to
new social financing, and bank net interest margin); eco-
nomic data (GDP growth rate, inflation rate, unemployment
rate, M2 growth rate, and corporate asset-liability ratio). +e
data are all from the WIND database. Here, considering the
substitution of wealth management products for resident
deposits, the deposit interest rate adopts the average ex-
pected yield of 1-year wealth management products of large
commercial banks. +is paper first deflates GDP, bank
deposits, and bank loans, then uses the X12 method to
seasonally adjust all data, and finally takes all the data
logarithmic and first-order differences. +e statistical de-
scription of the data is shown in Table 1.

4.2.2. Parameter Calibration. +e steady-state value of the
variable Rt is defined as R∗t , and Rt is the steady-state de-
viation of the variable Rt with respect to R∗t , that is,
Rt � log Rt − log R∗t .+e linear policy equation of the DSGE
decision model can be obtained by conducting first-order
differential and first-order Taylor expansion. After that, the a
priori calibration method and automatic model solution are
required to obtain the estimated values of the parameters.

In this paper, Carlstrom et al. [22] study and calibrate
some static parameters with relatively stable values and then
focus on the Bayes method to estimate the dynamic
structural parameters related to the degree of marketization
and interest rate transmission. For example, this article uses
θR as an indicator of the degree of financialization; we es-
timated three marketization degree coefficients based on
three samples of different periods, of which from January
1980 to December 2007, the marketization degree coefficient
was 0.012, which was the interest rate control stage; from
January 2008 to December 2018, the marketization degree
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coefficient was 0.4523, and the market benchmark interest
rate system represented by Shibor was constructed, which
was the market cultivation stage; from January 2019 to
December 2021, with the advancement of the reform of
China’s LPR interest rate pricing system, the degree of
marketization coefficient was 0.6851, which was the stage of
gradual market liberalization. Considering the above factors,
the final calibration value of θR is 0.4832. +e estimation
results are shown in Table 2.

4.2.3. Steady-State Simulation. +is section uses the impulse
response analysis of the DSGE model to explore the role of
changes in the benchmark interest rate of monetary policy
on economic output. When People’s Bank of China lowers
the MLF rate, the LPR goes down and affects the total output
of the economy through the response of banks, businesses,
and residents and then gradually returns to the vicinity of
steady state. Taking into account the uncertainty of
COVID-19 in 2020–2021, this is a comparative analysis of
the 2019 national economic statistics before the epidemic: in
the year LPR (1 year) dropped 3 times, with a year-end value
of 4.15%, which was down by 26BP compared with the
beginning of the year. +e LPR (5-year period) was set up in
August 2019, 1 time lower, and the value at the end of the
year was 4.80%, which decreased by 5BP compared with the
initial value. +e annual price index is 102.90%, with an
increase of 0.2 percentage point from the previous year. +e
proportion of RMB loans balance as a percentage of GDP is
154.52% and the proportion of RMB deposit balance as a
percentage of GDP is 97.10%. +e new RMB loans account
for 66.0% of the new social financing scale in the same year.
+e year-on-year growth rate of the money supply M2
balance is 8.70%, with an increase of 0.1 percentage point
from the previous year. +e NIM of commercial banks is
2.19%, with an increase of 0.14 percentage point compared
with the end of the previous year (Table 3).

+is paper analyzes the matching degree between
benchmark model simulation results and China’s macro-
economic data in 2019 in terms of interest rate level, bank
scale, and the real economy.

In terms of policy rate level, the 1-year MLF interest rate
(3.35%) and LPR interest rate (4.90%) simulated by the
model are both higher than the corresponding actual interest
rate levels. +e simulated loan interest rate (5.25%), deposit
interest rate (2.80%), and government bond interest rate
(2.70%) are all lower than the corresponding actual interest
rate levels. +is indicates that the monetary policy trans-
mission mechanism in China still has a serious obstacle in
practice. +e prudent risk behavior of the banking system in
the credit process makes its loans with a relatively long
period and large loan limit and concentration; i.e., the actual
loan interest rate corresponding to the policy rate is higher
than the equilibrium interest rate level simulated by the
model. +e actual deposit interest rate corresponding to the
policy rate is also higher than the equilibrium interest rate
simulated by the model due to the competition for residents’
deposits and the substitution of fixed time and current
deposits by certificate deposits and finance products.

In terms of bank scale, the proportions of deposit and
loan balances as a percentage of GDP simulated by the
model are highly consistent with the actual data. How-
ever, the proportion of new loans as a percentage of new
social financing is lower than the actual value, and the
proportion of new government bonds as a percentage of
new social financing is higher than the actual value, which
indicates that China’s financial market structure is still
unsatisfactory, with a high proportion of credit financing
and a relatively low proportion of capital market fi-
nancing. +e net interest margin enjoyed by Chinese
commercial banks is still higher than the equilibrium
value due to the blockage of policy rate transmission,
indicating that the policy dividends still exist.

Table 1: Descriptive statistics of all variables.

Name Obs Mean Std. Min Max
MLF interest rate 504 3.1341 0.5999 2.9500 3.3000
LPR interest rate 504 4.6842 1.7160 3.8000 5.7700
Deposit rate 504 4.9905 0.1464 3.000 30.0000
Loan interest rate 504 5.5948 0.8816 4.7500 7.5600
Treasury interest rates 504 2.6672 0.6976 0.8871 4.2503
Deposit balance/GDP 504 1.9433 0.2194 1.4102 2.3352
Loan balance/GDP 504 1.3778 0.2371 0.9579 1.9156
New loans/new social financing 504 0.6549 11.4001 0.4213 1.1563
New government bonds/new social financing 504 0.1143 6.7104 0.0171 0.2392
Bank NIM 504 2.3617 0.2622 2.0300 2.7700
GDP growth 504 0.1173 0.1026 0.0220 0.1423
CPI 504 2.6350 1.9774 −1.8000 8.7000
Jobless rate 504 4.0165 0.1647 3.6100 4.3000
M2 growth 504 13.0246 5.0742 8.0000 29.7400
Asset-liability ratio of industrial enterprises 504 0.6103 2.0045 0.5830 0.6420

Table 2: Calibration values of main parameters.

Interest rate level Value Parameter Value Parameter Value
βt 0.988 Tp 0.412 φπ 0.023
σc 0.331 ε 0.201 φy 0.921
σn 0.355 βp

t 0.122 φm 0.634
σm 0.423 rt 0.311 φp 0.123
α1 0.562 θR 0.483 mp 0.913
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In terms of the development of the real economy, the
GDP growth rate, inflation rate, unemployment rate, M2
growth rate, and enterprise asset-liability ratio simulated by
the model are all superior to the actual data, which indicates
that the blockage of policy rate transmission has aggravated
the business difficulties of the real economy and reduced the
operating efficiency of China’s economy.

5. Results and Discussion

+is paper used the Dynare tool to estimate the dynamic
response of each variable in the economy to the temporary
impact of the given policy rate with the advancement of the
LPR interest rate reform. Specifically, it can be divided into
the following scenarios: (i) LPR pricing mechanism loans
account for 50% of the existing loans; (ii) LPR pricing
mechanism loans account for 80% of the existing loans; (iii)
LPR pricing mechanism loans account for 100% of the
existing loans.+is paper takes the weighted average interest
rate of one-year loan, the interest rate of one-year time
deposit, and the yield of one-year treasury bond as obser-
vation variables.

From August 2019 to the end of 2021, in order to hedge
the impact of COVID-19, China’s monetary policy was in an
easing cycle. +e 1-year LPR interest rate has been lowered
by 6 times and the cumulative 35BP has been lowered.

5.1. LPR Pricing Mechanism Loans Account for 50% of the
Exiting Loans. In this scenario, we assume that there are no
other changes in policy constraints. +e model results
showed that when the policy rate decreased by 35 BP, the
loan interest rate, deposit interest rate, and government
bond interest rate declined by 21 BP, 15 BP, and 26 BP. +is
indicates that when LPR pricing mechanism loans account
for 50% of the existing loans, the transmission efficiencies of
the policy rate to the loan interest rate, deposit interest rate,
and government bond interest rate are 60%, 43%, and 74%,
respectively (Figure 2).

Generally speaking, when the policy rate falls, the
price of borrowing funds from the central bank by
commercial banks decreases, and commercial banks will
reduce their demand for deposits, thus resulting in a
decline in deposit interest rate, which in turn leads to a
diversion of residents’ deposits to Internet finance as well

as the stock and bond markets. In practice, however, the
falling range of deposit interest rate will be smaller be-
cause the deposit interest rate is relatively stable, while
commercial banks, due to the price reduction of funding
sources, will cut enterprise loan interest rate accordingly
in order to gain more loan market shares, thus bringing
down the enterprise financing cost. Accordingly, the
price of bond financing in the financial market will also
decline. +erefore, from the model, when the policy rate
decreases, the loan scale of commercial banks will in-
crease, while the deposit scale will decline.

5.2. LPR Pricing Mechanism Loans Account for 80% of the
Exiting Loans. Similarly, in this scenario, we assume that
there are no other changes in policy constraints. +e
model results showed that when the policy rate decreased
by 35 BP, the loan interest rate, deposit interest rate, and
government bond interest rate declined by 24 BP, 18 BP,
and 29 BP, respectively. +us it is indicated that when
LPR pricing mechanism loans account for 80% of the
existing loans, the transmission efficiencies of the policy
rate to the loan interest rate, deposit interest rate, and
policy bond interest rate are 69%, 51%, and 83%,
respectively.

5.3.When LPR PricingMechanism Loans Account for 100% of
the Existing Loans, =e Benchmark Interest Rates of Deposits
and Loans Are Removed. Similarly, in this scenario, we
assume that there are no other changes in policy constraints.
+e model results showed that when the policy rate de-
creased by 35 BP, the loan interest rate, deposit interest rate,
and government bond interest rate declined by 28 BP, 25 BP,
and 32 BP, respectively. +us it is indicated that when LPR
pricing mechanism loans account for 100% of the existing
loans, the transmission efficiencies of the policy rate to the
loan interest rate, deposit interest rate, and policy bond
interest rate are 80%, 71%, and 91%, respectively.

5.4. =e Impact Effect of a Unit Interest Rate Change on
EconomicOutput under=reeDifferent Scenarios. Under the
above three different marketization degrees, the adjustment
of LPR interest rate can have an impact on the actual output.
Further observing the impulse intensity under different

Table 3: Comparison of model simulation results with actual data of China’s economy (2019).

Interest rate level Rt LPRt R
p
t rt RG

t

Model 3.35 4.90 5.25 2.80 2.70
Data 3.26 4.80 5.50 3.80 2.85

Bank scale Deposit/GDP Loans/GDP New loans/new
social financing

New government bonds/new
social financing Net interest margin

Model 96.7% 155.1% 60% 20% 2.05%
Data 97.1% 154.5% 66% 18.5% 2.19%

Real economy GDP growth rate Inflation rate Unemployment rate M2 growth rate Enterprise asset-liability
ratio

Model 6.3% 2.7% 4.3% 8.6% 62%
Data 6.1% 2.9% 4.5% 8.7% 64%
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marketization degrees, we can find that, with the continuous
relaxation of interest rate control, output is becoming more
sensitive to interest rate adjustments. From the perspective
of transmission mechanism, the reduction of LPR interest
rate means the decline of policy interest rate, which is a loose
monetary policy and can effectively promote economic
growth.+is paper uses the year-on-year growth of real GDP
as the measurement index of economic output and uses
Dynare tool to estimate the impact of economic output on
the temporary impact of reducing one unit of LPR interest
rate.+e following results can be obtained: during the period
when the LPR pricing mechanism loans account for 50% of
the loan stock, reducing the LPR interest rate by 1 BP will
increase the year-on-year growth rate of real GDP by 0.005
percentage points; in the period when the LPR pricing
mechanism loan accounts for 80% of the loan stock, re-
ducing the LPR interest rate by 1 BP will increase the year-
on-year growth rate of real GDP by 0.009 percentage points;
in the period when the LPR pricing mechanism loan ac-
counts for 100% of the loan stock, reducing the LPR interest
rate by 1 BP will increase the year-on-year growth rate of real
GDP by 0.012 percentage points, as shown in Figure 3.

+e results show that the LPR pricing system reform
implemented by People’s Bank of China makes the interest
rate marketization enter a new stage, can effectively improve
the interest rate transmission efficiency of monetary policy,
and plays a positive role in promoting economic growth.
First, it really decouples the loan pricing of commercial
banks from the policy benchmark interest rate and promotes
the LPR interest rate to 100% existing loan pricing, indi-
cating the substantive progress in the market-oriented re-
form of interest rate; second, it adopts the gradual principle
to promote the application of LPR interest rate and takes
MLF interest rate as the reference standard to prevent the
excessive fluctuation of market interest rate to a certain
extent; third, LPR interest rate has a certain impact on real
GDP growth, and the impact effects are quite different under
different marketization degrees, which means that financial
market friction has a certain obstacle to the transmission

efficiency of monetary policy. Since LPR not only inherits
the advantages of gradual reform, but also integrates market-
oriented elements, the interest rate transmission mechanism
after its emergence needs to be researched. In addition, it is
worth noting that the monetary transmission efficiency in
the DSGE theoretical model is generally better than the
actual data. +is means that the efficiency loss faced by
monetary policy in the actual transmission process during
the regulation period is much greater than the theoretical
expectation. At the same time, it also shows that LPR, an
important reform that takes into account both robustness
and market attributes, will become a useful attempt in the
process of interest rate marketization.

6. Research Conclusions

+is paper constructs a DSGEmodel to compare and analyze
the impact of LPR reform on monetary policy transmission
mechanism and economic output under different
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marketization degrees and mainly draws the following
conclusions. First, interest rate regulation has a real loss on
the transmission efficiency of monetary policy, which is far
greater than the theoretical expectation; second, with the
advance of LPR reform, the response of real GDP year-on-
year growth to LPR interest rate has become more and more
sensitive, indicating that LPR interest rate reform can ef-
fectively affect economic growth; third, the higher the degree
of marketization of LPR interest rate is, the more significant
the transmission effect on deposit interest rate, loan interest
rate, and treasury bond interest rate will be, and the effi-
ciency of interest rate transmission mechanism will be
improved. Consider that LPR pricing mechanism is still in
the process of improvement, and in the meantime, there is a
negative impact of COVID-19 on China’s economy. +e
empirical results of this paper need to be further improved
and verified.

At the same time, we still need to deeply realize that there
are still some differences between the theoretical expectation
and practical effect of the reform. Especially in the stage of
complete marketization, the actual efficiency loss of pro-
gressive reform is much higher than the theoretical ex-
pectation. For example, at the beginning of implementing
the interest rate corridor model by the European Central
Bank, the width of the interest rate corridor reached 250 BP.
After 2003, in the face of the chain impact of the subprime
mortgage crisis of the US, the European Central Bank
continuously narrowed the interest rate corridor, of which
the interest rate corridor was narrowed to 100 BP in De-
cember 2008 and 50 BP in June 2014 and is now maintained
at 65 BP. +is has led to a sharp narrowing of the interest
spreads of deposit and loan of commercial banks, and some
banks have thus got into trouble. +is means that there are
many hidden costs in the regulated interest rate transmission
mechanism. At the same time, it also shows that only by
fundamentally promoting the complete market-oriented
reform will the interest rate transmission efficiency be
fundamentally changed.

It is suggested that People’s Bank of China continues to
strengthen its research on improving the marketization of
interest rates: First, a more complete interest rate corridor
mechanism should be created, and the interest rate corridor
range should be gradually narrowed, so as to ensure to give
full play the role of the interest rate corridor mechanism.
Second, the monetary policy transmission mechanism
should be improved, and the function of the MLF as a
medium-term policy rate should be exerted while
strengthening the guidance of short-term policy rate. +ird,
the benchmark interest rates of loans and deposits deter-
mined by the central bank should be removed appropriately.
Fourth, the direct financing channels should be vigorously
developed and themonetary policy transmissionmechanism
should be improved. In this process, as the LPR reform is a
gradual implementation process, the depth and breadth of
its application have an important impact on the transmis-
sion of policy rate to market rate.

It is suggested that the commercial banks actively adapt
to the process of interest rate marketization reform. First, it
is necessary to establish a more scientific and reasonable

pricing mechanism and improve the depth of application of
LPR. Second, it is necessary to enhance the foresight of
interest rate risk management, establish a mechanism for
hedging interest rate exposures, and reasonably use interest
rate swaps and other derivative instruments to carry out
hedging operations. +irdly, the innovation of interest rate
derivative products can ensure the effect of interest rate
market reform and further unblock the efficiency of mon-
etary policy transmission.
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Fog computing (FC) based sensor networks have emerged as a propitious archetype for next-generation wireless communication
technology with caching, communication, and storage capacity services in the edge. Mobile edge computing (MEC) is a new era of
digital communication and has a rising demand for intelligent devices and applications. It faces performance deterioration and
quality of service (QoS) degradation problems, especially in the Internet of *ings (IoT) based scenarios. *erefore, existing
caching strategies need to be enhanced to augment the cache hit ratio and manage the limited storage to accelerate content
deliveries. Alternatively, quantum computing (QC) appears to be a prospect of more or less every typical computing problem.*e
framework is basically a merger of a deep learning (DL) agent deployed at the network edge with a quantum memory module
(QMM). Firstly, the DL agent prioritizes caching contents via self organizing maps (SOMs) algorithm, and secondly, the
prioritized contents are stored in QMM using a Two-Level Spin Quantum Phenomenon (TLSQP). After selecting the most
appropriate lattice map (32× 32) in 750,000 iterations using SOMs, the data points below the dark blue region are mapped onto
the data frame to get the videos. *ese videos are considered a high priority for trending according to the input parameters
provided in the dataset. Similarly, the light-blue color region is also mapped to get medium-prioritized content. After the SOMs
algorithm’s training, the topographic error (TE) value together with quantization error (QE) value (i.e., 0.0000235) plotted the
most appropriate map after 750,000 iterations. In addition, the power of QC is due to the inherent quantum parallelism (QP)
associated with the superposition and entanglement principles. A quantum computer taking “n” qubits that can be stored and
execute 2n presumable combinations of qubits simultaneously reduces the utilization of resources compared to conventional
computing. It can be analyzed that the cache hit ratio will be improved by ranking the content, removing redundant and least
important content, storing the content having high and medium prioritization using QP efficiently, and delivering precise results.
*e experiments for content prioritization are conducted using Google Colab, and IBM’s Quantum Experience is considered to
simulate the quantum phenomena.

1. Introduction

Fog computing (FC), at the edge of a sensor network, as an
extension to cloud computing, offers storage, processing,
and communication control services [1, 2]. In the period of

next-generation telecommunication and through the mas-
sive development of the Internet of*ings (IoT) based smart
devices, applications required ultralow latency because IoT
networks induce strain not only on the backhaul but the
fronthaul causing adverse situations for interruption
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sensitive applications [3, 4]. *ese problems can be resolved
through FC, which provides distributed computing and
communication facilities from centralized servers in the
edge direction. A central base band unit (BBU) pool is not
robust for every control, communication, or any other
processing function; therefore, FC-based radio access net-
works (F-RANs) were introduced. In F-RANs, the local
BBUs or even remote radio heads (RRHs) are dedicated to
such tasks through edge caching (EC) [5–9]. Due to an
intermediate fog layer between end-users and the cloud,
mobile edge computing (MEC) is introduced.

Although the idea of F-RANs seems to be propitious to
provide all the tasks confronted by the cloud radio access
networks (CRANs) or heterogeneous cloud radio access
networks (HCRANs). However, some setbacks might cause
performance deterioration or the quality of service (QoS)
degradation, bringing about fronthaul congestion. *e main
issue that requires to be solved is EC as well as restricted
storing capability in RRHs [10]. Limited vital interests as-
sociated with the EC trending in F-RANs are reducing
fronthaul burden, backhaul, or even backbone, optimizing
endwise latency issues, and dynamic applications of content
responsive approaches performance improvements. Fog
access points (FAPs) usually have a relatively minimal
caching capacity mostly because of the limited memory
linked to the caching processes executed in centralized
CRANs or HCRANs. Nevertheless, an increase in cache size
in the base stations (BS) has a balance in the middle of
improved throughput and network spectral efficiency [11].
Consequently, caching techniques in FAPs, together with
caching strategies and allocation of cache resources policies,
need to be managed logically and dynamically for aug-
mented F-RAN performance.

*e main contribution of this research is to predict the
high priority content through the deep learning (DL) tech-
nique. It is the leading task that must be carried out when the
contents are requested repeatedly and placed in the caches.
*e rest of the content should be discarded. When the high
priority content is predicted through the DL agent, efficient
content management and placement are achieved through the
proposed framework and the quantum memory modules
(QMM) to store the content. *is paper describes an EC-
based deep learning-associated quantum computing
(DLAQC) framework. *e framework is based on two parts:
one for caching content prioritization and the other one for
caching content stored within the edge. *e DL-based
quantum computing (QC) approach associated with quan-
tum information processing is deployed to enhance the
performance of F-RANs.*e framework is basically a merger
of a DL agent deployed at the network edge and a QMM.
Firstly, the DL agent prioritizes caching contents via Self-
Organizing Maps (SOMs) algorithm, and secondly, the pri-
oritized contents are stored in QMM using a Two-Level Spin
Quantum Phenomenon (TLSQP). SOMs algorithm is
staunchly suitable to pick up contents in colored cluster form
without reducing the dimensionality of the feature space.

*e paper’s organization is as follows. Section 2 describes
the related work for edge caching, SOMs applications, and
Stern–Gerlach experiment (SGE). In Section 3, the

framework and algorithm are described, followed by an
overview of the model. *e DL agent in edge and TLSQP is
also discussed.*e experiments and results are analyzed and
discussed in Section 4. Finally, conclusion is presented in
Section 5.

2. Literature Review

In this section, a literature study is carried out to throw light
on attempts of different researchers to enhance EC to im-
prove efficiency and quality of service (QoS) in F-RANs.
Several pieces of research related to the DL-based algorithm
and SGE highlight their applications in various fields, which
has proved to be a great source of guidance for the proposed
idea.

*e authors in [12] described the key features of MEC,
especially in the context of next-generation and IoT-based
applications. *e role of MEC and its challenges in the
context of edge intelligence is also described. By keeping in
view, the latency, context awareness, and energy-saving
criteria, it is compared with the conventional MCC by
considering the following key enabling features: virtual
reality/augmented reality, software defined network, net-
work function virtualization, smart devices, information-
centric networking, network slicing, and computation off-
loading. Additionally, a use case is also provided to help
understand the edge intelligence in the IoT-based scenarios.

*e critical challenges in the F-RANs are (i) the content
placement in caches and (ii) the joint user associations.
*ese challenges are tinted due to the complexity of different
approaches used to find optimal solutions. In [13], authors
considered optimization problems as mixed-integer non-
linear programming (MINL). A hierarchical game theory
approach is applied, and a series of deep reinforcement
learning (DRL) based algorithms are designed for user as-
sociation, content popularity prediction, and content
placement to enhance the FAPs. In [14], a cooperative EC
scheme using the DRL approach to place and deliver con-
tents in vehicular edge computing networks is presented.
*e deep deterministic policy gradient algorithm provides a
sensible solution for long-term MINL problems. A scheme
for vehicle scheduling and bandwidth allocation is designed
to make it less complex to manage adaptive resources and
make decisions.

A user preference-based learning EC policy is described
in [15] to predict the online content popularity and an offline
learning algorithm. A sigmoid function is exploited to
construct a logistic regression model to estimate user
preferences regarding online content popularity prediction.
It is considered complicated to make a preference model for
each user due to the high-dimensional feature space.
*erefore, a follow-the-regularized-leader proximal inspired
algorithm is also proposed for offline user preference
learning.

*e federated learning (FL) framework and deep rein-
forcement learning (DRL) techniques were integrated into
MEC in [16] to optimize EC, computing, and communi-
cation. *e key challenge is primarily faced by authors to
place the DRL agents due to (i) the massive and redundant
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data transmissions in the cloud and (ii) the privacy risks as
well as the lesser computing capabilities in UEs. *e pro-
posed technique has outperformed the conventional caching
policies for EC like Least Recently Used, Least Frequently
Used, and First In First Out. However, for computation
offloading, the DRL technique by FL offered close results to
the centralized DRL technique; on the other hand, again, it
outperformed the following baseline policies: mobile exe-
cution, edge node execution, and greedy execution.

*e authors in [17] have presented an on-demand and
collaborative deep neural networks (DNN) coinference
framework. *e presented framework worked in two ways.
Firstly, the DNN computation is partitioned between devices
and the edge to make use of hybrid computation resources,
and it can exit early in the DNN right-sizing at some suitable
intermediate DNN layer. *erefore, it can avoid further
computation latency and have implemented their prototype
on Raspberry Pi. Secondly, the visualization of higher-di-
mensional data is taken into account to effectively analyze
and conclude the data and results. *e following two
strategies have been used to visualize the multidimensional
and minimal data by a scatter plot established on dimen-
sionality reduction: (i) the direct visualization and (ii) the
projection methods.

Failure modes and effects analysis (FMEA) is a meth-
odology for risk analysis and problem prevention by
identifying and defining failures of the system, process, or
service. FMEA has some shortcomings related to the
worksheet and usage complexity, which have been dealt with
by the SOMs algorithm in [18]. SOMs algorithm is exploited
to achieve perceptibility for corrective actions. A risk pri-
ority interval is used to evaluate these corrective actions in
groups to make it easier for the users.

SOMs for multiple travelling salesman problem
(MTSP) with minmax objective is exploited for the robotic
multigoal path planning problem [19]. *e main issue in
deploying this framework was to detect the collision-free
paths to evaluate the distances in the winner selection
phase. *e collision-free path was needed to adapt the
neurons to the presented input signals. To address this
issue, simple approximations of the shortest path are
considered and verified through cooperative inspection.
*e presented SOMs approach is used to solve this in-
spection task by MTSP-minmax and compared with the
MTSP-GENIUS algorithm.

In [20], the SOMs have been used to classify astro-
nomical objects like stars’ stellar spectra. *e algorithm is
used to make different spectral classes of the Jacoby, Hunter,
and Christian library.*e 158 spectra were chosen to classify
by 2799 data points each. 7 clusters were formed from O to
M, and 12 out of 158 spectra were misclassified, giving a
92.4% success rate. Otto Stern andWalther Gerlach, in 1922,
performed an experiment that separated an electron beam
while passing through a nonuniform magnetic field. When a
beam passed through a magnetic field, two distinguished
beams were observed on the screen. *e experiments
conducted by Otto Stern and Walther Gerlach gained
popularity and were used in multidisciplinary studies by
researchers.

In [21], the SGE is exploited in physical chemistry to
investigate the magnetic response of the Fe@Sn12cluster. A
comparison is carried out between Mn@Sn12 and Fe@Sn12
clusters by passing their beams through magnetic fields
separately. *e molecular beam of Fe@Sn12 cluster exclu-
sively deviates more towards increasing the magnetic field.
*e beam deviates even at the shallow temperature due to
the distortions of tin-cage induced by Jahn-Teller. Hence, in
the magnetic dipole moment, the role of electronic orbital
angular momentum is significant. *e magnitude of the
magnetic dipole moment is calculated from the transfer of
the beam.

In [22], the SGE is oppressed to explore the spin ½
neutral particles’ motion and how their motion is dependent
on the initial phase difference between two internal spin
states. If the particles are moving horizontally, the initial
phase difference between spin states results in particle
splitting in the longitudinal direction and in the lateral
direction due to the quantum interference. *is interference
provides an alternate way of measuring the initial phase
difference between spin states and helps determine the
amplitude and phase of atoms in the same SGE. To study this
phenomenon, the ultracold temperature is maintained to
make the ideal condition for the atom to behave like a
quantum wave packet instead of a particle. In general, an
atom is not in a pure state, rather a mixed state and cannot be
characterized as a single wave function.

*e content priority is deduced by the adaptive neu-
rofuzzy inference system (ANFIS) in [23] in which the
following five input variables were carefully selected: vid-
eo_elapsed_time, video_size, views, likes, and downloads.
Each input variable has three membership functions having
priorities high, medium, and low, and fifteen similar
functions are made in the Sugeno inferencing mode. A rule
base function was also created. After content prioritization
through ANFIS, a theoretical explanation of the SGE is
specified as a TLSQP for storing the prioritized content in
quantum repositories.

Considering media requirements explicitly, EC seems to
alleviate certain challenges. Occasionally, multimedia con-
tents get heavier than even the encyclopedias, resulting in
higher hardware and network capacities. EC can support
such kinds of throughput requirements proportionally.
Moreover, the scalability of streaming servers, which require
special provisioning of these servers, can also be handled
during live events. However, reducing the distance between
end devices and BS will not be sufficient for increased
network throughput; high-speed backhaul connectivity is
also required between all the BS and the BBU Pool where
centralized servers reside. *e network traffic load can be
reduced by minimizing redundant traffic. *e traffic load
mainly comprises content deliveries for the most requested/
popular content at different times. If at all this redundant
traffic is managed so that popular content is predicted and
placed within the edge, the idea’s effectiveness to increase
network efficiency can be justified. Researchers and network
specialists also have incorporated different AI techniques,
including machine learning, to minimize the redundancy of
network traffic and optimize the overall network efficiency,
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from predicting popular content to optimizing specific
parameters and much more [24–27]. In this digital era, IoT-
based devices have generated an enormous amount of data
daily, which is one reason for the possible growth of DL
algorithms [28]. *e DL algorithms require a massive
amount of data to learn from.

3. Deep Learning-Associated Quantum
Computing Framework

Edge computing acts as an intermediary between cloud and
user equipment through the network edge. Researchers and
engineers are continuously trying to accelerate content
deliveries further and make mobile services better. *e
intelligence of edge systems is enhanced by introducing a DL
agent in network edge. *e DL agent is used to prioritize (i)
the caching content according to its popularity determined
by the considered parameters and (ii) the content to be
managed logically within the planned framework. Priori-
tizing the content intelligently for caching only is not ad-
equate to optimize the overall performance of the system.
*e prioritized contents need to be stored efficiently in
caches and accessed multiple times with instantaneous
delivery response. Within edge caches, the TLSQP will take
over to avoid limited storage issues.

3.1. Overview. To understand the workflow, a model is
presented wherein the fog environment is described together
with the proposed DLAQC framework and shown in
Figure 1.

A particular region is considered from where user re-
quests are generated. *e cloud servers initialize the fog
environment’s monitoring cycle from the BBU pool. In the
fog layer, at every moment, numerous user requests are
generated and served through the F-APs. In order to ac-
celerate content deliveries or response time, a DLAQC
framework is presented, and a brief overview is as follows:

(1) Synchronizer: cache synchronization and inter-F-
APs information sharing is carried out every mo-
ment to update the regional user set for particular
F-APs in the region

(2) Regional user set: it refers to the group of users from
a particular region allotted to a locally installed F-AP
for a particular period.

(3) Local and neighboring F-APs: the FAPs are capable
of caching and computation and serve user requests
by searching through the caches within the edge. A
particular user request is immediately served if the
content is available locally. *e content must be
looked up from the neighboring F-APs caches when
a local cache is missed. In case if the contents are not
available in the neighboring F-APs, the offered
framework will update the respective contents in
caches’ QMM.

(4) DL agent for content prioritization: in case of a cachemiss,
the content is intelligently updated through the DL agent
deployed at the edge. It comprises SOMs and helps to

predict the contents’ priorities. *e contents having
maximum demand are considered highly prioritized.
However, this module is used to logically manage the
contents (specifically that need to be updated).

(5) Quantum memory module: it is one of the most
critical modules in the given setup. Once the con-
tents are prioritized intelligently through the DL
agent, the contents need to be stored optimally in
caches to enable caching content management. *e
synchronizer module is used to do so. *e requested
content may also be served through (i) F-APs located
in the same region or (ii) user dynamics or load
balancing. *e QMM is incorporated especially to
place contents physically in caches as quantum
particles when it is prioritized. As a case, in this
model, Repository 1 is assigned for storing highly
prioritized contents, and Repository 2 is assigned for
the medium prioritized contents, respectively. QMM
is used to store and serve (the requested) contents
separately. Due to the lower demand, every time, the
low-priority contents are discarded from the caches.

*e proposed framework comprises two modules: DL
agent and QMM. *e DL agent is used to prioritize and
logically manage the caching contents by making use of
SOMs. *e QMM is used to store the contents in a quantum
regime by exploiting a TLSQP. *e proposed framework’s
problem (working) and solution (implementation) domains
are described as follows.

3.2. Framework (Problem)

3.2.1. Deep Learning Agent in Edge. *e DL agent is
deployed at the network edge and prioritizes the caching
contents through SOMs [29]. It gives results similar to the
clustering approaches, and the prioritized contents can be
visualized through light and dark color concentrations. *e
graphical output given by SOMs is a kind of feature map for
input space. It makes SOM suitable for prioritizing the
content using specific parameters. In this study, the media
contents are explicitly targeted. Dataset for Trending You-
Tube Videos Statistics has been downloaded from Kaggle.
*e dataset includes the statistics for trending videos in the
region of the United States. To achieve the requirements,
four input variables for each video are carefully selected from
the dataset and which are as follows: views, likes, dislikes,
and comment_count. *e identified relationship between
input parameters is helpful for visualizing the trending
contents’ priorities using SOMs. *e structure and function
of SOMs are explained by the mathematical model as fol-
lows. SOMs work by fitting the map (grid of nodes) up to the
given number of iterations of the simulated dataset. During
diverse iterations, the adjustments are required while nodes’
weights are adjusted to bring the map nodes closer to the
data points. It is called the convergence of SOMs, and the
structure for SOMs is given in Figure 2.

*e main package is included to construct, evaluate, and
visualize the map is Minisom. An input layer (4-dimen-
sional) and feature space M of the map are defined by the
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rule of thumb. *e rule of thumb states that there should be
5 · sqrt(N) neurons in the lattice to get desired results, where
N is the total number of samples in the dataset (the training
dataset). *e training dataset has 40960 samples; thus, the
lattice should contain 5(

�����
40949

√
) � 1011.8 neurons.

*erefore, the dimensions of the lattice are selected as
32× 32. Each node in the lattice has a weight vectorWij and
has the same dimensions as input vectors V.*e preliminary
step of training is to set weights of every node and is ini-
tialized as Wia : Wib : Wic : Wi d where i represents node
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Figure 1: *e proposed deep learning-associated quantum computing (DLAQC) framework.
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number and a, b, c, and d represent input vectors. When the
weights are initialized, the best matching unit BMU is
calculated by iterating through every node and by calculating
the Euclidean distance between input vector V and each
node’s weight W. Finally, the smallest W is selected. *e
process is given as follows:

D �

������������


n

i�0
Vi − Wi( 

2




. (1)

When the BMU is finalized, the neighborhood nodes
whose weights need to be updated are determined. To
achieve this, the Gaussian neighborhood function is used. In
this function, the “bell-shaped curve” like weighting is
considered to update the nodes depending upon their rel-
ative distances from the BMU. Initially, the sigma σ0 is used
to denote the spread of the neighborhood function, and all
nodes (come in this spread) are updated. *e respective
spread shrinks iteratively by using the function (decay
function) described as follows.

σt �
σ0

(1 + t)/(T/2)
, (2)

where T is the iterations set having t0, t1, t2, t3, . . . , tn  and
σt is the spread size at iteration t. Every node in the
neighborhood of BMU is updated by

W(t+1) � Wt + Θt Lt Vt − Wt(  . (3)

A decaying function of learning is given as follows,
where Lt is the learning rate.

Lt �
L0

(1 + t)/(T/2)
. (4)

Moreover, Θt is the distance effect from the BMU on the
specific node and is given as follows:

Θt � e− D2/2σ2[ ]. (5)

Hence, blocks with similar color zones are visualized. Any
new input will stimulate nodes in the zone with similar weight
vectors. *e process described above results in projection of
all the data points onto the map that allows topology of high-
dimensional input data to be preserved into two-dimensional
output space. However, the visual inspection is not enough to
determine (i) how well the map converges to the given data
points or (ii) howwell themap represents the underlying data.
Some quality measures are developed to oblige the purpose of
evaluating when the map is trained. *erefore, the Quantized
Error (QE) is used for vector quantization to evaluate the
quality of the map. It is achieved by summing up the distances
between the nodes and the data points as per the average
distance given as follows.

QE(M) �
1
N



n

i�n
φ xi(  − xi

����
����, (6)

where the feature space of the map is denoted asM.N is used
to represent the total number of data points and φ(xi) is used
for mapping of data point x_i from input space to the map.

Hence, it is considered as; the smaller the value of QE, the
better it fits the data points. However, this quality measure
can be used to compare maps by considering the same
dataset and choosing the best one, not as the only quality
assessment.

One of the primary aims of SOMs to determine quality is
the topological preservation of high-dimensional input
space in the two-dimensional output space. *e topographic
error (TE) is used to evaluate how well the individual data
point is modeled to the map node by calculating the posi-
tions of 1st BMU and 2nd BMU. If these are located next to
each other, the topology is preserved, and the TE is said to be
zero for individual input. Similarly, summing up the errors
for every input and calculating the data points as average are
considered TE for the map as follows:

TE (M) �
1
N



n

i�n
t xi( , (7)

where t(xi) is a piecewise function; it is 0 if 1
st BMU and 2nd

BMU are neighbors or 1 otherwise. TE is evaluated to
quantify the topology preservation by evaluating local dis-
continuities in the output map. Mostly, a tradeoff is realized
between quality measures when increasing the projection
quality and seems to decrease when some information is lost
during this process.

3.2.2. Quantum Phenomenon

(1) Quantum Computing–Overview. *e QC is based upon
physics’ natural laws and claims to solve many (sub) atomic
level problems that are inflexible for old style computers.
Quantum parallelism is a distinctive feature established on
superposition and entanglement and offers exponential
acceleration of computation over conventional computers,
especially for cryptosystems, making them acutely fast [30].
A quantum computer taking “n” qubits that can be stored
and execute 2n imaginable combinations of qubits simul-
taneously by joining them in an uncommon fashion rec-
ognized as superposition and defined as follows:

|Ψ〉 � α0|0 . . . 00〉 + α1|0 . . . 01〉 + · · · + α2n − 1|1 . . . 11〉,

(8)

where αiε complex numbers known as probability ampli-
tudes of qubits and  |αi|2 � 1.

In quantum information processing, electrons or photons
in a coherent state is encoded with some required information
(known as qubits) and pass to another qubit via a quantum
bus. *e passed information is accessible to many qubits in a
system, accelerating the speed of computation, unlike classical
computation [31, 32]. Trapped ion architecture, QC using
superconducting qubits, and QC with nitrogen-vacancy
center in diamonds are few of the hardware architectures
considered for thorough research in well-equipped labs [33].

Like classical computation, quantum computation is
carried out with the help of quantum gates. *e information
that has been obtained from quantum gates can be reversed.
*e representation of a single qubit quantum system is in the
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form of a Bloch (shown by Figure 3). Each quantum gate is
represented by a matrix containing complex coefficients and
can be applied on the qubit (state vector in Bloch sphere) to
change state as a vector. A qubit is a state vector in two-
dimensional Hilbert space. *is vector can have any di-
rection from the sphere’s center to its periphery, i.e., it can
connect to any point on the sphere’s surface. *e poles
indicate the ground and excited states, and anywhere be-
tween these points is the superposed state of the qubit.
Different qubit transitions indicate rotations about the axes
changing the state of that qubit [34, 35]. Moreover, these
rotations occur as a result of the quantum gate(s), which act
on that qubit (see Figure 3).

(2) Two-Level Spin System. As described earlier, logical
content prioritization is achieved through the DL agent to
know about the requested content’s priorities. Once the
priority is known, the particle is encoded according to the
relevant content priority. By taking into account the high
and medium priorities, the contents can be stored physically
in QMM by dividing it into two groups for which SGE is
exploited. *e information is encoded through the spin ±½
particles; +1/2 upward spin and − 1/2 downward spin. *e
highly prioritized data are coded by spin-up particles,
whereas through the spin-down particles, the likewise and
medium prioritized data are encoded.

Due to the spinning environment, the electron has a
magnetic field. *e magnetic field can be canceled by an-
other electron having an opposite spin in an atom. In an
atom, the electrons are either paired or unpaired. To decide
the spinning effect, the unpaired electrons leave the orbitals.
Electrons are accrued like a beam, divided into two illus-
trious beams of equivalent power even though passing
through a nonuniform magnetic field. *erefore, a massive
tendency is shown in Figure 4.

A quantum organization is indicated by its state vector.
But at times, the system is said to be in mixed state having
statistical ensemble of various state vectors. Such a system
has equal probabilities or chances to designate in either pure
state. *e pure state is basically a quantum state useful in the
quantum system and determines the statistical behavior of
the measurement. At the beginning of the TLSQP, all
electrons are located in a mixed state since the states are
indefinite. Due to the half-half chances of existence in any of
the pure states (ǀ0〉 and ǀ1〉), the particles have a mixed
state. Density matrices are used to represent the statistical
state of the quantum system or a particle. *e chances for
result can be calculated from the density matrix for the
system.*e density matrices for states (i.e., mixed and pure)
represented that the particles are initially in the mixed state
when accrued like a single beam.

ρ �

1
2

0

0
1
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (9)

A nonuniform magnetic ground is formed by employing
two magnets in a perpendicular way along the z-axis. When

a beam passes through the magnetic field, electrons are bent
alongside the axis comparative to the z-component. After
passing through a magnetic field, some of the particles are in
the Eigen state ǀZ+〉 of the Sz operator. *e matrix for this
state vector is given as follows:

ρZ+ � |Z+〉〈Z + | �
1

0
  0 1  �

1 0

0 0
 . (10)

*e trace of this density matrix’s square is 1, which
clearly shows that it is a pure state. *e state of the rest of the
particles after passing through the magnetic field becomes 1
(ǀZ+〉). *e matrix for this state is given as follows.

ρZ− � |Z− 〉〈Z − | �
0

1
  0 1  �

0 0

0 1
 . (11)

Again, this density matrix’s trace is 1 and shows that it is
a pure state. In contrast, if considered these two separated
beams together, we again get the mixed state consisting of an
equal mixture of particles in Eigen states ǀZ+〉 and ǀZ− 〉,
as follows:

ρ �
1
2

|Z + 〉〈Z + | +
1
2

|Z − 〉〈Z − | �

1
2

0

0
1
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (12)

*e trace of the square of this density matrix is 1/2 which
is less than 1, showing a mixed state. Before passing via a
magnetic field, the electrons’ spin can point in any direction
of the space, being equally probable, so there is no state
vector but for pure states.

*e mined beams can be stored in QMM distinctly. *e
ǀZ+〉 state represents Repository 1 electrons devising
pure state ǀ0〉 wherever (high) prioritized contents are
stored. *e ǀZ− 〉 state signifies Repository 2 electrons
taking pure state ǀ1〉, and the intermediate prioritized

θ

φ

| 0 >

z

| 1 >

x

y

| ψ >

Figure 3: Representation of a qubit in a 2-dimensional Bloch
sphere.
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contents are stored. *erefore, electrons containing cer-
tain contents’ information are categorized based on the
established priorities by using TLSQP. *e stated repos-
itories help in storing the modified contents in every in-
terval of time.

*e ion-trap architecture of QMM is useful and ef-
fective for this specific scenario. *e quantum data can be
stored by qubits using atomic ions. *e qubits (atomic
ions) are trapped and designed by groupings of static and
oscillating electric fields [33, 36, 37]. In what way, these
quantum data are stored in these repositories which are
beyond the scope of this research. *e quantum infor-
mation can be managed (processed or transferred) through
the ions’ cooperative quantized motion and is also rec-
ognized as quantum parallelism. *e respective parallelism
leads to an increase in the processing time as compared to
the classical architectures. It has long been known that
classical physics principles do not allow for causally effi-
cacious understanding; yet, the intrinsic indeterminism
and characteristic duality of quantum physics is that it
contains give fertile ground for comprehension through
physical modeling.

Measuring probability for spin-up and spin-down par-
ticles is an important aspect that will help determine the
category of data encoded in a particular spin-type particle.
So, to interpret the idea, IBM’s QC simulator is exploited to
yield some meaningful results. *e resulting probability p

for a particle to emerge as a spin-up particle can be found out
by cos2(θ/2), and for a particle to emerge as spin-down can
be found out by sin2(θ/2), where θ is the angle of rotation
along Z-axis. Different angles of rotation will yield different
likelihoods for spin-up and spin-down elements. *e for-
mula to find the probabilities of spin-up and spin-down
elements is explained as the trace of density matrix and
projection operator on that pure state-directed to some angle
θ as follows:

p � Tr ρPn , (13)

where ρ is the density matrix of pure states already de-
scribed above and Pn is the projection operator on a pure
state which is directed to some n so that
nθ � (cosθ, 0, sinθ). Hence,

Pn �
1
2

1 0

0 1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ +

1
2

0 sin θ

sin θ 0
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ +

1
2

cos θ 0

0 − cos θ
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

�

cos2
θ
2

1
2
sin θ

1
2
sin θ sin2θ

2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(14)

So, the trace of the product of ρ and Pn comes out to be
cos2(θ/2) for │Z+〉 particles and sin2(θ/2) for │Z− 〉
particles, respectively.

Quantum computers have stimulated the rotation pro-
duced by the magnetic field in the SGE by applying quantum
gates. For instance, a T gate is used to produce rotation at
θ � π/4. *is gate rotates the state of the qubit in the su-
perposed form by angle π/4 along the Z-axis. So, it is
necessary to apply the Hadamard gate (H) before applying
the T gate, as the H gate helps create superposition. Matrix
representation of a Hadamard gate is shown as follows:

1
�
2

√
1 1

1 − 1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦. (15)

It converts the │0〉 basis state of the qubit to ((|0〉 +

|1〉 )/
�
2

√
) form (also known as │+〉), and │1〉 basis state

to ((|0〉 − |1〉 )/
�
2

√
) form (also recognized as │− 〉).

*erefore, a superposition is created as there is an equal
probability to be either 0 or 1. It produces two rotations
simultaneously: π at the z-axis and π/2 at the y-axis and is
shown by Figure 5(a).

After creating superposition, the T gate is applied to
rotate the superposed qubit at π/4 along the z-axis. *is is a
single qubit gate (from the family of phase shift gates), which
does not change the probability of the │Z+〉 and │Z− 〉
somewhat changing the phase of the qubit’s state. *is gate
acts on the │1〉 base state, whereas exiting the │0〉 base
state remains unaffected. So, │+〉 will be converted to
((|0〉 + ιπ/4|1〉 )/

�
2

√
) and │− 〉will be converted to ((|0〉 −

ιπ/4|1〉 )/
�
2

√
) because these are mixed states. Matrix rep-

resentation of T gate is described as follows:

Mixed state Mixed state

No state vector No state vector

Source

y

x

(z,)

(z,)

1/2 0
0 1/2p =

1/2 0
0 1/2p =

1 0
0 0p =

0 0
0 1p =

z

Figure 4: Electron beam splitting into two while passing through a magnetic field [23].
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1 0

0 eιπ/4
 . (16)

*e rotation produced through the T gate and is shown
in Figure 5(b).

As soon as the T gate is applied, another H gate is again
useful to maintain qubit’s superposition. Alternatively, it
would have lost its quantum state and collapsed into a
classical one that is of course 0 or 1 depending upon the
qubit chosen. *e equation which satisfies this circuit is
given as follows:

1
2

1 1

1 − 1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

1 0

0 eιπ/4
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

1 1

1 − 1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

1

0
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ �

1
2

+
1
2
eιπ/4

1
2

−
1
2
eιπ/4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (17)

When more than one gate is applied on a qubit in a
serially wired circuit, dot product (usual matrix multipli-
cation) is carried out for all the gates, resulting in a combined
gate acting on that qubit. As mentioned in equation (17), H,
T, and H gates have been combined by dot product and
applied on │0〉. *e resultant matrix shows the probability
amplitudes of spin-up and spin-down, as complex numbers,
just before the measurement. It can also be written as
follows:

1
2

+
1
2
eιπ/4 |0〉 +

1
2

−
1
2
eιπ/4 |1〉. (18)

*e probability amplitude α2 of │0〉 is |(1/2) + (1/2)

eιπ/4|2 |2, equal to 0.8535534, approximately 85%, and that of
│1〉 is the leftover probability which is of course 0.1464466
(approximately 15%). Hence, │0〉 basis state has a greater
probability, so classically, a 0 is obtained by measuring the
state if the T gate is applied. Similarly, some other appro-
priate sequence of H gates and phase shift gates can also be
applied in order to produce a distinct rotation and obtain

different probabilities of spin-up and spin-down particles. It
depends upon which type of particle is needed to encode the
data to be stored in the relevant repository.

A quantum computer can help to determine these
complex probability amplitudes in terms of real numbers. It
can then be classically interpreted and ultimately helping in
encoding data.

3.3.FlowchartandAlgorithm(Solution). *eflowchart of the
proposed framework is represented in Figure 6. An algo-
rithm is described (and also shown by Algorithm 1) as
follows.

*e algorithm comprises three functions: (1) cache_-
synchronization [] (2) cache_update [], and (3) Ser-
ve_UE_Phase []. *e cache_synchronization [] function is
used for cache synchronization and cooperation. It has
parameters t, and S: t is the time interval after which cache
information is shared, while S is a set of regional users for a
particular t. It returns the regional user set for a particular
time interval by considering the time interval, set of user
requests, the workload on the edge node, and distance d of
UE from the edge node. *e information of R, d, and wE at a
specific time, quantum t is shared in Step 1. R is used for the
set of user requests {r1, r2, . . . , rk, . . . , rn}, d is the distance
of UE from edge node receiving a request, and wE is the
workload on a particular edge node. Step 2 will return a list
of S for the particular t. In Step 3, assigned edge node EA to a
particular user set, S. Step 4 is used as a counter for t and Step
5 will repeat Step 1.

*e cache_update [] function is used to update the
caching contents. It consumes (as input) the list L of con-
tents with extracted features and produces (as output) the
prioritized caching content to be placed in F-AP. Step 1
selects the appropriate map size: horizontal x and vertical y
dimensions of the map. Step 2 defines the color intensity of
map nodes to depict classes for low, medium, and high
priority contents. Step 3 is used to run the SOMs algorithm

|0> |1>

|1>

|0>

Y

Z

X

(a)

|1>

|+>

|0>

|->
Y

Z

X

|+> |0>+iπ/4|1>)/v2

(b)

Figure 5: *e gates are represented through a Bloch sphere. (a) Hadamard (H) gate representation in a Bloch sphere, (b) *e rotation is
produced by T gate and shown in a Bloch sphere.
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after initializing weights Wij. *e mapping of nDB and nMB
on L to get CP in the Step 4. *e map nodes with dark blue
nDB and medium blue nMB color showing high priority and
medium priority content as L. CP are the prioritized contents
to be placed in cache.

Serve_UE_Phase [] function is used to serve a user re-
quest rk. It takes regional user set and assigned edge node as
input and activate to serve for an incoming request. If there
is a cache hit in Step 1, it will serve rk; otherwise, it will first
update the cache and then serve rk.

4. Content Prioritization Results through
Deep Learning

4.1. Self-Organizing Maps. Multimedia content needs to be
prioritized with considerable views, likes, dislikes, and
comments. SOMs algorithm learns from the given dataset and
displays on the map by the grid of nodes. *e degree of the
relationship between data points is shown through the color
intensity. As a proof of concept, a tool is implemented using
Python programming language and is exploited through a
Jupyter notebook in Google Colab. As mentioned earlier, the
four input vectors, i.e., views, likes, dislikes, and com-
ment_count, are selected utilizing the dataset to simulate. *e
feature scaling is achieved through the MinMax scaler. To
train the SOMs algorithm, the tuning parameters with their
values are simulated through the tool and shown in Table 1.

To select an appropriate lattice size, different lattice sizes
are tested by the hit and trial method to validate the formula.
*e experiment shows that the batch training yields many
exact results; however, it is a bit slower than the random
training. *e recorded data are shown in Table 2. A histogram
also represents the recorded data in Figure 7. On x-axis,
different lattice sizes (i.e., 10×10, 15×15, 20× 20, and 32× 32)
with different number of iterations (i.e., 250,000, 500,000,
750,000, and 1,000,000) are shown by different colors. On the
y-axis, the error values are displayed (given in Table 2).
Evaluating the data carefully proves that the error values are
recorded minimum on the lattice size 32× 32 with 750,000
iterations; therefore, this lattice size is considered appropriate.

*e map’s outputs of different iterations for lattice size
32× 32 are shown in Figure 8. *e color scale for iterations
250,000, 500,000, 750,000, and 1,000,000 are shown in
Figures 8(a)–8(d), respectively. Nodes with color (values)

range from 0.8 to 1.0 (dark blue) which represent the group
of data having high priority contents (maximum number of
views, likes, dislikes, and comments). *e medium priority
contents are represented with light bluish color nodes
ranging from 0.4 to 0.8.*emedium priority contents follow
the high priority contents. *e remaining nodes with color
values below 0.4 are considered the least priority contents
and must not be deliberated in the caches.

After the SOMs algorithm’s training through different
lattice sizes, the QE needs to be extracted to check the
validity of the data. According to the data described in
Table 2, the best map among all is 32× 32 lattice-sized map
with 750,000 iterations. *e QE value is recorded even less
than 0.000024 as shown by the graph in Figure 9(a). It is not
reduced any further after 0.000024 QE value. *e TE is
plotted by Figure 9(b) to determine how well the topology of
the map is preserved at 750,000 iterations. *e TE value at
this point is logged as 0.092. Although the TE is recorded a
little bit higher but its value, together with QE value (i.e.,
0.0000235) plotted the most appropriate map after 750,000
iterations. By taking into account the curves shown in
Figures 9(a) and 9(b), it can be analyzed that the map is
trained efficiently and delivers precise results.

After selecting themost appropriate lattice map (32× 32)
in 750,000 iterations, the data points located below the dark
blue region are mapped onto the videos’ data frame. Sim-
ilarly, the light-blue color region is also mapped to get
medium prioritized content. Table 3 is used to describe the
mapping data of high priority contents from one of the
nodes from the dark blue region (27, 2). Also, it shows twelve
highly trending videos (in rows from 0 to 11) with respect to
views, likes, dislikes, and comment_count (in columns).
*ese videos are considered as a high priority for trending
according to the input parameters provided in the dataset.

*e rest of the nodes from bluish-white to white are
located in the lighter region and can be ignored because this
region contains the least priority content.

4.2. Quantum Self-Organizing Maps. Quantum-SOM
(QuSOM) has a different learning method than SOM. *e
number of presynaptic neurons corresponds to the number
of neurons in both layers and interconnections between
them when designing the QuSOM layout, which comprises

Cache Syncronization and
Cooperation

Regional User
Set

Arrival of User
Request

Serve the UserAvailable in Cache (s)
Yes

No

EndStart Storing in Quantum
Repositories

Content Prioritization
through DL Agent

Figure 6: *e flowchart of the proposed framework.
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the number of all model parameters and the set of potential
data classifications. *ere is only one connection between a
neuron in the input layer and a neuron in the output layer.
QuSOM attracts all vectors of v, (v(i) ∈ i, i� 1, 2, ..., N), just
once. *e competitive and weight update is accomplished
through a series of procedures, which is a parallel processing
capability. As a result, in QuSOM, the traditional repetitive
learning procedure is modified to learn only once. Algo-
rithm 2 of the QuSOM is as follows:

*e QuSOM, in QC, may shift research directions in the
artificial neural network (ANN) field depending on the
computation environment and application property [38].
*e parallelism aspect of the QuSOM is its most intriguing
feature. A quantum mechanics computer can exist in a state
of superposition and perform several operations simulta-
neously. A QuSOM gate array is depicted in Figure 10 as a
schematic. *e register’s initial state is on the left, and time
moves from left to right. *e Ws gate is a weight operator at
s; Ds gate is a distance operator at s; ds(i, jmin) is a Grover
searching oracle; Ws+1 is a winner weight updating operator
at t; U is a weight transformation operator at s, u�QWt+1; ϑ
is an observable extracted information from register,
according to the above summarized QuSOM algorithm. *e
operations of these transformation and operation matrices
are used to create QuSOM.*e vectors are only entered into
themap once, and the output (weight) should converge if the
sequence is repeated.

In the traditional meaning of computation, putting all
parameters in inputs as neurons may be unfeasible, and
QuSOM operation will be time consuming due to paral-
lelism. N� 2 input vectors with M� 4 total input items and
P� 2 prototypes, for example, and the number of neurons in
both input and output layers should be 2× 4× 2�16. *is
figure is four times that of SOM. Fortunately, this is not an
issue in quantum computing. Quantum theory’s peculiar
properties can be used to express information with a neuron

Table 1: Tuning parameters and their values.

Tuning parameters with symbols Values
x-dimension of the lattice (x) 32
y-dimension of the lattice (y) 32
Learning rate (Lt) 0.1
Initial spread value (σ0) 1.0

(i) Function 1: cache synchronization and cooperation
(ii) Input: time interval, set of user requests, work load on edge node and distance of UE from the edge node.
(iii) Output: regional user set is obtained for particular time interval.

cache_synchronization (t, S)
(1) Information sharing R, d, wE at certain time quantum t
(2) Return S for t
(3) S←EA
(4) t� t+ 1
(5) repeat step 1.

end
Function 2: Update caching content in the edge
Input: list of contents with extracted features.
Output: prioritized caching content to be placed in F-AP.
cache_update (L)

(1) Selection of appropriate map size: x, y
(2) Define color intensity of map nodes to depict classes for low, medium and high priority content.
(3) Running the SOMs algorithm after initializing weights Wij.
(4) Mapping of nDB, nMB on L to get CP.

end
Function 3: serving a user request rk
Input: regional user set, assigned edge node.
Output: serving an incoming request
Serve_UE_Phase (cache_synchronization( ), EA)

(1) if (cache hit)
(2) Serve rk
(3) else
(4) cache_update( )
(5) Serve rk

End

ALGORITHM 1: Cache content management.

Table 2:*e errors’ values with respect to different lattice sizes and
the number of iterations.

Dimensions of
lattice

No. of iterations
250,000 500,000 750,000 1,000,000

10×10 0.0001555 0.0001563 0.0001584 0.0001643
15×15 0.0001218 0.0001110 0.0000970 0.0000890
20× 20 0.0000847 0.0000727 0.0000594 0.0000460
32× 32 0.0000355 0.0000353 0.0000235 0.0000241
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number of exponential capacity. *e number of neurons is
exponentially decreased to log2 for the input signals, v(i, k),
i� 1, ..., Z, k� 1, ..., Y, j� 1, ..., P, by adopting quantum
representation (MxNxP). QuSOM requires only 4 qubits in
the example above. *e input data from YouTube streaming
may be more than 4 vectors with 40960 elements in some
edge caching systems.*e SOM configuration was used with

4 neurons in the input layer and 32× 32�1024 neurons in
the output layer. *e network might be configured with 27
quantum input/output neurons, or qubits, representing
roughly 41943040 SOM neurons using QuSOM. So, it can be
determined that the gain difference in terms of computation
and time consumption between the deep learning method
based on quantum computing and conventional method as
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Figure 8: *e color scales for different iterations at lattice size 32× 32 are shown. (a) Output map at 250,000 iterations. (b) Output map at
500,000 iterations. (c) Output map at 750,000 iterations. (d) Output map at 1,000,000 iterations.
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the measures of conventional computing are almost four
times the quantum computing that clearly shows extensive
use of resources in conventional computing.

4.3. SimulationResults forQuantumPhenomenon inCaching.
For the experiments, a cloud-based QC system (from IBM
Quantum Experience) is used. *e IBMQ_QASM_Si-
mulator is basically a simulator backend, allows sampling
circuits with a 32 qubits processor. *e circuit to produce
rotation of the particles is shown in Figure 11. It is a
serially wired circuit comprising three gates (two

Hadamard and one T gate). *e respective circuit is used
to act on qubit │0〉 and is known as a standardized
measurement operator along the z-axis. *e primary
(first) wire, labeled as q[0], is a quantum wire representing
the passage of time. It is not considered a physical wire.
*e gates are applied in unit time.*e second wire, labeled
as c1, is a classical wire, and the output from the quantum
computer is determined once the measurement is applied.
*e vertical arrow from the measurement operator shows
that the information is now retrieved from the quantum
regime to the classical regime.
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Figure 9: (a) Quantization error to check the validity of the data and (b) topographic error to determine how well the topology of the map is
preserved at 750,000 iterations.

Table 3: *e data of the Mapping Dark Blue Node (27, 2).

Views Likes Dislikes Comment_count
0 167997997.0 4281819.0 276626.0 453206.0
1 173478072.0 4360121.0 283961.0 460299.0
2 179045286.0 4437175.0 291098.0 466470.0
3 184446490.0 4512326.0 298157.0 473039.0
4 190950401.0 4594931.0 305435.0 479917.0
5 196222618.0 4656929.0 311042.0 485797.0
6 200820941.0 4714942.0 316129.0 491005.0
7 205643016.0 4776680.0 321493.0 496211.0
8 210338856.0 4836448.0 326902.0 501722.0
9 217750076.0 4934188.0 335462.0 509799.0
10 220490543.0 4962403.0 338105.0 512337.0
11 225211923.0 5023450.0 343541.0 517232.0

(1) Input vector V � (v1, v2, ..., vn), i.e., QuSOMs learn all of information simultaneously.
(2) One operation of competitive and updating, for s iterations
(3) Ws �U (in first operation, W1 � W0);
(4) Ds � ||V − Ws||
(5) ds(i, jmin)�min(ds(i, 1), ds(i, 2), ..., ds(i, P)); i� 1, 2, ..., Z;
(6) ws+1(i, jmin)� ws(i, jmin) + η(s)[x(i, jmin)− ws(i, jmin)], if j� jmin,
(7) ws+1(i, j)� ws(i, j)
(8) If Ws+1–Ws > ε go to 9, otherwise go to step 10
(9) V �Q Ws+1 go to 3
(10) Store Ws+1 and stop

ALGORITHM 2: Learning through quantum self-organizing maps.
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To evaluate circuit on the simulator, a parameter number
of shots is needed to set before execution. *e number of
shots is simply a parameter having a value that determines
the number of iterations, representing the number of times a
quantum circuit executes.With the increase in the number of
shots, the probability values of spin-up and spin-down are
improved. *e resultant probabilities are demonstrated by
Figure 12 with different numbers of shots (i.e., 1024, 4096,
and 8192 shots) and actual measurements. *e horizontal
axis of the histogram represents the computational basis
states 0 and 1. *e vertical axis represents the probability of
observing that basis state. *e histogram in Figure 12 also
represents the exact probability measurement of the basis
states.

As clearly depicted from Figure 12, there is a slight
difference between the actual and simulated results. *e first
and last simulated results are realized by 1024 and 8192
shots, respectively. *e probability measurement difference
is reduced as compared with the actual result. *e proba-
bility measurements are close to the actual result by 8192
shots. *e results are concluded (by comparing actual and
simulated) in Table 4.

All the prioritized contents are grouped in the form of
color clusters.*e color intensity of the nodes in the feature
map makes it easier to prioritize the content. *e nodes
with less intense color illustrated the low prioritized
content. *e selection of highly prioritized and medium
prioritized contents is achieved conveniently through the
SOMs algorithm. *e algorithm took less time and com-
putational overhead than other DL algorithms. *e use of
TLSQP facilitates the overall management of most
requested content within the edge for providing an in-
stantaneous content delivery response. *e concept of
storing content in QMM by employing this quantum
phenomenon is entirely unconventional and challenging at
the same time. Nevertheless, its advantage overshadows
other conventional approaches of the classical regime in
terms of storage capacity and processing speed due to its
unusual properties, i.e., quantum parallelism.

5. Discussion

*e framework is basically a merger of a DL agent deployed
at the network edge and a QMM. Firstly, the DL agent
prioritizes caching contents via SOMs algorithm, and sec-
ondly, the prioritized contents are stored in QMM using
TLSQP. *e study of QuSOM follows the development
tendency of ANN. *e adaptation of ANN in the parallel
computing environment will be interesting for both ANN
and QC, especially for the simulation of human learning and
memorizing features by using more powerful computing
tools. In Kohonen’s SOM, the learning and weight updating
are organized in the same sequence. *is sequence is like the
human’s repeated learning manner. In QuSOM, due to its
once learning property, the weight updating is managed
separately with learning and updating. *is manner may
appear more similar to human’s once learning way. QuSOM
has the same convergence property as Kohonen’s SOM, but
its time and space complexities are more simplified. To verify
the valuation and efficiency of the algorithm, in this study,
we have compared the gain difference in terms of
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computation and time consumption between the deep
learning method based on quantum computing and con-
ventional method which can be summarized as the measures
of conventional computing are almost four times the
quantum computing.

To verify the algorithm, we conduct extensive experi-
ments to demonstrate that the algorithm improves the
generalizability of the conventional SOM through optimi-
zation and is robust to the choice of hyperparameters, as
listed in Table 5.

A hybrid approach was used for this work: one (i.e.,
SOM) for classifying the videos dataset and a second (i.e.,
TLSQP) for the storage of prioritized content. It can be
inferred that the proposed framework DL-QC is deployed
for edge caching in sensor network traffic to improve the
prioritization and storage processes by exploiting the ca-
pabilities of DL and QC. Dataset has been selected that
incorporates multimedia content that has been infrequently
used in the past for other studies. *e dataset contains four
features and 40960 samples. Google Colab and IBM’s

Table 4: Comparison of actual and simulated probability measurements.

Basic states
Probability measurements

Actual (%) Simulated (1024 shots) Simulated (4096 shots) (%) S (%) imulated (8192 shots)
0 85.35534 86.426 85.01 85.242
1 14.64466 13.574 14.99 14.758

Table 5: Comparison with previous research.

Research Deployed algorithm Performance
measurements Results

[39]

Multiagent deep reinforcement learning (MADRL)
Caching reward 21%
Cache hit rate Highest
Traffic load 43%

Multiagent actor-critic (MAAC)
Caching reward 56%
Cache hit rate Higher
Traffic load 45%

Deep reinforcement learning (DRL)
Caching reward 43%
Cache hit rate Lower
Traffic load 36%

Least recently used (LRU)
Caching reward 34%
Cache hit rate Lowest
Traffic load 12%

[40] Personalized edge caching system (PECS) Deep packet inspection

Top-down analysis
(network level) and

bottom-up analysis (user
level)

[41] One-dimensional convolutional neural network (ODCNN) Self-
Organizing Map (SOM) Accuracy rate 99.8%

[42]

Support vector machine

Accuracy 0.984
Precision 0.984
Recall 0.983

F1 score 0.981

Logistic regression

Accuracy 0.983
Precision 0.982
Recall 0.983

F1 score 0.983

K-nearest neighbors

Accuracy 0.984
Precision 0.983
Recall 0.984

F1 score 0.984

Isolation forest

Accuracy 0.870
Precision 0.969
Recall 0.973

F1 score 0.919

Proposed
Self oranizing map (SOM)

Quantization error 0.000024
Topographic error 0.092

QE+TE 0.0000235

Two-level spin quantum phenomenon (TLSQP) Basic states 0 OV� 85.4% PV� 85.2%
1 OV� 14.6% PV� 14.8%
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Quantum Experience are utilized in this work with high
certainty because of their capabilities of creating legitimate
outcomes that mirror certain domains of intelligence and
quantum. *e gathered information has been recorded for
prioritization levels and will notify the prioritized cases to
the QMM storage through TLSQP, whereas the most minor
prioritized cases will be removed with a higher accuracy
rate. *e DL algorithm SOM is precisely applied to the
identified dataset for prioritization in a 32× 32 lattice size.
*e selected DL classifiers accomplished the particular task
with accuracy and precision, as discussed above. It will help
characterize the high priority and medium priority network
traffic to ensure the optimized caching services in the edge
computing environment, and TLSQP ensures maximum
data storage in QMM. Due to the research scope, some
common types of multimedia content parameters have been
selected, but in the future, more categories of innovative
content and features in the DL-QC environment can be
incorporated to better understand and cope with the
identified issues. Furthermore, innovative algorithms can
also be designed, or existing ones can be modified to pri-
oritize and storage than already discussed to improve ef-
ficiency and accuracy. Moreover, the QuSOM can be
replicated on conventional computers as well as quantum
computers provided that the availability of resources to
understand the results better.

6. Conclusion

*e caching content’s storage is mainly the primary source
of immediate delivery responses. *is research work has
presented an intelligent DLAQC framework for updating the
EC content in F-RANs. *e caching content is logically
prioritized through an intelligent DL agent in the network
edge using the SOMs algorithm. *e caching content is
physically stored in QMM, exploiting the TLSQP phe-
nomenon to update the caches and provide ample content
storage for immediate delivery response against the
unpredicted amount of static and dynamic user requests.
*e framework is evaluated using multimedia content and
provides effective outcomes, especially by reducing com-
putation overhead and time. *e purpose is to form clusters
to separate high, medium, and low-prioritized contents in an
unsupervised manner. SOMs algorithm is staunchly suitable
to pick up contents in colored cluster form without reducing
the dimensionality of the feature space.

While the experiments have been conducted for mul-
timedia content only, other contents can be considered,
especially in IoT-based scenarios where unpredictable
amounts of static and dynamic requests are generated day
by day. EC is capable of handling each request immediately;
it is still challenging and can be considered to explore
further. Besides, innovative algorithms can also be
designed, or existing can be modified to prioritize and
storage than already discussed to get better efficiency and
accuracy. Moreover, the QuSOM can be replicated on
conventional computers as well as quantum computers
provided the availability of resources to better understand
the results.
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In this paper, a robust observer-based sliding mode control algorithm is proposed to address the modelling and measurement
inaccuracies, load variations, and external disturbances of flexible articulated manipulators. Firstly, a sliding mode observer was
designed with exponential convergence to observe system state accurately and to overcome the measuring difficulty of the state
variables, unmeasurable quantities, and external disturbances. Next, a robust sliding mode controller was developed based on the
observer, such that the output error of the system converges to zero in finite time. In this way, the whole system achieves
asymptotic stability. Finally, the convergence conditions of the observer were theoretically analyzed to verify the convergence of
the proposed algorithm, and simulation was carried out to confirm the effectiveness of the proposed method.

1. Introduction

Flexible manipulators are increasingly applied in industrial and
aerospace fields, such as welding robots, industrial production
lines, mechanical arms of aircraft, and so on, owing to their
energy efficiency, high speed, and low contact impact. More
and more attention has been paid to the research of flexible
manipulators, along with the development of aerospace
technology, robotics, marine engineering, and industrial en-
gineering. Flexible manipulators are now extensively used to
comfort humans in different areas of work, which involves
risky and tedious works such as painting, cutting, dispensing,
material handling, machine tending, machining, and assembly.
However, each flexible manipulator is an extremely complex,
dynamic system with highly nonlinear, strongly coupled, and
time-varying features. ,e system behaviors are complex and
dynamic due to load variations, uncertain external perturba-
tions, and inherent vibrations [1–3]. Hence, flexible manipu-
lators can hardly be modelled or measured accurately, calling
for a well-designed controller [4–8]. Against this backdrop, it is
theoretically and practically significant to explore the response
speed and control accuracy of trajectory tracking for the
double-linked flexible-joint manipulator [9].

To address the above problems, Lee et al. [10] designed
an adaptive proportional-derivative (PD) controller to im-
prove the trajectory tracking accuracy of the flexible-joint
manipulator but did not consider the stability of the ma-
nipulator system. Lee and Lee [11] proposed a hybrid control
strategy to optimize the design of the controller and generate
hybrid trajectories. ,e strategy enhances the robustness of
the flexible-joint manipulator system, yet it failed to take into
account the trajectory tracking accuracy of the manipulator.
Dong et al. [12] presented a fuzzy optimal control method
for the design of a robust adaptive controller and demon-
strated that the method ensures accurate and robust tra-
jectory tracking of the flexible-joint manipulator. However,
the manipulator’s response speed of trajectory tracking was
not taken into consideration. Abd Latip et al. [13] auto-
matically adjusted the control gain online with an adaptive
proportional-integral-derivative (PID) controller, which
supports the control of the single-link flexible manipulator
even after the actuator failure.

Ahanda et al. [14] addressed the robust adaptive control
of a robotic manipulator under uncertain dynamics and
joint space constraints and adopted command filters to
overcome the time derivatives of virtual control, eliminating
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the need for differentiating the desired trajectory. In addi-
tion, a barrier Lyapunov function was introduced to handle
joint space constraints, and a robust adaptive support vector
regression architecture was employed to suppress filtering
errors, approximation errors, and dynamic uncertainties.
Based on unknown input observer (UIO), Wang et al. [15]
put forward a novel funnel nonsingular terminal sliding
mode control (FNTSMC) method for servomechanisms
with unknown dynamics, e.g., nonlinear friction, uncer-
tainties, and external disturbances. He et al. [16] created a
full-state feedback neural network (NN) control to mitigate
the uncertainties and enhance the robustness of the dynamic
system of a flexible-joint manipulator. ,rough a Lyapunov
stability analysis, it was demonstrated that the controller can
ensure the stability of the flexible-joint manipulator system
and guarantee the boundedness of system state variables, by
choosing appropriate control gains. Rahmani and Belkheiri
[17] came up with a novel approach for adaptive control of
flexible multilink robots in the joint space, proved that the
approach is valid for a class of highly uncertain systems with
arbitrary but bounded dimensions, and realized trajectory
tracking by developing a stable inversion for robot dynamics
using only joint angle measurements. Guo et al. [18] in-
vestigated the repetitive motion planning (RMP) of robotic
manipulators under the high precision of joint angle re-
peatability and end-effector motion and applied a special
difference rule to discretize the existing RMP scheme with P-
based formulation, yielding a novel pseudoinverse-based (P-
based) RMP scheme for robotic manipulators.

,rough the above analysis, this paper proposes a sliding
mode control strategy based on the robust observer. Firstly, a
sliding mode robust observer was designed in light of the
unmeasurable state, the modelling uncertainty, and the
external disturbance moment of the flexible-joint manipu-
lator. Next, a sliding mode controller was designed to track
the positions of the first and second joints of the manipu-
lator, aiming to realize the finite-time control of the system.
Meanwhile, the convergence of the observer and controller
was analyzed to present the convergence conditions. Finally,
the effectiveness of the proposed method was verified
through simulation.

2. Problem Description

,e dynamics of the flexible-joint manipulator can be
expressed as

I€θ + K θ − θm(  + Mgl sin q � 0,

J€θm − K θ − θm(  � u,

⎧⎨

⎩ (1)

where θ and θm are the angular positions of the link and
rotor, respectively; I and J represent the rotational inertia of
the link and rotor, respectively; K is the joint stiffness co-
efficient; M, g, and l are the link mass, gravitational ac-
celeration at the link’s center of gravity, and joint length,
respectively; and u is the motor torque input.

Let x1 � θ, x2 � _θ, x3 � θm, and x4 � _θm be state vari-
ables. Considering modelling uncertainty and external
disturbance moments, the underdriven form of equation (1)
can be obtained as

_x1 � x2,

_x2 � a1x3 + f1 x1(  + Δ1(t),

_x3 � x4,

_x4 � a2u + f2 x1, x3(  + Δ2(t),

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

where a1 � (K/I); f1(x1) � − (Mgl/I)· sin x1 − (K/I) · x1;
a2 � (1/J); f2(x1, x3) � (K/J) · (x1 − x3); Δ1(t) and Δ2(t)

are the uncertainty part and the external disturbance mo-
ment, respectively; and |Δ1(t)|≤ ρ1 , |Δ2(t)|≤ ρ2.

,e following lemma was introduced to facilitate the
observer and controller stability analysis.

Lemma 1 (see [1]). For V: [0,∞) ∈ R, the solution of _V≤ −

αV + f with ∀ t≥ t0 ≥ 0 can be expressed as an inequality:

V(t)≤ e
− α t− t0( )V t0(  + 

t

t0

e
− α(t− τ)

f(τ)dτ, (3)

where a is an arbitrary constant.

3. The Observer and Controller Design

3.1. .e Observer Design. ,e observer of x2 and x4 was
designed as follows.

To realize x2 and x4 observations, the following
reconfiguration system was developed:

_λ1 � λ2 + l1 x1 − λ1(  + D1 x1 − λ1( ,

_λ2 � a1x3 + f1 x1(  + D2 x1 − λ1( ,

_λ3 � λ1 + l2 x3 − λ3(  + D3 x3 − λ3( ,

_λ4 � a2u + f2 x1, x3(  + D4 x3 − λ3( ,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

where l1, l2, D1, D2, D3, and D4 are the positive real numbers
to be designed and λ1, λ2, λ3, and λ4 are meaningless in-
termediate state variables.

,en, the observer was designed as

x1 � λ1,

x2 � λ2 + l1 x1 − λ1( ,

x3 � λ3,

x4 � λ4 + l2 x3 − λ3( ,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(5)

where xi is the state estimation. ,e estimation error can be
defined as

xi � xi − xi. (6)

From equations (4)–(6), we have
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_x1 � λ2 + l1 x1 − λ1(  + D1 x1 − λ1(  � x2 + D1x1,

_x2 � a1x3 + f1 x1(  + D2 x1 − λ1(  + l1 x2 − x2 − D1x1( 

� a1x3 + f1 x1(  + l1x2 + D2 − l1D1( x1,

_x3 � λ4 + l2 x3 − λ3(  + D3 x3 − λ3(  � x4 + D3x3,

_x4 � a2u + f2 x1, x3(  + D4 x3 − λ3(  + l2 x4 − x4 − D3x3( 

� a2u + f2 x1, x3(  + l2x4 + D4 − l2D3( x3.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

Note that D2 � D2 − l1D1 and D4 � D4 − l2D3. ,en,
_x1 � x2 + D1x1,

_x2 � a1x3 + f1 x1(  + l1x2 + D2x1,

_x3 � x4 + D3x3,

_x4 � a2u + f2 x1, x3(  + l2x4 + D4x3.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(8)

,e following theorem was introduced to facilitate the
proof of observer convergence.

Theorem 1. For system (2) and observer (5), if the initial
conditions satisfy V(0)≤p, where p is any positive real
number, there exists a condition that all the signals
l1, l2, Di(i � 1, . . . , 4) of the system are semiglobally consistent
and bounded, and the observation error converges to an
arbitrarily small residual set.

Proof. According to equations (5) and (6), the Lyapunov
function is taken as

V �
1
2



4

i�1
x
2
i . (9)

,e following can be derived from equation (9):

_V � x1 x2 − x2 − D1x1(  + x2 Δ1 − l1x2 − D2x1(  + x3 x4 − x1 − D3x3(  + x4 Δ2 − l2x4 − D1x3( 

� 1 − D2( x1x2 + 1 − D4( x3x4 − D1x
2
1 − l1x

2
2 − D3x

2
3 − l2x

2
4 + Δ1x2 + Δ2x4.

(10)

Taking D2 � D1 � 1 and the inequality ρ2i /2 + x2
j/2≥ ρi ,

|xj|≥Δixi, we have

_V≤ − D1x
2
1 − l1x

2
2 − D3x

2
3 − l2x

2
4 +

ρ21
2

+
x
2
2
2

+
ρ22
2

+
x
2
4
2

. (11)

Inequality (11) can be rectified as

_V≤ − D1x
2
1 + D3x

2
3 + l1 −

1
2

 x
2
2 + l2 −

1
2

 x
2
4  +

ρ21
2

+
ρ22
2

.

(12)

Taking l1 ≥ (1/2) + r, l2 ≥ (1/2) + r, D1 ≥ r, and D3 ≥ r

with r being the positive real number to be designed,

D1x
2
1 + D3x

2
3 + l1 −

1
2

 x
2
2 + l2 −

1
2

 x
2
4 ≥ r x

2
1 + x

2
3 + x

2
2 + x

2
4 .

(13)

,us,

_V≤ − r x
2
1 + x

2
3 + x

2
2 + x

2
4  +

ρ21
2

+
ρ22
2
≤ − 2rV + Q, (14)

where Q � ρ21/2 + ρ22/2.
According to Lemma 1, the solution to inequality (14) is

V(t)≤ e
− 2r t− t0( )V t0(  + Qe

− 2rt


t

t0

e
2rτdτ � e

− 2r t− t0( )V t0(  +
Qe

− 2rt

2r
e
2rt

− e
2rt0  � e

− 2r t− t0( )V t0(  +
Q

2r
1 − e

− 2r t− t0( ) . (15)

,at is,

V(t)≤
Q

2r
+ V t0(  −

Q

2r
 e

− 2r t− t0( ). (16)

,en, all the signals of the system are semiglobally
bounded and satisfy

lim
t⟶∞

V(t)≤
Q

2r
. (17)

□

Remark 1. From equation (17), it can be inferred that the
observation accuracy of the state depends on the upper
bound Δ1(t) and the initial error Δ2(t) of the observer.

When parameter r is infinitely large, the observation error
will be arbitrarily small.

Remark 2. Without considering the modelling uncertainty
Δ1(t) � 0 and the external disturbance moment Δ2(t) � 0,
(ρ21/2) + (ρ22/2) � 0, that is, if _V≤ − 2rV, then
V(t)≤ e− 2r(t− t0)V(t0). At this point, the observer converges
exponentially.

3.2. Design and Analysis of Observer-Based Sliding Mode
Controller. Observer-based sliding mode control is a new
sliding mode control method in recent years. It solves the
unknown disturbance problem directly from the sliding

Computational Intelligence and Neuroscience 3
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mode design side by purposefully designing the switching
function and realizes the global nonsingular control of the
system. At the same time, it inherits the finite-time con-
vergence characteristics of sliding mode. Compared with the
traditional sliding mode control, it can make the control
system converge to the desired trajectory in finite time and
has high steady-state accuracy. It is especially suitable for
high-speed and high-precision control.

Let x1 and x2 be the controlled targets of xd and _xd,
respectively. ,e design error can be expressed as

e1 � x1 − xd,

e2 � _e1 � x2 − _xd,

e3 � €e1 � _x2 − €xd � a1x3 + f1 x1(  − €xd,

e4 � €e1 � a1 _x3 + _f1 x1(  − x
ṫ

d � a1x4 + _f1 x1(  − x
ṫ

d.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(18)

,en, the error of the observer can be expressed as

e1 � x1 − xd,

e2 � x2 − _xd,

e3 � a1x3 + f1 x1(  − €xd,

e4 � a1x4 +
_f1 x1(  − x

ṫ
d.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(19)

From equations (18) and (19), we have

e1 � e1 − e1 � x1,

e2 � e2 − e2 � x2,

e3 � e3 − e3 � a1x3 + f1 x1(  − f1 x1( ,

e4 � e4 − e4 � a1x4 + _f1 x1(  −
_f1 x1( .

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(20)

,e design sliding mode function can be expressed as

s � c1e1 + c2e2 + c3e3 + e4, (21)

where ci > 0 is designed by i � 1, 2, 3.
,en,

s � c1e1 + c2e2 + c3e3 + e4 � c1x1 + c2x2 + c3 a1x3 + f1 x1(  − f1 x1(   + a1x4 + _f1 x1(  −
_f1 x1( . (22)

,en, the control law can be designed as

u � −
1

a1a2
c1 x2 − _xd(  + c2 a1x3 + f1 x1(  − €xd  + c3 a1x4 +

_f1 x1(  − x
ṫ

d  + a1
f1 x1, x3(  +

€f1 x1(  − x
ṫ

d + ηs , (23)

where η> 0. ,en, we have

_s � c1 _e1 + c2 _e2 + c3 _e3 + _e1

� c1 x2 − _xd(  + c2 a1x3 + f1 x1(  − xd(  + c3 a1x4 + _f1 x1(  − x
ṫ

d  + a1 a2u + f1 x1, x3( (  + €f1 x1(  − x
ṫ

d

� c1 x2 − _xd(  + c2 a1x3 + f1 x1(  − €xd(  + c3 a1x4 + _f1 x1(  − x
ṫ

d 

− c1 x2 − _xd(  + c2 a1x3 + f1 x1(  − €xd  + c3 a1x4 +
_f1 x1(  − x

ṫ
d  + a1

f1 x1, x3(  + f1 x1(  − x
ṫ

d + ηs 

+ a1f1 x1, x3(  + €f1 x1(  − x
⃜
d

� c1x2 + c2a1x3 + c3a1x4 + c2 f1 x1(  − f1 x1(  

+ c3
_f1 x1(  −

_f1 x1(   + a1 f1 x1, x3(  − f1 x1, x3(   + €f1 x1(  −
€f1 x1(   − η(s − s).

(24)
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Take the Lyapunov function as

Vc �
1
2
s
2
. (25)

,en,

_Vc � s _s � s c1x2 + c2a1x3 + c3a1x4 + c2 f1 x1(  − f1 x1(   + c3
_f1 x1(  −

_f1 x1(  

+ a1 f1 x1, x3(  − f1 x1, x3(   + €f1 x1(  −
€f1 x1(   − η(s − s)

� − ηs
2

+ ηs c1x1 + c2x2 + c3 a1x3 + f1 x1(  − f1 x1(   + a1x4 + _f1 x1(  −
_f1 x1(  

+ s c1x2 + c2a1x3 + c3a1x4 + c2 f1 x1(  − f1 x1(   + c3
_f1 x1(  −

_f1 x1(  

+ a1 f1 x1, x3(  − f1 x1, x3(   + €f1 x1(  −
€f1 x1(  

� − ηs
2

+ s ηc1x1 + ηc2 + c1( x2 + ηc3a1 + c2a1( x3 + ηa1 + c3a1( x4

+ ηc3 + c2(  f1 x1(  − f1 x1(   + η + c3(  _f1 x1(  −
_f1 x1(  

+ a1 f1 x1, x3(  − f1 x1, x3(   + €f1 x1(  −
€f1 x1(  

� − ηs
2

+ sχ(x)≤ − ηs
2

+
1
2
s
2

+
1
2
χ2(x)

�
1
2

− η s
2

+
1
2
χ2(x) � (1 − 2η)Vc +

1
2
χ2(x),

(26)

where

χ(x) � ηc1x1 + ηc2 + c1( x2 + ηc3a1 + c2a1( x3 + ηa1 + c3a1( x1

+ ηc3 + c2(  f1 x1(  − f1 x1(   + η + c3(  _f1 x1(  −
_f1 x1(  

+ a1 f1 x1, x3(  − f1 x1, x3(   + €f1 x1(  −
€f1 x1( .

(27)

Since observer (5) converges exponentially, i.e., at time
t⟶∞, x1 converges exponentially to x2, and x3 to x4.
According to the Taylor series expansion of
f1(x1) � − Mgl/I · sin x1 − K/I · x1 and f2(x1, x3)

� K/J · (x1 − x3), f1(x1)⟶ f1(x1) converges exponen-
tially to _f1(x1)⟶

_f1(x1), f1(x1, x3)⟶ f1(x1, x3).
,us, €f1(x1)⟶

€f1(x1) also converges exponentially to 0.
Considering the observer and the controller, the Lya-

punov function of the closed loop is taken as

V � Vc + Vo. (28)

According to equation (28), we have

_V � _V0 + _Vc ≤ − 2rV0 − (2η − 1)Vc

+
1
2
χ2(x)≤ − η1V + χ(·)e

− σ0 t− t0( ),

(29)

where η1 � 2r, (2η − 1) max; χ(·) is the class K function of
‖x(t0)‖; and σ0 > 0.

According to Lemma 1, the solution to _V≤ − η1V +

χ(·)e− σ0(t− t0) can be expressed as an inequality:
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V(t)≤ e
− η1 t− t0( )V t0(  + χ(Δ) 

t

t0

e
− η1(t− τ)

e
− σ0 τ− t0( )dτ

� e
− η1 t− t0( )V t0(  + χ(·)e

− η1t+σ0t0 
t

t0

e
η1τ
1 e

− σ0τdτ

� e
− η1 t− t0( )V t0(  +

χ(Δ)
η1 − σ0

e
− η1t+σ0t0e

η1− σ0( )τ|
t

t0

� e
− η1 t− t0( )V t0(  +

χ(Δ)
η1 − σ0

e
− η1t+σ0t0 e

η1− σ0( )t
− e

η1− σ0( )t0 

� e
− η1 t− t0( )V t0(  +

χ(·)

η1 − σ0
e

− σ0 t− t0( ) − e
− η1 t− t0( ) .

(30)

,at is, limt⟶∞V(t)≤ 0.
Since V(t)≥ 0, when t⟶∞, V(t) � 0, and V(t)

converges exponentially. ,e convergence accuracy depends
on η1, i.e., r and η.

Remark 3. When the controller reaches the sliding mode
surface, that is, s � 0, we have e4 � − c1e1 − c2e2 − c3e3. If

E1 � e1 e2 e3 
T and A �

0 1 0
0 0 1

− c1 − c2 − c3

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, then

_E1 � AE1. ,rough the design of c1, c2, and c3, A is Hurwitz
zeta function. ,us, at time
t⟶∞, E1 � e1 e2 e3 

T⟶ 0. To make A as a Hurwitz
zeta function, the real root part of the following equation
must be negative:

Input Model
Eq. (32)

Sliding Mode
Robust Observer

Eq. (4) and (5)

x⌃ = [θ⌃1 ω⌃1 θ⌃m ω⌃m]

Figure 1: Simulation structure of the observer.
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Figure 2: State estimations. (a) θ state estimation. (b) ω state estimation. (c) θm state estimation. (d) ωm state estimation.
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|A − λI| �

− λ 1 0

0 − λ 1

− c1 − c2 − c3 − λ





� λ2 − c3 − λ(  − c1 − c2λ. (31)

,at is, − λ3 − c3λ
2 − c2λ − c1 � 0. Taking the eigenvalue

of − 10, (λ + 10)3 � 0, from λ3 + 9λ2 + 27λ + 27 � 0, we can
obtain that λ3 + c3λ

2 + c2λ + c1 � 0, c1 � 1000, c2 � 300,
and c3 � 30. Hence, the convergence condition can be
satisfied.
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Figure 3: State estimation errors. (a) θ estimation error. (b) ω estimation error. (c) θm estimation error. (d) ωm estimation error.
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Figure 4: Angle and angular velocity tracking with the proposed method. (a) Angle tracking. (b) Angular velocity tracking.

Computational Intelligence and Neuroscience 7



RE
TR
AC
TE
D

4. Results and Discussion

4.1..eSimulationof theObserver. To verify the feasibility of
the robust observer, a system was developed to run in an
open loop and modelled considering the following external
disturbance moments and modelling uncertainties:

_θ1 � ω1,

_ω1 � a1θm + f1 θ1(  + Δ1(t),

_θm � ωm,

_ωm � a2u + f2 θ1, θm(  + Δ2(t),

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(32)
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Figure 5: Angle and angular velocity tracking with PID control. (a) Angle tracking. (b) Angular velocity tracking.
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where θ1, ω1, θm, and ωm are the position of rod 1, the
angular velocity of rod 1, the position of rod m, and the
angular velocity of rodm, respectively. ,e parameters were
configured as follows: x � [θ1ω1, . . . , θmωm]T, Δ1(t) � sin t,
Δ2(t) � cos t, J � 1 kg · m2, Mgl � 5Nm, and
K � 40Nm/rad. Before simulation, the system state was
initialized as x(0) � 0.1 0 0.05 0 

T, and the observer
state is initialized as λ(0) � 0 0 0 0 

T. ,e observer
adopts the form of (4) and (5), with r � 100. Based on
l1 ≥ 1/2 + r (5), l2 ≥ 1/2 + r, D1 ≥ r, and D2 ≥ r, the following
parameter values were selected: l1 � l2 � 101,D2 � D4 � 1.0,
and D1 � D3 � 101.

,e simulation structure of the observer is given in
Figure 1, and the simulation results are shown in Figures 2
and 3. Specifically, Figure 2 presents the flexible modes of the
position states of the two joints and their derivatives (i.e.,
velocities), and Figure 3 displays the tracking errors of the
states. It can be inferred that the proposed observer can
completely observe each state of the system (as suggested by
Figure 2) and fully track the states of the upper two joints
after only 0.1 s (as indicated by the error curve in Figure 3,
the errors are 0.001, 0.15, 0.0015, and 0.12 for Figures 3(a)–
3(d)). ,erefore, our method was proved to be fast and
effective. Although there are disturbances in the system, i.e.,
Δ1(t) � sin t andΔ2(t) � cos t, the observation results show
the anti-interference ability and good robustness of the
proposed observer.

4.2. .e Simulation of the Control Algorithm. To verify the
effectiveness of the proposed control algorithm, the system
with Δ1(t) � 0.15 sin t and Δ2(t) � 0.23 cos t was taken as
shown in equation (32), where x(0) � 0.2 0 0 0 

T and
disturbance torque is λ(0) � 0 0 0 0 

T. ,e other pa-
rameters were kept the same as in simulation 1. ,e con-
troller takes equation (23), with c1 � 1000, c2 � 300, c3 � 30,
and η � 1.5.,e desired trajectory of joint 2 is θ1 d � sin.,e
simulation results are shown in Figures 4 and 5. ,e former
presents the angle and angular velocity of the second joint of
the manipulator, and the latter exhibits the observed values
of each state of the manipulator.

As shown in Figure 4, the system state was stabilized in
a limited time, despite the presence of external distur-
bances and fault signals, indicating that the system
converges well under this controller. Because the initial
state of the system is x(0) � 0.2 0 0 0 

T and due to the
existence of interference, there is a large error at the initial
time. However, with the increase of control time, the
system error decreases rapidly. Hence, our control
method can effectively deal with the above problem.
Figure 5 shows the results with PID controller; it can be
seen that there is a large error in the position of PID
control, and especially when the position reaches the
maximum and minimum, the error is large.

As shown in Figure 6, our disturbance observer could
observe the state information of the system with high ac-
curacy and effectiveness. ,at is, the observed signals can be
used in the controller design, which further illustrates the
effectiveness of the method.

5. Conclusions

,e improvement of a robust observer-based sliding mode is
improved, and the efficiency of the model is improved in this
paper. Aiming at the problems of high nonlinearity, strong
coupling, and external interference in the system, we firstly
designed a state observer for the system through the aux-
iliary reconstruction system, solved the state observation
problem of the system, clarified the convergence condition
of the observer through theoretical analysis, and verified it
through simulation. ,en, the position and velocity tracking
problem was tackled. Considering the external disturbance,
a sliding mode control of the flexible-joint manipulator was
derived based on the robust observer. ,e control method
ensures that the system state can converge exponentially to
zero in finite time under different inputs and outputs. ,e
simulation results show that the observer can quickly ob-
serve the state variables of the system. Also, combined with
the sliding mode controller, the system error can quickly
converge to zero. ,e proposed control strategy is simple
and easy to implement.
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Intrinsically disordered proteins (IDPs) possess at least one region that lacks a single stable structure in vivo, which makes them
play an important role in a variety of biological functions. We propose a prediction method for IDPs based on convolutional
neural networks (CNNs) and feature selection. (e combination of sequence and evolutionary properties is used to describe the
differences between disordered and ordered regions. Especially, to highlight the correlation between the target residue and
adjacent residues, multiple windows are selected to preprocess the protein sequence through the selected properties. (e shorter
windows reflect the characteristics of the central residue, and the longer windows reflect the characteristics of the surroundings
around the central residue. Moreover, to highlight the specificity of sequence and evolutionary properties, they are preprocessed,
respectively. After that, the preprocessed properties are combined into feature matrices as the input of the constructed CNN. Our
method is training as well as testing based on the DisProt database. (e simulation results show that the proposed method can
predict IDPs effectively, and the performance is competitive in comparison with IsUnstruct and ESpritz.

1. Introduction

Intrinsically disordered regions (IDRs) of proteins often
play an important role in many biological functions while
lacking a single stable structure in vivo [1]. Intrinsically
disordered proteins (IDPs) can be fully or partially un-
structured and generally include one or more IDRs [2].
IDPs are very common in eukaryotes. (ey carry out
many important functions such as cell signaling and
translation and can promote molecular recognition as well
as protein-protein interactions [3]. Many functions of
IDPs are directly associated with their structural attri-
butes [4]. Moreover, previous studies have shown that
IDPs are key players in human disease [5]. For example,
79% of cancer-related proteins are IDPs and 57% of
cardiovascular disease-related proteins are IDPs [6, 7].
Besides, IDPs are also correlated with genetic diseases,
neurodegenerative diseases, and Alzheimer’s disease
[8, 9]. (erefore, accurate prediction of IDPs is not only

important for protein description and functional anno-
tations but also contributing to the drug design.

(ere are a lot of experimental techniques for identifying
IDPs, such as X-ray crystallography, nuclear magnetic
resonance (NMR), and circular dichroism (CD) spectros-
copy. However, the experimental methods are expensive and
time-consuming due to the difficulty of purification and
crystallization [10]. (erefore, it is necessary to predict IDPs
based on computational methods.

During the past decade, many computational methods
are proposed for the prediction of IDPs. (ese methods can
be roughly divided into three categories [11]. (1) Physico-
chemical-based methods: these methods are based on
physicochemical properties and propensity scales of amino
acids, such as FoldIndex [12], GlobPlot [13], and IsUnstruct
[14]. FoldIndex predicts IDPs by calculating the ratio of
average hydrophobicity to average net charge of protein
sequences. GlobPlot establishes a mapping scale to reflect the
relative tendency of each amino acid residue in the ordered
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or disordered state based on the probability of each amino
acid being in a regular secondary structure or random curl
and predicts IDPs through a kernel function and filter.
IsUnstruct uses the Ising model to describe the interaction
between ordered and disordered states and achieves good
performance. (us, we select it as one of comparison
methods. (2) Machine learning-based methods: these
methods treat IDPs prediction as a binary classification
problem that use positive and negative samples to distin-
guish ordered and disordered residues. Commonly used
classification algorithms include neural network (NN), ra-
dial basis function network (RBFN), support vector machine
(SVM), random forest, and so on. (e representative
methods in this category contain DisPSSMP [15], Dispredict
[16], SPINE-D [17], ESpritz [18], RFPR-IDP [19], and so on.
DisPSSMP combines RBFN and a matrix PSSMP to predict
IDPs. (e matrix PSSMP is a condensed position-specific
scoring matrix (PSSM) according to different physico-
chemical properties. Dispredict uses three kinds of features
which include sequence information, evolutionary infor-
mation, and structural information and predicts IDPs based
on SVMs with Radial Basis Function kernel. SPINE-D is
based on NN with two-hidden-layer neural network and an
additional one-layer filter for smoothing prediction results.
ESpritz is an ensemble of three NNs for predicting the
N-terminal, internal, and C-terminal of proteins, respec-
tively. Based on bidirectional recursive neural network, it
achieves good prediction performance. (us, it is also se-
lected as a comparison method. (3) Meta methods: these
methods combine various prediction methods into one
model to further improve the prediction performance, such
as MetaDisorder [20], DisCop [21], and MobiDB-lite [22].
MetaDisorder has 13 independent predictors. (e final
prediction result of MetaDisorder is obtained by the
weighted value of the results of these 13 predictors. It
possesses high prediction accuracy, but the operation is slow
because it contains so many independent predictors. DisCop
uses a rational design to construct a metapredictor, which
selects the best performance set of 6 predictors from 20 basic
predictors. (e prediction results of these methods are then
combined by using a regression model. MobiDB-lite is
constructed based on 8 predictors, whose final consensus
prediction is determined by voting.

In this paper, we propose a method to predict IDPs
based on CNN and feature selection. Considering that
CNN has achieved very good results in computer vision,
natural language processing, and other fields, we expect to
extract more hidden features by using CNN. Our previous
work [23] confirms this expectation. In this paper, we
improve the preprocessing process and reconstruct and
train the CNN and further improve the prediction per-
formance. (e input features include sequence properties
and evolutionary properties. Moreover, to highlight their
specificity, sequence and evolutionary properties are
preprocessed by multiple windows, respectively. (en, the
preprocessed features are combined into a feature matrix
as the input of the prediction model. (rough pre-
processing, the input information can reflect the rela-
tionships between each feature and its neighboring

features in the feature matrix and enrich the feature in-
formation extracted from protein sequences. Our pre-
diction model contains two convolutional layers and one
fully connection layer and is trained and tested on the
DisProt database [24]. Finally, the proposed method is
compared with two competitive prediction methods
IsUnstruct and ESpritz based on the same test set.

2. Materials and Methods

We select 12 sequence properties and 20 pieces of evolu-
tionary properties. (e two kinds of properties are pre-
processed, respectively, to highlight their specificity. (en,
we train a CNN model which includes two convolutional
layers and one fully connected layer to predict IDPs.

2.1. Dataset. (e DisProt database is used to train and test
the proposed methods. (ere are 803 protein sequences,
which contain 1,254 disordered regions and 1,343 ordered
regions, corresponding to 92,418 disordered residues and
315,856 ordered residues, respectively. (e 803 protein
sequences are randomly divided into two subsets
according to the ratio of 9 : 1. (e large dataset is the
training set, containing 721 sequences with 85,184 dis-
ordered residues and 289,983 ordered residues. (e small
dataset is the test set, containing 82 sequences with 7,234
disordered residues and 25,873 ordered residues. Table 1
lists the specific information.

2.2. Selected Properties. Since the complexity of the protein
sequence denotes how it can be rearranged in different ways,
the low complexity regions are more likely to be disordered
than ordered. We select five complexity features discussed in
our previous work [25], which include topological entropy,
Shannon entropy, and three amino acid propensities.
Among these features, topological entropy may not be
calculated directly from the protein sequence because the
sequence contains 20 amino acids elements and the length of
sequence does not satisfy the conditions for calculating
topological entropy. (us, before calculating the topological
entropy, we map the protein sequence to 0-1 sequence.
Considering the characteristics of disordered residues, large
hydrophobic amino acid residues (I, L, and V) and aromatic
amino acid residues (F, W, and Y) are mapped to 1, and
other residues are mapped to 0. Given a protein region
w(j), 1≤ j≤N  of length N, its topological entropy HT(w)

can be calculated as follows:

HT(w) �
1

N − 2n
+ n − 1(  + 1



N− 2n+n− 1( )+1

l�1

log2pw2n+n− 1+l− 1
l

(n)

n
,

(1)

where pw2n+n− 1+l− 1
l

(n) denotes the number of different sub-
sequences with length of n in the region
w(l) · · · w(2n + n − 1). (e length of subsequences n satisfies
the following:

2n
+ n − 1≤ |w|< 2n+1

+(n + 1) − 1. (2)
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HS(w) can be described as follows:

HS(w) � − 

20

k�1
fklog2fk, (3)

where fk (1≤ k≤ 20) is the probability of 20 amino acids
appearing in the region w.

(ree amino acid propensities are selected from
GlobPlot [13], which contain Remark 465, Deleage/
Roux, and Bfactor (2STD). For these three propensities,
the protein region w is mapped to them, and then the
average values of the mapped regions are calculated as
follows:

mp(w) � mp1(w), mp2(w), mp3(w) 

�
1
N



N

l�1
w

pi
(l), i � 1, 2, 3.

(4)

In (4), the parameter wpi represents the mapped region
of w with the i-th propensity, where i � 1, 2, 3 correspond to
Remark 465, Deleage/Roux, and Bfactor, respectively.

In addition, it has been demonstrated that disordered
regions and ordered regions usually show different
physicochemical properties, and thus physicochemical
properties are very useful in IDPs prediction. We select
seven commonly used physicochemical properties, which
is collected by Jens et al [26]. (ey are steric parameter,
polarizability, volume, hydrophobicity, isoelectric point,
helix probability, and sheet probability. Following that,
the average value of the mapped target region is
calculated:

ma(w) � ma1(w), · · · , mai(w), · · · ma7(w)  �
1
N



N

l�1
w

ai
(l).

(5)

Similar to (4), the parameter wai in (5) represents the
mapped region of w with the i-th physicochemical prop-
erties and i � 1, 2, · · · , 7.

Finally, the PSSM is used to describe the evolutionary of
each protein sequence as the evolutionary properties to
enrich the information of protein sequences. (ey are ob-
tained by performing three iterations of PSI-BLAST (Po-
sition-Specific Iterative Basic Local Alignment Search Tool)
on NCBI (National Center for Biotechnology Information)
nonredundant database with default parameters. For a
protein sequence with length L, a L × 20 matrix Mpssm L can
be obtained. (en, the evolutionary properties of the region
intercepted by the window of length N can be expressed by a
N × 20 matrix Mpssm w.

2.3. Preprocessing. In order to highlight their specificity,
sequence and evolutionary properties are preprocessed,
respectively. Given a protein sequence of length L, we select a
window of length N and append N/2 zeros to both ends of
the protein sequence. For sequence properties, each region is
intercepted by the window, and a 12 dimensional vector
vi(1≤ i≤ L) can be calculated by the following:

vi � HT(w), HS(w), mp(w), ma(w) 
T
. (6)

Assign vi to each residue in the i-th window. Sliding
the window, each residue is associated with multiple vi.
For each residue, the sequence feature vector
x

seq
j (1≤ j≤L) is the average of all vi about it, which can be

described as follows:

x
seq
j �

1
j + N0



j+N0

i�1
vi, 1≤ j≤N0,

1
N



j+N0

i�j+N0− N+1
vi, N0 < j≤L − N0,

1
L0 − j − N0 + 1



L0− N+1

i�j+N0− N+1
vi, L − N0 < j≤L.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

In (7), Xj � [x1
j x2

j · · · x
nwin

j · · · x
Nwin

j ], and
Xj � [x1

j x2
j · · · x

nwin

j · · · x
Nwin

j ] denotes the sequence length
after appending zeros.

For evolutionary properties, each region is intercepted
by the window gets a N × 20 matrix Mpssm w. We calculate
the average value of the matrix of the intercepted region and
obtain a 20 dimensional vector which is served as the
evolutionary feature vector xevo

j (1≤ j≤L) for the central
residue in the region:

x
evo
j �

1
N



N

l�1
Mpssm w(l, 1: 20)⎛⎝ ⎞⎠

T

. (8)

(en, for each residue, a 32-dimensional feature vector
xj � [x

seq

j ; xevo
j ] can be obtained.

In this paper, we select multiple windows to perform the
preprocessing. According to the preprocessing, each residue
can get a 32-dimensional feature vector
Xj � [x1

j x2
j · · · x

nwin
j · · · x

Nwin
j ] for each window, where Xj �

[x1
j x2

j · · · x
nwin
j · · · x

Nwin
j ] denotes the label of the window.

(en, the feature vectors calculated by different windows are
combined into a feature matrix. Assuming that the number

Table 1: Datasets used in this paper.

Datasets Disordered regions Ordered regions Disordered residues Ordered residues
Training set 1,120 1,198 85,184 289,983
Test set 134 145 7,234 25,873
Total 1,254 1,343 92,418 315,856
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of selected windows is Xj � [x1
j x2

j · · · x
nwin
j · · · x

Nwin
j ], the

feature matrix of each residue Xj � [x1
j x2

j · · · x
nwin
j · · · x

Nwin
j ]

can be expressed as follows:

Xj � x
1
j x

2
j · · · x

nwin
j · · · x

Nwin
j . (9)

So, each residue can obtain a feature matrix of 32 × Nwin,
where each row represents the preprocessing results of a
certain feature at different windows and each column rep-
resents the preprocessing results of 32 features at a certain
window.(us, there are some correlations between the rows
and columns of the feature matrix.

2.4. Designing and Training the CNN. We design a con-
volutional neural network (CNN) with two convolutional
layers as well as one fully connected layer, and each con-
volutional layer is followed by a pooling layer, as shown in
Figure 1. Since the scale of the feature matrix calculated is
small, the convolution kernels are set to small scales when
the CNN is designed. At the same time, because of the large
number of learning samples, fewer convolution kernels and
convolutional layers are selected to simplify the operation.

In the network, the activation functions of the con-
volutional layers are ReLu functions and the activation
functions of the output layer are softmax functions. (e
parameters of the first convolutional layer (conv1) are set to
3 × 3 × 1 × 8 preliminarily, where 3 × 3 is the size of the
convolution kernel, and 1 denotes the number of channels
and 8 denotes the number of convolution kernels. Similarly,
the parameter of the second convolutional layer (conv2) is
2 × 2 × 8 × 8. In each convolutional layer, the convolution
step is 1 and performs same padding with zero. (e two
pooling layers use max pooling with 2 × 2 filters.

In the designed CNN, the gradient descent algorithm is
replaced by the Adam algorithm in the backward propa-
gation to update parameters. In order to improve the op-
eration speed, minibatch is used to update parameters. (at
is, the sample set is divided into multiple subsets of equal
scale for each iteration, and each subset is used to calculate
the gradient and update the parameters one by one. Finally,
combined with the feature selection and extraction, Figure 2
shows the prediction procedure of the proposed method.

3. Results and Discussion

3.1. Performance Evaluation. Four metrics are used to
evaluate the proposed method, which include sensitivity
(Sens), specificity (Spec), weighted score (Sw), andMatthews
correlation coefficient (MCC). (e Sw and MCC can be
computed as follows:

Sw � Sens + Spec,

MCC �
(TP × TN) − (FP × FN)

�����������������������������������
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

 .

(10)

where Sens � TP/(TP + FN), Spec � TN/(TN + FP), and
TP, TN, and FN as well as FP are corresponding to the

number of true positives, true negatives, false negatives, and
false positives.

3.2. Impacts of Different Number ofWindows. (e lengths of
windows are selected in the interval of [7, 55] firstly.(e odd
numbers in the interval are selected as the window lengths,
which is [7, 9, . . ., 55].(en, starting from the length of 7, we
increase the step length from 1 to 4 to select windows, and
thus the numbers of selected windows are 25, 13, 9, and 7,
respectively. At this point, the parameters of conv1 and
conv2 are set to 3 × 3 × 1 × 8 and 2 × 2 × 8 × 8, respectively.
(e 2 × 2 filters are used in the pooling layers to perform
max pooling. (e learning rate is 0.005. Table 1 and Figure 3
show the prediction results of 10-fold cross validation on the
training set with different number of windows.

From Table 2, with the decrease in the number of
windows, the value of Sens fluctuates and the value of Spec
has an upward trend. And at the same time, the values of Sw
and MCC increase with the decrease in the number of
windows, as shown in Figure 3. Since the number of win-
dows is inversely proportional to the distance between
windows, when the window distance is small, that is, the
number of windows is large, the redundancy of the calcu-
lated feature matrix is relatively high, and the prediction
performance is damaged.

Considering that the prediction result of Nwin � 7 is
similar to Nwin � 9, we add some longer windows to them
andmake the length of the longest window around 90. In the
case of Nwin � 7, the set of window is [7, 15, . . ., 55]. We
increase the number of windows by the distance between
them which is equal to 8.(en, the window data set becomes
[7, 15, . . ., 87] and Nwin � 11. Similarly, in the case of
Nwin � 9, the set of window [7, 13, . . ., 55] is increased to
[7,13, . . ., 91], and the number of windows in the new set is
Nwin � 15. (e prediction results of them are shown in
Table 3.

From Table 3, adding some longer windows can improve
the value of Sw. And the Sw of Nwin � 11 and Nwin � 15 is
similar. However, the MCC of Nwin � 11 is much larger than
that of Nwin � 15, so we choose the windows in Nwin � 11,
that is, [7, 15, . . ., 87].

3.3. Impacts of Different Number of Convolutional Layers.
Our CNN model is designed by several submodules which
contain a convolutional layer and a pooling layer. (us,
when we add a convolutional layer, it is followed by a
pooling layer. In this section, we add convolutional layers on
the basis of the network structure in Figure 2, which includes
2 convolutional layers. For all the additional convolutional
layers, the parameter is set to 2 × 2 × 8 × 8. Table 4 shows the
prediction results of 10-fold cross validation on the training
set with different convolutional layers.

In Table 4, with the increase in the number of layers,
although the values of Spec fluctuated, the values of Sens
show downward trend and the values of Sw and MCC also
show downward trend. (erefore, we still use two con-
volutional layers in the prediction model.
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3.4. Impacts of Different Scales of Convolution Kernels.
We change the scale of convolution kernels to analyze the
influence on the prediction performance. Firstly, the number

of convolution kernel in conv1 is set to 8, and the parameter
of the second convolution layer conv2 is 2 × 2 × 8 × 8. At the
same time, the scale of the convolution kernel in conv1 is

conv1 pool1 conv2 pool2

FC

…

Input layer Output layerHidden layers

32 × Nwin

Figure 1: (e structure of the CNN.

Protein sequences

Predict using the constructed CNN

Performance evaluation

Preprocese

Evolutionary propertiesSequence properties

Prediction results (disordered or ordered)

Preprocese

Calculate the feature matrices

Figure 2: (e prediction procedure of the proposed method.
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Figure 3: (e trend of each evaluation parameter with different number of windows.
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changed as shown in Table 5. Since the scale of feature
matrix is only 32 × 11, the scale of convolution kernel
should not be too large. We select four scales for com-
parison. Table 5 shows the prediction results of 10-fold
cross validation on the training set with different con-
volution kernels in conv1. Although kernel of 2 × 2 gets
the highest Sens and kernel of 4 × 4 gets the highest Spec,
these four scales of convolution kernel obtain similar Sw
and MCC. Considering that the Sw of kernel of 2 × 2 is
slightly higher than others, we finally set the convolution
kernel of conv1 to 2 × 2.

After determining the scale of convolution kernel in
conv1, we change the scale of convolution kernel in
conv2. In this case, the parameter of conv1 is 2 × 2 × 8 × 8.
Similar to the selection of conv1, we also compare the
same four scales for conv2. (e predicted results are
shown in Table 6.

(e convolution kernels of 5 × 5 and 3 × 3 obtain the
highest Sens and Spec, respectively. However, the kernel of
2 × 2 possesses much better Sw. (erefore, the scale of
convolution kernel in conv2 is set to 2 × 2.

3.5. Impacts of Different Number of Convolution Kernels.
In this section, the number of convolution kernels
is changed to analyze the influence on the
prediction performance. In the design of CNN, the
numbers of two convolution layers are set to be the same
in analyzing the influence of the number of convolution
kernels. Table 6 shows the prediction results of 10-fold
cross validation on the training set when
Nc1 � Nc2 � 4, 8, 16, 32.

From Table 7, with the increase in number of
kernels, the values of Sw andMCC show downward trend,
and Nc1 � Nc2 � 4 gets better prediction performance.

(us, the number of convolution kernel in conv1 is
fixed on 4.

(en, we only change the number of convolution
kernel in conv2. Table 8 shows the prediction results
when Nc2 � 4, 8, 16, 32. From Table 8, it obtains better Sw
and MCC when Nc2 � 4. (erefore, the parameters of
conv1 and conv2 are set to 2 × 2 × 1 × 4 and 2 × 2 × 4 × 4,
respectively.

Table 2: Prediction performance of different number of windows.

Step length Nwin Sens Spec Sw MCC

1 25 0.8032 0.7594 0.5626 0.4852
2 13 0.7991 0.7676 0.5667 0.4909
3 9 0.8153 0.7676 0.5829 0.5038
4 7 0.8061 0.7787 0.5848 0.5089

Table 3: Prediction performance of different number of windows.

Window distance Nwin Sens Spec Sw MCC

8 7 0.8061 0.7787 0.5848 0.5089
8 11 0.7833 0.8146 0.5979 0.5332
6 9 0.8153 0.7676 0.5829 0.5038
6 15 0.8914 0.7056 0.5970 0.5012

Table 4: Prediction performance of different convolutional layers.

Number of convolutional layers (e scale of convolutional parameter Sens Spec Sw MCC
2 3 × 3 × 1 × 8, 2 × 2 × 8 × 8 0.7833 0.8146 0.5979 0.5332
3 3 × 3 × 1 × 8, (2 × 2 × 8 × 8) × 2 0.7813 0.7961 0.5774 0.5092
4 3 × 3 × 1 × 8, (2 × 2 × 8 × 8) × 3 0.7654 0.7945 0.5599 0.4946
5 3 × 3 × 1 × 8, (2 × 2 × 8 × 8) × 4 0.7513 0.8028 0.5541 0.4932

Table 5: Prediction performance of different scales of convolution
kernel in conv1.

(e scale of conv1 Sens Spec Sw MCC
2 × 2 0.7972 0.8090 0.6062 0.5373
3 × 3 0.7833 0.8146 0.5979 0.5332
4 × 4 0.7553 0.8414 0.5967 0.5457
5 × 5 0.7573 0.8377 0.5950 0.5423

Table 6: Prediction performance of different scales of convolution
kernel in conv2.

(e scale of conv2 Sens Spec Sw MCC
2 × 2 0.7972 0.8090 0.6062 0.5373
3 × 3 0.7715 0.8291 0.6006 0.5422
4 × 4 0.7832 0.8047 0.5879 0.5210
5 × 5 0.8169 0.7734 0.5902 0.5114

Table 7: Prediction performance of different number of convo-
lution kernel in conv1.

Nc1, Nc2 Sens Spec Sw MCC

4 0.7960 0.8321 0.6281 0.5654
8 0.7972 0.8090 0.6062 0.5373
16 0.7442 0.8349 0.5791 0.5282
32 0.8226 0.7436 0.5660 0.4838
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3.6. Comparison with Other Methods. Our method is com-
pared with other two state of the art methods IsUnstruct and
ESpritz in this section. Table 9 shows the prediction per-
formance of three methods based on the test set. (e pre-
diction results of IsUnstruct and ESpritz are obtained by
their respective network predictors. As shown in Table 9, our
method gets the best Spec and similar Sens as ESpritz and
thus obtains higher Sw and MCC.

4. Conclusions

In this paper, we propose a method to predict IDPs based on
CNN and feature selection. Sequence properties and evolu-
tionary properties are used to describe the differences between
disordered residues and ordered residues. To highlight their
specificity, sequence and evolutionary properties are pre-
processed by 11 windows from length 7 to length 87, re-
spectively.(en, the preprocessed features are combined into a
feature matrix as the input of the prediction model. CNN can
reflect the relationship between each feature and its neigh-
boring features in the protein feature matrix and find out more
information from different features and thus enrich the in-
formation proposed by protein sequences.(us, we construct a
CNN prediction model with two convolution layers and one
fully connected layer, and each convolution layer is followed by
a pooling layer. (e parameters of each convolution kernel are
set to 2 × 2 × 1 × 4 and 2 × 2 × 4 × 4, respectively. (e sim-
ulation results show that the prediction performance of the
proposed method gets better Sw and MCC than two com-
petitive prediction methods IsUnstruct and ESpritz.

Data Availability

(e datasets supporting the conclusions of this article are
available on theDisProt database [24] (http://www.disprot.org/).
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In this paper, the authors add the technical details and
experiments, improve the preprocessing process, retrain
the prediction network, and improve the prediction
performance.
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With the support of network information technology, the Online Knowledge Community (OKC) has emerged. Among different
OKC applications, some entered into the new era of popular knowledge production, while others experienced the process to
decline. In order to solve the dilemma faced by the OKC platforms, the needs-affordances-features (NAF) perspective on OKC is
proposed by taking Zhihu, one of the most popular OKC applications in China as an example. According to NAF, the psy-
chological needs of individuals motivate the use of Zhihu to the extent to which Zhihu offers affordances that satisfy the in-
dividuals’ needs. By collecting data through questionnaires and using SPSS and AMOS for data analysis, the relationship between
individuals’ psychological needs and Zhihu affordances is identified. )is paper generates two aspects of implications. In terms of
theoretical implications, a more comprehensive framework is developed for the affordances of OKC as a whole, and the NAF
model is leveraged to identify related psychological needs which motivate the use of a specific OKC application—Zhihu. Further
research can leverage NAF to identify different OKC platform features which satisfy the psychological needs of their targeting
users to optimize the system of OKC platforms. As for practical implications, by building the relationship between the affordances
of OKC platforms and users’ psychological needs, marketers have to realize that although the digital platform system has a certain
degree of imitability, the value positioning, user community, and core capabilities behind those platforms are all different. )us,
the platform system must also be differentiated. In order to determine the appropriate business model, a clear understanding of
these organizational features should be identified.

1. Introduction

Knowledge management has attracted the attention of many
researchers due to its close relationship with organizational
performance [1]. In the Internet age, the “Online Knowledge
Community” (OKC) that integrates the functions of
“knowledge sharing” and “online social networking” has
emerged. With the opening of registration restrictions, a
large number of ordinary users have poured in. Represen-
tative OKC platforms such as Douban and Zhihu have
entered the second stage of development from the early stage
of highly acclaimed and rapid development: the era of
popular knowledge production [2]. )e vast information
capacity and random insertion and editing at any time have
significantly increased the amount of information and the

level of confusion, which changed the traditional online
communication methods [3]. At the same time, the oper-
ation of knowledge communities is facing a complex situ-
ation. For example, although Wukong Questions and
Answers (Q&A) application persuaded over about 300
influencers of Zhihu to join with a high salary in 2017, the
server ofWukong Q&A ceased operation in 2021 [4]. During
the same period, Zhihu ushered in its tenth birthday cele-
bration, and there were rumors of listing on the stock
market. )ere is the success of Zhihu, while there is also the
shutdown of Encarta, the failure of Google Answers, the
decline of Wikipedia [5, 6], and the quit of Wukong Q&A,
which operated less than four years independently.

Of these OKC platforms, why do high-quality creators
prefer Zhihu? From a social-technical perspective, the OKC
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platform is a collection of users’ behavioral possibilities and
needs in social media and organizational environments [7].
Its value is created by digital technology and is cocreated by
the interaction between the user, the technology, and the
purpose of use [8]. Ongus [9] also mentioned that the quality
and relevance of technology resources and information
content are closely related to users’ needs. )erefore, the
platform functions or resources enabled by platform features
are essential for users’ needs. However, the current literature
has not yet studied this mechanism, resulting in a “black
box” of the platform system. In the research of Facebook
using motivations, the needs-affordances-features (NAF)
model was first suggested by focusing on platform charac-
teristics in the context of social media [10]. According to
NAF, the psychological needs of individuals motivate the use
of applications to the extent to which these applications offer
affordances that satisfy individuals’ needs (ibid). As OKC is
similar to social media given the “online social networking”
functions, the NAF model is proposed to address the fol-
lowing questions:

(1) What innate psychological needs do people seek to
satisfy through OKC?

(2) What are the main affordances provided by OKC?

(3) Which of these OKC affordances meet which psy-
chological needs?

In this paper, according to the literature review, the
needs-affordances-features (NAF) model is used to identify
the relationship between psychological needs, affordances,
and features. Based on the research of psychological needs,
OKC affordances, and Zhihu features, hypotheses of this
paper are suggested, and the conceptual framework is sorted
out. In the final, from data collection and analysis, the re-
lationship between individuals’ psychological needs and
Zhihu affordances is identified.)e result shows that each of
the Zhihu affordances is likely related to fulfilling some
psychological needs. For example, the need for autonomy
can motivate people to use Zhihu that has the affordance of
browsing others’ content, while the need for relatedness can
motivate the use of Zhihu that has affordances of self-
presentation, relationship formation, and meta-voicing.

In terms of the research gap, although current research
has noticed that the platform’s community ecology and
value cocreation may play an essential role in optimizing the
platform, the platform is mainly regarded as an intermediary
connection point and ecological core node [11, 12].)at is to
say, there is a lack of analysis of the internal micro-
mechanism based on the platform’s individualization and
differentiation. )erefore, this paper will address the “black
box” of the platform system. With the consideration of
platform affordances, the interaction relationship between
the platform and users will be studied from the dimensions
of core functions and resources to enrich the theoretical
system of the platform further and achieve theoretical in-
novation. In the view of practice, from the fact that Wukong
Q&A has invested billions in the construction of the
community, although it still fell to the ground, it can be seen
that different platform affordances could create different

community ecology. )e research of this topic can guide
more platforms to design more effective OKC applications
under the premise of unifying user needs and organizational
characteristics, which could lead to avoiding waste of social
resources and improving the success rate of Internet
innovation.

2. Literature Review

2.1. Online Knowledge Community (OKC). Online Knowl-
edge Community (OKC) refers to a virtual space where users
scattered in different regions carry out knowledge exchange
and interpersonal interaction with the support of network
information technology [13], which is a typical social-
technical system [14]. OKC has the collaborative ordering of
the social and knowledge systems, and users are the driving
force of ordering the two systems [3, 15].

Currently, OKC research focuses on three hot areas: user
research, content research, and community research [2].
User research mainly explores OKC users’ behavior char-
acteristics and patterns and analyzes user motivation for
participation and the interaction between users. Content
research focuses on content quality measurement and
evaluation, semantic analysis, and topic recognition, influ-
encing factor analysis, relationship research, and so forth.
Community research is about conducting research on
community operation mechanisms, content generation
models, and community comparisons. )e representative
viewpoints are as follows: the field of information man-
agement emphasizes the impact of IT technology on
knowledge proliferation [16]; the field of sociology pays
more attention to the impact of trust on online interaction
[17]. Guan et al. [18] believed that knowledge inflow is the
key and examine the antecedents of knowledge contribution
behavior in multiple dimensions. In contrast, Lai et al. [19]
and Zhao and Huang [20] believed that knowledge search is
equally important. )ey examine the antecedents of
knowledge search behavior from the perspectives of be-
havior attitude, subjective norms, and ability beliefs. In
terms of user research, opinion leaders or leading users
usually have more experience or mastered more professional
knowledge, so their behaviors are more exploratory or
creative, and they are easier to gain trust. In addition,
knowledge contribution is their important active behavior
[21].

2.2. Affordance -eory. Affordance originally refers to the
support that objective things can provide for a certain be-
havior, that is, action possibilities permitted by properties of
objects [22]. In recent years, it has become more popular in
organizational research and can be used to better understand
the impact of the combination of new technologies and
organizational characteristics on organizational innovation
and operations [23]. “Affordance” provides not only a strong
theoretical perspective for studying the relationship between
technology and personnel in an organization but also a
better language for the structured and patterned description
of specific practices [24].
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As a commonly used communication method, social
media affordances have an important influence on the or-
ganization’s communication process, employee and user
behavior, and psychology, so it is currently a hot topic of
affordance research. Postigo [25] first analyzed, from the
perspective of social-technical interaction, how YouTube
guides users to conduct behaviors that are beneficial to the
commercial interests of the platform through the design of
platform architecture. Rice et al. [7] defined social media
affordances as the relationship between the action possibility
and the need (or purpose) perceived by users aggregated in
social media and the organizational environment under the
constraints of the potential features/functions of the social
media platforms. Majchrzak and Faraj [23] studied the re-
lationship between the different ways through which em-
ployees participate in publicly visible conversations on social
media platforms and knowledge sharing. Sun et al. [26]
divided the use of social media platforms into three cate-
gories: interactivity (conversations between users and
comments on related information), accessibility (users can
obtain relevant information), and sociality (users establish
connections with other users).

)ere are many research results around the dimension of
affordances. Treem and Leonardi [27] proposed four di-
mensions of social media affordances, visibility, associating,
editability, and persistence, which have been commonly
used [24, 26, 28]. Majchrzak and Faraj [23] proposed four
dimensions of affordances for knowledge sharing (meta
voicing, trigger attending, network-informed associating,
generative role-taking). In addition, there are six dimensions
of functional media affordances [7], ten dimensions of
communication affordances [29], and six dimensions of
social business technology affordances [30]. As for new
media affordances, Pan and Liu [31] proposed production
affordances (including editability, reviewability, replicabil-
ity, scalability, and associability), social affordances (in-
cluding greet-ability, emotion-ability, coordinate-ability,
and connect-ability), and mobile affordances (including
portability, availability, locatability, and multimediality),
which reflect the initiative of the information prosumer.

)e most integrated literature is proposed by Karahanna
et al. [10], who divide social media affordances into ego-
centric and allocentric affordances based on the theory of
self-determination and psychological ownership. In addi-
tion, the research framework for social media adoption and
use is proposed, which is the needs-affordances-features
(NAF) model, and an empirical study of affordances is
conducted with Facebook as an example. Zhang and Huang
[32] discussed the realization of platform affordances from
aspects of technology affordances and social affordances and
emphasized that users’ perceptions and actions must be
considered when gaining insight into the complex rela-
tionship between technology and society.

Based on the above literature, OKC affordances could be
divided into platform affordances and product affordances
in this research. Platform affordances include technology
affordances and social affordances. However, this paper
focuses on the relationship between individuals’ psycho-
logical motivations and OKC affordances. Compared to

technology affordances which provide technical support for
platform affordances, social affordances can better reflect the
relationship between platform affordances and people’s
psychological needs for using a certain OKC platform. As a
result, social affordances will be used as platform affordances
in this research, which is realized by platform functions, such
as Zhihu platform features. Product affordances focus on the
affordances of OKC knowledge resources, referred to as
knowledge affordances (see Table 1).

2.3. NAF Perspective for OKC. )e psychology literature
shows that people are driven to engage in activities that fulfill
their innate psychological needs. )erefore these psycho-
logical needs are stimulating states that act as motivations
for action [33]. Based on this premise, a needs-affordances-
features (NAF) perspective shows that innate psychological
needs motivate people to use OKC apps, which have
affordances to satisfy their psychological needs potentially.
For example, OKC apps provide the affordance to connect
with others, through features such as “Following” and
“Chatting” on Zhihu. )is affordance can be used to satisfy
people’s psychological needs for relatedness. )erefore, this
psychological need drives them to participate in using Zhihu
features that provide this affordance to meet this psycho-
logical need (see Figure 1).

2.4. Relationship between Psychological Needs and OKC
Affordances. Although there is no research to categorize
psychological needs in the OKC context, research on
human motivations shows that “motivation can be con-
ceived as a duality” [34]. On the one hand, people focus on
the self. On the other hand, they strive for relationships
between the self and others. Hermans [35] suggested the
former motivation as the S-motive and the latter as the
O-motive. Based on self-determination theory (SDT)
[33, 36] and psychological ownership theory (POT)
[37–39], seven psychological needs are listed, which span
the two polarities and illustrate people’s self-focused and
other-focused motivations. )us, these two theories are
synthesized in this paper to show psychological needs in a
more comprehensive way. According to the terminology of
Hermans [35], these seven psychological needs are divided
into the self-focused group, also called S-needs (need for
autonomy, competence, having a place, coming to know
the self, maintaining continuity of self-identity, and one
aspect of expressing self-identity), and the other-focused
group, also called O-needs (need for relatedness and one
aspect of expressing self-identity).

According to Karahanna et al. [10], there are 12 social
media affordances, which constitute egocentric affordances
(self-presentation, content sharing, and interactivity) and
allocentric affordances (presence signaling, relationship
formation, group management, browsing other’s content,
meta-voicing, communication, collaboration, competition,
and sourcing). As OKC is a typical social-technical system
equipped with the function of “online social networking,”
these 12 social media affordances will be used to analyze the
OKC social affordances. However, in addition to social
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affordances, OKC has its specific product, which is
knowledge. According to Shi et al. [40], knowledge affor-
dances are defined as unique attributes of knowledge that
meet the needs of consumers, which can be measured in 4
dimensions (reliability, economies, selectivity, and unique-
ness). In order to map the OKC affordances to psychological
needs, Table 2 is shown based on former research [10] and
six OKC researchers (see Table 3 for details of term
definitions).

2.5. LiteratureGaps. First, there is a lack of platform features
in the context of OKC research. At present, the OKC re-
search has three hot areas: users, content, and communities/
platforms, and OKC affordances have also attracted much
attention. However, the OKC research focuses on the field of
subrole characteristics and its socialization mechanism and
lacks attention to platform differences. Second, people’s
attention to the role of psychological needs in motivating the
use of the OKC platforms is limited. In particular, there has
not been a comprehensive theoretical-based attempt to
determine a set of psychological needs that are salient in the
OKC environment. In most studies, the focus is not on
theorizing around psychological needs, but the needs var-
iable is one of the many variables included in the research
model. )ird, current studies did not adopt a systematic
method to identify the OKC affordances that meet these
needs. On the contrary, most people measure need satis-
faction to confirm whether affordances meet people’s psy-
chological needs. )e focus on the relationship between
psychological needs and OKC affordances provides valuable
operational design guidelines for information system re-
searchers and practitioners. Our research aims to address
these gaps.

3. Research Model and Hypotheses

)ere are three steps of developing the NAF model in the
use of the Zhihu application. Firstly, to understand what
psychological motivations of using this app, the affordances
provided by the Zhihu platform should be identified. In
2011, the mission of Zhihu was officially launched, which is
“allowing people to share knowledge, experience and in-
sights better and find their own answers” [58]. After nearly
ten years of development, Zhihu announced the brand

renewal and upgrade at the 2021 New Knowledge Youth
Conference. )e brand slogan has been upgraded from “If
there is a question, go to Zhihu” to “If there is a question,
there will be an answer” (ibid). )ese show that self-pre-
sentation, content sharing, browsing others’ content, and
sourcing are salient affordances of Zhihu. Based on the
functions of chatting and live Q&A, liking or collecting
others’ content, and voting for what others posted, it is
obvious that communication and meta-voicing are also
affordances of Zhihu. In addition, there is a function of
“Quanzi” in Zhihu, which offers a community for the group
of people who have common interests, where they could
share and communicate about their experience and
opinions in their own circle. As a result, relationship
formation is also one of the social affordances of Zhihu.
After identifying salient affordances, the most popular
features of Zhihu were selected from a synthesis of research
on the condition that affordances are provided by specific
features of an object [52, 57, 59, 60]. With the combination
of its knowledge properties, six researchers with research
expertise in OKC (three faculty and three doctoral stu-
dents) are asked to map the features to the 13 OKC
affordances listed in Table 2. Table 4 illustrates the result of
the mapping of Zhihu features to Zhihu affordances.
)erefore, Zhihu affordances are identified as self-pre-
sentation, content sharing, relationship formation,
browsing others’ content, meta-voicing, communication,
sourcing, and knowledge attributes.

In order to predict which Zhihu affordances meet which
psychological needs, the hypotheses are suggested as follows.

According to Deci [61], autonomy is defined as peo-
ple’s innate psychological needs to act authentically in
their own life. Everyone is inherently eager for autonomy
[62]. )ey participate in activities, not because of social
norms or pressures but because they are free to choose
[33, 63]. )erefore, we suggest that self-presentation,
content sharing, relationship formation, browsing others’
content, and sourcing are affordances that motivate users
to use Zhihu. For example, those affordances allow indi-
viduals of Zhihu to choose how to present themselves
(through uploading video and photos, disclosing loca-
tions), what content to share, whom to follow, what kind of
community to join, and what questions to suggest or
answer, which leads to hypothesis 1.

Table 1: OKC affordances concept system.

Affordance concept system Platform factors

OKC affordances Platform affordances Social affordances Platform functions
Product affordances Knowledge affordances Platform resources

Motivate use

Psychological
needs

Affordances Features
Fulfill Enable

OKC Applications

Figure 1: Logic of the NAF perspective.
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H1: )e need for autonomy can motivate the use of
Zhihu that has these affordances: self-presentation,
content sharing, relationship formation, browsing
others’ content, and sourcing.
In 1991, Deci and Ryan illustrated that relatedness is
individuals’ innate psychological need to be con-
nected to others. In 2000, Deci and Ryan extended the
definition as the need “to love and care and to be loved
and cared for.” )us, we posit that a set of Zhihu
affordances—self-presentation, relationship forma-
tion, browsing others’ content, meta-voicing, and
communication—can help people satisfy the need for
relatedness by creating social connections with
others. )is can be realized by reaching a lot of users,
joining an online group, knowing what others are
doing, reacting to others’ posts, and so forth [64, 65].
For example, in the context of Zhihu, users can in-
crease social interactions by posting personal infor-
mation (self-presentation), following a user
(relationship formation), browsing others’ posts
(browsing others’ content), voting for a post (meta-
voicing), sending an instant message to others
(communication), and so forth. )erefore, the H2 is
proposed as follows.
H2: )e need for relatedness can motivate the use of
Zhihu that has these affordances: self-presentation,

relationship formation, browsing others’ content,
meta-voicing, and communication.
Bauer and McAdams [66] analyzed that competence
refers to people’s innate psychological needs to deal
with their environment effectively. It is the psycho-
logical needs that can be achieved by having an impact
on individuals or the environment. White [67] showed
that individuals need to feel competent in controlling
or altering the environment and finding opportunities
to increase their own knowledge or skills. )erefore,
people who have a high demand for competence are
more likely to seek affordances that provide them with
opportunities to apply or expand their knowledge in the
environment. )us, we suggest that the affordances of
meta-voicing, sourcing, and knowledge attributes can
fulfill individuals’ needs for competence by providing
feedback to others’ posts, responding to others’ ques-
tions, searching answers, subscribing to valuable
content, attending online courses, and so on. )us,
hypothesis 3 is suggested.
H3: )e need for competence can motivate the use of
Zhihu that has the following affordances: meta-voicing,
sourcing, and knowledge attributes.
In terms of having a place, it refers to people’s innate
psychological needs to possess a place where they can
create their own space [68, 69]. Pierce et al. [70] suggest

Table 2: Mapping of the psychological needs to OKC affordances.

OKC Affordances

Needs

S-NEEDS O-NEEDS

A C HP CK MC ES R

Social
Affordances

Self-presentation √ √ √ √ √

Content Sharing √ √ √ √

Interactivity √ √

Presence Signaling √

Relationship Formation √ √ √

Group Management √ √

Browsing Others’ Content √ √ √

Meta-voicing √ √ √ √

Communication √ √

Collaboration √ √ √

Competition √ √

Sourcing √ √

Knowledge 
Affordances Knowledge attributes √

Note: A� autonomy; C� competence; HP� having a place; CK� coming to know the self; MC�maintaining continuity of self-identity; ES� expressing self-
identity; R� relatedness.
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Table 3: OKC affordances.

Affordances Definitions Example features
Social affordances

Self-presentation

Users can display and present information related to
themselves. )is includes sharing information that

somehow portrays users and shows who they are, their
values and preferences, their expertise, etc. Updating
descriptive information about themselves, such as

gender, occupation, and location; and posting content
involving pictures and videos related to themselves

[41–44]

Posting my own content on Zhihu; sharing my own video
on YouTube; updating my profile on Zhihu; writing

personal opinions on Zhihu

Content sharing Users can share and distribute content unrelated to them
to others (e.g., sharing posts, video) [27, 45, 46]

Sharing links of other people’s articles on Zhihu; sharing
others’ videos and photos on Instagram

Interactivity Users can walk around in real time and change their
virtual environment (e.g., to build in-world artifacts) [41] Moving around in World of Warcraft

Presence signaling Users can indicate their existence and know whether
other users are accessible [43, 44, 47] “Who is online” on Instagram

Relationship
formation

Users can establish relationships with others, including
joining groups or online communities [27, 45]

Following other users on Zhihu; joining an online
community (e.g., “Quanzi” on Zhihu)

Group
management

Users can form groups and online communities and
manage them. )e focus is on the management or

administration of groups [45, 46]

Illegal content management on Zhihu, forming a
“Quanzi” on Zhihu

Browsing Other’s
content

Users can view others’ content and receive alerts to pay
attention to others’ content [41, 42, 45]

Browsing others’ content on Zhihu, receiving
notifications on LinkedIn

Meta-voicing

Users can participate in online conversations by
responding to other people’s status, profile, content, and
activities online and viewing other people’s responses to
their status, profile, content, and activities. In meta-voice,
the user “not only has to express his or her opinion, but
also add meta-knowledge to content already online.”

[23, 48]

Voting on a post on Zhihu, answering questions on
Zhihu, liking what others post on Zhihu

Communication Users can chat or send messages with others directly
[41, 44, 47]

Chatting on Zhihu, communicating with others on
Google+

Collaboration Users can collaborate with others, such as collaborating
with others to create content on Wikipedia [23, 43, 48] Adding, deleting, and editing content on Zhihu

Competition Users are able to compete with others, which includes
competing in online games [10] Completing tasks in World of Warcraft

Sourcing Users are able to ask for resources or funds, including
meeting others’ requests for funds or resources [10] Asking or answering questions on Zhihu

Knowledge affordances

Knowledge
attributes

Reliability: It refers to the extent to which the answers on
social Q&A websites make users feel trustworthy and
reliable [49]. Users think that the answer is of high quality
only when they believe that the source and content of the

answer are reliable [50]

)e reliability of Zhihu content is reflected in its
questions, answers, articles, videos, pictures, etc.

Selectivity: Users can subscribe to specific content or
sources of information [51]

Zhihu involves popular and unpopular content in
multiple sections, and the content knowledge within each

section is highly subdivided [52]
Economies: It means that the subject obtains relatively
maximum benefits with relatively minimum investment
to obtain benefits most economically and meet the needs

of survival and development [53]

Zhihu provides users with a free Q&A community [54].
Users can spend less money to ask questions to experts in

related fields

Uniqueness: It is defined as individuals pursuing unique
characteristics different from others by acquiring, using,
and disposing of consumer goods [55]. Novelty is a

concept closely related to uniqueness. Novelty refers to
the extent to which the answers on social Q&A websites
make users feel innovative. Innovative answers will bring
new ideas to users and will also be regarded as high-

quality answers by users [49, 56]

In-depth content production is different from the
knowledge provided by other Q&A platforms. Online and
offline knowledge products are carried out at the same

time [57]
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that a sense of having a place can be partly realized by
the personalization of individuals’ surroundings. Ap-
plying this definition to cyberspace, users can fulfill
their needs for having a place by investing time, energy,
or emotion in creating their own virtual world through
self-presentation (such as posting personal photos or
videos on Zhihu) and content sharing (such as sharing
others’ content on Zhihu). In this way, a sense of having
a place can be created by engaging in personalizing the
cyberspace. As a result, hypothesis 4 can be proposed.
H4: )e need for having a place can motivate the use of
Zhihu that has these affordances: self-presentation and
content sharing.
As for coming to know the self, Pierce et al. [71] il-
lustrated it as individuals’ innate psychological needs to
identify who they are and learn about themselves. Self-
identity can be developed through self-awareness, such
as comparing themselves with others when people
interact with their surroundings [72]. In addition, the
sense of coming to know the self can be achieved by
receiving feedback from others and seeing how other
people think of themselves [73]. )us, people can re-
flect their feelings, thoughts, and behaviors, which
enable them to discover what kind of people they are.
)erefore, the psychological needs for coming to know
the self can be fulfilled by these affordances: browsing
others’ content (which helps individuals compare
themselves to others) and meta-voicing (which enables
individuals to see reflected appraisal). )erefore, hy-
pothesis 5 is suggested.
H5: )e need for coming to know the self can motivate
the use of Zhihu that has these affordances: browsing
others’ content and meta-voicing.

Expressing self-identity is defined as people’s innate
psychological needs to communicate their identities
with others [71]. For example, Zhihu users can satisfy
their needs for expressing self-identity by self-pre-
sentation (through disclosing their personal infor-
mation such as profile photos and education), content
sharing (through sharing articles), relationship for-
mation (through following other Zhihu users or
joining online communities), meta-voicing (through
commenting on or voting for others’ posts), and
communication (through chatting directly with other
Zhihu users). )erefore, hypothesis 6 can be
proposed.
H6: )e need for expressing self-identity can motivate
the use of Zhihu that has these affordances: self-pre-
sentation, content sharing, relationship formation,
meta-voicing, and communication.
)e final psychological needs suggested in this paper
are maintaining continuity of self-identity, which
shows individuals’ innate psychological needs to
maintain emotional connections between past and
present [71]. Taking Zhihu as an example, self-pre-
senting and content sharing enable users to see who
they were and who they are by the questions they
asked or answered, articles they shared, photos and
videos they posted, and so forth. All the content
constitutes one’s self-identity. )us, we posit hy-
pothesis 7.
H7:)e need for maintaining continuity of self-identity
can motivate the use of Zhihu that has these affor-
dances: self-presentation and content sharing.

Based on the above hypotheses, the conceptual frame-
work can be shown in Figure 2.

4. Research Methods

4.1. Questionnaire Design. Based on previous research of
psychological needs and Zhihu features, questionnaire 1 and
questionnaire 2 are designed to test the model of this paper.
In order to measure seven variables of psychological needs,
20 question items are suggested. A adopts three-question
items from Deci [61] and Deci and Ryan [33, 62, 63]. R is
measured by the scale of the research from Deci and Ryan
[63, 74], Jenkins-Guarnieri et al. [64], and Seder & Oishi
[65]. C adopts the scale from Bauer and McAdams [66] and
White [67]. HP adopts two-question items from Barki et al.
[68], Harrison and Barthel [69], and Pierce et al. [70]. CK is
measured by the scale of Pierce et al. [71], Festinger [72], and
Mead [73] while ES and MC adopt the source from Pierce
et al. [71] to be the measurement scale (see in questionnaire
1). In questionnaire 2, 17 question items are suggested to
measure the extent to which the use of or feeling Zhihu
features. In this study, every measurement item is measured
using the five-point Likert scale. 1 for “strongly disagree,” 2
for “disagree,” 3 for “undecided,” 4 for “agree,” and 5 for
“strongly agree.”

Table 4: Mapping of Zhihu features to Zhihu affordances.

Zhihu platform features 1 2 3 4 5 6 7 8
Uploading own content √
Sharing other’s content √
Watching live √
Commenting on other’s post √
Asking or answering questions √
Liking or collecting what others
posted √

Voting for what others posted √
Chatting √
Joining an online community √
Browsing other’s content √
Following other users √
Searching answers √
Writing the column √

Zhihu product features
Reliability √
Selectivity √
Economies √
Uniqueness √
1–7: self-presentation, content sharing, relationship formation, browsing
others’ content, meta-voicing, communication, sourcing, and knowledge
attributes.
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Table 5: Scale items.
Questionnaire 1

Construct Abbr. Items Sources
Psychological needs

Autonomy A

I need freely
choose what I

want.
I need present
myself in my
own way

I have the need
to act freely

Deci [61]; Deci and Ryan [33, 62, 63]

Relatedness R

I need
participate in
group activities
I need connect
with other
people

I need be close
to many people

Deci and Ryan
[63, 74];

Jenkins-Jenkins-Guarnieri et al. [64]; Seder and Oishi [65]

Competence C

I need expand
my knowledge
I need show my

capabilities
I need feel
competent

Bauer and McAdams [66]; White [67]

Having a place HP

I need a place of
my own

I need create a
place which

makes me feel
like home

Barki et al. [68]; Harrison and Barthel [69]; Pierce et al. [70]

Coming to know the self CK

I need to know
who I am.

I need to know
how other

people think of
me.

I need to
develop a sense
of self-identity.

Pierce et al. [71]; Festinger [72]; Mead [73]

Expressing self-identity ES

I need to show
people who I

am.
I need to
express my
personality.

I need to show
my self-identity.

Pierce et al. [71]

Maintaining continuity of self-identity MC

I need to
compare my

past and today.
I need to show
other people

who I were and
who I am.

I need my past
to be an

important part
of my self-
identity.

Pierce et al. [71]

All items were measured on a 5-point scale: 1� strongly disagree; 5� strongly agree
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4.2. Data Collection. Taking into account the time con-
straints and sample size, the research scope is mainly se-
lected in the first-tier cities in China that have a large
number of people using Zhihu. First, the questionnaire was
distributed and collected in a small range through the social
network of teachers and classmates to conduct a preliminary

test of the questionnaire. After the questionnaire was re-
vised, a professional survey company was commissioned to
invite Zhihu users in China’s first-tier cities to respond
online.)e survey period was from June 2021 to July 2021. A
total of 300 questionnaires were returned. After excluding
uncompleted and regular answers, 300 questionnaires were

Table 5: Continued.
Questionnaire 2

Zhihu features

Frequency of using Zhihu platform features (aggregate
of use across features)

)e extent to which the use of or feeling the following Zhihu features (all items were measured on a 5-point
scale Zhihu platform features: 1� never, 5� very often Zhihu product features: 1� strongly disagree,

5� strongly agree)
F1 Uploading own content
F2 Sharing other’s content
F3 Watching live
F4 Commenting on other’s post
F5 Asking or answering questions
F6 Liking or collecting what others posted
F7 Voting for what others posted
F8 Chatting
F9 Joining an online community
F10 Browsing other’s content
F11 Following other users
F12 Searching answers
F13 Writing the column

Degree of feeling Zhihu product features

F14 Reliability
F15 Selectivity
F16 Economies
F17 Uniqueness

Autonomy

Relatedness

Competence

Self-Determination
Theory

Having a Place

Coming to
Know the Self

Maintaining
Continuity of
Self-identity

Expressing
Self-identity

Psychological Ownership
Theory

Self-presentation

Content Sharing

Relationship Formation

Browsing Other’s
Content

Meta-voicing

Sourcing

Communication

Knowledge Attributes

Zhihu Affordances

Figure 2: NAF model for Zhihu affordances use.
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finally returned, with 208 valid questionnaires, and the ef-
fective response rate was 69.3%. Based on the final sample,
this paper mainly adopts SPSS26.0 and Amos24.0 software
to analyze the sample data as shown in Table 5.

5. Results and Analysis

In this study, SPSS26.0 software and Amos24.0 software are
used to analyze the research samples. Among them, the
analysis methods involved in SPSS26.0 include reliability test
and regression analysis, while Amos24.0 is used for con-
firmatory factor analysis.

5.1. Reliability and Validity Test. Reliability refers to the
consistency or stability of the measurement results ob-
tained by measurement tools [75]. In this paper, Cron-
bach’s Alpha reliability test is used for testing variables. In
terms of validity, it refers to the degree to which mea-
surement tools can accurately measure the things that
need to be measured [76]. )is paper uses confirmatory
factor analysis to test the validity of variables, which is
mainly used to verify convergent validity and discriminant
validity. According to Hair [76], the absolute value of
factor loading should be at least 0.5 or more, and the best
index value should be more than 0.7. In addition, the
average variance extraction (AVE) index value should be
more than 0.5. )e value of the construct reliability should
be higher than 0.7 to judge whether it has convergent
validity. Fornell and Larcker [77] pointed out that the
existence of discriminant validity should be judged based
on whether the square root of AVE is higher than the
correlation coefficient value between the two-factor
constructs. )is study uses the maximum likelihood
method to estimate the model, and χ2/df, RMSEA, SRMR,
NFI, CFI, TLI, IFI indicators are used to verify the model
fitting degree in this paper.

It can be seen from Table 6 that the reliability of A, R, C,
HP, CK, ES, and MC is 0.886, 0.748, 0.843, 0.767, 0.855,
0.801, and 0.832, respectively, indicating that the ques-
tionnaire has good reliability. In addition, as the result
shows that χ2/df � 1.330, RMSEA � 0.040, SRMR � 0.043,
NFI � 0.905, CFI � 0.974, TLI � 0.967, IFI � 0.975, it indi-
cates that the confirmatory factor analysis model fits well.
)e composite reliability values of A, R, C, HP, CK, ES, and
MC are 0.887, 0.752, 0.843, 0.767, 0.857, 0.808, and 0.835,
which are all above 0.7, and the AVE values are 0.723,
0.503, 0.644, 0.666, 0.584, and 0.629, respectively, which
are above 0.5, so it shows that the questionnaire has good
convergent validity.

Table 7 shows the mean and standard deviation of A, R,
C, HP, CK, ES, and MC.)e AVE values of A, R, C, HP, CK,
ES, and MC are 0.850, 0.709, 0.802, 0.789, 0.816, 0.764, and
0.793, respectively, which are higher than their corre-
sponding correlation coefficients, which shows that the
questionnaire has good discriminant validity.

5.2. Regression Analysis. Regression analysis is a statistical
analysis method to determine the interdependent

relationship between two variables or multiple variables.
)erefore, this paper chooses regression analysis to test the
hypothesis, in which gender, age, and Internet experience (in
years) are used as control variables.

Table 8 shows the predictive effect of the predictor
variables on the dependent variables and the magnitude of
the explanation rate. )us, the results are shown below.

Taking self-presentation as the dependent variable, it can
be seen that relatedness, having a place, and expressing self-
identity have a significant positive predictive effect on self-
presentation (β� 0.223, p< 0.01; β� 0.300, p< 0.001;
β� 0.219, p< 0.01, respectively). In addition, the explanatory
rate of the predictor variables to self-presentation is 29.4%.

Taking content sharing as the dependent variable, it is
shown that having a place and expressing self-identity have a
significant positive predictive effect on content sharing
(β� 0.260, p< 0.001; β� 0.179, p< 0.05, respectively). )e
explanatory rate of the predictor variables to content sharing
is 15.1%.

Taking relationship formation as the dependent variable,
it can be seen that relatedness and expressing self-identity
have a significant positive predictive effect on relationship
formation (β� 0.245, p< 0.01; β� 0.340, p< 0.001, respec-
tively). )e explanatory rate of the predictor variable to
relationship formation is 25.2%.

Taking browsing others’ content as the dependent var-
iable, it is shown that autonomy and coming to know the self
have a significant positive predictive effect on browsing
others’ content (β� 0.309, p< 0.001; β� 0.246, p< 0.01,
respectively). )e explanatory rate of the predictor variable
to browsing others’ content is 16.9%.

Taking meta-voicing as the dependent variable, it can be
seen that relatedness, competence, coming to know the self,
and expressing self-identity have a significant positive
predictive effect on meta-voicing (β� 0.227, p< 0.01;
β� 0.270, p< 0.001; β� 0.189, p< 0.01; β� 0.167, p< 0.05,
respectively). )e explanatory rate of predictor variables for
meta-voicing is 39.7%.

Taking communication as the dependent variable, it can
be seen that the predictive effects of the various variables of
psychological needs are not significant.

Taking sourcing as the dependent variable, it can be seen
that competence has a significant positive predictive effect
on sourcing (β� 0.366, p< 0.001), and the explanatory rate
of the predictor variable to sourcing is 14.9%.

Taking knowledge attributes as the dependent variable, it
can be shown that competence has a significant positive
predictive effect on knowledge attributes (β� 0.369,
p< 0.001), and the explanatory rate of the predictor variable
to knowledge attributes is 14.4%.

6. Discussion

From the data results above, the following observations
could be reached. One is that each of the Zhihu affor-
dances is likely to be related to fulfilling some psycho-
logical needs. At the same time, the salient psychological
needs that drive people to use Zhihu could be identified.
)e other is that links between individuals’ psychological
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needs and Zhihu affordances could be identified. Details
are as follows.

)e need for autonomy canmotivate people to use Zhihu
that has the affordance of browsing others’ content. How-
ever, it has no relationship with self-presentation, content
sharing, relationship formation, and sourcing. )is means
that although Zhihu users do have the freedom to determine
what content to browse and when, there are some restric-
tions that limit users’ freedom to show themselves, share
content, and establish relationships. In the discussion area of
the Zhihu platform, we can see many people complaining
about the privacy problems of Zhihu. Some people think that
it is strongly required that Zhihu set a function that can
determine whether users are willing to disclose their dy-
namics, including the behavior of liking, collecting, and

following. Otherwise, when users’ friends or other people
who follow the users click into the accounts, they can easily
know what the users are doing or thinking in recent time.
Mainly when subscribing to sensitive and private topics,
users feel that their privacy has been violated. In addition,
although the Internet search index improves the accuracy of
predicting users’ preferences and behavior [78], the rec-
ommender system used in the application may also disclose
users’ privacy [79]. In this case, due to social norms and
impression management concerns, users may feel that their
behavior cannot be entirely determined by themselves and
finally think that the platform cannot meet their needs for
autonomy. )is view is further confirmed by the compar-
ative study between Facebook and Twitter. Facebook’s real
name policy makes many users feel limited in expressing

Table 6: Reliability and convergent validity.

Constructs Items Loadings Cronbach’s alpha Composite reliability Average variance extracted

A
A1 0.835

0.886 0.887 0.723A2 0.859
A3 0.856

R
R1 0.738

0.748 0.752 0.503R2 0.698
R3 0.691

C
C1 0.740

0.843 0.843 0.644C2 0.888
C3 0.771

HP HP1 0.801 0.767 0.767 0.623HP2 0.777

CK
CK1 0.779

0.855 0.857 0.666CK2 0.799
CK3 0.868

ES
ES1 0.724

0.801 0.808 0.584ES2 0.790
ES3 0.778

MC
MC1 0.835

0.832 0.835 0.629MC2 0.780
MC3 0.762
χ2/df� 1.330, RMSEA� 0.040, SRMR� 0.043, NFI� 0.905, CFI� 0.974, TLI� 0.967, IFI� 0.975

Note: A� autonomy; C� competence; HP� having a place; CK� coming to know the self; MC�maintaining continuity of self-identity; ES� expressing self-
identity; R� relatedness.

Table 7: Summary statistics and discriminant validity.

A R C HP CK ES MC
A 0.850
R 0.284 ∗∗ 0.709
C 0.325 ∗∗∗ 0.560 ∗∗∗ 0.802
HP 0.351 ∗∗∗ 0.266 ∗∗ 0.311 ∗∗∗ 0.789
CK 0.282 ∗∗∗ 0.495 ∗∗∗ 0.277 ∗∗ 0.393 ∗∗∗ 0.816
ES 0.262 ∗∗ 0.559 ∗∗∗ 0.483 ∗∗∗ 0.268 ∗∗ 0.459 ∗∗∗ 0.764
MC 0.256 ∗∗ 0.684 ∗∗∗ 0.391 ∗∗∗ 0.306 ∗∗ 0.654 ∗∗∗ 0.446 ∗∗∗ 0.793
Mean 4.437 3.871 4.299 4.403 3.921 3.803 3.858
S.D. 0.726 0.734 0.697 0.700 0.791 0.822 0.842
Note: ∗p< 0.05, ∗∗p< 0.01, and ∗∗∗p< 0.001; the diagonal elements represent the square root of the AVE.
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themselves, while Twitter’s anonymity system reduces users’
social pressure and enables people to express themselves
more freely [10, 80, 81].

)e need for relatedness can motivate the use of Zhihu
that has affordances of self-presentation, relationship for-
mation, and meta-voicing, but there is no significant link
from relatedness to browsing others’ content and commu-
nication. Although browsing others’ content and commu-
nication are also likely to help users develop their
relationships with others, our results show that these
affordances are not able to meet the psychological needs of
relatedness. )is may be because when users are provided
with various affordances that can meet the same psycho-
logical needs, they will choose the one that can directly meet
their psychological needs. In addition, compared to social
platforms such as Wechat, OKC platforms such as Zhihu
have weaker functions in chatting, which may also be why
people are less likely to use chatting on Zhihu to meet needs
for relatedness. According to results, the features which
enable affordances of self-presentation, relationship for-
mation, and meta-voicing are used to meet needs for re-
latedness on Zhihu.

)e need for competence is significantly related to
affordances of meta-voicing, sourcing, and knowledge at-
tributes. As a successful OKC platform, the functions
provided by Zhihu, such as commenting on posts, collecting
and liking, voting for posts, suggesting questions, and
searching answers, as well as the high-quality content of
Zhihu, meet people’s demands for applying and expanding
their knowledge. )e emergence of OKC platforms has
changed the way people obtain information. Every online
interaction or behavior of searching is the process of

ingesting content through the Internet. )is method has
brought many positive effects, such as a variety of content
and quick access to information, but there will also be some
negative effects, for example, how to filter meaningful in-
formation which indeed enables users to acquire compe-
tence. In order to achieve substantial development, Zhihu
should avoid information redundancy and maintain high-
quality content to win everyone’s favor in the era of in-
formation overload.

)e result supports the link between the need for having
a place and the use of self-presentation and content sharing
affordances.)is shows that people create their own space by
posting self-related content, writing the column, or sharing
others’ posts. Zhihu heavy users may invest a lot of time or
money in engaging in Zhihu activities. In this way, people
are able to be immersed in the environment they personalize
for their own. As a result, the need for having a place can
motivate the use of Zhihu that has affordances of self-
presentation and content sharing.

)e need for coming to know the self can also drive people
to use Zhihu that has affordances of browsing others’ content
and meta-voicing. People can establish self-identity by re-
ceiving feedback from others and comparing themselves with
other people [72, 73]. On the one hand, Zhihu can establish an
effective feedback mechanism through such functions as
liking and commenting so that users can constantly improve
their answers, obtain new ideas, and may find the direction
they are interested in and explore their potential. On the other
hand, users will compare with their own articles or ideas by
browsing other people’s articles or opinions. )us, they can
find their own shortcomings and enhance their self-aware-
ness. For example, by communicating with other users in the

Table 8: Regression results.

SP CS RF BOC MV COM SO KA
Psychological needs

A 0.027 (0.089) 0.053 (0.097) −0.018 (0.088) 0.309∗∗∗
(0.079) −0.008 (0.079)

R 0.223∗∗
(0.106)

0.245∗∗
(0.097) −0.075 (0.084) 0.227∗∗

(0.079) 0.051 (0.130)

C 0.270∗∗∗
(0.078)

0.366∗∗∗
(0.084)

0.369∗∗∗
(0.055)

HP 0.300∗∗∗
(0.092)

0.260∗∗∗
(0.101)

CK 0.246∗∗
(0.078)

0.189∗∗
(0.066)

ES 0.219∗∗
(0.084) 0.179∗ (0.088) 0.340∗∗∗

(0.085) 0.167∗ (0.067) 0.114 (0.116)

MC 0.013 (0.088) 0.092 (0.087)
Controls

Gender 0.079 (0.123) −0.021 (0.134) −0.106 (0.125) −0.095 (0.111) 0.031 (0.095) 0.050 (0.171) −0.009 (0.113) 0.052 (0.077)

Age 0.047 (0.089) −0.035 (0.097) 0.142∗ (0.090) −0.004 (0.080) −0.044 (0.069) −0.085
(0.122) −0.126 (0.080) −0.056 (0.055)

IE −0.102 (0.122) −0.046 (0.132) 0.019 (0.125) 0.065 (0.110) −0.101 (0.093) −0.075
(0.169) 0.092 (0.108) -0.117 (0.073)

R2 0.321 0.180 0.274 0.193 0.417 0.043 0.170 0.161
Adj R2 0.294 0.151 0.252 0.169 0.397 0.019 0.149 0144
Note: ∗p< 0.05, ∗∗p< 0.01, ∗∗∗p< 0.001, standardized coefficients (standard errors); IE�Internet experience; Gender: 1�male, 2� female; SP� self-pre-
sentation; CS� content sharing; RF� relationship formation; BOC� browsing others’ content; MV�meta-voicing; COM� communication; SO� sourcing;
KA� knowledge attributes.
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comment area, users may continue to be inspired and feel the
differences between themselves and others to form a clearer
understanding of themselves.

)e result shows that individuals who have a great need
to express self-identity may use Zhihu that provides
affordances of self-presentation, content sharing, rela-
tionship formation, and meta-voicing. However, the
affordance of communication could not fulfill people’s
psychological need for expressing self-identity. By joining
an online community or following others (enable the
affordance of relationship formation) on Zhihu, individuals
are easy to express self-identity by establishing connections
with other people. However, when users are high on the
need for communicating their identities, the function of
chatting may not be as rich as uploading their content,
sharing others’ content, commenting, or voting for others’
posts (enable the self-presentation, content sharing, and
meta-voicing affordances). In addition, as we mentioned
before, compared toWechat in China, the chatting function
of Zhihu is not its superior function. )erefore, individuals
are more likely to use self-presentation, content sharing,
relationship formation, and meta-voicing to express self-
identity.

Finally, the need for maintaining continuity of self-
identity plays a nonsignificant role in driving Zhihu use.

We expect that the realization of this psychological need
may only be a by-product of using Zhihu. Individuals could
express their identity by posting their own content or
sharing others’ content. )ese constitute the user’s previous
and current experiences and records. Unless this material is
specifically deleted, the information will be persistent, which
provides continuity in time and a retrospective perspective
for self-identity.

7. Implications and Future Research

7.1. -eoretical Implications. )e characteristics of a par-
ticular OKC application provide insights into the affor-
dances provided by that application. In addition, from the
logic of NAF, this paper provides the mapping of the psy-
chological needs that motivate using the application to its
affordances. )erefore, people can predict their psycho-
logical needs based on the features provided by the OKC
application. On the contrary, based on the people’s level of
psychological needs, it is possible to predict which affor-
dances of the OKC application they may use.

Taking Zhihu as an example, this paper determines the
psychological needs that drive the use of Zhihu from the
perspective of the NAF model. )rough the features of
Zhihu, Zhihu affordances are identified, so the connection
between affordances and psychological needs is established.
)rough the data collection and analysis, the results show
that the salient psychological needs that motivate users to
use Zhihu are autonomy, relatedness, competence, having a
place, coming to know the self, and expressing self-identity,
and these psychological needs are fulfilled by the affordances
of browsing others’ content (for autonomy), self-presenta-
tion, relationship formation and meta-voicing (for relat-
edness), meta-voicing, sourcing and knowledge attributes

(for competence), self-presentation and content sharing (for
having a place), browsing others’ content and meta-voicing
(for coming to know the self ), and self-presentation, content
sharing, relationship formation, and meta-voicing (for
expressing self-identity). )ese results demonstrate how to
use the NAF model to determine the relationship between a
specific OKC platform and psychological needs.

7.2. Practical Implications. From the fact that Wukong Q&A
has invested billions in the construction of the community
although it still fell to the ground, different platform
affordances could create different community ecology. )e
research of this topic can guide more platforms to design
more effective OKC applications under the premise of
unifying user needs and organizational characteristics,
which could lead to avoiding waste of social resources and
improving the success rate of Internet innovation. Out-
wardly, the digital platform system has a certain degree of
imitability and reproducibility. In fact, it contains differences
in corporate value pursuit, user community, and core ca-
pabilities. )e platform system is a collection of affordances
generated during the interaction between the organizational
characteristics of the platform enterprise and the needs of
users. )e platform must clearly understand the dominance
and decisive role of these organizational characteristics in
operations. Different organizational characteristics naturally
require different digital technologies and combination op-
tions to achieve differentiated functions, interfaces, and
processes and produce different user interaction effects. In
addition to the social affordances provided by the platform,
content platforms such as Zhihu should also focus on the
affordances of knowledge content, that is, whether the
content resources meet the platform positioning and user
needs. Furthermore, platform strategies should be used to
guide content production behavior and user consumption
behavior to build a good user-content collaborative
ecosystem.

7.3. Future Research. NAF model can be extended to design
science research. For example, our results can be used to
provide guidance on how to develop effective OKC appli-
cation features. )ese features should be able to meet the
natural psychological needs of users. In addition, although
we have studied how each type of affordance meets specific
psychological needs, it is also possible that affordances have
joint complementary effects. )erefore, future research can
explore whether a specific combination of affordances can
provide better means to meet the psychological needs or
whether a specific combination of characteristics can pro-
vide specific affordances in a better way. )ird, it is unclear
whether OKC applications should strive to provide multiple
functions to meet a single demand or provide multiple
functions to meet multiple needs in order to succeed. Our
empirical research in the context of Zhihu shows that al-
though Zhihu provides a variety of affordances to meet the
needs for relatedness, only three of themmay be significantly
related to the need for relatedness. Although other affor-
dances may also help individuals develop relationships with
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others, our results seem to indicate that this is not why users
use them. )is may be because when individuals are pro-
vided with multiple affordances that can meet the same
psychological needs, they will choose the affordance that
most directly meets the psychological needs. )is is worthy
of further study. Finally, we mentioned earlier that com-
pared to other Q&A platforms, Zhihu has carried out in-
depth content production and provided online and offline
knowledge products. Whether users meet their psycholog-
ical needs online or offline may depend on whether OKC
provides better functions to meet their needs than offline.
)ese questions are interesting directions for future design
scientific research and provide potential ways for future
OKC research to reveal how to attract users effectively.
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Copyright © 2021 Xiaofei Chen et al. .is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

.e rise of FinTech has been meteoric in China. Investing in mutual funds through robo-advisor has become a new innovation in
the wealth management industry. In recent years, machine learning, especially deep learning, has been widely used in the financial
industry to solve financial problems..is paper aims to improve the accuracy and timeliness of fund classification through the use
of machine learning algorithms, that is, Gaussian hybrid clustering algorithm. At the same time, a deep learning-based prediction
model is implemented to predict the price movement of fund classes based on the classification results. Fund classification carried
out using 3,625 Chinese mutual funds shows both accurate and efficient results. .e cluster-based spatiotemporal ensemble deep
learning module shows better prediction accuracy than baseline models with only access to limited data samples. .e main
contribution of this paper is to provide a new approach to fund classification and price movement prediction to support the
decision-making of the next generation robo-advisor assisted by artificial intelligence.

1. Introduction

In recent years, machine learning and deep learning have
been widely used in finance to meet financial needs [1–5]. As
an application of these novel techniques, robo-advisors are
favored by a growing number of fund companies, and thus,
the advisors have played an important role in global in-
vestments and asset allocations. Since the reform and
opening up initiated 40 years ago, China has shown rapid
economic growth and has become the second-largest wealth
management market in the world. To satisfy residents’
wealth management needs, public funds have gradually
become one of the main tools for wealth management,
because of their rich investment targets, professional op-
erations, and open and transparent information environ-
ment. At the same time, with a timely supplement of
technology to the financial market, the participating cost of
residents to realize customized financial services has been
gradually reduced. In addition, as robo-advisors are af-
fordable to common investors, these advisors have become
one of the main tools for financial institutions to carry out
wealth management innovation for several advantages, e.g.,

they can manage long-term asset allocation, applying
modern portfolio theory with technologies, such as big data,
and implementing cloud computing. .ey can also auto-
matically provide clients with fund investment suggestions
through the Internet, with the consideration of investors’
risk preferences, property status, and financial objectives.
.erefore, the application of artificial intelligence technol-
ogy outperforms traditional investment advisors by opti-
mally dealing with several practical problems encountered
by traditional advisors, e.g., cost cutting and customer reach.

.ere are two steps that the robo-advisors need to go
through in the process of generating investment plans: fund
selection and asset allocation. Fund selection can be further
divided into two aspects: fund classification and fund return
prediction. In China, current fund classification is generally
based on the primary classification (Step 1) issued by the
China Securities Regulatory Commission (CSRC). .ere are
two main styles of funds categorized by CSRC: stock funds
and bond funds. For Step 2 classification, stock funds can
further be classified given their market capitalization and the
style of their holdings, while bond funds can be classified
based on the share of equities held in their position.
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In terms of fund classification bymachine learning, there
are two common methods: partition clustering (represented
by K-means clustering) and network clustering (represented
by SOM). .e partition clustering method has the merits of
simpler principle, fewer parameters input, and faster con-
vergence speed; however, the shape of circular clustering
may be too simple, which would compromise the accuracy of
classification results. .e network clustering method can
effectively deal with multidimensional clustering problems,
but it is subject to dimensional disasters and the network
model is relatively sensitive to the selection of parameters. In
terms of fund movement prediction, ARIMA, artificial
neural network (ANN), and backpropagation neural net-
work (BP) are frequently used, while their weakness are that
parameters are difficult to estimate and models are subject to
overfitting.

In order to solve the above problems, we employ the
Gaussian mixture clustering method (GMM) in this paper.
GMM can effectively solve the problem that the cluster shape
is too simple when using a simple parameter. For empirical
analysis, we use data from the Chinese market. We continue
our analysis using two-step classification to further distin-
guish the styles and characteristics of stock funds and bond
funds of our collected data. Based on the GMM results, we
use the spatiotemporal ensemble deep learning model to
predict the short-term price movement of each category of
funds. We then make full use of the idea of clustering and
ensemble learning with the aim to effectively improve the
implication and prediction ability of the model, especially
when the access to big data is rather limited.

To compare the performance of predicting fund net asset
values of our model, we compare it with several basic
models, that is, residual network (ResNet, hereafter) model,
long- and short-term memory network (LSTM, hereafter)
model, and one-dimensional convolutional neural network
(CNN, hereafter) model. We examine their performance in
predicting the short-term returns of the four main classified
categories in our results by employing the mean absolute
error (MAE) and correlation coefficient R2 as evaluation
indicators.

Our main findings are as follows. Our two-step GMM
method can generate the probabilities that the funds belong
to a certain category, according to their risks and returns,
and thus outperform the traditional K-means model in
classifying funds. Our model also improves the prediction
ability, with a reduced prediction error, of fund price
movements when compared with other models, i.e., ResNet,
LSTM, and CNN models.

.e main contributions of this paper are as follows: (1)
we propose a new two-step GMM model to effectively
distinguish the mutual funds in China using simple fund
characteristics and (2) we construct an ensemble deep
learning model to predict the short-term price movement of
different categories of funds.

2. Literature Review

2.1. Literature on Fund Classification. Fund classification is
the basis of fund evaluation. Different types of funds need

different analysis methods and evaluation dimensions due to
their distinct characteristics such as risk and return. .us,
fund classification ensures the effectiveness and compara-
bility of fund evaluation. .ere are two methods of fund
classification: ex ante classification and ex post classification.
.e ex ante classification method determines the fund
category according to its investment objectives and strate-
gies, which are specified in the fund issuance announcement.
However, in the actual operation, the specified information
frequently deviates from the original agreements. Dibarto-
lomeo et al. [6] find that after regressing the net value of the
fund using the William Sharp’s attribution method, more
than 40% of the stock funds have misclassification, and they
argue that the main reasons for the misclassification are the
imprecision of the ex ante classification method and the ex
post deviating manipulation by fund managers due to peer
pressure. Luo et al. [7] classify 54 funds listed in China
through factor and cluster analyses, and they find that nearly
40% of the funds are inconsistent with the investment style
described in their prospectus. In contrast, ex post classifi-
cation method specifies fund types according to their per-
formance after fund operation and their characteristics
specified in the issuance announcement. As an improvement
to this classification method, Brown et al. [8] use a factor
model to capture the nonlinear characteristics of fund
returns and map them into the mainstream of investment
managers’ style to classify funds. Kim et al. [9] choose more
market characteristics, through principal component anal-
ysis (PCA), and classify funds based on these newly iden-
tified variables. However, the ex post classification method
also has limitations, for example, the collinearity of factors in
multiple regressions.

Fortunately, the introduction of machine learning
mitigates the limitations of the traditional fund classification
methodology because of its ability to capture nonlinear
features and its independence of data characteristics, for
example, sample size, under unsupervised learning. Mara-
thon et al. [10] classify funds by K-means clustering to find
that 43% of the fund samples were inconsistent with the
investment types the funds were originally described. .ey
also find that many fund categories under traditional
classification methods show very similar risk and return
characteristics, thus suggesting that the introduction of
classification analysis reduces the complexity of fund
management. Lajbcygier et al. [11] maintain that the
boundaries of funds with different styles should be con-
tinuous rather than strictly being divided. .us, they use a
flexible clustering method of fuzzy C-means and find that
this method can obtain better classification results.
Menardi et al. [12] employ a two-step clustering method,
and the first step of which is to reduce the dimensionality of
24 fund characteristics using PCA, and the second step is to
classify 1436 public funds into those 24 categories of
characteristics using hierarchical clustering. For the ex-
traction of nonlinear characteristics, Moreno et al. [13]
classify 1,592 funds from the Spanish market by using self-
organizing mapping neural network (SOM) and find that
compared with K-means clustering, SOM can effectively
reduce misclassification.
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2.2. Literature on Fund Return Prediction. Yaser et al. (1996)
argue that financial time series itself is noisy and is a
nonstationary process, which means the historical infor-
mation is not enough to explain the relationship between
past and future returns. .ey also argue that the financial
market is not completely unpredictable due to the existence
of the price trend effect. Cao et al. (2001) maintain that
financial time series can be predicted by both univariate and
multivariate analyses. .ey argue that the input of the
univariate analysis model is the time series itself, which is
predicted by the autoregressive integral moving average
(ARIMA) model. However, ARIMA’s performance is not
satisfactory, mainly because (1) it requires the parameters to
be estimated ex ante and (2) it assumes that the time series is
stable and linear, which violates reality. Concerning mul-
tivariate analysis, artificial neural network (ANN) is one of
the main prediction methods due to its ability in accom-
modating more available information and its outstanding
performance in handling nonstationary processes. Schne-
burg [14] uses several methods, such as MADALINE and BP
models, to predict stock returns of three listed companies in
the German market and reveals that the accuracy of pre-
diction reaches 90%. Schneburg [14] also finds that the BP
model performs better than other methods considered,
which confirms the effectiveness of neural networks in
predicting fund returns. Kimoto [15] uses a modular neural
network to develop a trading strategy for Tokyo Stock Ex-
change and find that the modular neural network can
connect more basic neural networks and help generate a
more accurate prediction. For improvement, Vapnik et al.
(1996) propose a new method based on the support vector
machine (SVM) to improve the generalization of neural
networks by solving nonlinear regression problems. In
addition, Cao et al. (2001) argue that artificial neural net-
work has overfitting problems, and extra care is needed for
parameter estimations and training to get satisfactory re-
sults. Khashei et al. [16] maintain that to produce accurate
results a large amount of historical data is needed, while the
financial market is full of uncertainty and changes rapidly.
Accordingly, a new hybrid method, which combines the
advantages of artificial neural networks and fuzzy regression,
is proposed to overcome the limitations of traditional ar-
tificial neural networks. .eir empirical results then show
that this hybrid model is an effective way to improve pre-
diction accuracy. Liu et al. [17] and Li et al. [18] predict stock
returns by employing a CNN-LSTM model and find that
introducing an attention mechanism could help improve the
accuracy of the CNN-LSTM model.

3. Data

.e data used in this paper are mainly from the WIND
database. .e collected data are the full samples of stock
funds, hybrid funds, and bond funds under the classification
caliber of CSRC. QDII funds, closed-end funds, alternative
funds, and monetary funds are not included in the analysis
due to their peculiarity to our chosen funds. .e date of
April 30, 2021, is taken as the cut-off date. .e funds that
have been established more than two years before the cut-off

date, with a total asset value of above 50 million RMB, and
have not undergone type conversion during their operation
period are selected. .is selection process leads to a total
number of 3,625 funds.

.e fund fee normally includes the daily subscription fee,
daily redemption fee, management fee, and custody fee. .e
fund fee used in this paper is the sum of the management fee
and custody fee..e value of the fee is adopted as of April 30,
2021. For fund returns, we focus on their rolling rate of
return, which is defined as the ratio of the funds’ compound
net value on that day to the funds’ compound net value
N days ago, where N� 1, 5, 20, 60, 120, and 250 days as
rolling windows. .e number of fundholders, shares per
capita, shares that are held by institutions and individual
holders, shares purchased and redeemed by the fund
managers, and ratios of the market value of stocks and bonds
to funds’ total value are collected from their quarterly re-
ports. Since the publication time of the quarterly reports
varies across funds, we take the last trading day in January,
April, July, and October of each year as the observation date
to obtain the latest published data before that date. If no new
data is published in the latest quarter, the value of the
previous quarter will be used. Table 1 summarizes the data
used in this paper.

4. The Model

In this section, we develop the model framework, including
the clustering model and the prediction model, as shown in
Figure 1. First, we cluster the fund via GMM using fund
features described in the previous section, from which the
dimension of the fund features is reduced using the PCA
method. .en, we develop a deep learning-based prediction
model to predict the fund trend based on the clustering
results. .erefore, we will briefly introduce the PCA and
GMM at first. .e deep learning-based model is then pre-
sented in detail.

4.1. Clustering Models. .is paper uses two models for
analysis, that is, principal component analysis (PCA) and the
Gaussian mixture model (GMM). In this paper, we employ
PCA to reduce the dimension of the rolling yield data of
funds with different maturities used in the first step of
classification.

4.1.1. PCA. Principal components analysis (PCA) is a di-
mension reduction method, namely, transfers the original
feature space into a brand-new feature space. It is generally
used for data preprocessing. For example, assume that there
are n fund samples, with each fund sample contains 2,000
features. Among these features, there exists the vast amount
of noises or useless information. .erefore, PCA can be
conducted to reduce noises and save computational re-
sources. Table 2 shows the number of eigenvalues used and
the reducibility using PCA. One can notice that the PCA
method has a high degree of reducibility, and the higher the
reducibility, the more rolling days are selected, keeping the
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number of eigenvalues constant. A detailed description of
PCA is shown in Appendix A.

4.1.2. GMM. GMM clustering is the main classification
model, which can give the probability that the sample be-
longs to a certain category. .e so-called Gaussian mixture
model is the combination of multiple Gaussian distributions,
and it uses the likelihood function as the objective function
for parameter estimation. Although a larger sample size
could help improve the accuracy of the model, the increased
sample size will add the complexity of the model and could
thus cause overfitting problem..erefore, we rely on Akaike
information criterion (AIC) and Bayesian information

criterion (BIC) to assess the quality of classification. A
detailed description of GMM is presented in Appendix B.

4.2. Deep Learning Model. Applying the idea of ensemble
learning to the field of financial studies, we build a spa-
tiotemporal ensemble deep learning model for fund price
prediction. .e rationale of this model is summarized in
three steps. Given the layout and the article length, the
descriptions of the components of this model are presented
in Appendix C. First, encode the data that are used (i.e.,
historical value of the fund) to obtain the semantic infor-
mation of the data. Second, insert the encoded data into
three basic models, that is, residual network (ResNet), long-

Table 1: Summary statistics.

Item Observations Frequency Step of clustering
Rate of return in the past 1 day 237× 3,604 Daily First
Rate of return in the past 5 days 237× 3,604 Daily First
Rate of return in the past 20 days 237× 3,604 Daily First
Rate of return in the past 60 days 237× 3,604 Daily First
Rate of return in the past 120 days 237× 3,604 Daily First
Rate of return in the past 250 days 237× 3,604 Daily First
Rate of fund fee 36× 4×1 As of April 30, 2021 Second
Number of fund holders 10× 3,604 Quarterly Second
Shares per capita 10× 3,604 Quarterly Second
Shares held by institutions (%) 10× 3,604 Quarterly Second
Shares held by individuals (%) 10× 3,604 Quarterly Second
Shares purchased by fund managers 10× 3,604 Quarterly Second
Shares redeemed by fund managers 10× 3,604 Quarterly Second
Ratios of stocks to total assets (%) 10× 3,604 Quarterly Second
Ratios of bonds to total assets (%) 10× 3,604 Quarterly Second

Fund feature 1

Fund feature 2

……

Fund feature n

Principal features Clustering results
PCA GMM

Prediction results

Deep learning based 
prediction model

Figure 1: Model framework.

Table 2: PCA result for data used in classification.

Data Number of eigenvalues Reducibility (%)
Rate of return in the past 1 day 100 94.89
Rate of return in the past 5 days 100 99.19
Rate of return in the past 20 days 100 99.81
Rate of return in the past 60 days 100 99.94
Rate of return in the past 120 days 100 99.97
Rate of return in the past 250 days 100 99.98
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and short-term memory network (LSTM), and one-di-
mensional convolutional neural network (CNN), to train the
model and obtain the output from these three models. .e
detailed mechanism of ResNet, LSTM, and CNN is shown in
Appendixes C.1, C.2, and C.3, respectively. .ird, calculate
final output; model weights are optimized by the attention
mechanism, the rationale of which is shown in Appendix
C.4. .ose three models are employed to extract complex
nonlinear correlations (ResNet), capture time correlations
(LSTM), and calculate spatial correlations (CNN). In this
paper, we compare the performance of our model with these
three benchmark models, and the results are shown in
Section 5. .e detailed spatiotemporal ensemble deep
learning model and the inner structure are shown in
Figure 2.

5. Results

5.1. Clustering Analysis. .e rolling returns of the fund in
the past 1, 5, 20, 60, 120, and 250 days are used as the input of
the first step GMM, in which we rely on AIC to determine
the optimal number of categories. As shown in Figure 3,
when the number of categories (clusters) is greater than 10,
the AIC value begins to rise, which means the optimal
number of classifications is 10.

We then measure our classification results of the first
step GMM from multiple dimensions; the results are shown
in Table 3. We start by examining the average ratio of the
market value of funds’ holdings of stocks and bonds to
funds’ total value (disclosed in their 2020 annual report) for
each category. We define that for each fund when its market
value of stocks accounts for less than 60% of its total value,
this fund does not belong to stock funds. .us, one can see
that categories 1 and 10 are not classified as stock categories,
while others are classified as stock categories. In addition, the
average stock holding of category 10 is higher than that of
category 1. .erefore, we define category 1 as pure bond
funds while category 10 as bond-like funds. Notice that
funds in category 1 have an average ratio of bonds to fund
value that is greater than 100%; this is a special characteristic
of bond funds that utilize leverage through repurchase
agreement (repo); a similar phenomenon also occurs in
Table 4. Due to a large number of funds within these two
categories (more than 500 funds), we will conduct a sec-
ondary classification for these two categories, the results of
which will be shown in Table 4.

Regarding the other eight categories classified as stock
funds, we further define their styles according to the fol-
lowing criterion: a fund is defined as an industry-themed
fund if more than 30% of its investments are in a certain
industry or if above 50% of its holdings go to less than three
specific industries. If a category of funds contains at least
50% of funds within the same industry or above 50% shares
of this category is industry-themed funds, this category is
defined as an industry category. Take category 4 as an ex-
ample, the largest industry invested by this category is
pharmaceuticals, and 91% of funds (96 out of 106) within
this category invest more than 30% of their shares in the
pharmaceuticals industry. .erefore, this category is defined

as the pharmaceuticals-themed (industry) category. .e
classification results of the categories are shown in Table 5.

For other categories, that is, categories 2, 6, 8, and 9,
belonging to the category of stock but found not falling into
the style of industry-themed ones, we conduct a separate
classification. For category 2, its fund holdings are rather
dispersed, that is, there is no representing industry.
.erefore, this category is classified as a market category.
Category 6 contains a large portion of funds investing in
small and medium enterprises (SME), and their holdings are
also relatively dispersed across industries. .erefore, cate-
gory 6 is classified as an SME market category. Most funds
within category 8 invest in large blue-chip industries such as
banking, nonbanking finance, and food and beverage.
.erefore, category 8 is classified as a large-cap style. Cat-
egory 9 is found to have similar characteristics to those of
category 6, while the top three industries invested by cat-
egory 9’s funds are pharmaceuticals, electronics, and science
and technology, which are growing industries in the Chinese
market. .erefore, category 9 is classified as SME growth
style. .e classification results of these categories are
summarized in Table 6.

We continue our analysis by conducting the second step
of classification for categories 1 and 10, the results of which
are shown in Figure 4. According to AIC, the optimal
number of clusters for each category exceeds 10, which is not
practical in real-world scenarios. Bond funds are hard to be
distinguished by pure quantitative measures due to their low
volatility, and thus, we choose tomake the minor adjustment
by combining classification results with our practical ex-
perience. We can see that AIC decreases significantly when
cluster number reaches 3, and bond funds are usually
separated by the involvement of equity assets. As a result, we
set the number of subcategories of these two categories as
three to distinguish among pure bond funds, bond funded
with equity, and special-purpose bond funds.

Subcategory 1 of category 1 has no excessive leverage
ratio, and its share in stocks is less than 10%, which implies
that subcategory 1 belongs to the primary bond category.
Subcategory 2 has no positions in stocks, and its ratio of the
market value of the bond to its total value is higher than that
of subcategory 1. .us, subcategory 2 can be classified as a
pure bond. Subcategory 3 is classified as an institutional-
customized bond category as its market value of term bonds
accounts for a high proportion of its total value and its
average number of holders is in single digit, implying that
these funds are mainly held by several institutional investors.

Regarding category 10, the holdings of stocks of sub-
category 1 accounts for more than 20%, and there is no
excessive leverage. Accordingly, subcategory 1 is classified
secondary bond. Subcategory 2 is classified as low dividend
stock as most of its funds invest in low dividend stocks.
Subcategory 3 has a very similar feature to subcategory 1 in
terms of shares of stock and bond holdings. However,
further investigation shows that the average market value of
the funds within subcategory 3 is less than 1 billion RMB
(while the figure for subcategory 1 is 1.9 billion RMB), and
there is a relatively high proportion of hybrid funds within
this subcategory. .is indicates that subcategory 3 is mainly

Computational Intelligence and Neuroscience 5
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made up of fixed income and new funds established for the
issuance of new stocks in the primary market. .ereby,
subcategory 3 is classified as a new stock category. .e
secondary classification results for categories 1 and 10 are
shown in Table 6.

To test the creditability of our classification results, we
average the daily rate of return of the funds in each category
and employ several industry style indexes (in which we select
CITIC class I industry classification index as the industry
index and we employ Juchao index as style index) as ref-
erence. We conduct our test by calculating the correlation
coefficient between the calculated return in each category
and the reference index. .e results are shown in Table 7.
One can see from Table 7 that category 3 has the highest
correlation with CITIC food and beverage index, reaching
94%. .e correlation between the return in category 4 and
the CITIC pharmaceuticals index is high at 97%. .e cor-
relation between the rate of return of category 5 and the
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Figure 2: Diagram of spatial-temporal ensemble learning.
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CITIC power and new energy index is 94%. .e rate of
return of category 7 has a high correlation coefficient with
CITIC power and new energy, computers, electronics, and
military industry indexes.

Table 8 summarizes the correlation between fund returns
and Juchao style index for categories 2, 6, 8, and 9, which are
not classified as industry-themed categories, as in Table 6.
(.us, industry indexes, such as CITIC indexes, are inap-
propriate to evaluate its industry classification results, while

style index, for example, Juchao index, are more suitable for
the evaluation of their style classifications.) From Table 8, we
can see that our classification method has high accuracy in
identifying the styles of these categories. To be specific,
category 2 has a higher correlation with market style indexes
defined by the Juchao style index; category 6 is closer to SME
market; category 8 is similar to market value, and category 9
alike SME growth. (In recent years, fund managers pay more
attention to funds that are growing while less attention is

Table 3: Funds category for the first step of GMM.

Category Number of funds Ratio of stocks to fund value (%) Ratio of bonds to fund value (%) Classifications
1 951 3 108 Bond
2 402 88 3 Stock
3 181 89 2 Stock
4 106 89 1 Stock
5 93 91 1 Stock
6 233 78 8 Stock
7 125 84 2 Stock
8 454 76 8 Stock
9 482 88 3 Stock
10 577 29 68 Bond-like

Table 4: Classification result of subclasses in categories 1 and 10.

Category Subcategory Share of stocks
(%)

Share of bond
(%)

Number of
holders

Ratio of institutional investors
(%) Style

1

1 6 105 33689 65 Primary bond
2 0 110 4019 97 Pure bond

3 0 121 8 100 Institution customized
bond

10
1 23 80 14744 90 Secondary bond
2 78 11 71462 38 Low dividend stock
3 23 76 14411 71 New stock

Table 5: Classification of categories.

Category Number of
funds

Share of the largest
industry (%)

Share of largest three
industries (%) Industry Share of the themed

industry (%) Style

3 181 38 63 Food and
beverage 74 Industry

4 106 70 80 Pharmaceuticals 91 Industry
5 93 29 57 Energy and power 69 Industry
7 125 51 70 Technology 48 Industry

Table 6: Classification result for other stock categories.

Category Number of
funds

Share of the largest
industry (%)

Share of largest three
industries (%) Industry Share of the themed

industry (%) Style

2 402 19 41 Pharmaceuticals 12 All markets

6 233 19 37 Pharmaceuticals 45 SME-
market

8 454 17 37 Food and
beverage 30 Large-cap

value

9 482 23 49 Pharmaceuticals 26 SME-
growth

Computational Intelligence and Neuroscience 7
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paid to value investing. .us, the classification result of
category 8 is less pronounced WIND database: https://www.
wind.com.cn/en/edb.html.)

5.2. Return Prediction Analysis. We use the four industry-
themed categories (i.e., categories 3, 4, 5, and 7) for the fund
price prediction analysis. .e data used is the cumulative
return of all funds in these four categories from February
2019 to July 2021, totaling 604 days. .e PyTorch deep
learning framework is used to build the model; 80% of the
data sets are used to train the model, and 20% are used to test
the model. .e input data is divided into 10 dimensions
through embedding. .e ResNet model includes 7 layers of
fully connected networks, containing 16, 16, 10, 16, 16, 10,
and 1 neuron..e LSTMmodel is made up of 1 layer and 64
neurons. .e CNN model consists of three layers, and the
number of filters is 8, 8, and 1, with the size of convolution
kernel of 3. .e batch size of all basic models is 1. .e final
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Figure 4: Number of subcategories of categories 1 and 10.

Table 7: Correlation categories and benchmark sector index (CITIC)

CITIC index Category 3 (%) Category 4 (%) Category 5 (%) Category 7 (%)
Food and beverage 94 74 65 58
Pharmaceuticals 82 97 72 67
Power and new energy 74 67 94 85
Computers 64 62 77 92
Communications 57 57 68 80
Electronics 64 57 81 93
Military 56 52 69 84

Table 8: Correlation result of other stock categories (Juchao style index).

Juchao index Category 2 (%) Category 6 (%) Category 8 (%) Category 9 (%)
Small value 82 90 88 75
Small growth 90 97 88 90
Medium value 83 88 91 75
Medium growth 96 97 92 96
Large value 73 70 88 61
Large growth 95 87 92 92
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Figure 5: .e loss function and times of iteration.
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output is obtained using the weighted summation of outputs
of these three benchmark models (i.e., ResNet, LSTM, and
CNN). .e loss function curve of the model is shown in

Figure 5, from which one can notice that the loss function
training and verification set become stable after the 20th
iteration, and the convergence is good.

Table 9: Prediction result for categories 3 and 4.

Category 3 Category 4
RMSE MAE R2 WMAPE RMSE MAE R2 WMAPE

ResNet 0.0267 0.0213 0.9890 0.0114 0.0291 0.0220 0.9806 0.0121
LSTM 0.0331 0.0266 0.9832 0.0143 0.0333 0.0260 0.9746 0.0143
CNN 0.0308 0.0237 0.9853 0.0127 0.0389 0.0323 0.9654 0.0176
Spatiotemporal 0.0219 0.0165 0.9927 0.0089 0.0262 0.0202 0.9843 0.0110

Table 10: Prediction result for categories 5 and 6.

Category 5 Category 7
RMSE MAE R2 WMAPE RMSE MAE R2 WMAPE

ResNet 0.0329 0.0268 0.9878 0.0162 0.0466 0.0369 0.8732 0.0254
LSTM 0.0432 0.0349 0.9789 0.0211 0.0495 0.0415 0.8563 0.0286
CNN 0.0315 0.0257 0.9888 0.0155 0.0472 0.0381 0.8697 0.0263
Spatiotemporal 0.0303 0.0246 0.9897 0.0149 0.0272 0.0211 0.9565 0.0145
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Figure 6: Prediction results for different categories.
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We then evaluate the performance of our model and
three basic models using four indicators: RMSE, MAE, R2,
and WMAPE. .e results are shown in Tables 9 and 10 and
Figure 6. One can see the prediction ability of ResNet is
relatively the best in all categories in question (compared
with other benchmark models) based on these indicators.
For example, the average value of RMSE is 0.034 for all
categories, which is lowest when compared with other
benchmark models, and R2 is 0.96, which is the highest
among other benchmark models. Although LSTM is one of
the most effective models dealing with time series problems,
it does not perform well as expected, with the average value
of RMSE around 0.040 and R2 around 0.95, owing to limited
features available and an insufficient number of samples..e
poor performance of CNN, with an average value of RMSE
around 0.037 and R2 around 0.95, is due partially to its
inability to record historical information. As expected, one
can see that our spatiotemporal ensemble deep learning
model has a better performance in predicting the fund price,
which reduces the mean of RMSE to around 0.026 and
improves R2 to nearly 0.98. We can thus conclude that our

model greatly improves the predictability, that is, the pre-
diction accuracy, of fund price movement compared with
these benchmark models as our model obtains the lowest
(mean) values of RMSE, MAE, andWMAPE and the highest
(mean) value of R2. .e improvements lie in the merits of
ensemble learning, which complements the advantages of
these three benchmark models.

Finally, we show the comparison between the actual
values of those funds with our predicted values. .e results
are shown in Figure 7. We can see that the predicted values
and actual values show a high degree of similarity. .is
means our spatiotemporal ensemble deep learning model
generates a good prediction for fund price, which suggests
our model can provide a proper application for robo-ad-
visors in terms of predicting fund price movements.

6. Conclusion

.is paper presents a novel fund price prediction tool, i.e., a
spatiotemporal ensemble deep learning model, relying on
fund classification, to predict the price of our selected funds,
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in the Chinese market. In this paper, we propose a two-step
GMM to classify the mutual funds into different categories
to ensure the funds classified in the same category have
similar risk and return characteristics. We then employ our
proposed model to predict the short-term price movement
of each fund category.

.e main conclusions of this paper are summarized as
follows. (1) Compared with the traditional K-means clus-
tering method and network clustering method, our two-step
GMM method can generate the probabilities that the funds
belong to a certain category, (2).is paper adopts the idea of
ensemble learning to improve the prediction ability of fund
price movements of other models, i.e., ResNet, LSTM, and
CNN models. (3) We classify funds based on their risk and
return, which can effectively mitigate the problems of large
fluctuations and disorders in the prediction process and thus
improve the generality and application of our model.

Appendix.

A. PCA

Principal components analysis (PCA) is a kind of dimension
reduction method and transfers the original feature space into a
brand-new feature space. It is generally used for data pre-
processing. For example, assume that there are n fund samples,
with each fund sample with 2,000 features. Among these fea-
tures, there exists the large amount of noises or useless infor-
mation. .erefore, the PCA can be conducted for dimension
reduction, thus reducing noises and computational resources.

Assume the feature matrix of fund samples as (n, m),
where n is the fund sample number andm is the fund feature
number. .e PCA can be conducted as follows.

Step 1. Compute the mean of each column and subtract the
mean using each column to ensure the mean of each column
is zero. .e dimension of the feature matrix after processing
is n×m.

Step 2. Compute the covariance matrix of the feature ma-
trix. .e dimension of the covariance matrix is m×m.

Step 3. Compute the eigenvalues and eigenvectors of the
covariance matrix. .e eigenvalues correspond to the ei-
genvectors one to one. Order the eigenvalues from largest to
smallest and order the eigenvectors according to columns.
Assume there are e eigenvalues, the dimension of the ei-
genvector matrix is m× e.

Step 4. .e final data can be obtained by the feature matrix
after processing multiplying the eigenvector matrix. .e
dimension of the final data is n× e.

Step 5. Choose an appropriate principal component from all
principal components. Assume the e eigenvalues are
α1, α2, α3 · · · αe from large to small. .en, after retaining the
principal components corresponding to the first k eigen-
values, the retained variance percentage p can be obtained by
the following equation:

p �


k
j�1 αj


n
j�1 αj

. (A.1)

B. GMM

Gaussian mixture model (GMM) is a kind of probabilistic
clustering model. Different from the k-means clustering
model, GMM can give the probability that a sample belongs
to a category. For example, the hybrid fund may belong to
both the consumer category and the technology category.
.erefore, this kind of clustering method is certainly
practical and explanatory for fund clustering.

GMM is the combination of several Gaussian distribu-
tions. Assume there are kGaussian distributions for the fund
samples. .en the probability density function of the sample
is shown as the following equation:

p(x) � 
k

i�1
αi · p x|μi, 

i

⎛⎝ ⎞⎠, (B.1)

where x follows the mixed normal distribution N(μ, 

), μ is

the vector with means, 
 is the covariance matrix with a

dimension of k× k, μi and 

i are the mean and variance of

the ith Gaussian distribution, αi is the mixing coefficient of a
single Gaussian distribution, 

k
i�1 αi � 1, and αi ≥ 0. .e

probability density function of a single Gaussian distribution
is shown in the following equation:

p x|μ, 


  �
1

(2π)
n/2




1/2e

− (x− μ)T(x− μ)( )/2


( 
. (B.2)

Asmentioned above, the parameters of the GMM are the
mixing coefficient, the mean vector, and the covariance
matrix α, μ, 

 . .e maximum likelihood estimation method
is adopted for parameter estimation. .e maximum likeli-
hood function is shown as equation (B.3). .e analytical
solution of the likelihood function cannot be obtained, so the
idea of the maximum expectation (EM) algorithm is adopted
to conduct parameter estimation.

L � log
n

j�1
p(x) � 

n

j�1
log 

k

i�1
αi · p x|μi, 

i

⎛⎝ ⎞⎠⎛⎝ ⎞⎠. (B.3)

.erefore, the probability that the JTH sample belongs to
the ITH Gaussian distribution is shown in the following
equation:

p zj � i|xj  �
αi · p x|μi, i( 


k
i�1 αi · p x|μi, i( 

. (B.4)

Based on the above analysis, assume the feature matrix of
fund samples as (n and m), where n is the fund sample
number andm is the fund feature number..e GMM can be
then carried out as follows:

Step 6. Initialize k Gaussian distributions with parameters
μi, 


i, αi.
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Step 7. E step: calculate the probability that each sample
belongs to each Gaussian distribution according to equation
(B.4).

Step 8. M step: Update the mean vector μ and the covariance
matrix 

 of the Gaussian mixture distribution.

Step 9. Steps 2 and 3 are repeated until the increase in the
loss function is less than a preset threshold or the maximum
number of iterations is reached. .e loss function is the
likelihood function as shown in equation (B.3).

Step 10. Output the probability of each sample belonging to
each Gaussian distribution and cluster the samples into the
category with the largest probability.

We apply the Akaike information criterion (AIC) to
evaluate the clustering results. AIC is a standard for eval-
uating the statistical model, which can be used to measure
the model complexity and the goodness of fit. It can be
obtained as shown in the following equation:

AIC � 2k − 2ln(L), (B.5)

where k is a parameter, representing the model complexity,
and L is the value of the likelihood function, representing the
model goodness of fit. Generally speaking, the smaller the
AIC value, the lower the model complexity, the higher the
model goodness of fit, and the better the overall performance
of the model.

C. Deep Learning-Based Prediction Model

C.1 Fully Connected Neural Network Layer. .e FCNN is
generally the multilayer perceptron machine, including
input layer, hidden layer, and output layer. In this study, we
introduce the idea of the residual network (ResNet) into the
FCNN, called residual FCNN (R-FCNN), namely adding a
residual connection to the FCNN so as to alleviate the
problem of gradient disappearance and gradient explosion
in deep neural networks.

.e ResNet is proposed in 2015 as shown in Figure 8 and
equation (C.1). Assume the input is X and the output is F(X).
.e F(X) usually includes operations such as convolution
and activation..e idea of the ResNet is to add inputX to the
function of output F(X), as shown in equation (C.1), which
can be used to describe the nonlinear relationship between
the input and output. Without using the new formula and
theory, the residual connection just changes a new express so
as to solve the problems of gradient disappearance and
gradient explosion in deep network training.

x
l+1

� F x
l

  + x
l
. (C.1)

.e architecture of the R-FCNN is shown in Figure 9. In
this study, the R-FCNN is mainly used to extract the
nonlinear correlation between input information and output
information. .e input is the semantic vector after em-
bedding, and the output is the vector containing only one
element, that is, the average fund value of a certain fund
category in the next period.

C.2 Long Short-Term Memory Layer. A recurrent neural
network (RNN) as shown in Figure 10 is a kind of powerful
neural network that can deal with not only time series but
also images. .e input of RNN includes not only the current
information but also the previous information. .e his-
torical information can be remembered by neurons and then
passed forward through a feedforward neural network. .e
data flow is shown in equation (C.2), where ∅(·) is the
activation function, xt is the input of the current time step,
ht− 1 is the saved historical information of the last time step,
and W, U, and V are the weight matrix.

ht � ∅ Wxt + Uht− 1( ,

yt � Vht.
(C.2)

However, when processing long sequence data, the RNN
is likely to encounter the problem of gradient disappearance
or gradient explosion, which makes RNN have only short-
term memory, that is, RNN can only obtain the information
of the near sequence when dealing with long sequence data
but has no memory function for the earlier sequence, thus
losing information. To solve this kind of problem, the LSTM
structure is proposed by Hochreiter et al. LSTM is also a kind
of recurrent neural network, which is mainly used to solve
the problem that common RNN cannot remember long
historical information. .e data flow is shown in equation
(C.3), where c is the memory cell matrix;⊙ indicates the
Hadamard product; the initiation of c and h is zero; σ, tanh,
and sigmoid are activation function;W, U, and V are weight
matrices; and b is the bias vector.

A single LSTM cell is shown in Figure 11, which contains
three gates, input gate (it), forgetting gate (ft), and output
gate (ot). .ey determine which information can be input,
which information can be forgotten, and which information
can be output, respectively. .ere is also a memory cell (ct)

Layer

Layer

Input x

Relu

Relu

Output 
F(x)+x

Figure 8: Diagram of residual connection.
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that records the current state of the system and is controlled
by three gates.

In this study, the LSTM is mainly applied to extract the
temporal information in the fund data sequence. .e input
and output are the same as that of the R-FCNN, with the
semantic vector after embedding as the input and the av-
erage fund value of a certain fund category in the next period
as the output.

ft � σ Wfxt + Ufht− 1 + Vfct− 1 + bf ,

it � σ Wixt + Uiht− 1 + Vict− 1 + bi( ,

ct � tanh Wcxt + Ucht− 1 + bc( 

ct � ft ⊙ ct− 1 + it ⊙ct,

ot � σ Woxt + Uoht− 1 + Voct + bo( 

ht � ot ⊙ tanh ct( ,

σ(x) �
1

1 + e
− x

tanh(x) �
e

x
− e

− x

e
x

+ e
− x

(C.3)

C.3 Convolutional Neural Network Layer. CNNs consist of
one-, two-, and three-dimensional convolutional neural
networks. .e input data of the three operations corre-
spond to different dimensions. .e input data of the one-
dimensional convolutional nerve needs to be one-di-
mensional, which is equivalent to the fully connected layer
in the convolutional operation, as shown in Figure 12. .e
kernel in the convolution operation moves from left to
right to get the final output. One-dimensional CNN is
mainly used to extract the spatial correlation between
input information and output information. .rough the
convolution operation of the multilayer convolutional
kernel, the correlation between a single element and all
other elements in the input information are effectively
extracted.

Because the fund data is one-dimensional, we apply
the one-dimensional CNN to extract the spatial correla-
tions in the fund data sequence. .e input is the semantic
vector after embedding. .e output of the CNN is

Skip connection

Figure 9: Diagram of the residual fully connected neural network layer.
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Figure 10: Diagram of recurrent neural network.
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In healthcare research, medical expenditure data for the elderly are typically semicontinuous and right-skewed, which involve a
point mass at zero and may exhibit heteroscedasticity. (e problem of a substantial proportion of zero values prevents traditional
regression techniques based on the Gaussian, gamma, or inverse Gaussian distribution, which may lead to understanding the
standard errors of the parameters and overestimating their significance. A common way to counter the problem is using zero-
adjusted models. However, due to the right-skewness in the nonzeros’ response, conventional zero-adjusted models such as zero-
adjusted gamma, zero-adjusted Inverse Gaussian, and classic Tobit may not perform well. Here, we firstly generalize those three
types of the conventional zero-adjustedmodel to solve the problem of right-skewness in health care.(e generalized zero-adjusted
models are very flexible and include the zero-adjusted Weibull, zero-adjusted gamma, zero-adjusted inverse Gaussian, and classic
Tobit models as their special cases. Using the Chinese Longitudinal Healthy Longevity Survey, we find that, according to the AIC,
SBC, and deviance criteria, the zero-adjusted generalized gamma model is the best one of these generalized models to predict the
odds of zero cost accurately. In order to depict the predictors affecting the amount expenditure, we further discuss the situations
where the mean, dispersion of a nonzero amount expenditure and model the probability of a zero amount of ZAGG in terms of
predictor variables using suitable link functions, respectively. Our analysis shows that age, health, chronic diseases, household
income, and residence are the main factors influencing the medical expenditure for the elderly, but the insurance is not significant.
To the best of our knowledge, little study focused on these situations, and this is the first time.

1. Introduction

(e ageing of the population is a universal law of the de-
velopment of human society. According to the definition of
the United Nations, if more than 10% of the total population
of a country or region is seniors over 60 or over 7% are
seniors over 65. (e country or region has entered an ageing
society. At present, most countries in the world, including
the United States, the United Kingdom, and Japan, are about
to experience the effects of population ageing. China has no
exception and is also facing the complex ageing situation.
(e proportion of the population over 60 in China has
increased from 10% in 1999 to 18% in 2019, nearly doubling
in the next twenty years. (e weakening of the physiological
functions of the elderly will naturally increase their chances

of illness, leading to an increase in the demand for health
services, which in turn brings about a large number of health
and medical security problems for the elderly. Statistics from
the China Health Commission showed that approximately
17% of the elderly consume nearly 70% of medical expenses.
In addition, the ageing of the population will also inevitably
bring about an increase in the life expectancy of the pop-
ulation. Experience has shown that chronic diseases are
naturally associated with ageing. (erefore, the ageing
population will result in a substantial increase in the
prevalence of various chronic diseases. Ingmar et al. [1]
discovered exceeding 60% of aged 65 and older had three or
more coexisting chronic diseases in Germany. More than
180 million older adults in China suffer from chronic dis-
eases, and the coexistence of multiple diseases is common.
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According to the statistics of China’s health and family
planning, the medical expenditure of chronic diseases ac-
counts for more than 70% of the health expenditure.
However, due to the imperfections of China’s existing
medical security system, the out-of-pocket medical expense
is relatively large, and medical security is insufficient [2, 3].
When the elderly’s out-of-pocket medical expenditure
reached or exceeded their ability to pay, some elderly people
are not going to see the doctor after they become ill.
Compared with other diseases, chronic diseases have the
characteristics of insidious onset and long course, which will
not only significantly increase the medical expenditure of the
elderly [4, 5] but also cause some older adults to fail to
receive medical treatment for minor illnesses. (erefore,
accurate prediction of medical expenditure for the elderly
will not only help the elderly arrange their consumption
expenditure reasonably and improve their health status but
also be advantageous to the country allocating medical re-
sources more effectively.

Nevertheless, due to the different personal economic
conditions of different elderly groups, they will have differ-
ences in medical expenditures after they fall ill. (ese phe-
nomena will lead to a large number of zero consumption
expenditures in the medical expenditure data of the elderly
[6, 7], which also will result in right-skewed problems in the
distribution of medical consumption data. Because of the
point mass at zero and skewness, these problems can hardly
be taken into account by traditional regressionmodels such as
Poisson, OLS, and gamma models. Ignoring these phe-
nomena would lead to misspecified regression-based esti-
mators and overestimated/underestimated effects. In order to
predict more accurately, the medical expenses of the elderly
new models need to be proposed. (e aim of this paper is to
propose a type of generalized zero-adjusted model to better fit
the semicontinuous data, explore the influencing factors of
elderly’s medical expense, use this type of model to predict the
amount of medical consumption of the elderly, and compare
the results with conventional models.

(e specific contributions of this paper include the
following: (1) three types of generalized zero-adjusted
models such as zero-adjusted generalized gamma model,
zero-adjusted generalized inverse Gaussian model, and
generalized zero-adjusted Tobit model for predicting the
medical expenditure were proposed which included many
traditional models and have not been used in health eco-
nomic cost data modelling before. (2) Selected the best
model zero-adjusted generalized gammamodel according to
different criteria and explored the marginal effects of pre-
dictors of medical expenditures. (3) Discovered the rela-
tionship between the dispersion of medical expenditure and
explanatory variables due to the heterogeneity of variance.

(e rest of this paper is organized as follows: detailed
literature and related work are given in Section 2. Con-
ventional zero-adjusted models and generalized zero-ad-
justed models are highlighted in Section 3. Numerous
experimental results and comparisons of different models
are suggested in Sections 4 and 5. Discussion is shown in
Section 6. In the end, conclusions are summarized, and
future research is presented in Section 7.

2. Related Works

(ere was much literature about modelling health care costs,
although the health economist or health services researcher
faced several difficulties. One type of published approaches
for the medical expenditure involved modelling the cost
using ordinary squares regression directly [8, 9]. Although
the ordinary least squares model was used, this method was
criticized because the distribution of strictly positive health
expenditures was typically skewed, kurtotic (thick-tailed),
and heteroskedastic, exhibiting a nonconstant variance that
increased with expenditures [10]. (ese properties make the
traditional approach, such as ordinary least squares(OLS)
estimation biased and inefficient.(erefore, lots of work had
been done on the problems of modelling medical expen-
diture. In order to solve the right-skewed of the medical
expenditure data, Jones transformed the dependent variable
using a log transformation to reduce the effect of extreme
observations and right skewness and improved the goodness
of fit [11]. Manning and Mullahy assumed the medical
expenditures to be distributed to an exponential function of
the explanatory variables and used log ordinary least squares
and the gamma model with a log link to find a more robust
alternative estimator than the OLS regression [12]. However,
such transformations were likely to be problematic in het-
eroskedastic errors on the transformed scale [13, 14]. Al-
ternately, there was a large and growing literature on using
inherently nonlinear specifications to model medical ex-
penditures, which benefited from estimating effects on the
natural scale of costs. (e generalized linear model (GLM)
and exponential conditional mean models were considered.
(e generalized linear model was first proposed by Nelder
and Wedderburn in the 70s last century and has been widely
applied in many fields as once proposed [15]. (e generalized
linear model assumed that the dependent variable obeyed a
type of exponential distribution family, which included many
common distributions such as Poisson and normal and
supposed the variance of the random error term was not
required to be equal. Within the GLM family, it was usual to
make assumptions about the functional form of the mean and
variance of the distribution. Although the generalized linear
model could effectively deal with the problem of hetero-
scedasticity, it perhaps failed to account explicitly for the
issues of skewness and the fat tail, which had implications for
the efficiency and robustness of estimators [16]. More flexible
distributions for a greater range of estimated skewness and
kurtosis coefficients were explored. Manning et al. proposed
the generalized gamma models (GGM) to solve the problem
of healthcare costs. (e GGM model included important
parametric distributions as nested and special cases, such as
the gamma (GA) and log-normal (LN) distribution. Each
model had been selected to model healthcare costs in lots of
literature [14]. Because the GGMs was also a special limiting
case of the generalized beta of the second kind (GB2), Jones
investigated GB2 as part of a comparison of many different
methods for modelling US healthcare costs. Mullahy [16]
considered the use of the Singh–Maddala distribution (SM) in
order to control the heavy right-hand tail of cost data, which
was also nested within the GB2.
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Where the censored approach to medical expenditure
was concerned, the Tobit regression using a single distri-
bution had been suggested as one of the methods to be used
for modelling [17]. In Tobit regression, there was an as-
sumption about the response variable based on a zero-
truncated normal distribution. Obviously, the constant
variance was assumed in this linear regression setting, and
the response variable was right-skewed, which was inade-
quate for medical expenditure data. (erefore, the Gaussian
assumption might not be suitable for fitting medical ex-
penditure with the Tobit model. (e censored Gamma re-
gression was introduced to overcome the skewed nature of
the response [18]. Unfortunately, the Tobit model could not
also handle the excess zeros that was a phenomenon that
there were more zeros than from the underlying distribution
in the medical expenditure data. From the perspective of the
data-generating process, semicontinuous medical expendi-
ture data should be considered as arising from two different
stochastic processes. Firstly, the patients might choose
whether to see a doctor according to their health status,
severity of illness, financial burden, and other reasons, which
governed the occurrence of zeros. Secondly, the patients who
enjoyed more medical services and higher income were
likely to incur higher medical expenditures than those less
inclined to use these services, which resulted in extremely
asymmetry in the nonzero medical expenditures data.
(erefore, a two-part mixture model was an ideal choice for
dealing with such data, which separately model the prob-
ability of any medical services use and the level of expen-
ditures conditional on use [19]. A large number of papers
previously were explicitly devoted to changing the different
distributions in the second process, and the binomial dis-
tribution or logistic regression model was used frequently in
the first process. A log-normal distribution was often chosen
to model the positive medical expenditure data [20].
However, many alternative distributions were used to relax
the log-symmetry condition imposed by the log-normal
distribution because the log-normal distribution was not
enough to fit the right-skewed and heavy tail features in the
data [21, 22]. To the best of our knowledge, there were many
studies about the two-part mixture models used in medical
healthcare, but the proposed approach had already been
applied in many other fields. Heller et al. used the two-part
model to predict the total claim count. (e one part was the
negative binomial distribution for modelling the claim
counts, and the other was the inverse Gaussian for the claim
amount that occurred. To estimate the total claim amount
[23]. Chai et al. analyzed the semicontinuous arterial cal-
cification scores by introducing a two-part skew log-normal
[24, 25]. Liu et al. found that the generalized gamma model
provided a superior fit in their analysis of daily alcohol
consumption by comparing generalized gamma, log-skew-
normal, and box-cox-transformed two-part models [26].

In recent years, there has been an increase in the use of
Tweedie exponential family models to fit semicontinuous data
[27]. (e Tweedie family of distributions belongs to the ex-
ponential family with variance and has a compound Poisson-
gamma interpretation with a probability mass at zero. (e
primary advantage of fitting such Tweedie models was to

avoid the two-part model of fitting the frequency and then the
amount. It is a single distribution. Frees et al. predicted the
insurance claim amount using Tweediemodel [28]. Christoph
F.K showed the better fit of the Tweedie model by comparing
it with two-part models and Tobit model [29]. However, there
was also another problem that the proposed Tweedie was not
allowed to be fitted explicitly as a function of explanatory
variables, according to Smyth and Jorgensen [27].

As an alternative, a recent study has perceived that a
zero-adjusted regression model, which mixed discrete and
continuous distribution.(e discrete distribution of the zero
adjusted regression model was represented by the Bernoulli
distribution. In contrast, the continuous distribution can be
represented by any continuous distribution with a positive
range and right skewness. (e zero-adjusted model could be
regarded as a case of a two-part model. (e zero-adjusted
model focused more on the probability of zero value. When
the probability of the observed zero value was much greater
or less than the standard normal distribution, gamma,
Weibull, and so on, the zero-adjusted model might be
established. (ese could make the probability of zero oc-
currences predict more actually. Several applications of zero-
adjusted gamma (ZAGA) and zero-adjusted inverse
Gaussian (ZAIG) regression models could be found in in-
surance claims [30, 31]. Nevertheless, it appeared that there
had been little work done in health economic cost data
modelling before. (is study attempted to use zero-adjusted
models to predict medical expenditure. (roughout this
paper, three types of generalized zero-adjusted models were
presented, which comprised the classic Tobit model, ZAGA
model and ZAIG model, and could improve the accuracy of
the prediction. As far as we knew, there was almost little
literature to study on those generalized zero-adjusted
models, especially in the field of health care.

3. Methodology

3.1. Spliced Distribution. (is study aims to use models to
predict the medical expenditure for the elderly and discover
the factors affecting the cost as accurately as possible. One
way to dealing with excess zeros and positive skewness is to
apply zero-adjusted models. (e zero-adjusted model can be
considered as a case of spliced distribution. Klugman et al.
proposed a splicing method for creating new distributions
[32], and it had been applied in modelling heavy tail for
operational risk [33]. (e density function of an n-com-
ponent spliced distribution is defined as follows [32]:

f(x) �

a1f1(x), if x ∈ C1,

a2f2(x), if x ∈ C2,

⋮

anfn(x), if x ∈ Cn.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

Here a1, · · · , an are positive weights that add up to

a1 + a2 + · · · + an � 1. (2)

(e functions fi(x)(i � 1, 2, . . . , n) are legitimate den-
sity functions with all probability on the interval Ci:
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Ci

fi(x)dx � 1. (e intervals Ci and Cj are mutually ex-
clusive: Ci ∩Cj � Φ,∀i≠ j. (e intervals of Ci are also se-
quentially ordered. (at is to say, x<y if x ∈ Ci and y ∈ Cj

for all i< j. (ere is an advantage of the spliced distribution
allowing the inclusion of point mass distributions.

3.2. Zero-Adjusted Model. (e zero-adjusted model can be
regarded as a case of n-component spliced distributions
when n equals 2. (e first part has zero expenditure
amounts, and the second part has nonzero expenditures,
which are assumed to have a continuous distribution that
accommodates heavy right-skewed. Let yi be the expendi-
tures of the ith older people, i � 1, . . . , n. (e density
function of zero-adjusted distribution may be written as
follows:

f(y|x) �
π, if y � 0,

(1 − π) · g(y|x), if y> 0.
 (3)

where g(y) is the density of a continuous, right skewed
distribution, and π is the probability of zero medical ex-
penditure. (e cumulative distribution of a zero-adjusted
model (ZAM) can be expressed as

F(y|x) � πI y�0{ } +[π +(1 − π)G(y|x)]I y>0{ }, (4)

where I(·) is an indicator function.

3.3.Discrete Part of ZAP. Suppose the probability of an older
person is distributed to the Bernoulli. Let ϖi be a binary
variable indicating the occurrence of the outcome for the
older person with medical expenditure in one year and πi be
the probability of the positive medical expenditure, on
person i. πi may be a constant such as in equation (3) or be a
random variable distributed as follows:

f πi|x(  � πϖi

i 1 − πi( 
1− ϖi , ϖi � 0, 1. (5)

We consider the factors affecting the medical expendi-
ture of the older person and incorporate covariates through
the logit link function on πi:

log
πi

1 − πi

� ηi. (6)

(e predictor ηi is any form of a function related to
factors, but generally is assumed to be a linear sys-
temηi � βXi, β � (β1, . . . , βp), Xi is the vector of factors and
β is the parameter. According to equation (6), we can predict
the probability of medical expenditure for the elderly and
determine the influencing factors of their medical decision-
making.

3.4. Continuous Part of the Zero-Adjusted Model. Another
advantage of spliced distributions is that they allow us to
model different parts of a response variable with distribu-
tions. (ere are many candidate distributions for the
nonzero heavy-tailed distribution modelling medical ex-
penditures g(y|x), such as the gamma, inverse Gaussian,
log-normal (LN), Weibull (WEI), and log-skew-normal. In

this study, we considered two specifications of the spliced
distributions. (e first specification used the generalized
gamma (GG) distribution, which includes the standard
gamma, inverse gamma, Weibull, and log-normal distri-
butions as special cases [21, 26]. Another was the generalized
inverse Gaussian (GIG) distribution, which includes the
inverse Gaussian as a special case and the gamma distri-
bution and inverse gamma distributions as limiting cases
[34, 35]. (e Tobit distribution was also presented as a
baseline comparison for the others, and we generalized the
traditional Tobit model.

3.4.1. Gamma Distribution (GA) and Inverse Gaussian
Distribution (IG). (ere was much work to deal with the
problem of skewness and heteroscedasticity by transforming
data.(e data transformed seemed to bemore homogeneous
and symmetric. However, homoscedasticity was hardly
achieved in fact, which resulted in biased estimation [36, 37].
Instead, we used gamma and inverse Gaussian distribution,
which belonged to the generalized models taking into ac-
count heteroscedasticity and retaining the original dollar
scale of the data. Furthermore, the gamma and inverse
Gaussian models could accommodate skewness in the ex-
penditures [38].(eGAmodel and IGmodel are included in
the generalized linear model, which is mainly composed of
three parts:

(1) Systems part: the system part is a linear component
which can be seemed like the traditional linear
models similarly:

ηi � xi
′β, (7)

where xi is a column vector of covariates for ob-
servation i, β is a column vector of the parameters,
and ηi is a column vector of prediction i.

(2) Link functions: the link functions g is often defined a
monotonic and differential, which combines the
prediction and the systems part and describes how
the expected value of a response yi is related to the
linear predictors:

g μi|x(  � xi
′β, (8)

where g is often defined a log function.
(3) Random parts: the response variables y1, y2, . . . , yn

are independent and distributed from an exponential
family which implies there are a relationship between
the variance and mean. (e general form of expo-
nential family is

f(y|θ, φ) � exp
yθ − b(θ)

a(φ)
+ c(y,φ) , (9)

where θ is called the canonical parameter and rep-
resents the location, while φ is the dispersion pa-
rameter and represents the scale. Many distributions
besides GA and IG models belong to the exponential
distribution family, for example, normal, Weibull,
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Poisson, negative binomial distributions, and so on.
Because of skewness and heteroscedasticity of the
outcome, the densities of the gamma distribution
and inverse Gaussian distributions are

gamma: f(y|μ, σ) �
y
1/σ2− 1

e
�y/ σ2μ( )

σ2μ 
1/σ2
Γ 1/σ2 

, y> 0, μ> 0, σ > 0.

(10)

Inverse Gaussian:

f(y|μ, σ) �
1

������

2πσ2y3
 exp −

1
2μ2σ2y

(y − μ)
2

 , y, μ, σ > 0.

(11)

Suppose the mean of gamma and inverse Gaussian
distribution is E(Y|x) � μ. (e variance of gamma distri-
bution is Var(Y|x) � μ2σ2 � (E(Y|x))2σ2, and E(Yr|x)

� μrσ2rΓ(1/σ2 + r)/Γ(1/σ2), for r> − 1/σ2. (e skewness of
gamma distribution is 2σ, and excess kurtosis is 6σ2. (e
gamma distribution is appropriate for positively skewed
data. At the same time, the variance of inverse Gaussian
distribution is Var(Y|x) � σ2μ3, and the skewness of inverse
Gaussian is 3μ1/2σ, the excess kurtosis is 15μσ2. (e inverse
Gaussian distribution is also appropriate for highly posi-
tively skewed data. We can see that the variance of response
is a function of its mean. Note that the variance function for
the inverse Gaussian GLM increases more rapidly with the
mean than the gamma GLM.

3.4.2. Generalized Gamma Distribution (GG). Although the
standard gamma model was fairly robust when we analyzed
the positive medical expenditures([39]), it was inefficient
when the data were heteroskedastic and heavily right-
skewed([14]). (e generalized gamma was available among
other continuous distributions handling values only on the
positive values. (e density of the generalized gamma
probability distribution is parameterized as a function of
κ, μ, σ and is given by [14, 21]

f(y; k, μ, σ) �
θθ

σy
�
θ

√
Γ(θ)

exp[z
�
θ

√
− μ], y≥ 0, (12)

where θ � |κ|− 2 z � sign(κ) ln(y) − μ /σ and μ � θ exp
(|κ|z)5. Because dz � (1/σy)dy, equation (12) could be
interpreted as the standard normal distribution (z) scale for
log-transformed y. If Y is a random variable distributed to
density (12), then its mean was given by

E(Y|x) � exp μ +
σ log κ2 

κ
+ log Γ

1
κ2

+
σ
κ

   − log Γ
1
κ2

  
⎧⎨

⎩

⎫⎬

⎭.

(13)

(e other moments of the generalized gamma distri-
bution were m-th moment� E(Ym|x) � [exp(μ) · κ2σ/κ]m

Γ[(1/{ κ2) + (mσ/κ)]/Γ(1/κ2)}
And, the variance was

variance � E Y
2
|x  − E

2
(Y|x)

� exp(μ) · κ2σ/κ 

Γ 1/κ2  +(2σ/κ) 

Γ 1/κ2 
⎡⎢⎣ ⎤⎥⎦ −

Γ 1/κ2(  +(σ/κ)( 

Γ 1/κ2( )
 

− 2⎧⎨

⎩

⎫⎬

⎭.

(14)

(e standard gamma, inverse gamma, Weibull, and log-
normal distributions were special cases of the generalized
gamma distribution. For example, the generalized gamma
distribution density reduced to a standard gamma distri-
bution when the shape parameter θ � κ− 2 and the scale
parameter ] � κ2 exp(μ),.i.e., the density follows as
f(y; ], θ) � (1/]θΓ(θ))yθ− 1 exp(− y/]), and the mean was
exp(μ), the variance was κ2 exp(2μ). Let κ � − σ, σ > 0, and
the inverse gamma distribution was also obtained. (e
generalized gamma distribution reduced to an inverse
gamma distribution defined as Robert [40], as follows.

f(y; ε, θ) � εθ/Γ(θ)(1/y)θ+1 exp(− ε/y), where ε � θ
exp(μ). When the parameter κ in equation (12) was fixed at
a special value, for example, κ � 1, density (12) reduces to the
probability density function of a Weibull distribution. In
addition, if the parameter κ⟶ 0, density (12) reduced to
the lognormal distribution, i.e., f(y; μ, σ) � 1/σy

���
2π

√

exp − (log(y) − μ)2/2σ2 .

3.4.3. Generalized Inverse Gaussian Distribution (GIG).
We introduced the GIG distribution because the GIG was
right-skewed, single-peaked distribution, and had a broader
range of shapes. (e standard gamma was a case of the GIG.
(us, the GIG could be a more flexible alternative to the
standard version of the gamma [39]. (e probability density
function of the model was parameterized in terms of its
mean, dispersion, and shape parameters. (e parameteri-
zation of the generalized Inverse Gaussian distribution,
denoted by GIG(μ, σ, ]), was given by

f(y; μ, σ, ]) �
b

μ
 

]
y
]− 1

2Kv σ − 2
 

⎡⎢⎣ ⎤⎥⎦exp −
1
2σ2

by

μ
+

μ
by

  ,

(15)

for y> 0, where μ> 0, σ > 0, and − ∞< ]<∞. In the above
equation (15), b � [K]+1(σ − 2)][K](σ − 2)]− 1 and Kλ(t) was a
modified Bessel function of the second kind [40]:
Kλ(t) � 1/2

∞
0 xλ− 1 exp − 1/2t(x + x− 1) dx. With this pa-

rameterization, the mean E[Y|x] � μ and variance Var[Y|x]

� μ2[2σ2/b(] + 1) + 1/b2 − 1]. (e skewness of GIG is
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skewness � μ3
2 − 6σ2/b(] + 1)(] + 2)σ4 − 2/b2 + 2σ2/b3(] + 2) 

[Var(y)]
1.5 ,

excess kurtosis � μ4

− 6 + 24σ2/b(] + 1) + 4/b2 2 − σ4(] + 1)(7] + 11)  + 4σ2/b3 2σ4(] + 1)(] + 2)(] + 3) − 4] − 5 +

1/b4 4σ4(] + 2)(] + 3) − 2 

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭

[Var(y)]
2 .

(16)

Unlike the majority of models for insurance losses, our
general approach could determine the distribution of each
risk class based not only on the mean parameter, which was
traditionally modelled in terms of covariates but also by
using regressors on the dispersion and shape parameters,
which described the shape of the GIG distribution. (is
could be regarded as a very useful property. Additionally, the
GIG was a very wide family which included many well-
known distributions depending on the estimated values of
the dispersion and shape parameters which weremodelled as
functions of risk factors as was well known. For example, as
could be seen, GIG(μ, σ, − 0.5) � IG(μ, σμ− 1/2). (erefore,
the gamma was a special case of GIG when b � 1 and
] � − 1/2. According to Jorgensen [35], Kλ(t) ∼ Γ(λ)2λ− 1t− λ

as t⟶ 0, for all λ> 0. And, when σ⟶∞, GIG(μ, σ, ])

had limiting distribution GA(μ, ]− 1/2) for all ]> 0.

3.4.4. Tobit Distribution. Tobit model was first introduced to
model dependent variables with a large fraction of zeros by
Tobin [17].(e classic Tobit model assumed that the response
was continuous, censored, and normally distributed under-
lying latent dependent variable y∗. We were interested in
designing the latent variable y∗ as a linear regression model:

y
∗

� xi
′β + εi, i � 1, . . . , n

yi �
y
∗
, if y

∗ ≤ L,

L, if y
∗ > L,


(17)

where ε ∼ N(0, σ2), xi is an exogenous and observable ex-
planatory variable. Specifically, if the latent variabley∗ values
equal to zero are censored, such as the medical expenditure
for the elderly, L became zero. (en, the probability of a
censored observation sample was

Pr y
∗ ≤L(  � Pr xi

′β + ε≤ L(  � Φ
L − xi
′β( 

σ
 , (18)

where Φ(·) was the standard normal cumulative distribu-
tion. We could present the truncated expected value of the
noncensored observation yi

E yi|xi, yi >L(  � xi
′β + σ

ϕ xi
′β − L( /σ 

Φ L − xi
′β( /σ 

, (19)

where ϕ(·) was the density function of standard normal
distribution. (e classic Tobit model was appropriate when
the response had two proprieties: one was that the error ε

was a normal distribution, and the other was that the
negative values of response were censored at L.

3.4.5. New Type of Generalized Tobit Distribution. (e
classic Tobit model was extremely sensitive to its underlying
assumptions of normality and homoscedasticity. (erefore,
the classic Tobit model should never be fit unless the data
were truly normal and censored distribution. However, these
were hardly met in real data [41, 42]. Many researchers
claimed that a large mass at zero was censored observations
when they were not censored, especially for health expen-
diture data. We provided another generalized Tobit model
which was different from the generalized Tobit selection
model by Heckman [43]. (e Heckman selection model was
considered as a generalized Tobit model and mainly con-
nected the two latent outcomes by inverse mills ratio.
However, the response variable was assumed to be normally
distributed yet. In this paper, we mainly generalized the part
where the latent y∗ greater than zero. We selected the
student t family model in order to compare the classic Tobit
model. (e Student t family model was introduced by Lange
et al. [43] and was defined by assuming that Y � μ + σT,
where T ∼ tv had a standard t distribution with v degrees of
freedom. In this study, the PDF of Student t family distri-
bution was given by

fY(y; μ, σ, v) �
1

σB(1/2, ]/2)v
1/2 1 +

(y − μ)2

σ2v
 

− (v+1)/2

,

(20)

for − ∞<y< +∞, where − ∞< μ< +∞, σ > 0 ]> 0, and
B(a, b) � Γ(a)Γ(b)/Γ(a + b) is the beta function. Note that
T � (Y − μ)/σ had a standard t distribution with v degrees of
freedom. It was obvious that the t distribution had higher
kurtosis than the normal distribution and more suitable for
modelling leptokurtic data [43]. (e excess kurtosis of t

distribution was 6/v − 4(if v> 4).

3.4.6. Modelling the Probability of Zero Expenditures and
Expected Nonzero Expenditures in Terms of Explanatory
Variables. We focused on the factors influencing the
medical decision and the number of medical expenditures
but paid attention to the accuracy of prediction. (e mean μ
of regression model determined the number of medical
expenditures and the dispersion σ could affect the accuracy
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of prediction. (erefore, we would consider the zero-ad-
justed regression modes in different cases.

Case 1: when the probability of not seeing a doctor was
constant, model (6) degenerated to

P(y � 0|x) � π, (21)

log(μ) � η1 � X
T
1 β1 + ε, (22)

where the dispersion σ was considered as a constant and not
affected by the predictor variables, X was the vector of
predictors, β was the vector of parameters, and ε was the
error. We used the log link function according to the ex-
ponential family [38].

Case 2: zero amount was not constant, which was af-
fected by predictor variables, and the dispersion σ was still a
constant.(en, the probability of a zero medical expenditure
and mean is shown as

log it(π) � η2 � X
T
2 β2 + ε, (23)

log(μ) � η3 � X
T
3 β3 + ε, (24)

where X, β, and ε were the same as in equation (21) and (22).
(eoretically, the factors that affected the decision-making
equation (23) and the amount equation (24) were different.
However, many studies assumed that they were the same,
that was X2 � X3.

Case 3: the mean μ, dispersion σ, and the probability of a
zero amount π included in zero-adjusted model were all
influenced by the predictors, which were modelled in terms
of predictor variables using suitable link functions:

log it(π) � η4 � X
T
4 β4 + ε, (25)

log(μ) � η5 � X
T
5 β5 + ε, (26)

log(σ) � η6 � X
T
6 β6 + ε, (27)

where we could choose the same or different predictors X in
equations (25)–(27). (ere had been much literature
studying case 1 and case 2, and almost little to discuss case 3
to our best knowledge. In this study, we would analyze the
three cases and compare their results.

3.4.7. Maximum Likelihood Estimation. According to the
zero-adjusted model, given n independent observations yi

for i � 1, 2, · · · , n, the likelihood function was given by

L � L(ψ|y) � 
n

i�1
f yi|x(  � 

n

i�1


2

k�1
πkfk yi|x( ⎡⎣ ⎤⎦, (28)

where ψ � (θ, π), y � (y1, y2, . . . , yn)T and fk(yi) � fk

(yi|θk). (e log-likelihood function was given by

l � l(ψ|y) � 
n

i�1
log πf1 yi|x(  +(1 − π)f2 yi|x(  . (29)

Wewished tomaximize the log-likelihood l concerning θ
and π. Nevertheless, the problem was that the logarithm of

the second summation in equation (29) made the solution
difficult. In this paper, we used an algorithm provided by
Rigby and Stasinopoulos [44] and was based on penalized
likelihood estimation.

3.5. Model Validation and Verification

3.5.1. Graphic Verification. (ere were some approaches
used for verification and selecting the best model among
those models after fitting statistical probability models on
the medical expenditures data, which mainly included two
types of procedures: the graphical and the numerical ap-
proaches [45]. (e graphical methods were used to verify
whether the model described the systematic part and the
independence of the normalized quantile residuals and their
normality. In this study, we could obtain the mean, variance,
skewness, and kurtosis to check the independence of the
normalized quantile residuals and their normality by
inspecting the residual versus fitted value plots, residual
density plots, and Q-Q plots [44]. To assess the goodness-of-
fit of the model, Akaike’s information criterion (AIC) [46]
and the Schwarz Bayesian criterion (SBC) [47]were con-
sidered as the numerical methods for validating and
selecting the best model among the verified models. In
addition, one goal of this study is to estimate the expected
medical cost for individuals (y∧ i � E[yi|xi]). (e mean
prediction error can be thought as measuring the bias be-
tween the predicted outcome and the true response, which is
often measured by the mean squared error (MSE).

3.5.2. Information Criteria. To compare the models and
select the best one among the fitted models, we used the AIC,
SBC, and the global deviance criteria. (e AIC is computed
based on the Kullback–Leibler distance in information
theory, and the SBC is based on the integrated likelihood of
Bayesian theory, which both impose the appropriate penalty
on the average of the log-likelihood of models estimated
given the number of coefficients estimated. Amodel with the
lowest AIC and SBC values will be selected probably. (e
AIC is given as follows:

AIC � − 2 log(L) + 2p, (30)

where L is the likelihood and p is the number of parameters
in the model. (e SBC is defined as:

BIC � − 2 log(L) + 2p log(n), (31)

where L and p are the same as in AIC and n is the sample
size. As suggested by Rigby and Stasinopoulos [44] for
parametric GAMLSS models, each model could be assessed
by its fitted global deviance (GD) given by

GD � − 2l(θ
∧

), (32)

where l(θ
∧

) � 
n
i�1l(θi).

3.5.3. Bias and Accuracy. (e bias measures the average
deviation of the predicted value f

∧
(x) from the true value
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f(x) in a large number of the repeated sampling processes.
(e bias is often defined as followed given X:

Bias[f
∧

(x)] � E[f
∧

(x)] − f(x). (33)

MSE can be thought of as measuring the bias of pre-
dictions and be defined as

MSE[f
∧

(x)] � E[y − f
∧

(x)]
2
. (34)

We can prove the MSE is minimized when
f
∧

(x) � E[y|x]. MSE is obtained through the sample value
MSE � 1/N 

N
i�1 (y
∧

i − yi)
2, where y

∧
denotes the estimated

andy is the true value and N is the sample size. (e MSE is
an unbiased estimator of deviation.

3.5.4. Out-of-Sample Analysis. (ere is the last step to ex-
amine the appropriateness of the estimated models and the
generalization ability of the model. We applied the bootstrap
procedure to investigate how the results of our statistical
analysis would be generalized to another data set. Given a data
set D containing m samples, we could sample it and generate
another data setD′. A sample was randomly selected from the
data set D and put into the data set D′, and then the sample
was put back into the initial data set D, so that the sample
might be still drawn next time. After repeating this process m

times, we were able to get a data set D′ consisting of m

samples. It was obvious that some samples in the data set D

would appear multiple times in D′, while other samples
maybe would not appear. (e probability that a sample was
never selected in m sampling was (1 − 1/m)m, and its limit
was limm⟶∞(1 − (1/m))m � 1/e ≈ 0.368. About 36.8% of
the samples in the data set D by the bootstrap sampling
method did not appear in the sampling data set D′. In this
way, we could use D′ as the training set and (D − D′) as the
test set. In practical application, 1/3 of the sample size was
generally selected as test set and 2/3 as the training set.

4. Empirical Analysis

4.1. Data Description. (e aim of this paper was to discover
the factors affecting the medical expenditures of the elderly
in China and predict the amount using data from the
Chinese Longitudinal Healthy Longevity Survey (CLHLS).
(is survey is a nationally representative panel study,
containing observations on individuals aged 65 years or
older covering more than half of the counties and cities from
23 provinces, cities, and autonomous regions in China. Since
the start of the survey in 1998, it was repeated to follow the
same group of the elderly every two or three years, which
have been conducted eight waves until 2018. (e survey
includes questions about the health status, quality of life,
medical care, and security needs of the elderly. We used data
from the latest survey in 2018, which was a mixed cross-
sectional data set collected from 1998 to 2018. In total, the
sample consists of 15874 individuals. We finally selected
6832 samples after deleting the data with missing and no
response. In what follows, we described variables retained
for analysis. We began with the aimed response variable, the

medical expenditures, followed by other main independent
variables such as income, health, and education.

4.2. Description of Variables. (e distribution of medical
expenditure for the elderly with the entire sample is shown
in Figure 1. We could find that there were a large of zeros,
and the histogram of the medical cost was right-skewed and
heavily fat tail. From the empirical cumulative distribution
plot (Figure 2), it could be seen that the medical expenditure
data in the upper right part seriously deviates from the
straight line. (erefore, the OLS regression model was not
suitable for the data, and other transformed models must be
considered. (e histogram is shown in Figure 1 suggested a
mixture of point distribution and a continuous distribution
on the positive side. Consequently, a Tobit model may lead
to biased inferences due to there being far more zero ob-
servations than expected under the Tobit formulation. (e
zero-adjusted models offer us a viable framework to deal
adequately with the excess of zeros.

For this study, we were interested in revealing the factors
affecting medical consumption behavior. In addition to the
response variable, we included a set of explanatories in the
regressions that turned out to affect the medical expenditure.
Typical variables that emerged from the existing literature
are age, sex, household income, marriage, and education
[1–5]. We incorporated all these variables and added several
other variables to the analysis that significantly improved the
estimation of the zero-adjusted models. (ese variables
describe the characteristics of the elderly, such as insurance,
health status, action limited, individual education, residence,
and heart disease or not.

(e Andersen Behavioral Model of Health Service Use
usually provided a framework for the study of hospitaliza-
tion that outlined the three determinants: predisposing,
enabling, and need factors [48]. In light of this, we evaluated
the effects of health status and functional disabilities, as need
factors and associated social-demographic factors, as pre-
disposing and enabling factors, on hospitalization utiliza-
tion. A complete list of the variables used and their
descriptive statistics is presented in Table 1. We treated the
variables medical expenditure, education, and household
income as numerical. For the convenience of calculation, we
divided the medical expenditure and the annual household
income by 1000. All other variables were categorical and
entered into the regressions as dummy variables.

(e density distributions of f(y), for nonzero medical
expenditure are given in Figure 3. In this study, six right-
skewed distributions were considered: the normal, student t,
gamma, inverse Gaussian, generalized gamma and gener-
alized inverse Gaussian distributions. (e normal distri-
bution was also presented as a benchmark comparison for
the other, right-skewed distributions. All of the candidate
distributions were subsequently fitted on a training set of a
random 70% subsample. Figure 3 suggested that the normal
distribution had the worst fit for the histogram of nonzero
medical expenditure and other right-skewed distributions
seemed to be fit better. (e fitted values of the normal,
inverse Gaussian, generalized gamma, and generalized
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inverse Gaussian distributions underestimated the actual
value at the lower points of medical expenditure. However,
they showed better fit at other points. (e fitted value of the
gamma distribution overestimated the lower points.

(erefore, there seemed to be no obvious evidence to show
which one was the best from the histogram. We must
combine other statistical indicators to choose the best model,
which was also done in the following section.

Table 1: Descriptive statistics of the dependent and independent variables.

Variable Description Mean S.D Min Max
Medical expenditure
(numerical) Medical expenditure/1000 9.034644 25.78056 0 199.998

Gender (categorical) 0 if female 0.4428697 0.4967617 0 11 if male

Age (categorical) Age is divided four groups from low to high: lowest� 0 (reference);
lower� 1; higher� 2; highest� 3 2.314582 1.129733 1 4

Health (categorical) Very bad� 0(reference); bad� 1; so so� 2; good� 3; very good� 4 2.449445 0.9057199 0 4
Education (numerical) Continuous 3.686622 4.413021 0 22

Actlim (categorical) 1 if limited in activities at least the last 6 months 0.3261251 0.4688279 0 10 if not limited (reference)

Married (categorical) 1 if married 0.4584309 0.4983055 0 10 if divorced, widowed, or never married (reference)

Insurance (categorical) 1 if participate in any insurance program 0.9211066 0.2695921 0 10 if no insurance (reference)

Residence (categorical)
1 if current interviewee lived in city (reference)

2.17418 0.8024561 1 32 if lived in town
3 if lived in rural

Heart_disease
(categorical)

1 if suffering heart disease 0.1891101 0.3916247 0 10 if no heart disease (reference)
Household income
(numerical) Household income/1000 42.2063 36.4047 0 99

Note: medical expenses and annual household income are in thousands of yuan.
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Figure 1: Histogram of medical expenditure.

0
0.0

0.2

0.4

0.6

Fr
eq

0.8

1.0
Empirical CDF

50 100

Sample distribution
Normal distribution

Medical expenditure
150 200

Figure 2: Cumulative distribution of medical expenditure.
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5. Results

According to the experience above, we chose 4872 samples as
training data set. Table 2 listed the marginal effects estimation
results obtained from the training for the models discussed
above. We selected ten predictors according to the demand
for health and health care of the Grossman model. (e es-
timates of the Tobit model were quite different from others in
the value range and sign, which had the largest values of AIC,
SBC, and global deviance.(is suggested that the Tobit model
fitted the data very badly. (e new generalized Tobit model
and other zero-adjusted models were more similar. Many
estimates shared the same sign and had comparable values,
resulting in similar conclusions. In terms of the standard
errors of the parameters, the errors of the Tobit model were

significantly higher than others. All zero-adjusted models had
lower standard errors of the parameters. Furthermore, the
AIC, SBC, and global deviance (GD) of the zero-adjusted
generalized gamma model and zero-adjusted generalized
inverse Gaussian model were obviously smaller than those
other models. However, the values of the zero-adjusted
generalized gamma model were the smallest. (e smaller
these values are, the better the goodness-fit of the model is.
(erefore, the ZAGG model was the best model we chose.

To assess model fit, we created the quantile residuals
plots. If the models were adequate for the data, the residuals
approximated a random sample from the standard normal
distribution [38]. Figure 4 plots the normalized quantile
residuals and shows much difference in the residuals among
these models. (e residuals of the new generalized Tobit
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Figure 3: Candidate distributions for nonzero medical expenditure on the training set. (a) Normal distribution. (b) t distribution. (c) Gamma
distribution. (d) Inverse Gaussian distribution. (e) Generalized gamma distribution. (f) Generalized inverse Gaussian distribution.
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model showed bimodal kurtoses, ZAGA and classic Tobit
models presented the aiguille characteristics, and the re-
siduals of the ZAIG model appeared to right-skewed. (e
residuals of ZAGG and ZAGIG seemed to be similar, but the
ZAGG model exhibited a better model fit from Figure 4.

We used worm plots to further study the residuals of
these models. Worm plots of the residuals were intro-
duced by van Buuren and Fredriks [49] to identify regions
(intervals) of an explanatory variable within which the
model does not adequately fit the data. (ese points in the
worm plot, such as Figure 5, showed how far the ordered
residuals were from their (approximate) expected values
represented by the horizontal dotted line. (e closer the
points were to the horizontal line, the closer the

distribution of the residuals was to a standard normal
distribution. Additionally, if the model was correct, we
would expect approximately 95% of the points to lie be-
tween the two elliptic curves and 5% outside in Figure 5. A
higher percentage of the points outside the two elliptic
curves indicated that the fitted distribution of the model
was inadequate to explain the response variable. (e shape
of the fitted curve to the points of the worm reflected
different inadequacies in the model. A linear trend
(positive or negative), quadratic shape (U or inverse U), or
cubic shape (S shape) indicated a problem with the var-
iance, skewness, or kurtosis of the residuals, respectively.
(is, in turn, highlighted a problem with the fitted dis-
tribution. Figure 5 shows that the fitted curves of the worm

Table 2: Comparison of marginal effects of Tobit, generated Tobit, ZAGA, ZAIG, ZAGG, and ZAGIG models on CLHLS data.

Tobit Generalized
Tobit

Zero-adjusted models

Discrete Continuous

Binomial Gamma Inverse
Gaussian Generalized gamma Generalized

inverse Gaussian

Intercept 17.30660
(4.62914)∗∗∗

1.2211352
(0.3509476)∗∗∗

− 1.214247
(0.441916)∗∗∗

3.4395522
(0.2634442)∗∗∗

3.131784
(0.980320)∗∗∗

1.3507565
(0.3023424)∗∗∗

3.3181353
(0.2775036)∗∗∗

Gender − 0.12960
(0.93239)

− 0.1742161
(0.0706867)∗∗

0.107757
(0.081745)

0.1653616
(0.0546928)∗∗∗

0.423748
(0.149248)∗∗∗

0.0757141
(0.0627683)

0.0798758
(0.0576116)

Age (lower) 0.37558
(1.17482)

0.0191777
(0.0890663)

− 0.022572
(0.105939)

0.0503636
(0.0683660)

0.094369
(0.184435)

0.0347497
(0.0784604)

0.0439357
(0.0720145)

Age (higher) − 2.47297
(1.31612)∗

− 0.1307531
(0.0997782)

0.118543
(0.30750)

− 0.0940778
(0.0771663)

− 0.063349
(0.200707)

− 0.1409848
(0.0885601)

− 0.1377442
(0.0812844)∗

Age (highest) − 7.43904
(1.48503)∗∗∗

− 0.4449018
(0.1125843)∗∗∗

0.597306
(0.126676)∗∗∗

− 0.2929559
(0.0894135)∗∗∗

− 0.079564
(0.225999)

− 0.4639923
(0.1026156)∗∗∗

− 0.3536105
(0.0941853)∗∗∗

Health (bad) − 4.90168
(4.18061)

0.4308578
(0.3169431)

− 0.466233
(0.413161)

− 0.6101187
(0.2364191)∗∗∗

− 0.331020
(0.924567)

0.0096557
(0.2713270)

− 0.3921744
(0.2490362)

Health (so so) − 7.88404
(4.09467)∗

− 0.1249660
(0.3104278)

− 0.022842
(0.398988)

− 0.7872073
(0.2319896)∗∗∗

− 0.678053
(0.907075)

− 0.2875638
(0.2662435)

− 0.6390054
(0.2443703)∗∗∗

Health (good) − 11.95574
(4.11483)∗∗∗

− 0.4750543
(0.3119565)

0.263264
(0.399472)

− 1.1046718
(0.2333300)∗∗∗

− 1.102426
(0.907025)

− 0.7290380
(0.2677818)∗∗∗

− 0.9737652
(0.2457822)∗∗∗

Health (very
good)

− 12.66309
(4.23632)∗∗∗

− 0.5853829
(0.3211667)∗

0.291206
(0.407768)

− 1.1434518
(0.2410609)∗∗∗

− 1.076392
(0.918506)

− 0.8854640
(0.2766542)∗∗∗

− 1.1132889
(0.2539257)∗∗∗

Education 0.12139
(0.12539)

0.0271759
(0.0095062)∗∗∗

− 0.016711
(0.011463)

− 0.0053850
(0.0073003)

− 0.007183
(0.021939)

0.0125635
(0.0083782)

− 0.0071493
(0.0076899)

Actlim
(limited)

6.86144
(0.97959)∗∗∗

0.4495150
(0.0742651)∗∗∗

− 0.589516
(0.091230)∗∗∗

0.2587853
(0.0565752)∗∗∗

0.200809
(0.152316)

0.4854051
(0.0649287)∗∗∗

0.2894195
(0.0595945)∗∗∗

Household
income

0.09582
(0.01294)∗∗∗

0.0025677
(0.0009808)∗∗∗

− 0.002396
(0.001128)∗∗∗

0.0081379
(0.0007603)∗∗∗

0.010034
(0.002247)∗∗∗

0.0043830
(0.0008726)∗∗∗

0.0046224
(0.0008009)∗∗∗

Marriage
(married)

− 1.64671
(1.04603)

0.1078140
(0.0793026)

0.005226
(0.092940)

− 0.0363325
(0.0612575)

− 0.008065
(0.160483)

0.0523691
(0.0703023)

0.0407834
(0.0645266)

Insurance
(insured)

− 5.71764
(1.53651)∗∗∗

0.0433423
(0.1164868)

0.020459
(0.133651)

− 0.4417009
(0.0904223)∗∗∗

− 0.296035
(0.260748)

− 0.0773757
(0.1037734)

− 0.2467232
(0.0952479)∗∗∗

Residence (in
town)

− 6.38221
(1.26549)∗∗∗

− 0.4866704
(0.0959404)∗∗∗

0.218619
(0.112552)∗

− 0.5132267
(0.0738881)∗∗∗

− 0.657867
(0.240905)∗∗∗

− 0.6409893
(0.0847979)∗∗∗

− 0.4931939
(0.0778313)∗∗∗

Residence (in
rural)

− 5.01228
(1.25786)∗∗∗

− 0.5029975
(0.0953621)∗∗∗

0.055642
(0.112483)

− 0.5036751
(0.0733478)∗∗∗

− 0.693208
(0.238238)∗∗∗

− 0.8074203
(0.0841778)∗∗∗

− 0.5935885
(0.0772622)∗∗∗

Heart_disease
(suffered)

8.74595
(1.10292)∗∗∗

0.9761225
(0.0836154)∗∗∗

− 1.139552
(0.132085)∗∗∗

0.3834217
(0.0607861)∗∗∗

0.503166
(0.198495)∗∗

0.6753993
(0.0697614)∗∗∗

0.4836672
(0.0640301)∗∗∗

Sigma (σ) 3.35531
(0.01023)∗∗∗

0.37450
(0.02461)∗∗∗ — 0.398879

(0.009455)∗∗∗
0.30921

(0.01156)∗∗∗
0.53659

(0.01156)∗∗∗
1.159849

(0.009905)∗∗∗
AIC 37194.46 27567.15 — 26887.54 26951.03 25575.17 25817.39
SBC 37310.97 27690.13 — 27114.08 27177.57 25808.19 26050.41
GD 37158.46 27529.15 — 26817.54 26881.03 25503.17 25745.39
MSE 702.5649 751.1767 — 675.1498 744.6665 675.1498 671.3679
Note: ( ) indicates the standard errors of the parameters and the stars show the significance of the parameters: ∗∗∗p< 0.01; ∗∗p< 0.05; ∗p< 0.1.
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for all models except the zero-adjusted generalized gamma
model was S-shaped, which also suggested that the ZAGA
model was generally a better fit again.

After the verification of 1960 samples in the test data set,
two Tobit models and the ZAIG model had larger MSE
values. ZAGG and ZAGIG models again produced very
similar results. ZAGIG had the lowest MSE with a value of
671.3679. However, ZAGG was slightly higher with a value
of 675.1498 than ZAGIG. Considering the goodness of fit, we
chose the ZAGG model for further study.

We chose ZAGG models with different parameters π, σ,
and ] and used the default log link function to discover
which factors affecting the medical expenditure for the el-
derly. Table 3 shows the results of different parameters using
6832 data of the whole population. (e predictors for the
logarithm of average medical consumption shared almost
the same sign and had similar values in the three models.
Age, health, and chronic diseases were the main predictors
influencing medical expenditure. With the increase of age,
the medical expenditure of the elderly was decreasing. Part

of the reasonmight be that the elderly under 80 years old had
a higher risk of serious diseases like cancer than the elderly
over 80 years old. After experiencing this age stage, most of
higher aged elderly were in good health. (e elderly in good
health had relatively less medical expenditure. As a chronic
disease, heart disease significantly increased the medical
expenses of the elderly. Compared with the elderly living in
cities, the medical expenditure of the elderly living in urban
and rural areas was relatively small, which might be related
to the relative lack of medical resources in urban and rural
areas of China.(e higher the family income is, the more the
medical expenditure of the elderly is. (e predictor of
medical insurance value was negative but not significant,
which implied that medical insurance maybe reduced the
medical expenditure of the elderly and released their fi-
nancial burden. However, the effect was not obvious.

(e scenario of the ZAGG(I) model: the proportion of p
of zero medical expenditure and the scale parameter s re-
lating to variance were both constant. Because the logit link
function was used by default in the regression model, the
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Figure 4: Quantile residual for regression models. (a) ZAGA quantile residual. (b) ZAIG quantile residual. (c) ZAGG quantile residual.
(d) ZAGIG quantile residual. (e) Generalized Tobit quantile residual. (f ) Tobit quantile residual.
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proportion of zero medical expenditure π was
1/(1 + exp(1.2984)) � 0.2144, which was very close to the
proportion 0.2147 of zero cost in the population.

(e scenario of the ZAGG (II) model: the occurrence of
zero medical expenditure varied and was affected by the
predictors. We found that some predictors for the medical
decision shared different signs. For example, higher values of
family income result in lower odds of zero medical ex-
penditure. Perhaps, the elderly with high-income families
are more likely to obtain medical resources, and the utili-
zation of medical services was relatively high. (e elderly
with action limited were often in poor health, so their
medical expenditures were more.

(e scenario of the ZAGG (III) model: up to now, we had
modelled the only π as a function of explanatory variables,
but there were occasions in which the assumption of a
constant scale parameter was not appropriate according to
equation (14). On these occasions, modelling s as a function
of explanatory variables could solve the problem. We could
conclude from Figures 6–8 that almost all points of the
worm plot failed inside the 95%-pointwise confidence in-
tervals, indicating that the three models appeared to be
adequate. Furthermore, the line shape with the negative
slope in Figure 6 showed the variance was too low, and the
fitted scale was too high. (e s-shape with left bent down
suggested the tails of fitted distribution was too light.
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Figure 5: Worm plots for regression models. (a) ZAGA worm plot. (b) ZAIG worm plot. (c) ZAGG worm plot. (d) ZAGIG worm plot.
(e) Generalized Tobit worm plot. (f ) Tobit worm plot.
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Kolmogorov-Smirnov test is a nonparametric test method
that can be used to compare the cumulative empirical dis-
tributions of two samples. (e Dn (Dn � supx|Fn(x) − F(x)|)
statistics is used to compare the maximum value of the dif-
ference between the empirical distributions of two samples. If
this value is too large, we believe that the two distributions are
different. (erefore, we used the two tailed Kolmogor-
ov–Smirnov test to verify the consistency between ZAGG
model and empirical distribution. (e results are shown in the
last row of Table 3. From the results, the p values were all
greater than 0.05, which meant we could not reject the null
hypothesis that there was almost no difference between the
ZAGG model and empirical distribution.

6. Discussion

(is paper explored and empirically validated zero-adjusted
models with semiparametric formulation for estimating
medical expenditures using CLHLS survey data. In reaction

to the limitations of conventional Tobit, zero-adjusted
gamma, and zero-adjusted inverse Gaussian models, we
generalized the three models to improve the accuracy of
prediction and discover the factors affecting the elderly
medical decision. (e zero-adjusted generalized gamma
model outperformed the zero-adjusted generalized Tobit
and zero-adjusted generalized Inverse Gaussian model.
(us, the ZAGG mode provided an interesting alternative
for modelling health care utilization expenditure data as it
included many conventional models such as the zero-
adjusted Weibull model, the zero-adjusted lognormal
model, and the zero-adjusted gamma model. (e ZAGG
model included log-additive components for the mean
and dispersion of medical expenditure given that ex-
penditure occurs, as well as a logistic additive component
for the probability of a zero expenditure. (e model
components were estimated independently and could be
fitted with the same set of covariates. In this paper, we
firstly chose ZAGG models with different parameters π, σ,
and ] and used the default log link function to discover
which factors affecting the medical expenditure for the
elderly. (ere was much literature on the influence of
factors on the parameter π, but there was almost no work
discussing the influence of factors on the parameter σ and
]. We found that some factors might affect the distribution
shape and scale change of ZAGG model and then affected
the accuracy of the model. (ese were also contributions
of this paper.

Our empirical application had focused on the assessment
of the predictive accuracy and the predictors affecting
medical expenditure. We found that ZAGG and ZAGIG
gave similar results. Moreover, ZAGG was appreciated for
the fact that the generalization errors of ZAGIG were 671.36,
which was less than that of ZAGG from mean square errors.
However, the ZAGG model seemed to perform better in the
aspects of global deviance, AIC and SBC.Whether one of the
two models is superior to the other remains an open
question, which needs to be determined according to dif-
ferent problems and situations. ZAGG and ZAGIG models,
respectively, extended the ZAGA and ZAIG models, and
many conventional zero-adjusted models are special forms
of these generalized models. Moreover, both of these gen-
eralized models increased the difficulty in parameter esti-
mation. For example, the standard errors of parameters were
not reliable when the QR decomposition method was used,
which could not solve the Hessian matrix. In this paper, we
reported the QR-based standard errors using a likelihood-
based confidence interval method introduced by Rigby and
Stasinopoulos [44, 50, 51].

Although the ZAGG model is complex in application
and calculation, it still has some advantages. One benefit of
the ZAGG model is that the three components of the
mixture model provide the analyst with a three-way inter-
pretation by estimating the factors affecting the medical
decision, the factors predicting the amount of the medical
expenses, and the factors influencing the dispersion of the
expenditure amount. (e scale dispersion estimates can be
used to provide more conservative estimates when the pa-
rameters were less robust. Another advantage of the ZAGG
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Figure 6: Worm plots for ZAGG(I).
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model is that the regression method does not imply a “black
box” approach for interpreting the effects of individual
covariates. (e interpretation of the marginal effect for the
model is relatively explicit.

We surprisingly discovered that basic medical insurance
had no significant effect on the medical expenditure of the
elderly. (e main reason was that the basic medical in-
surance had covered nearly 95% of the population in China
up to now, leading to no obvious difference in the impact of
medical insurance [2, 52–54]. (e elderly with high-income
families spent more on health care, which indicated a rel-
atively unfair phenomenon that the poor subsidized the rich
in the utilization of medical services in China. At the same
time, the medical expenditure in urban and rural areas was
relatively low, which also showed that the distribution of
medical resources was not balanced.

Finally, attention should be paid to the limitations of
our study. One limitation of this study was that it did not
consider the causal relationship between the predictors and
response because we were interested in predicting the
amount of medical expenditure and unraveled the signif-
icant predictors influencing the expenditure. Possible so-
lutions for this causal relationship were either to study only
the impact of truly exogenous independent or to apply
instrumental variable techniques. Another limitation was
that the zero-adjusted models were seemed to be two-stage
models, and there existed a variety of models in the con-
tinuous part. In this paper, we compared only a fewmodels.
Instead, other types of skewed distributions could be
considered for further research. Finally, our study has used
the two-stage model to predict the amount of medical
expenditure. We treated the two parts as independent.
However, there perhaps existed a relationship. (ere were
further opportunities to develop potentially superior
models by considering the correlation, such as copula
function. Moreover, it should be noted that if the rela-
tionship were considered, the difficulty of parameter es-
timation would increase, and the effects of individual
explanatory variables could not be interpreted
conveniently.

7. Conclusions

In this paper, we have predicted the amount of medical
expenses for the elderly and explored the marginal effect of
the predictors in China, using CLHLS survey data. In re-
action to the limitations of conventional Tobit and zero-
adjusted models, we generalized these models. (is allowed
us to estimate the medical expenditure using more flexible
models. (e zero-adjusted generalized gamma model was
the best to fit this data. We focused on the zero-adjusted
generalized gamma regression model to reveal the signifi-
cant factors influencing the medical amount. Several con-
clusions could be drawn from this work. (e health status,
family income, residence, and chronic diseases of the elderly
significantly affect their medical expenditure, while the in-
fluence of basic medical insurance is not significant.We used
a logistic model to discover the factors that affected the
medical decision of the elderly. We found that the elderly in

the higher age group had the lower occurrence of zero
medical amount, which indicated they were better health. In
addition, this paper accurately estimated the proportion of
the elderly with zero medical expenditure using a logit
model. In the ZAGG model, we found that the scale dis-
persion was also affected by the explanatory variables, which
could improve the robustness of the standard errors of
parameters.

To the best of our knowledge, this is the first time that
using the zero-adjusted generalized gamma model predicts
the medical expenditure. (e current approach appeared to
be effective. However, some limitations merit attention, such
as the causal relationship between the predictors and re-
sponse and the correlations of the two parts in the zero-
adjusted models. (ese limitations required further inves-
tigation in the near future.
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Risk management and stock investment decision-making is an essential topic for investors and fund managers, especially in the
context of the COVID-19 pandemic.�e problem becomes easier if the market is efficient, where stock prices fully reflect potential
risk. Nevertheless, if the market is not efficient, investors may have an opportunity to find an effective investment method.
Vietnam is one of the emerging markets; the efficiency is still weak. �us, there will be an opportunity for astute investors. �is
study aims to test the weak-form efficient market and provide a modern approach to investors’ decision-making. To achieve that
aim, this study uses historical data of stocks in the VN-Index and VN30 portfolio to buy and sell within a one-day period under the
rolling window approach to test the Ho Chi Minh City Stock Exchange (HoSE) through a runs test and to perform stock trading
using the support vector machine (SVM) and logistic regression.�e buying/selling of stocks is guided by the forecasted outcomes
(increase/decrease) of logistic regression and SVM.�is study adjusted the return rate in proportion to the risks and compared it
with index investments of VN-Index and VN30 to evaluate investment efficiency. �e test results dismissed the weak-form
efficient-market hypothesis, which opens up many opportunities for short-term traders. �is study’s primary contribution is to
provide a stock trading strategy for short-term investors to maximize trading profits. Because logistic regression and SVM have
proven effective trading methods, investors can use them to achieve abnormal returns.

1. Introduction

Risk management and stock investing decision-making are
critical topics for investors and fund managers, particularly
regarding the COVID-19 pandemic. If the market is effi-
cient, where stock prices adequately represent a possible risk,
the issue becomes simpler to solve [1, 2]. Some investors
often use technical analysis to select stocks as historical data
(mainly price and trading volume) in the short term. Some
technical analysis tools forecast price movement direction,
deciding whether to buy or sell stocks [3]. Mizrach and
Weerts [4] used technical indicators, price, and volume
history to forecast future stock returns, sometimes called
“chartists” because they use graphical trading representa-
tions. Azzopardi [5] applied principles to study how human
emotions impact financial decision-making. SVM and

artificial neural networks (ANN) identify market abnor-
malities in many financial markets worldwide [6]. Never-
theless, Fama [7] proposed efficient-market hypothesis casts
doubt on the reliability of the technical analysis. �is theory
will not help beat the market because it assumes that the
price of a security fully reflects all available information
[8–10]. �at said, each market is efficient to a certain extent;
specifically, there are three types of efficient markets in
ascending order: weak, semistrong, and strong. Even in the
weak form, the stock’s price fully reflects its historical data.

For that reason, the security price cannot be predicted
solely based on past prices [11]. Some empirical evidence
suggests that markets are not truly efficient, which implies
that investors may use templates or prediction models to
achieve a higher rate of return [12, 13]. Hawaldar et al. [14]
tested the weak-form efficient-market hypothesis of the
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Bahrain Bourse stock market for the period 2011 to 2015 and
concluded that the Kolmogorov–Smirnov goodness-of-fit
test, run test, and autocorrelation test reject the weak-form
efficient-market hypothesis. Kumar et al. [15] supported
India’s weak-form efficient-market hypothesis for
2012–2017 but rejected the medium-form efficient-market
hypothesis. Mensi et al. [16] studied the daily closing prices
on the global and regional GIPSI stock markets in the USA
and five GIPSI stock markets in Europe from January 1,
2009, to September 8, 2017. GIPSI, worldwide, and US
markets are all inefficient, particularly in the short term.
Whatever the time range, the Greek stock market is the most
inefficient of all markets. In the short and long run, Portugal
and Ireland have the least inefficient marketplaces. �ese
findings also suggest that stock markets may not be suitable
for risk diversification in asset allocation or risk hedging.�e
author also suggests that these findings have significant
consequences for investors and policymakers. In reality,
investors may utilize knowledge about long-term memory
and the differential threshold for persistence across time
horizons to outperform the market and generate abnormal
returns.

A recent trend in behavioral finance theory is to explain
that anomalies complement the shortcomings of the effi-
cient-market hypothesis. Kahneman and Tversky, a pio-
neering researcher, point out that investors rely heavily on
emotions and instincts rather than rationality to make de-
cisions [17]. Emotional decision-making can lead to mis-
takes when making irrational investment choices. Some
anomalies associated with behavioral finance theory include
calendar, fundamental, and technical anomalies [18]. Some
experiments show the weekend effect, holiday effect, turn-
of-the-month effect, and January effect [19]. Rossi studied
calendar anomalies in the Milan Stock Exchange from
January 2005 to December 2015. �ey found that returns
were negative onMonday and positive onWednesday.�us,
investors should buy on Monday and sell on Wednesday.
One limitation of these studies is that the effects may dis-
appear or even reverse [20]. As a result, investors may be
exposed to risks when using these investment trends.

�is study aims to test the weak-form efficiency of the
HoSEmarket and determine whether investors using logistic
regression and the SVM model can outperform the market.
�e runs test approach rejects the weak form of an efficient
market. �ese findings suggest that classic econometric and
statistical models are likely to beat the market. However, the
constantly evolving machine learning algorithms provide a
viable alternative to traditional regression models. Some
studies on the SVM application in finance have obtained
many positive results, such as Cao and Tay [21], Huang et al.
[22], Lu et al. [23], Mohamed [24], Azimi-Pour et al. [25],
and Syriopoulos et al. [26]. �e rolling window drives the
buying and selling of securities by the logistic regression
model’s output and the SVM algorithm. Input variables
include close (closing price); HL (the highest minus lowest
price); LO (lowest price minus opening price); variation (the
difference in closing price between 2 consecutive trading
sessions); ma7, ma14, and ma21 (average price of 7, 14, and
21 consecutive sessions, respectively); sd7 (standard

deviation of 7 consecutive sessions); vnc (the difference in
closing prices of VN-Index for 2 consecutive sessions); vnipc
(return rate of VN-Index portfolio); and insect (time trend).
�e data covers all stocks in the VN30 basket from January
28, 2000, to July 30, 2021. As a result, the SVM investment
strategy beat the market with an extremely high average
return rate.

Machine learning may discover weak-form efficient
markets and develop trading methods for short-term in-
vestors, thereby maximizing earnings. Predicting the
movement of stock prices using algorithms, such as the SVM
model, has demonstrated a high accuracy.�e parameters of
the machine learning model were accurately predicted using
the rolling window technique. Since a sample’s represen-
tativeness may be impaired by a period too short or too
lengthy, 365 days is a good choice for a historical data set.
Stock investing in a weak market is usually tricky for short-
term investors. �e SVM model, in particular, is a valuable
tool for predicting the direction of price movement in the
market. It is necessary to modify the investment returns to
reflect the inherent risks to raise the degree of trust in the
investment performance review. �e Sharpe ratio is used to
manage risk, while the T-test is used to evaluate trading
methods. Due to the SVM model’s superb accuracy, the
trading strategy employing it has produced a great return.

�e following diagram depicts the flow of this study.
Next, a brief review of relevant literature is provided: the
efficient-market hypothesis (EMH), logistic regression,
support vector machine (SVM). Section 3 of the study
provides the conceptual foundation for the paper,
including the theories of weak-form efficient-market hy-
pothesis testing and price movement forecasting decision.
Section 4 focuses on empirical data and outcomes. Section
5 provides further in-depth explanations of the study’s
findings. In Section 6, the conclusions of this study and the
limits and potential for further research are summarized
and explained.

2. Literature Review

2.1. Efficient-Market Hypothesis (EMH). Fama [11] first
proposed EMH in the 1970s. �is article is significant be-
cause it paved the way for many other studies on the ac-
curacy of the EMH theory.�e concept of efficiency refers to
the rapid absorption of information instead of the resources
that produce maximum output as in other fields of eco-
nomics. Information is defined as news that can affect prices
and is unpredictable. In capital markets, efficient markets
can be interpreted in various ways. �e market in which
prices always reflect available information is called an effi-
cient market [11]. Meanwhile, Malkiel [27] argued that a
capital market is efficient if it wholly and correctly reflects all
relevant information in determining security prices. Gen-
erally, however, markets are considered efficient for certain
types of information if disclosing that information to par-
ticipants does not affect stock prices. EMH includes the
following hypotheses:

Weak-form efficiency hypothesis: this degree of effi-
ciency exists when a security’s price reflects historical data
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about a security’s price, including stock price and trading
volume. In other words, one can forecast current stock prices
on past stock prices. Testing the weak-form efficient-market
hypothesis mainly concerns whether there is a statistical
dependence between price changes. In other words, if the
price changes are random, the market is a weak-form effi-
cient market. Several frequently used testing techniques are
autocorrelation and Ljung–Box’sQ [28], variance ratio, LM-
test [29], CD-test [30], Wright’s test [31], runs test, January
effect, and unit root test [32].

Semistrong-form efficiency hypothesis: this degree of
efficiency exists when a security’s price reflects publicly
accessible market information, including historical data on
security prices and publicly available information in the
market, such as those in an issuer’s prospectus. �e semi-
strong-form efficient market encompasses the weak-form
hypothesis because all market information, including stock
prices, interest rates, and trading volume, must be publicly
analyzed using the weak-form efficient-market hypothesis.
Public information includes all nonmarket data, such as
earnings and dividend announcements, P/E ratio, D/P ratio,
P/B ratio, stock splits, and political economy information.
Studies examining semistrong-form EMH can be classified
into these two categories:

(i) Studies that sought to forecast future rates of return
using publicly accessible data, except for puremarket
data such as price levels and trading volumes, have
been included in the weak-form test. �ese studies
may include time series analysis of returns or cross-
sectional distribution of returns of individual stocks.
EMH proponents argue that it is impossible to use
publicly available information to predict future
returns using past returns or to forecast future cross-
sectional distributions of returns (e.g., highest
quartiles or deciles of returns) [33–36].

(ii) Event studies investigate how quickly stock prices
change in response to specific key economic events.
One practical approach is to test whether it is feasible
to invest in stocks and earn an extraordinarily high
rate of return after a significant event (such as stock
merges, stock splits, central economic data, and
principal) is publicly announced or not. Again, EMH
proponents expect stock prices to adjust rapidly so
that investors cannot earn high returns by buying
after public announcements and paying regular
transaction costs [37–40].

Strong-form efficiency hypothesis: this degree of effi-
ciency exists as all information is fully reflected in stock
prices, including nonpublic information such as internal
information. �e strong-form efficient-market hypothesis
combines both the weak-form and the semistrong-form
efficient hypothesis. �e strong-form efficient-market hy-
pothesis extends the assumption of efficient markets, in
which prices reflect publicly available information to a
perfect market, and all information is free and available. It is
necessary to know when internal or insider information
arises to evaluate strong-form efficient markets. �is timing

is hard to identify. Strong-form efficient markets are often
researched in developed countries. For emerging markets,
most studies focus on weak- and semistrong-form EMH.
�e exploration of strong form effectiveness is still a con-
troversial matter among scholars [41–43].

2.2. Logistic Regression. Logistic regression is a statistical
technique that describes the relationship between inde-
pendent variables and binary dependent variables (which
can also be applied to discrete dependent variables).
�rough this relationship, logistic regression allows the
output prediction of a given set of input values. In predicting
the output using logistic regression, this study calculates the
probability that the output takes the value 1 with the given
observation data to find P(Y � 1|X). With the assumption
of binomial distribution of the dependent variable, this study
considers the odd ratio as follows:

G(X) �
P(Y � 1 | X)

P(Y � 0 | X)
�

P(Y � 1 | X)

1 − P(Y � 1 | X)
. (1)

Taking the logarithm on both sides of (1), this study has

ln G(X) � ln
P(Y � 1 | X)

1 − P(Y � 1 | X)
  � Xβ, (2)

where β � (β0, β1, ..., βk) that are the parameters to be
estimated.

From equation (2), this study makes the equivalent
transformation as follows:

P(Y � 1 | X) �
e

Xβ

1 + e
Xβ. (3)

Usually, the maximum likelihood estimation (MLE)
method is used to estimate the parameter β. �e classifi-
cation rule is determined by equation (3) as follows:

yi �
1, P(yi � 1 | X)≥ 0.5,

0, P(yi � 1 | X)< 0.5.


Logistic regression is applied in many fields for the
binary dependent variable. In finance, Han et al. [44] used
a sample of 76 firms and 32 variables related to their fi-
nancial ratios to predict precarious financial situations.
�e authors used the backward stepwise method in lo-
gistic regression and obtained results with high accuracy
of 92.86%. Konglai and Jingjing [45] used logistic re-
gression to analyze listed companies’ credit risk in China.
�e data used included 130 companies with 6 dependent
variables and was divided into 90 companies for the
training set and 40 for the testing set. �e training sample
has an accuracy of 87.8%, while the testing set has a
precision of 75%. Table 1 summarizes some publications
that have used typical logistic regression.

2.3. SupportVectorMachine (SVM). �e SVM algorithmwas
proposed by Vapnik and Lerner [50] to solve the classifi-
cation issue. SVM is a supervised mathematical algorithm
used to classify data in different dimensions. Suppose that Y

Computational Intelligence and Neuroscience 3



is a categorical variable with two possible values –1 and 1 and
X is an input variable. �e classification hyperplane is de-
fined by the equation: wxT + b � 0, where w and b are the
coefficients. �e coefficients w and b should be chosen such
that wxT + b≥ 1 if yi � 1 and wxT + b≤ −1 if yi � −1. �e
training set is used to find w and b such that ‖w‖ is min-
imized, and the vectors xi in which |yi|(wxT

i + b) � 1 are
called support vectors. To improve classifier efficiency, a
kernel function is used to map the data to a high-dimen-
sional space where the data will be more clearly segregated.
�e kernel function is defined by the dot product:
K(x, y) � 〈f(x), f(y)〉. Some common kernel functions
are linear, polynomial, and radial basic function. Never-
theless, for some complex data sets, it is impossible to find a
perfect hyperplane. Hence, Cortes and Vapnik [51] propose
to add soft margins, that is, accepting some misclassified
observations. �e SVM algorithm is now minimized:
minw,b,ξ(1/2wTw + C 

n
i�1 ξi) given that yi(wTwϕ(xi) + b)

≥ 1 − ξi, where C is a hyperparameter and ϕ is a conversion
mapping from low- to high-dimensional space.

SVM is often used in financial research. For instance,
Kim [52] has used SVM to predict hotels’ bankruptcy in
Korea. Between 1995 and 2002, a sample of 33 hotels was
collected, and the forecast results achieved 95% accuracy. In
the Japanese market, Huang et al. [22] used SVM to predict
the direction of the NIKKEI 225 Index and showed that
SVM outperformed other classification methods in their
study, including random walk model, quadratic discrimi-
nant analysis (QDA), and ANN. Ren et al. [45] integrated
SVM with investor behavior analysis in the Chinese market.
�is study forecasted the SSE 50 Index’s movement from
2014 to 2016 in 485 trading days, used both fivefold and
rolling window methods, and reached a maximum accuracy
of 89.93%.

3. Research Data and Methods

3.1. Research Data and Variable Description. Research data
includes 30 companies in the VN30 basket (unadjusted
price), VN-Index, and VN30 index in a one-day period.
Table 2 describes the tickers and their observations in the
VN30 basket.

�e data collection period was from July 28, 2000, to July
30, 2021, in which some companies were newly established,
and there were some days off. Hence, the number of ob-
servations of these companies was varied. �e data was
collected from the website https://www.hsx.vn (Ho Chi
Minh City Stock Exchange). Each observation included date,
ticker, closing price, opening price, highest price, lowest
price, and trading volume. �e variables in the study are
described in Table 3.

3.2. Research Method

3.2.1. Testing the Weak-Form Efficient-Market Hypothesis.
According to the weak-form efficient-market theory, a
security’s past prices cannot forecast current prices and
generate abnormal returns. �ere are other testing tech-
niques available, but these studies employ runs tests like
some previous studies, including Fawson et al. [57],
Moustafa [58], Ahmad et al. [59], Nisar and Hanif [60],
Hamid et al. [61], and Wei [62]. �e runs test, known as the
Wald–Wolfowitz test, is a nonparametric statistical test that
examines the randomness hypothesis on a two-state data
series [63]. �e runs test will assess whether the elements of
the series appear independently. In other words, if assuming
the price increases or stays the same as (+) and decrease as
(–), then a weak-form efficient market implies that price
changes are independent. When the sample size is large
enough, the statistic Z � R − R/sR ∼ N(0, 1), where:

R: number of runs in the sample (each run is a sequence
of consecutive “+” or “−” signs)
R: expected value of R, calculated by the formula
R � 2n1n2/n1 + n2 + 1
s2R: the standard error of the runs, s2R � 2n1n2(2n1n2 −

n1 − n2)/(n1 + n2)
2(n1 + n2 − 1) (n1, n2 are the number

of “+” and “−” signs, respectively)

Mainly this method explores the randomness in the
changes of the VN-Index and VN30 index. If this variation is
random, it supports the weak-form efficient-market hy-
pothesis, suggesting that traditional forecasting models
using historical data are unlikely to produce an excess
return.

Finally, to test the influence of factors affecting price
movements, we performed logistic regression for all data in
the research period. �is result also implies that investors
with little experience in academic knowledge can still base

Table 1: Logistic regression in prior studies.

Authors Research Accuracy
Jabeur [46] Bankruptcy prediction using partial least squares logistic regression ∼70%
Rafatnia et al. [47] Financial distress prediction across firms 83.3%
Jovanović et al. [48] Financial indicators as predictors of illiquidity 95.5%
Strzelecka et al. [49] Application of logistic regression models to assess household financial decisions regarding debt 70.5%

Table 2: Tickers and observations in the VN30 basket.

Ticker Observations Ticker Observations Ticker Observations
BID 1,840 MWG 1,731 TCB 762
BVH 2,989 NVL 1,112 TCH 1,173
CTG 2,975 PDR 2,573 TPB 789
FPT 3,611 PLX 1,039 VCB 2,987
GAS 2,265 PNJ 3,043 VHM 772
HDB 857 POW 605 VIC 3,424
HPG 3,381 REE 5,050 VJC 1,076
KDH 2,833 SBT 3,319 VNM 3,838
MBB 2,401 SSI 3,600 VPB 957
MSN 2,896 STB 3,720 VRE 898
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the fluctuations of variables (variables with strong impact) to
make investment decisions.

3.2.2. Price Movement Forecasting and Investment Decision-
Making. �is study focuses on two models, logistic re-
gression and SVM, to forecast price movement direction.
Assuming that the historical data has a maximum value of 1

year, the study will use fixed training data of 365 observa-
tions to make forecasts using the “rolling window” method.
Algorithms are used to identify the optimal parameters for
the first 365 observations, forecast the 366th observation,
and continue until the last observation, as shown in Figure 1.

3.3. Forecasting Model

foredirt+1 � f closet,HLt, LOt, variationt,ma7t,ma14t,ma21t, sd7t, vnict, vnipct, insec( . (4)

�e sigmoid function is employed for the logistic
regression model, and the MLE method is used to esti-
mate the regression coefficients. For the SVM algorithm,
the kernel function radial and c � 0.1 are used. Based on
the logistic regression and SVM models, the investors
will buy/sell stocks, respectively. To assess investment
performance, this study adjusts risks using the Sharpe
ratio [64, 65]: SharpeRatio � rp − rf/σp, where

rp: return rate of the portfolio (or security) p
rf: risk-free rate (1-year treasury note)
σp: standard deviation of the portfolio (or security) p

Finally, this study compares the performances of in-
vestments made by the logistic regression model and SVM
with investments made by the T-test according to VN30 and
VN-Index. Furthermore, this study seeks to determine
whether holding a single stock is more efficient than holding
a market portfolio index. �e novelty of this study is to
provide a securities trading method using a logistic re-
gression model and SVM.

4. Results

4.1. Descriptive Statistics. �e descriptive statistics of the
variables are described in Table 4 below.�e table shows that
the price fluctuates from 0.233 USD/share to 23.233 USD/
share; the average price is 2.266 USD/share.�e foredir ends
up with 39,096 observations resulting in a decrease in closing
price compared to the day before. �e remaining 29,420
observations of closing price were not decreased; the specific
amount is shown in Figure 2. �e most muscular daily
closing price movement-down 7.108 USD/share on a day,
occurred to VNM ticker on July 5, 2007 (exchange rate USD/
VND� 22,748).

�e fluctuations of the variables close and variation are
better shown in the boxplot on Figures 3 and 4. Some tickers
such as FPT, REE, SSI, and STB tilted to the right and had
unusually high closing prices in some trading sessions. Still,
the tickers’ variation is mostly stable. �is study noticed an
anomaly that FPT plummeted 7.429 USD/share on May 21,
2007, the most profound fall across all stocks in the VN30
portfolio in all trading sessions. �e decline in share price is

Table 3: Variable description.

Variables Formula Description Source

closet �e closing price at date t Schöneburg
[53]

fore di rt fore di rt �
1, closet ≥ closet−1
−1, closet < closet−1


�e direction of price movement (foredir� 1 implies that the

closing price increases from the previous day) Ren et al. [54]

HLt hight − lowt �e fluctuation of the price within a trading day

Vijh et al. [55]

LOt lowt−1 − opent �e difference between the lowest price and the opening price
variationt closet − closet−1 �e fluctuation of closing prices between 2 consecutive days
ma7t 1/7

6
i�0 closet−i �e average closing price of 7 consecutive trading sessions

ma14t 1/14
6
i�0 closet−i �e average closing price of 14 consecutive trading sessions

ma21t 1/21
6
i�0 closet−i �e average closing price of 21 consecutive trading sessions

s d7t

��������������������������
var(closet, closet−1, . . . , closet−6)

 �e standard deviation of the closing price of 7 consecutive
trading sessions

vnict vnin de xt − vnin de xt−1
Fluctuation of VN-Index between 2 consecutive trading

sessions Qiu and song
[56]vnipct vnin de xt − vnin de xt−1/vnin de xt−1 × 100 �e return rate of the VN-Index portfolio

insect Time trend variable (the default origin is January 1, 1970)
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Figure 2: �e number of observations on the tickers’ price increases/decreases.
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Figure 1: Rolling window method.

Table 4: Descriptive statistics of variables.

Statistics Close HL LO Variation ma7 ma14 ma21 sd7
Min 5.3 −161.7 −40 −169 5.39 5.59 5.83 0
Median 37.2 0.8 −0.3 0 37.2 37.25 37.26 0.66
Max 665 44.5 82 30 634.57 623 622.14 93.83
Mean 51.54 1.242 −0.62 0 51.56 51.58 51.59 1.19
SD 43 1.6 1.13 2 43.1 43.2 43.27 2.03
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Figure 3: Closing prices movement of tickers.
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due to FPT’s dividend payment policy with a payout ratio of
2:1, which shows that one more FPT share will be awarded
for every two FPT shares an investor holds.

For the market, this study has a summary table detailing
the variables closevn (closing price of VN-Index), vnic,
vnipc, closevn30 (closing price of VN30 index), rvn30
(return rate of VN30 index), and rf (the interest of 1-year
government bonds). Table 5 and Figure 5 show that the
closing prices of the VN-Index and VN30 index primarily
fluctuate together, while bond interests are primarily stable
and tend to decrease. From the beginning of 2020, this study
noticed that both the VN-Index and VN30 dropped sig-
nificantly and then rose again. �is result was because of the
COVID-19 pandemic, which obstructed the production and
trading activities of businesses. When the businesses sta-
bilized, the cash flow poured into the financial investments,
leading to increased stock prices.

4.2. Runs Test Results. Runs test results showed that the
weak-form efficient-market hypothesis is dismissed at 1%,
implying that technical analysis can obtain an abnormal
return.

4.3. Accuracy of Price Movement Forecasting Models. �is
study used the logistic regressionmodel and SVM to forecast
the increase and decrease of stocks based on the rolling
window method. �e accuracy value (the number of correct
predictions out of the total predictions) is summarized in
Table 6. �e average accuracy in forecasting 30 stocks of the
logistic regression model and SVM are 58.93% and 92.48%.
�e SVM model has proven to be more effective than the
logistic regression model.

4.4. Stock Trading Results. Stocks were traded on the stock
price increase and decrease forecasts made by the logistic
regression and the SVM models. �e results of average daily
return before and after risk adjustment are in Table 7. As
seen in Tables 5 and 7, the SVM model outperforms the
logistic regression model and the portfolio index investment
(including VN30 and VN-Index). To determine the efficacy
of the trading strategies, this study conducted five one-sided

T-tests with the null hypothesis (investments are not more
efficient than index portfolio investments) and the alter-
native hypothesis (investment methods are more efficient).
Table 8 summarizes the results of the tests by p-value. �e
terminologies in Tables 7 and 8 are explained in Table 9.

4.5. Factor Affecting the Stock Price Movement. �is study
performed logistic regression for the entire data to deter-
mine the factors affecting the stock price movement. Logistic
regression results are shown in Table 10. �e regression
result in Table 10 shows that the factors HL, LO, variation,
vnic, vnipc, insec, and sd7 have a statistically significant
impact, of which vnipc has the most substantial impact. �is
conclusion shows that market portfolio return is the
strongest indicator of price change expectations; for every
extra percentage rise in market portfolio return, investors
anticipate the odds ratio increasing by 0.2. In addition, the
model also shows that the moving average indicators (MA)
are not statistically significant at 0.1, that is, the MA indi-
cator does not affect stock trading. Volatility indicators HL
and LO have regression coefficients of 0.055 and 0.061,
respectively. Both are statistically significant, showing that
these fluctuations increase the possibility of bullish fore-
casting for the next trading session. Nevertheless, the vnic
indicator has a negative coefficient and is statistically sig-
nificant, showing that the greater the market volatility, the
more it predicts that the price will decrease.

5. Discussion

�e nonparametric runs test examines the randomness of a
sequence of rising/falling states of stock prices. �e weak-
form efficient market implies that prices rise/fall randomly
[66]. �is study performs a runs test on two rising/falling
ranges of the VN30 and VN-Index portfolios with the null
hypothesis that the direction of price movement is random.
Runs test results in Table 11 have a p-value less than 0.01.
�is study rejects the null hypothesis for both tests [67]. �is
result implies that the weak-form efficient-market hypoth-
esis is rejected. �is result is also consistent with some
previous research [61, 68–70]. Market weakness is not
guaranteed to present an opportunity for short-term traders
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looking for past patterns to rely on when buying/selling to
maximize trading profits.

�is study implements three trading strategies: the lo-
gistic regression model, the SVM model, and holding stocks
for the long term. In the first two strategies, the models
forecast the increase/decrease of the stock price, resulting in
buying and selling correspondingly. Compared to the tra-
ditional logistic regression model, the SVM model better

predicts price movement direction. On all 30 tickers in
Table 6, the SVM model defeated the logistic regression
model. Additionally, its accuracy is exceptional, averaging
92.48% and 58.93%. �is finding is much like prior studies,
which show that SVM produces greater accuracy than the
logistic regression model [71–74].

�e accuracy of the SVM model in Table 6 is very high,
with most of them correct over 90%, except for the two

Table 5: �e statistics of the variables in the market.

Statistics closevn vnic vnipc closevn30 rvn30 rf
Min 235.5 −73.23 −7.15 230.7 −6.73 0.27
Median 582 0.68 0.1 614.1 0.11 4.86
Max 1,420.3 40.85 4.74 1,557.4 5.16 13.83
Mean 668.7 0.32 0.04 677 0.06 5.77
SD 246.45 8.7 1.28 228.59 1.31 3.49
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Figure 5: Movement of VN-Index, VN30 index, and bond interests (T-bill).

Table 6: A summary on accuracy of tickers in VN30 portfolio.

Ticker Logistic SVM Ticker Logistic SVM Ticker Logistic SVM
BID 59.49 92.55 POW 56.85 93.36 MWG 53.84 91.51
BVH 58.4 92.91 REE 62.21 92.53 NVL 58.29 93.72
CTG 61.93 93.53 SBT 62.2 93.6 PDR 59.98 92.76
FPT 58.67 90.64 SSI 58.9 91.75 PLX 56.3 91.41
GAS 57.55 92.9 STB 63.32 92.19 PNJ 57.86 91.64
HDB 57.61 93.71 TCB 55.53 95.73 VIC 59.87 91.57
HPG 58.93 91.22 TCH 54.88 91.97 VJC 58.57 86.66
KDH 61.89 93.36 TPB 58.82 96.94 VNM 61.83 91.34
MBB 62.15 93.67 VCB 58.6 93.25 VPB 57.5 88.03
MSN 62.48 93.05 VHM 57.84 94.85 VRE 55.62 91.95

Average accuracy SVM Logistic
92.48 58.93
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tickers: the VJC ticker and VPB ticker. Moreover, its lowest
accuracy is 86.66%, and the highest is 96.94% (for TPB
ticker). �is result is better than similar studies such as Kim
[75], Kara et al. [76], Patel et al. [77], and Duong et al. [78].
One success in the SVM model comes from its model es-
timation method. Compared to other methods, the “rolling
window” is more efficient because the continuous-time
series ensures the input parameters’ accuracy. �e 365-day
period is a reasonable choice. If it is longer, the data will
become too outdated. If it is shorter, the collected data may
not be a good representation of the whole. Specifically, the
training data is permanently fixed for the latest 365 ob-
servations. Because of the continual updating of the training
data set, the initial parameters are adjusted accordingly,
increasing the forecasts’ accuracy.

In contrast, the sample’s representativeness will be a
problem if the data set is split into two independent sets. For
example, Vijh et al. [55] divided the data set into two sets: the
training data set (June 4, 2009–March 4, 2017) and the
testing data set (April 4, 2017–May 4, 2019). �e parameters
calculated by the training data set are too outdated for
forecasting; using data from 2017 to forecast for 2019 does
not seem to be reasonable. Cao and Tay [21] and Ji et al. [79]
divided the data set into three sets: training, validation, and
testing data. While rationality is much better when applied

historical data, performance will be significantly less than the
rolling window.

�e superior predictive power of the SVMmodel has led to
excellent trading performance. From Table 7, using the SVM
model for trading has achieved an average rate of return of
1.426%/day with the corresponding Sharpe ratio of 0.781,
which is much greater than using the logistic regressionmodel.
Although the logistic regression method is not as effective as
the SVM model, it still produces a great result with an average
return rate of 0.348%/day and a Sharpe ratio of 0.146. In
contrast, the average rate of return of VN30 and VN-Index is
only 0.06% per day and 0.04% per day, respectively. �e ef-
ficiency test results of all three methods (trading under the
SVM model, logistic regression, and long-term holding of
individual stocks) in Table 8 suggest that the SVM method is
more efficient than investment according to theVN30 andVN-
Index with a significance level of 0.001 (the p-values are ap-
proximately 0). Trading using the logistic regression model is
effective when 25 out of 30 stocks achieved statistical signifi-
cance at 0.1. For long-term holding of individual stocks, the
average return rate is 0.052%/day, higher than VN-Index
(0.04%/day) but lower than the VN30 index (0.06%/day).
Furthermore, thep-values are all greater than 0.1, implying that
the investing strategy of long-term holding individual stocks
cannot outperform the market.

Table 7: Stock trading results.

Ticker SVM Logistic Return Adj SVM Adj logistic Adj return
BID 1.448 0.177 0.067 0.780 0.072 0.025
BVH 1.450 0.280 0.038 0.800 0.116 0.010
CTG 1.432 0.380 0.046 0.788 0.162 0.014
FPT 1.353 0.331 0.054 0.726 0.135 0.015
GAS 1.421 0.257 0.068 0.775 0.108 0.026
HDB 1.469 0.465 0.059 0.839 0.207 0.025
HPG 1.333 0.316 0.048 0.705 0.132 0.014
KDH 1.427 0.427 0.039 0.781 0.183 0.012
MBB 1.462 0.398 0.067 0.811 0.170 0.025
MSN 1.434 0.449 0.038 0.793 0.194 0.011
MWG 1.359 0.211 0.094 0.716 0.088 0.037
NVL 1.411 0.284 0.083 0.808 0.125 0.035
PDR 1.494 0.396 0.062 0.812 0.166 0.022
PLX 1.240 0.226 0.065 0.702 0.104 0.028
PNJ 1.375 0.329 0.038 0.720 0.136 0.010
POW 1.344 0.317 0.034 0.888 0.158 0.017
REE 1.552 0.467 0.053 0.730 0.134 0.013
SBT 1.427 0.411 0.049 0.778 0.174 0.015
SSI 1.372 0.309 0.053 0.748 0.127 0.015
STB 1.402 0.425 0.052 0.721 0.160 0.014
TCB 1.603 0.271 0.006 0.864 0.111 0.001
TCH 1.475 0.242 0.056 0.784 0.100 0.021
TPB 1.643 0.419 0.027 0.936 0.176 0.010
VCB 1.452 0.325 0.041 0.803 0.136 0.012
VHM 1.590 0.477 0.035 0.859 0.198 0.014
VIC 1.396 0.369 0.049 0.758 0.156 0.015
VJC 1.268 0.367 0.047 0.690 0.165 0.019
VNM 1.437 0.460 0.063 0.743 0.176 0.014
VPB 1.316 0.305 0.045 0.755 0.139 0.019
VRE 1.397 0.355 0.071 0.802 0.160 0.030
Average 1.426 0.348 0.052 0.781 0.146 0.018
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Table 8: �e p-value for testing the effectiveness of trading methods.

Ticker p_LR_vn30 p_LR_vni p_SVM_vn30 p_SVM_vni p_return
BID 0.291 0.178 0.001 0.001 0.641
BVH 0.001 0.001 0.001 0.001 0.549
CTG 0.001 0.001 0.001 0.001 0.499
FPT 0.001 0.001 0.001 0.001 0.543
GAS 0.020 0.010 0.001 0.001 0.578
HDB 0.020 0.004 0.001 0.001 0.574
HPG 0.001 0.001 0.001 0.001 0.464
KDH 0.001 0.001 0.001 0.001 0.628
MBB 0.001 0.001 0.001 0.001 0.531
MSN 0.001 0.001 0.001 0.001 0.643
MWG 0.224 0.131 0.001 0.001 0.581
NVL 0.069 0.027 0.001 0.001 0.428
PDR 0.001 0.001 0.001 0.001 0.666
PLX 0.211 0.103 0.001 0.001 0.550
PNJ 0.001 0.001 0.001 0.001 0.599
POW 0.615 0.387 0.001 0.001 0.897
REE 0.001 0.001 0.001 0.001 0.562
SBT 0.001 0.001 0.001 0.001 0.346
SSI 0.001 0.001 0.001 0.001 0.542
STB 0.001 0.001 0.001 0.001 0.549
TCB 0.377 0.178 0.001 0.001 0.730
TCH 0.092 0.038 0.001 0.001 0.419
TPB 0.076 0.021 0.001 0.001 0.651
VCB 0.001 0.001 0.001 0.001 0.533
VHM 0.055 0.014 0.001 0.001 0.667
VIC 0.001 0.001 0.001 0.001 0.540
VJC 0.012 0.003 0.001 0.001 0.510
VNM 0.001 0.001 0.001 0.001 0.549
VPB 0.096 0.030 0.001 0.001 0.572
VRE 0.088 0.024 0.001 0.001 0.552

Table 9: Glossary of variables.

Variable Definition
SVM �e average rate of return using the SVM model
Logistic �e average rate of return using the logistic regression model
Return �e average rate of return on investment for holding securities
Adj SVM, adj logistic, and adj return Risk-adjusted rate of return
p_LR_vn30, p_LR_vni, p_SVM_vn30, and
p_SVM_vni

�e p-value for testing if LR and SVMmethods are more effective than investing by VN30
index and VN-Index

p_return �e p-value for testing the efficiency of holding a single stock compared to holding the VN-
Index

Table 10: Logistic regression result.

Deviance residuals
Min 1Q Median 3Q Max
–2.2376 −1.0705 −0.9763 1.2765 1.9416

Estimate Std. error z value Pr(>|z|)
(Intercept) −1.54e + 00 8.77e− 02 −17.589 <2e− 16∗∗∗
close 3.57e− 03 4.41e− 03 0.81 0.4179
HL 5.53e− 02 9.29e− 03 5.951 2.67e− 09∗∗∗
LO 6.07e− 02 1.11e− 02 5.47 4.50e− 08∗∗∗
variation 1.00e− 02 6.00e− 03 1.67 0.0949
vnicbb −2.51e− 02 2.18e− 03 −11.543 <2e− 16∗∗∗
vnipc 2.00e− 01 1.63e− 02 12.295 <2e− 16∗∗∗
insec 7.45e− 05 5.18e− 06 14.389 <2e− 16∗∗∗
ma7 4.88e− 03 7.81e− 03 0.625 0.5321
ma14 −1.34e− 03 9.15e− 03 −0.146 0.8838
ma21 −8.35e− 03 5.35e− 03 −1.562 0.1184
sd7 3.98e− 02 5.54e− 03 7.184 6.76e− 13∗∗∗

Note. Significance codes: 0 “∗ ∗ ∗ “ 0.001 “∗ ∗ 0.01 “∗” 0.05 “.” 0.1 “ “ 1.
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Logistic regression results reveal that indicators such as
HL, LO, variation, vnic, vnipc, and sd7 impact stock price
movement. Specifically, the increase of HL, LO, vnipc, and
sd7 predicts that the price will increase, and VNC ticker
increase predicts that the price will decrease. Indicators
related to MA and close are not statistically significant and
therefore do not have a predictive function of stock price
movement.

6. Conclusion

Financial markets are efficient when old and new infor-
mation is quickly reflected in the current price of a security.
�erefore, because the current price includes historical in-
formation, technical analysis will not guarantee an excess
return. Unfortunately, the test results reveal that the HoSE
market is inefficient, meaning that technical analysis might
generate abnormal returns.

�e study’s main contributions are identifying weak-
form efficient markets and providing trading strategies for
short-term investors by applying the machine learning
model to optimize profits. Stock price movement forecasting
algorithms, particularly the SVM model, have shown the
predicting effectiveness, with an average accuracy of up to
92.48% and the peak accuracy of 96.94% (for the ticker TPB).
�e rolling window approach performed well in predicting
the parameters of the machine learning model. �e duration
of the historical data is critical because the sample’s rep-
resentativeness may be compromised by a period that is too
short or too long; hence, 365 days is considered a suitable
option. Stock trading in an underperforming market is al-
ways a challenge for short-term investors. One trading
strategy investors should consider there is the logistic re-
gression model (especially the SVM model) to forecast price
movement direction. Because high investment returns often
conceal underlying risks, investment results should be ad-
justed accordingly to increase the confidence level in the
investment performance evaluation. �is study chooses the
Sharpe ratio for risk adjustment and uses the T-Test to
determine the effectiveness of trading strategies. Due to the
high accuracy of the SVM model, the trading strategy using
it has earned an exceptional rate of return.

Moreover, as the HoSE stock market is inefficient, short-
term investors can rely on past patterns to maximize returns
in trading. Short-term investors should consider using the
SVM model and logistic regression models when making
buying/selling decisions. �e decision to choose trading
stocks should be based on several indicators such as intraday
price movement, price movement between two consecutive
trading sessions, moving average, the standard deviation of
the stock, and market volatility. It is possible to synthesize
the SVM model from those indicators into an indicator for
the final forecast. For long-term investors, it is better to

invest in a diversified portfolio or a portfolio index rather
than holding individual stocks. Medium- to long-term in-
vestors should invest in a diversified portfolio or use fun-
damental analysis to select good stocks for a longer-term
plan. Investors with limited knowledge related to pattern
analysis can rely on indicators such as intraday price
movement, price movement between two straight days,
market volatility, and the stock’s overall risk in the short
term to forecast an increase or decrease in a security’s price.
Moreover, the return on the market portfolio is the most
potent indicator because it reflects an optimistic attitude
towards the market. If returns are positive, investors are
more optimistic about market growth and thus decide to buy
more; as a result, the stock price will increase.

Although this trading method has obtained an un-
precedented return rate on short-term trading, the study
omitted several factors such as transaction costs, taxes, and
liquidity risk. Superior returns also use historical informa-
tion, which is only valuable for inefficient market conditions.
�erefore, more experiments are needed on inefficient
markets to increase the reliability of the model. Further
research may expand in two directions. First, the model’s
effectiveness in different markets has to be tested, and other
factors such as tax transaction costs has to be considered.
Second, the other authors can apply machine learning al-
gorithms such as tree decision, deep learning, and neural
networks to increase the model’s predictive ability.
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*is study aims to solve the credit problems in the supply chain commodity and currency circulation links from the perspective of
the ledger, while the game model method has been adopted. *e research firstly reviews the relationship between distributed
ledger technology and the essential functions of currency. *en, by constructing two-agent single-period and multi-period game
models in the entire supply chain, the researchers analysed the incentive mechanism and equilibrium solution of distributed nodes
of Central Bank Digital Currency (CBDC). *e results of this study include the incentive mechanism and optimization of
distributed nodes based on licensed distributed ledger technology, which is an important issue that CBDC faces when performing
currency functions. *e implications of this study mainly cover the limitations of the underlying technology of the public chain
and its reward mechanism in the supply chain management and provide support for the rationality of the CBDC issuance
mechanism based on state-owned commercial banks, which provides a reference for the CBDC practice. *e main value of the
research not only serves the decision-making department of the CBDC issuance but also provides ideas on the operation mode of
digital currency for the field of digital currency research.

1. Introduction

At present, the global macroenvironment is complex and
severe, economic growth has fallen, commodity prices have
risen, epidemic trends and economic trends have become
complex, and risks and challenges continue. In this context,
complying with the digital development trend and doing an
excellent job in commodity quality management in a long-
term and reliable way has become an essential topic in
supply chain management.

Commodity quality management and credit issues have
long been concerns in the research field of supply chain
management. Although studies have shown that informa-
tion sharing between supply chains can significantly im-
prove product quality and business performance [1], and
producers can contract design and revenue distribution
mechanisms to avoid immoral behavior of suppliers [2];
there is still a gap in the research on the authenticity
guarantee of credit and commodity quality at the technical

level. Some studies have pointed out that blockchain is a new
and revolutionary technology that significantly affects the
supply chain network and discussed the significance of
blockchain technology in supply chain management [3, 4].
*erefore, nowadays, with the innovation and development
of distributed ledger technology and its application in
Central Bank Digital Currency (CBDC) research and de-
velopment, using CBDC to support information sharing
activity and solving credit and commodity quality man-
agement problems in the supply chain scenario has gradually
become possible.

Distributed ledger technology can express rules through
algorithm programs to enable participants to trust standard
algorithm programs and establish mutual trust in the R & D
and application of CBDC to solve the trust problem of
commodity quality management in the supply chain sce-
nario with higher efficiency and lower cost. *is study in-
tends to take this as the research goal, build a game model to
simulate the incentive selection of distributed nodes in
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distributed ledger technology, and obtain the optimal
trusted manager of commodity quality by analyzing the
equilibrium solution, to provide a reference for the appli-
cation of distributed ledger technology in supply chain
management and CBDC practice.

*e follow-up structure of this paper is organized as
follows. Section 1 discusses the theoretical basis for the
possible realization of the function of digital currency by
distributed ledger technology and briefly describes its op-
timization mechanism for the existing currency and how to
use distributed ledger technology to realize the function of
currency and what problems to be solved urgently. Section 2
analyses digital currency’s incentive and restraint mecha-
nism based on distributed ledger technology by constructing
a game model. Section 3 attempts to solve the equilibrium
conditions and puts forward the optimal digital currency
distributed nodes selection. Section 4 is the conclusion of
this paper.

2. Related Works

2.1. Overview of Distributed Ledger Technology.
Distributed ledger technology is based on cryptography. De-
signing and implementing the “consensus” mechanism in
multiple distributed nodes can completely and accurately re-
cord the complete historical process of transactions and
payments. *e ledger based on the distributed ledger tech-
nology is a publicly visible decentralized shared ledger.
“Consensus” is a necessary condition for the distributed ledger
to achieve the consistency of multinode records, the robustness
of consensus protocols, the efficiency of reaching a steady state
through high-speed convergence, and the security of the
system [5]. From the technical perspective, the currently
recognized consensus mechanisms include proof of work
(POW), proof of stake (POS), PBFT, RSCoin, hybrid con-
sensus, and consensus mechanism based on DAG technology.

2.2. Currency Function under Licensed Distributed Ledger
Technology. Under the licensed distributed ledger tech-
nology, each transaction and payment is updated to the
ledger by the licensed distributed node. A consensus is
reached through confirmation if it is confirmed as a real
transaction or payment by an absolute majority. Among
them, how to design the absolute majority protocol to ensure
that the distributed node data changing with the transaction
and payment is confirmed by the absolute majority protocol
and finally reach an agreement, that is, the “consensus”
mechanism. At present, it has been used in security set-
tlement systems, trade settlement systems, central bank
digital currency design, and “stable currency.”

In a single transaction and payment, the specific process
is as follows: different licensed distributed nodes update the
ledger according to their respective transactions and pay-
ments. Each update needs to be confirmed by an absolute
majority of agreements. If it is confirmed as a real trans-
action and payment, it will be updated in the decentralized
shared ledger (DSL). *e working principle of the licensed
distributed ledger technology is shown in Figure 1.

In society’s transactions and payments, smart contracts
will record the transactions of goods and services and the
receipt and payment process of funds. *e use of smart
contracts facilitates the recording and verification of dis-
tributed ledgers. For manufacturers that generate inferior
products and provide inferior services mixed in the trans-
action and payment process, most nodes of the licensed
distributed ledger will verify and update the information and
provide the information to the fund payer for decision-
making.*e working principle of licensed distributed ledger
technology in social transactions and payments is shown in
Figure 2.

*e main role of distributed ledger technology in per-
forming monetary functions is to prevent “double flowers.”
All transactions and payments, either using traditional
online or offline modes or equipped with smart contracts,
can be verified by licensed nodes using distributed ledger
technology to avoid the “double flower” problem. *e
transactions and payments under the distributed ledger
technology are recorded through cryptography technology.
We can know whether the historical records have been
tampered with by encryption and decryption. If the absolute
majority is verified to be “true” by the licensed distributed
nodes, it proves that the digital currency has not been a
“double flower,” and the transactions and payments are
effective.

2.3. Problems Faced byDigital Currency PerformingMonetary
Function Based on Distributed Ledger Technology

2.3.1. How to Select Distributed Nodes? Under the unlicensed
distributed ledger technology, any willing and capable eco-
nomic individual can act as a distributed node to update and
verify the ledger. *e current public chain chooses to use the
unlicensed distributed ledger technology. However, the de-
manders for digital currency involve almost all economic
individuals, and the number of transactions and payments is
vast. Each transaction and payment need to be confirmed
based on the absolute majority of the consensus mechanism.
It takes a lot of computing power under the distributed ledger
technology without a license. At the same time, considering
the rapid layout and development of quantum technology, the
tamper-proof function based on a large amount of computing
power investment is at risk of being cracked.*erefore, digital
currencies with high-security requirements should adopt li-
censed distributed ledger technology.

However, even with licensed distributed ledger tech-
nology, digital currency still faces the problem of distributed
node effectiveness in performing its currency function.
Effective distributed nodes need incentives to provide real
authentication information to achieve antitampering and
avoid “double flowers.” For licensed distributed nodes, it is
difficult to technically ensure that they fully participate in the
verification and signature of each transaction, and it is also
difficult to technically prohibit them from verifying multiple
account books with conflicting accounting items. Because of
this, how to select the desired distributed nodes to correctly
select and verify the “right” ledger and the “wrong” ledger?

2 Computational Intelligence and Neuroscience
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2.3.2. How to Design Incentive Mechanism? How to design
an incentive mechanism to ensure the integrity and au-
thenticity of verification for acceptable licensed distributed
nodes? *e selected distributed nodes can provide real
authentication information and ensure that each transaction
can be verified. In addition, how to design a better incentive
mechanism so that the verification process of distributed
nodes can promote the improvement of transaction scale
and quality in the economy?

In this regard, Nosal and Rocheteau [6] proposed that if
distributed nodes can publicly obtain historical transaction
data, they will have less motivation to make false verification.
At the same time, due to reducing the verification cost, it
may improve the integrity of verification. Furthermore, the
disclosure of historical transactions can help promote the
completion of transactions to promote economic growth
and high-quality development. However, historical trans-
action data cannot be obtained completely and in real time
[7]. How to design an effective incentive mechanism under
the condition of incomplete information so that the income
obtained by the information verifier is greater than the cost
so that the distributed nodes can provide “pair” verification

and verify each transaction and improve the transaction
scale and quality at the same time? What is included in the
incentive mechanism?

3. Methods

3.1. Model Overview. *e unlicensed distributed ledger
technology may be more vulnerable to historical tampering
attacks based on the above analysis. *erefore, the model
constructed in this paper should be based on licensed dis-
tributed ledger technology. At the same time, under the
assumption of incomplete information, an incentive
mechanism should be constructed to enable the desired
distributed nodes to provide “right” verification as the
verifier of transaction information to verify each transaction
and improve the decision-making of transaction scale and
quality. *erefore, the incentive mechanism should enable
the verifier’s “verification of” to be partially observed and
rewarded, and vice versa. In this regard, Carlsson and
Damme [8] proposed the research methods of multiagent
information incomplete multistage game and global game,
which is the modelling method of this research. It is assumed
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that decision makers can only observe the profit and loss
with continuous noise in the game in the economy with
incomplete information, and the equilibrium result is
unique, which is a research method with high consistency
with the research purpose of this paper.

Morris and Shin [9–11] have used this method to make a
series of studies on the self-realization mechanism of the
financial crisis and put forward policy suggestions according
to the equilibrium results. Brown et al. [12], Hakenes and
Schliephake [13], He and Manela [14], Schilling [15], and
Yang et al. [4] all used game analysis methods to study the
liquidity and system stability in the financial field. Some
studies have also used game theory to study the interaction
between suppliers and sellers in the supply chain [16, 17].
*erefore, this paper intends to build a game model on this
basis and design the digital currency transaction verification
incentive mechanism and consensus mechanism based on
the licensed distributed ledger technology according to the
equilibrium results of the model.

3.2. Model Assumptions. Based on the working principle of
licensed distributed ledger technology in social transactions
and payments shown in Figure 2, this study establishes a
model to analyze the selection of producers and verifiers.*e
operation of the model follows the following assumptions.

Assumptions 1. *e whole social production is divided into
two stages, and consumers can only obtain utility from the
final products or services provided by downstream manu-
facturers. *e producers are divided into stage-I producers
and stage-II producers. *e former produces raw materials,
including upstream and midstream manufacturers in Fig-
ure 2, and the stage-II producers produce final products, i.e.,
downstream manufacturers in Figure 2.

Assumptions 2. In the whole society, consumers are pro-
ducers. *en, consumers include stage-I producers and
stage-II producers, that is, the demander of the final product
in Figure 2.

Assumptions 3. Inferior producers and inferior service
providers only exist in stage-II producers.*is is because the
stage-II producers produce the final products, and the stage-
II producers consume the final products. *erefore, for the
stage-II producers, this group consumes the goods produced
or services they provide.*erefore, it is assumed that there is
no possibility of producing inferior products or providing
inferior services.

Assumptions 4. Based on the licensed distributed ledger
technology, since only stage-I producer may choose to
produce inferior goods or provide inferior services, only
stage-I producer may be involved in whether the confirmed
transaction and payment information are “true.” *erefore,
it is assumed that the confirmation of whether the trans-
action and payment information is “true” can only be
completed by stage-II producers.

Assumptions 5. *e transaction and payment system con-
tain several cycles. In the first production cycle, if the stage-II
producer provides false information as the information
confirmer, it will be punished by being excluded from the
transaction and payment system. *erefore, it is assumed
that the stage-II producer will not provide false information
in the first production cycle.

Assumptions 6. Each entity makes the current strategy
choice according to the historical decisions of other entities.

3.3. Model Development

3.3.1. Utility Analysis of Various Subjects. If the proportion
of manufacturers’ producing inferior products and pro-
viding inferior services in the stage I is f (f stands for fault),
the total number of manufacturers in the stage II becomes
1 − f (this is because the manufacturers producing inferior
products and providing inferior services in the stage I are
observed, so they are excluded from the stage-II trading
system) of the total number in stage I.

(1) Stage-I Qualified Producers. *e utility of a qualified
producer in stage I comes from the difference between the
goods or services enjoyed and the goods or services pro-
vided. *erefore, the utility function of a qualified producer
in stage I is

U1 � U1 (1 − f)y2  − P(1 − f)y2 − y1 + Py1, (1)

where U1 represents the utility function of qualified pro-
ducers in stage I, y1 refers to the qualified goods or services
produced and sold by producers in stage I, that is, the
qualified goods or services consumed by producers in stage
II, y2 means the qualified goods or services produced and
sold by the stage-II producer, that is, the qualified goods or
services consumed by the stage-I producer, then (1 − f)y2
refers to the qualified goods or services consumed by
qualified producers in stage I, U1[(1 − f)y2] refers to the
utility obtained by a qualified producer in stage I from the
qualified goods or services consumed by him, P represents
the general price level of goods or services, Py1 represents
the production income of qualified producers in stage I, and
P(1 − f)y2 represents the consumption expenditure of
qualified producers in stage I.

(2) Inferior Producers and Inferior Service Providers in Stage
I. *e utility of inferior producers and service providers in
stage I comes from the qualified goods or services in stage II.
*erefore, the utility function of inferior producers and
service providers in stage I is

U1f � U1 fy2(  − Pfy2, (2)

where fy2 refers to the qualified goods or services consumed
by inferior producers in stage I, U1(fy2) refers to the utility
obtained by inferior producers in stage I from the qualified
goods or services consumed by them, and Pfy2 represents
the consumption expenditure of inferior producers in stage
I.
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(3) Stage-II Qualified Producers. *e utility of the stage-II
producer comes from the difference between the utility
enjoyed by the qualified goods or services purchased from
stage I producer as raw materials and the goods or services
provided. *erefore, the utility function of the stage-I
producer is

U2 � U2 y1(  − Py1 − y2 + Py2, (3)

where U2(y1) refers to the utility enjoyed by the stage-II
producer in purchasing qualified goods or services as raw
materials from the stage-I producer and Py2 represents the
production income of stage-II producers.

3.3.2. Game Strategy Selection of Various Subjects

(1) Stage-I Producers. At stage I, producers can choose two
strategies: one is to produce qualified products or provide
qualified services, and the other is to produce inferior
products or provide inferior services.

(2) Stage-II Producers. According to the analysis of the
hypothesis part of this paper, the stage-II producers can only
produce qualified products or provide qualified services, so
there is no strategy selection in production. As shown in
Figure 2, the strategy selection of stage-II producers may
occur in the information confirmation stage based on li-
censed distributed ledger technology. At the same time,
according to the analysis of the hypothesis part of this paper,
only stage-I producers may choose to produce inferior
products or provide inferior services. *erefore, only stage-I
producers may involve the confirmed information, which
means the stage-II producers can choose two strategies: one
is confirmed as “true,” and the other is not confirmed as
“true.”

3.3.3. Game Profit and Loss Matrix of Various Subjects

(1) Profit and Loss Matrix in the First Complete Production
Cycle. In the first production cycle, various entities do not
master the historical strategy choices of other entities;
especially, the stage-II producers, who undertake the task
of information confirmation, are likely to make wrong
decisions in the first production cycle. According to the
utility analysis of various entities, the following four
quadrant profit and loss matrix is obtained, as shown in
Table 1.

Profit and Loss Analysis of Each Entity in the First
Quadrant. If all stage-I producers choose to produce
qualified products or provide qualified services, and stage-II
producers, as information confirmers, make correct judg-
ment and confirm it as “true,” the profit and loss obtained by
stage-II producers is as follows. U2(y1) − Py1 − y2 + Py2 +

R refers to the utility enjoyed by qualified goods or services
purchased as raw materials from stage-I producers, minus
the consumption expenditure paid for this, then excluding
the payment for stage-II production, plus the income ob-
tained therefrom and finally plus the remuneration obtained

as an information confirmer. *e profit and loss obtained by
the producer in the corresponding stage I is
U1(y2) − Py2 − y1 + Py1, that is, the utility enjoyed by
qualified goods or services purchased from stage-II pro-
ducers, minus the consumer expenditure paid for this, and
then excluding the payment for stage-I production, plus the
income obtained therefrom.

Profit and Loss Analysis of Each Entity in the Second
Quadrant. If stage-I producer chooses to produce inferior
products or provide inferior services, and the stage-II
producer, as the information confirmer, makes a wrong
judgment and confirms it as “true,” the profit and loss
obtained by the stage-II producer is
U2[(1 − f)y1] − Py1 − y2 + Py2 + R, which refers to the
utility enjoyed by qualified goods or services purchased as
raw materials from stage-I producers minus the con-
sumption expenditure paid for it. Since stage-II producers
can only obtain utility from qualified products or services
provided by stage-I producers, but do not confirm inferior
products, they can only enjoy the utility of 1 − f ratio,
However, it is necessary to pay for all products or services
(including inferior products and services), exclude the
payment for the stage-II production, add the income thus
obtained, and finally add the remuneration obtained as the
information confirmer. *e profit and loss obtained by the
producer in the corresponding stage I is
U1(fy2) − Pfy2 + Py1, that is, the utility enjoyed by
qualified goods or services purchased from stage-II pro-
ducers, minus the consumer expenditure paid for this, plus
the income from the provision of all products or services
(including inferior goods and inferior services).

Profit and Loss Analysis of*ree Quadrant Entities. If all
stage-I producers choose to produce qualified products or
provide qualified services, but stage-II producers, as in-
formation confirmers, identify the part with proportion F
as inferior product producers or inferior service providers,
and therefore do not confirms it as “true,” the profit and
loss obtained by stage II producers is
U2[(1 − f)y1] − P(1 − f)y1 − y2 + Py2 + (1 − f)R, which
refers to the utility enjoyed by qualified goods or services
purchased from stage-I producers as raw materials, minus
the consumption expenditure paid for this, and then ex-
cluding the payment for stage-II production, plus the in-
come obtained therefrom. It should be explained that based
on the licensed distributed ledger technology if the in-
formation is determined not to be “true,” it does not need
to be confirmed, so it is impossible to obtain the remu-
neration of the information confirmer. *erefore, in this
case, the stage-II producer only obtains the corresponding
confirmation remuneration for the part confirmed as
“true.” *e profit and loss obtained by the producer in the
corresponding stage I is U1(y2) − Py2 − y1 + P(1 − f)y1,
that is, the utility enjoyed by qualified goods or services
purchased from stage-II producers, minus the consumer
expenditure paid for this, excluding the payment for stage-I
production, plus the income from products or services
confirmed as “real.”

Profit and Loss Analysis of Four Quadrant Entities. If
stage-I producer chooses to produce inferior products or
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information confirmer, makes a correct judgment and does
not confirm it as “true,” the profit and loss obtained by the
stage II producer is U2[(1 − f)y1] − P(1 − f)y1−

y2 + Py2 + (1 − f)R, i.e., the utility enjoyed by the qualified
goods or services purchased as raw materials from the
producers in stage I, minus the consumption expenditure
paid for this purpose and plus the recognition remuneration
obtained for the part confirmed as “true.”*e profit and loss
obtained by the producer in the corresponding stage I is
U1(fy2) − Pfy2, that is, the utility enjoyed by qualified
goods or services purchased from stage-II producers minus
the consumer expenditure paid for this.

(2) Profit and Loss Matrix in Subsequent Production Cycles.
Under the assumption of adaptive expectation, the stage-II
producer as the information confirmer can obtain feedback
according to the consumption feeling after the first pro-
duction cycle and identify and eliminate the inferior pro-
ducers and inferior service providers from the trading and
payment system, so as to adjust the information confirmation
in the subsequent production cycle. Based on this, the stage-II
producer as the information confirmer may make a wrong
judgment because stage-I producer no longer provides
qualified products or services and chooses to produce inferior
products or provide inferior services. Based on this, the
following four-image limit profit and loss matrix for the
subsequent production cycle is obtained, as shown in Table 2.

Profit and Loss Analysis of Each Entity in the First
Quadrant. If all the stage-I producers choose to produce
qualified products or provide qualified services and the stage-
II producers, as the information confirmer, make a correct
judgment and confirm it as “true,” the profits and losses
obtained by the stage-II producers are the same as those in the
first complete production cycle and will not change.

Profit and Loss Analysis of Each Entity in the Second
Quadrant. In the first production cycle, the stage-II producers
did not exclude the stage-I producers who chose to provide
inferior products or services from the trading and payment
system, but they were identified after consumption experi-
ence. *e “missed fish” can only be lucky once. *erefore, in
the subsequent production cycle, it is only possible for the
stage-I producers to choose to provide inferior products or
services, At the same time, the stage-II producer, as the in-
formation confirmer, makes a wrong judgment and confirms
it as “true.” *erefore, the profits and losses of producers in
stage I and stage II of each production cycle remain un-
changed, but the individual producers in stage I who choose to
provide inferior products or services have changed.

Profit and Loss Analysis of *ree Quadrant Entities.
*e profit and loss of the three quadrants in the subse-
quent production cycle are similar to that of the two
quadrants. *e misjudgment made by the stage-II pro-
ducer in the first production cycle will be identified af-
terwards through the consumption experience, and the
misjudgment will only occur once. *erefore, in the
subsequent production cycle, it can only be a new mis-
judgment, and the stage-I producer providing qualified
products or services is not confirmed as “true.” *erefore,
the profits and losses obtained by producers in stage I and
stage II of each production cycle remain unchanged, but
the misjudged individuals have changed.

Profit and Loss Analysis of Four Quadrant Entities. As
the stage-II producers in each production cycle correctly
identify the stage-I producers providing inferior products or
services and remove them from the trading and payment
system, there should be fewer and fewer stage-I producers
actively choosing to provide inferior products or services;
then, the profit and loss obtained by the stage-II producers is
U2[(1 − f)ny1] − P(1 − f)ny1 − y2 + Py2 + (1 − f)R; the
profit and loss obtained by the producer in the corre-
sponding stage I is U1(fny2) − Pfny2.

4. Results and Discussion

4.1. Equilibrium Solution in the First Complete Production
Cycle

4.1.1. When Stage-I Producer Provides Qualified Products or
Services. For the stage-II producer as the information
confirmer, when the stage-I producer chooses to
provide qualified products or services, the stage-II
producer will choose to make a correct judgment and
confirm the production, payment. and transaction in-
formation of the stage-I producer as “true.” *is is be-
cause, from the profit and loss matrix, when
U2(fy1) − Pfy1 + fR> 0, the benefit obtained by the
stage-II producer when it is confirmed as “true” is
greater, and the utility obtained by the stage-II producer
from the stage-I producer must be greater than the ex-
penditure, so U2(fy1)>Pfy1. At the same time, the
stage-II producer misjudgment rate f> 0, and the in-
formation confirmation reward R> 0.

*erefore, when the stage-I producer chooses to provide
qualified products or services, the stage-II producer will
choose to make a correct judgment and confirm the pro-
duction, payment, and transaction information of the stage-I
producer as “true.”

Table 1: Profit and loss matrix of each entity in the first complete production cycle.

Stage-I producers
Produce qualified products Produce inferior products

Stage-II
producers

Confirm it
as “true”

U2(y1) − Py1 − y2 + Py2 + R and
U1(y2) − Py2 − y1 + Py1

U2[(1 − f)y1] − Py1 − y2 + Py2 + R and
U1(fy2) − Pfy2 + Py1

Not
confirm it
as “true”

U2[(1 − f)y1] − P(1 − f)y1 − y2 + Py2 + (1 − f)R and
U1(y2) − Py2 − y1 + P(1 − f)y1

U2[(1 − f)y1] − P(1 − f)y1 − y2 + Py2 + (1 − f)R

and U1(fy2) − Pfy2
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or Services. When some stage-I producers provide inferior
products or services, whether the stage-II producers can
choose to make a correct judgment and not confirm the
production, payment, and transaction information of the
stage-I producers as “true” depends on the information
available to confirm the reward R. *is is because it can be
obtained from the profit and loss matrix when
Pfy1 − fR> 0; the income obtained by the stage-II producer
when it is not confirmed as “true” is greater, that is, when R is
smaller, the stage-II producer is more likely to make a correct
judgment. However, R is the incentive means for stage-II
producers as information confirmers. If R is too small, stage-II
producers lack the incentive to confirm information.

*erefore, when some stage-I producers provide in-
ferior products or services, stage-II producers may not be
willing to become information confirmers, or it is difficult
to make a correct judgment, and the production, payment,
and transaction information of stage-I producers pro-
viding inferior products or services are not confirmed as
“true.”

4.1.3. When the Stage-II Producer Confirms the Information
as “True”. When the stage-II producer confirms the in-
formation as “true,” the stage-I producer will choose to
provide inferior products or services. *is is because, from
the profit and loss matrix, whenU1(y2) − Py2 − [U1(fy2)

− Pfy2] − y1 < 0, the income of producers providing inferior
products or services in stage I is greater. According to the
principle of diminishing marginal utility, the difference
between the utility and expenditure of producers in stage I
decrease with the increase of consumption, and the above
inequality is true.

4.1.4. When the Stage-II Producer Does Not Confirm the
Information as “True”. When the stage-II producer does not
confirm the information as “true,” whether the stage I producer
chooses to provide inferior products or services depends on the
rate f that the stage-II producer thinks it provides inferior
products.*is is because, from the profit and lossmatrix, when
U1(y2) − Py2 − [U1(fy2) − Pfy2] − y1 + P(1 − f)y1 < 0,
the income of producers providing inferior products or services
in stage I is greater. According to the principle of diminishing
marginal utility, the difference between the utility and ex-
penditure of producers in stage I decreases with the increase of
consumption. At the same time, the greater F, the greater the
possibility of the above inequality.

*at is, failure to confirm the information as “true” will
bring incentives for producers in stage I to provide inferior
products or services.

4.1.5. Analysis of Equilibrium Solution in the First Complete
Production Cycle. According to the above analysis, based on
Hypothesis 4, the stage-II producers should be given a
certain information confirmation reward as an incentive. At
this time, confirmed as “true,” providing inferior products or
services is the Nash equilibrium of the game matrix, and the
profit and loss combination at this time is U2[(1 − f)y1] −

Py1 − y2 + Py2 + R and U1(fy2) − Pfy2 + Py1.
Under the Nash equilibrium, the stage-II producers who

only consider the current income have more incentive to
confirm the information as “true” and obtain corresponding
remuneration. *e stage-I producers who only consider the
current income will partially tend to provide inferior
products or services, so as to enjoy the income from selling
products or providing services, but pay less costs. It can be
seen that the incentive mechanism should be optimized for
the short-sighted behavior of various subjects, and the long-
term equilibrium should be solved by constructing a mul-
tiproduction cycle game model.

4.2. Equilibrium Solution in Subsequent Production Cycles

4.2.1. When Stage-I Producer Provides Qualified Products or
Services. When the producers in stage I choose to provide
qualified products or services, the profit and loss matrix is in
the same form as the first production cycle, so the equi-
librium point is also the same. *e producers in stage II will
choose to make a correct judgment and confirm the pro-
duction, payment, and transaction information of the
producers in stage I as “true.”

*at is, when the stage-I producer chooses to provide
qualified products or services, the stage-II producer will
choose to make a correct judgment and confirm the pro-
duction, payment, and transaction information of the stage-I
producer as “true.”

4.2.2.When Some Stage-I Producers Provide Inferior Products
or Services. When some stage-I producers provide inferior
products or services, whether the stage-II producers can
choose to make a correct judgment and not confirm the
production, payment, and transaction information of the
stage-I producers as “true” depends on the ratio F of the stage-
I producers providing inferior products or services and the

Table 2: Profit and loss matrix of each entity in subsequent production cycles.

Stage-I producers
Produce qualified products Produce inferior products

Stage-II
producers

Confirm it
as “true”

U2(y1) − Py1 − y2 + Py2 + R and
U1(y2) − Py2 − y1 + Py1

U2[(1 − f)y1] − Py1 − y2 + Py2 + R and
U1(fy2) − Pfy2 + Py1

Not
confirm it
as “true”

U2[(1 − f)y1] − P(1 − f)y1 − y2 + Py2 + (1 − f)R and
U1(y2) − Py2 − y1 + P(1 − f)y1

U2[(1 − f)ny1] − P(1 − f)ny1 − y2 + Py2 + (1 − f)R

and U1(fny2) − Pfny2
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information confirmation reward r available. *is is because,
from the profit and loss matrix, when U2[(1 − f)ny1]

− U2[(1 − f)y1] − P(1 − f)ny1 + Py1 − fR> 0, the income
obtained by the stage-II producer is greater when it is not
confirmed as “true,” that is, whenf andR are small, the stage-
II producer is more likely to make a correct judgment.
However, similarly, the size of f is difficult to control, and too
small R will lead to the lack of incentive of confirmation
information for stage-II producers.

*erefore, when some stage-I producers provide inferior
products or services, stage-II producers may not be willing to
become information confirmers, or it is difficult to make a
correct judgment, and the production, payment, and
transaction information of stage-I producers providing in-
ferior products or services are not confirmed as “true.”

4.2.3. When the Stage-II Producer Confirms the Information
as “True”. When the stage-II producer confirms the in-
formation as “true,” the profit and loss matrix is the same in
form as the first production cycle, so the equilibrium point is
also the same. *e stage-I producer must choose to provide
inferior products or services.

4.2.4. When the Stage-II Producer Does Not Confirm the
Information as “True”. When the stage-II producer does not
confirm the information as “true,” whether the stage-I
producer chooses to provide inferior products or services
depends on how many production cycles in the stage-II
producer acts as the information confirmer and the ratio f

that the stage-II producer believes it provides inferior
products. *is is because, as can be seen from the profit and
loss matrix, if the stage-II producer acts as the information
confirmer for a long time, there may be insufficient con-
sumption in the economy due to the elimination of toomany
stage-I producers in the transaction and payment system;
U1(y2) − Py2 − [U1(fny2) − Pfny2] may be negative first
and then positive, but with the increase of the rate f that
stage-II producers think stage-I producers provide inferior
products, the value of − y1 + P(1 − f)y1 will also decrease;
then, U1(y2) − Py2 − [U1(fny2) − Pfny2] − y1 + P(1 − f)

y1 < 0 is more likely to be established.
*at is, failure to confirm the information as “true” and

acting as the information confirmer for a long time will bring
incentives for producers in stage I to provide inferior
products or services.

4.2.5. Analysis of Equilibrium Solution in Subsequent Pro-
duction Cycle. According to the above analysis, confirmed
as “true,” providing inferior products or services is the Nash
equilibrium of the game matrix, and the profit and loss

combination at this time is U2[(1 − f)y1] − Py1 − y2+

Py2 + R and U1(fy2) − Pfy2 + Py1.
Under the Nash equilibrium, the stage-II producers

have more incentive to confirm the information as “true.”
As they act as information confirmers in multiple pro-
duction cycles, the stage-II producers have more incentive
to confirm the transactions and payments of “right.” Of
course, at the same time, the producers of false transactions
and payments are excluded, and they will be rewarded if
they are confirmed as “true.” In stage I, producers will
partially tend to provide inferior products or services, so as
to enjoy the income from selling products or providing
services, but pay less costs.

4.3. Better Selection of Distributed Nodes. From the above
multiperiod game analysis and equilibrium results of in-
complete information, it can be seen that, from the per-
spective of individual participants, if the stage-II producer acts
as the information confirmer, it will face the contradiction of
whether it acts as the information confirmer for multiple
consecutive periods: if it acts as the information confirmer
only in a few production cycles, it is possible to confirm too
much as “true” to obtain remuneration. If you act as an
information confirmer in consecutive production cycles,
there is a risk of insufficient consumption in the economy. At
the same time, producers at stage I are also vulnerable to
incentives to provide inferior products or services.

*erefore, a better choice is to try to use trusted financial
intermediaries as licensed distributed nodes. Trusted fi-
nancial institutions represented by systemically important
banks have a clear motivation to identify producers who
provide inferior products or services and can also avoid the
problem of false confirmation as “true” in order to obtain
information confirmation remuneration. Under this
mechanism, the stage-II producer will no longer act as the
information confirmer, but trusted financial institutions
such as commercial banks that have more information about
the manufacturer will assume the function of confirming the
information. *e transaction information can be confirmed
in the form of associated smart contracts, and the trans-
action information can be confirmed as “true” if it is con-
sistent with the bank account. *e optimization scheme of
digital currency distributed nodes based on permitted DLTis
shown in Figure 3.

5. Conclusion

*e relationship between currency and credit is inseparable.
Currency must have a good credit foundation. At the same
time, currency performs its essential functions relying on
credit. With the innovative development of distributed
ledger technology, the requirements of currency on credit

8 Computational Intelligence and Neuroscience
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may be further met. *is paper explores the close rela-
tionship between currency, credit, and account book and
provides a theoretical explanation for solving the credit
problem in currency from the perspective of account book.
Based on the highly consistent relationship between dis-
tributed ledger technology and the essential functions of
currency, this paper analyses the incentive mechanism of
distributed nodes of digital currency. It obtains the equi-
librium solution by constructing two main body single-stage
and multistage game models. *is study found that if the
producer of the final product or the provider of the final
service is the most licensed distributed node, it may lead to
the risk of over recognition and insufficient consumption in
the economy. On this basis, aiming at the above possible
problems and combined with the reality of China’s digital
currency issuance, this paper puts forward the optimal se-
lection of digital currency distributed nodes. It uses trusted
financial intermediaries as licensed distributed nodes, pro-
viding a reference basis for the research and development of
China’s digital currency and its practice in economy and
finance.

*erefore, this paper has some contributions to the
research in the field of CBDC. Bis [11] and Xiao (2020) have
proposed that since CBDC involves huge transaction and
payment data, the distributed ledger technology without a
license is not applicable when selecting distributed nodes.
For this, Nosal and Rocheteau [6] have demonstrated that
licensed distributed ledger technology can improve verifi-
cation integrity. However, for licensed distributed nodes, it
is difficult to technically prohibit them from verifying
multiple ledgers with conflicting accounting items. *is
paper agrees with this view and, on this basis, further dis-
cusses how to select the distributed node of CBCD to ensure
that it can perform the monetary function well and take into
account the cost problem, that is, how to select the desired
distributed node so that it can correctly select the account
book that verifies “right” and the account book that does not
verify “wrong.”

In addition, there are still some limitations of this study.
*is paper puts forward the viewpoint of taking the sys-
temically important commercial bank as the optimally
distributed node. *is viewpoint is based on the conclusion
that the final product producer or the final service provider
cannot be the optimally distributed node. *erefore, it still
lacks rigorous mathematical inference, which will also be the

research direction and focus in the next step. Moreover,
because digital currency has not been widely used in any
country or region, the conclusion of this paper also lacks the
support of empirical data, which will be supplemented in the
subsequent stage of research with the continuous application
of digital currency.
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Nowadays, the health level of residents has become the focus of people’s attention. Under the background of the development of health
service from “disease-centered” to “health-centered,” it is very important to improve the level of urban health and clarify the factors
affecting urban health.-erefore, this paper quantifies the relationship between residents’ health literacy level and environment, average
life expectancy, infectious disease mortality, and other indicators by selecting appropriate indicators and establishing a mathematical
model. Based on the reciprocal linear combination of the collected index data and the corresponding health level value, the prediction
model of social health literacy level (SPM) was established, and the qualitative prediction and quantitative analysis of citizens’ health
literacy level were studied in depth. Based on the SPMmodel, we can roughly predict the level of health literacy in a region only based on
the main variables identified in this paper.-e consistency of the experiment shows that the model is effective and robust, and it reveals
that environmental factors are the most important factors affecting residents’ health literacy level. -e actual data show that THE SPM
model is a timely and reasonable framework to measure the health literacy level of residents.

1. Introduction

Health literacy refers to the ability of individuals to acquire
and understand health information and to use it to maintain
and promote their own health, including basic knowledge
and ideas, healthy lifestyle and behavior, and basic skills. It is
an evaluation index that comprehensively reflects the de-
velopment of national health undertakings [1, 2].

Health literacy is not an isolated concept. Health literacy
is related to education [3–7], age [8], race [9], air pollution
[10], chronic diseases [11, 12], social medical system [13],
etc. However, due to the lack of objective indicators to reflect
the overall health literacy level of residents in a certain region
or country, the relationship between these indicators and the
health literacy level of residents has not been well under-
stood, which is often controversial. -erefore, it is not only
of great significance in scientific research, but also of great
value in helping people live a healthy life to quantify various
indicators and establish a quantitative model to evaluate the
health literacy level of residents in a region or country.

With the development of society, people pay more and
more attention to the level of residents’ health literacy. For
the tool to measure health literacy [14], some use experi-
mental methods to evaluate health literacy level [15], some
use Delphi survey technology [16], some use HLS-EU-Q
questionnaire to measure health literacy level [17, 18], some
use mixed multicriteria decision-making (MCDM) method
to establish evaluation model [19], and some use dynamic
factor model (DFM) [20].

Taking Shenzhen as an example, this paper discusses the
relationship between indicators and residents’ health literacy
level from the perspective of data analysis. By visiting
government websites such as Health and Family Planning
Commission, Statistical Bureau, Baidu, Souhu, Xinlang, and
other search engines and news websites, this paper explores
the relationship between health literacy and its multiple
variables and makes a quantitative study of their correlation.

In order to explore the influence of many variables on
health literacy, we selected 12 factors related to the level of
health literacy in combination with 66 articles of health
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literacy of Chinese citizens. -en the main variables are
obtained by fitting and screening. Using search engine re-
sults or data on social media as proxy shows that the main
variables do greatly affect the real value of health literacy.
-e root of this phenomenon lies in three aspects: influ-
encing citizens’ basic knowledge and concept, healthy life-
style and behavior, and basic skills.

Several factors were selected to study the time series of
health literacy, and the relationship between the indicators
and the level of health literacy was explored. -e results
showed that PM2.5 (microgram cubic meters), health ex-
penditure accounted for local financial expenditure, infec-
tious disease mortality, and average life expectancy had the
highest goodness of fit.

-e paper is divided into six parts: the first part is the
introduction. -e second part includes data source, deter-
mination of variables, main variables, and time interval. In
the third part, we studied four main variables related to
health literacy: PM2.5 (microgram cubic meters), health
expenditure, infectious disease mortality, and life expec-
tancy. -en, in the fourth part, we constructed a health
literacy level prediction model based on fitting results. -e
fifth part examines the accuracy and stability of the pre-
diction model. Finally, the conclusions and discussions are
presented in Part VI.

2. Data

-irteen sets of data collected from the National Health and
Family Planning Commission and the Local Health and
Family Planning Commission from 2000 to 2017 were used
for research in Shenzhen and the whole country. We will
analyze the indicators affecting residents’ health prediction
level through the trend and fitting of each variable in the past
18 years.

2.1.Data Sources. -eNational Health and Family Planning
Commission (NHPC) includes the real values of national
health level and the annual changes of various factors over
the years. -e real health level of local cities can be collected
from the local health and family planning committee. Baidu,
360, and other large engines provide all kinds of news re-
ports on health literacy level. At the same time, CCTV, Sohu,
and Sina also broadcast in real time. In addition, local TV
stations review the course of health literacy in the light of
their own characteristics and development trends, in order
to continuously improve and look forward to the future.

2.2. Definition of Variables. -rough a thorough under-
standing of Article 66 of Chinese Citizens’ Health Literacy,
combining basic knowledge and concept, healthy lifestyle
and behavior, and basic skills, we have established 13 re-
search directions of residents’ health literacy S(t), maternal
mortality P(t), the ratio of household registration to non-
household registrationH(t), the number of college graduates
A(t), the number of hospitals N(t), the drinking water
standard rate W(t), the number of beds B(t) per 1,000
population, the number of people participating in fitness

activities E(t), infant mortality I(t), PM2.5 M(t), health
expenditure F(t), infectious disease mortality G(t), and life
expectancy L(t). Twelve basic variables except S(t) were
established.

By fitting the basic variables and comparing the trend
charts of each factor and health literacy level from 2000 to
2017, four variables with higher fitting degree are obtained,
including PM2.5 M(t), health expenditure accounting for
local financial expenditure F(t), infectious disease mortality
G(t), and life expectancy L(t).

2.3. Time Interval ∆t. -e true value of health literacy has
been calculated since 2000. Every year, the relevant de-
partments will test the level of citizens health literacy na-
tionwide and locally, with an interval of one year. -erefore,
we choose one year as our time interval (∆t), which is
consistent with the frequency of the government updating
the true value and ranking of health literacy.

3. Relevant Variables

3.1. Variable Screening. In order to find out the optimal
model which can predict residents’ health literacy level, we
first considered the 12 factors of maternal mortality P(t),
percentage of household registration and nonhousehold
registration H(t), number of college graduates A(t), number
of hospitals N(t), drinking water compliance rate W(t),
number of beds per 1,000 people B(t), number of partici-
pants in fitness (more than 1000) E(t), infant mortality rate
I(t), PM2.5 content M(t), health expenditure accounts for
local financial expenditure F(t), infectious disease mortality
rate G(t), and average life span L(t).

In this paper, 12 considered variables were fitted with the
health literacy level of residents, and the results can be seen
in Figure 1. We found that the optimal model was fitted by
four variables: PM2.5 content M(t), health expenditure
accounts for local financial expenditure F(t), infectious
disease mortality rate G(t), and average life span L(t).

3.2. /e Health Literacy Level of Residents S(t). -e level of
residents’ health literacy reflects the health literacy status of
residents in a country or a region. -is article uses the data
published by the National Health and Wellness Committee
and the Local Health and Wellness Committee as the
standard. -is paper collected the national residents’ health
literacy level C(t) and Shenzhen residents’ health literacy
level S(t) between 2000 and 2017, as shown in Figure 2.

Figure 2 shows the development trend of the national
residents’ health literacy level C(t) and Shenzhen residents’
health literacy level S(t) from 2000 to 2017. We found that
the health literacy level of residents in Shenzhen and the
whole country is in a growth trend. In 2016, two solid lines
intersect. Figure 2 shows that the national residents’ health
literacy level C(t) is higher than the Shenzhen residents’
health literacy level S(t) from 2000 to 2015, and the Shenzhen
residents’ health literacy level S(t) is higher than the national
residents’ health literacy level C(t) from 2016 to 2017 (see the
yellow line section). -e intersection point corresponds to
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the Shenzhen Municipal Government’s vigorous develop-
ment of people’s livelihood in 2016, which is “to improve the
quality of people’s livelihood and enhance the level of

people’s livelihood security.” -e document “-e imple-
mentation opinions of Shenzhen Municipal Government on
deepening the reform of medical and health system and
building a strong city of health” was issued, along with the
reform of medicine and health to establish a higher quality
medical and health service system. In 2016, the Shenzhen
government also issued “-e Shenzhen Solid Waste Pollu-
tion Prevention and Control Action Plan” to promote en-
vironmental protection and ecological civilization
construction in Shenzhen. -erefore, the results show that
the residents’ health literacy level is closely related to
healthcare and ecological environment.

3.3. /e Infectious Disease Mortality Rate G(t). -e infec-
tious disease mortality rate G(t) is an index reflecting the
severity of life-threatening diseases, indicating the frequency
of death due to a disease in a certain period of time. -e
incidence of infectious diseases is an indicator of the severity
of life-threatening diseases. Influencing factors of reducing
mortality rate of infectious diseases in a certain area include
improvement of sanitary conditions, improvement of water
sources, education (especially women’s education), provi-
sion of medical services and infrastructure construction.
-ese factors can also obviously affect people’s physical and
mental health. -erefore, it is reasonable to take the mor-
tality rate of infectious diseases as one of the factors to
measure the health literacy level of residents in a certain area.
Figure 3 shows the trend of infectious disease mortality and
residents’ health literacy. As shown in the figure, the lower
the mortality rate of infectious diseases, the higher the level
of health literacy in the region. When G(t)> 0.4, the data
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Figure 1: Scatter plot of 12 variables and residents’ health literacy level.
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points are more concentrated and fit well with the fitting
line. When G(t)< 0.4, the distribution of data points is
scattered and the fitting degree is not as good as before. -is
may be because with the improvement of medical and health
conditions, the mortality rate of infectious diseases is de-
creasing dramatically and tends to be stable, so the influence
of the mortality rate of infectious diseases on the health
literacy level of residents is weakening. R2 � 0.333. -ere-
fore, we can choose the mortality rate of infectious diseases
as an index to measure the health literacy level of residents.

3.4. /e Health Expenditure Accounts for Local Financial
Expenditure F(t). Health expenditure refers to the financial
allocation for health services by governments at all levels.
Health expenditure includes public health service funds and
public medical expenses. -e proportion of health expen-
diture in local financial expenditure shows the relationship
between public resources consumed by a country (or region)
for medical services and those consumed by other public
services in a certain period of time.-e relationship between
health expenditure and residents’ health literacy is shown in
Figure 4. Figure 4 shows that when F(t)> 4, health ex-
penditure is closely related to residents’ health literacy level,
which may be due to the importance of government in-
tervention when residents’ health literacy level is relatively
low. -is also explains the negative correlation between
health expenditure and residents’ health literacy: when
residents’ health literacy level is low, people have weak self-
awareness, and they need to rely on the government to
increase health expenditure, and when residents’ health
literacy level is high, they can also reduce expenditure. -e
scatter plot fits the straight line, and its R2 is 0.202. We
choose health expenditure as an indicator of residents’
health literacy.

3.5. /e PM2.5 Content M(t). PM2.5 refers to particles
smaller than or equal to 2.5 microns in ambient air. PM2.5
can carry a large number of harmful substances through the
nasal cavity, directly into the lungs, or even into the blood, so

PM2.5 is also known as particulate matter into the lungs,
which is closely related to lung cancer, asthma, and other
diseases. PM2.5 is the main killer of black lung and haze days
and has great harm to human health. -e relationship be-
tween PM2.5 content and residents’ health literacy level is
shown in Figure 5. Figure 5 shows that the higher the PM2.5
content, the lower the health literacy level of residents.
-erefore, PM2.5 content is negatively correlated with
residents’ health literacy level. -e scatter plot shows that,
except for individual points, scatter points are mostly dis-
tributed around the fitting line, and R2 � 0.399. We regard
PM2.5 content as one of the indicators to measure residents’
health literacy level.

3.6./eAverageLifeL(t). Average life is the average number
of years that a person can continue to live in the same period.
-e life expectancy index comprehensively reflects the level
of disease prevention and health services in a country or
region. Average life is generally regarded as an important
index to measure the quality of life and medical and health
level of residents in a country or region and also an im-
portant index to evaluate the quality of life and medical level
of population in a country or region. -e relationship be-
tween life expectancy and residents’ health literacy is shown
in Figure 6. Figure 6 shows that, with the rapid development
of regional economy, the remarkable improvement of
medical treatment level, and the improvement of people’s
material living standard, the average life expectancy of
population has been growing steadily and rapidly in recent
years. But there are several special points that influence this
trend. -e red dot in Figure 6 corresponds to the residents’
health literacy level in 2016 and 2017. In the past two years,
the government has fully implemented the project of
benefiting the people and actively implemented the strategic
plan of building a beautiful China; thus the residents’ health
literacy level has been significantly improved.

-e fitting line R2 is 0.323 based on scatter plot. We
choose life expectancy as one of the indicators to measure
the health literacy level of residents in a certain area.
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Figure 3: -e scatter plot of the relationship between the mortality
rate of infectious diseases G(t) and the health literacy level S(t) of
residents from 2000 to 2017, and this graph fits a regression line.
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4. Health Literacy Level Model of Residents

-e fourth part shows that the content of PM2.5 M(t), the
proportion of health expenditure in local financial ex-
penditure F(t), the mortality rate of infectious diseases
G(t), and the average life span L(t) all affect the health
literacy level of residents. However, a linear fit y(t) �

Ax(t) + C of each individual indicator measure to the
observed residents’ health literacy level results in R2 < 0.3,
except for 1/M(t), where R2 � 0.361. -erefore, there is no
single indicator that can adequately measure the health
literacy level of residents. -is indicates that it is necessary
to measure the health literacy level of residents through
the combination of indicators (see Appendix for the
correlation of variables).

We therefore explored the predictive power of the
sum of these variables with multipliers obtained via an
ordinary least squares (OLS) fitting process, resulting in
R2 � 0.78; the p values of F-test for all variables are shown
in Table 1. -e p values of variables 1/G(t) and 1/F(t)

were greater than 0.05, so the two variables did not pass
the test.

We found that the four indexes multiplied and then
fitted variables can pass the test and the prediction ability is
not much different from the above model. Fitting formula

(SPM). SM(t) � A
F(t)

M(t)

L(t)

G(t)
+ C. (1)

R-square is 0.640. -e p value of variable F-test is less
than 0.001, which passes the test, so the SPM model is ac-
cepted.-at is to say, the SPMmodel is the best model in the
models we tested.

According to model 1, we assessed that the impact of that
indicator on the health literacy level of residents was greater.
Standardized β-coefficient is the corresponding regression
coefficient in the regression equation calculated after data
standardization [21, 22]. -e standardized β-coefficient
eliminates the influence of the unit of dependent variable
and independent variable [23, 24], and its absolute value can
directly reflect the influence degree of independent variable
on dependent variable. Table 1 show that the content of
PM2.5 is the strongest factor affecting the health literacy
level of residents.

5. Experiments

Several experiments were designed to verify the predictive
ability of the model SPM:

Firstly, we use the data of the first ten years as
training data to get the model coefficients A � 0.329
and C � −0.516 . -en we use this model to predict
the health literacy level of residents in the next seven
years (Figure 7). We found that this model can ac-
curately predict the health literacy level of residents.
Figure 7(a) shows that we compare the predicted
value with the real value and find that the scatter
points are around the line y � x, which indicates that
the predicted value SM(t) is closely related to the real
value S(t). Figure 7(b) shows the difference between
the observed and the real values.
ΔSM(t) � S(t) − SM(t). -e scatter points are dis-
tributed around the straight line on the day of X � 0
and the fluctuation is small, which indicates that the
difference between the predicted value and the real
value of the model is acceptable. Figure 7(c) is a
comparison between the 95% prediction interval and
the true value. We can see from the figure that most
of the values are included in the prediction interval.
-ere is a very low deviation in residents’ health
literacy level because in some years, the official
website of the government did not publish its exact
value, so there may be permissible error in the value
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Figure 5: A scatter plot of the relationship between PM2.5 content
and health literacy level from 2000 to 2017. -e straight line in the
graph is a fitting line which is fitted by scatter plot.
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Figure 6: A scatter plot of the relationship between life expectancy
and health literacy between 2000 and 2017. -e straight line in the
graph is a fitting line which is fitted by scatter plot.

Table 1: p values and β-coefficients.

1/M(t) 1/G(t) 1/F(t) L(t)
p value ≤0.001 0.179 0.423 0.03
β-coefficients 0.639 0.183 −0.13 0.621
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Figure 7: Predicting the health literacy level of residents. (a) Based on the data of the previous decade to determine the parameters A� 0.329
and C� −0.516 and to make a scatter plot comparison between the predicted value and the real value. -e straight line in the figure is y�X.
(b) is a scatter plot of difference: the difference between the real value and the predicted value is plotted as a scatter plot. Each warehouse
(box) in (c) represents the predicted range within a 95% confidence interval.
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of residents’ health literacy level. Overall, Figure 7
shows that once the PM2.5 content M(t), health
expenditure accounts for local financial expenditure
F(t), infectious disease mortality rate G(t), and av-
erage life span L(t) are obtained in a certain area, the
health literacy level of residents in this area can be
predicted. Next, we will carry out further
experiments.
Next, we use the national data for further experi-
mental proof. We use SPM model to predict the
health literacy level of Chinese residents from 2000 to
2017. We can see from Figure 8(a) that the scatters of
predicted and real values are distributed around the
Y �X straight line, which shows that the two values
are closely related. Figure 8(b) shows that the dif-
ference between the predicted value and the real
value fluctuates at Y � 0, and the floating range is
small, which further shows that the predicted value of
this model has strong predictive ability. Figure 8(c)
shows that the model is capable of capturing real
values. -erefore, we can say that SPM model has a

good predictive effect on residents’ health literacy
level.

6. Discussion and Conclusions

In recent years, the National Health and Family Planning
Commission has incorporated the evaluation index of resi-
dents’ health literacy into the national health development plan
as an evaluation index to comprehensively reflect the devel-
opment of national health. In this study, we try to quantify the
relationship between residents’ health literacy and indicators
and predict residents’ health literacy by indicators.

Because residents’ health literacy covers a wide range of
areas, it is difficult to obtain it directly. So we selected 12
variables, and after screening, we got four indexes with the
highest fitting degree—PM2.5 M(t), health expenditure
accounted for local financial expenditure F(t), infectious disease
mortality G(t), and life expectancy L(t). -ese four indicators
can be measured separately. -erefore, this paper establishes a
prediction model of residents’ health literacy (SPM) based on
four indicators. We find that when we input the index data, the
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Figure 8: According to SPM model, the national residents’ health literacy level from 2000 to 2017 is predicted. (a) Scatter plot of predicted
and real values. -e straight line in the plot is x� y. (b)Difference scatter plot, in which the points are the difference between the real value
and the predicted value. Each warehouse (box) in (c) represents the predicted range within a 95% confidence interval.

Table 2: Variable correlation.

L(t) 1/F(t) 1/G(t) 1/M(t)

L(t)
Pearson 1 0.721∗∗ 0.299 −0.012

Significance (bilateral) 0.001 0.228 0.961
N 18 18 18 18

1/F(t)
Pearson 0.721∗∗ 1 0.177 0.124

Significance (bilateral) 0.001 0.482 0.623
N 18 18 18 18

1/G(t)
Pearson 0.299 0.177 1 0.370

Significance (bilateral) 0.228 0.482 0.130
N 18 18 18 18

1/M(t)
Pearson −0.012 0.124 0.370 1

Significance (bilateral) 0.961 0.623 0.130
N 18 18 18 18

∗∗Significant correlation was found at 0.01 level (bilateral).
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difference between the predicted value and the actual value
produced by the model is very small, even neglected. For in-
dividual outlier data, we investigated the local information and
found that the government website did not publish its exact
value, so there may be permissible error in the value of their
residents’ health literacy level.

Of course, with the rapid development of society, various
health problems are constantly emerging. We still have a
long way to go in the future on how to predict and control
the response and how to find new indicators to measure the
level of health literacy in order to continuously improve the
model in this paper. At the same time, we hope that the SPM
model in this paper can be easily extended to other areas
where indicators are easy to measure. For example, health
monitoring, land planning, and decision-making [25], asset
accumulation and portfolio decisions in the financial sector
[26, 27], natural gas demand forecasting [28], food safety,
and other indicators are similar to health literacy tests. At the
same time, it is hoped that this study can help improve the
residents’ health literacy level, correctly grasp the basic
knowledge and concepts, master healthy lifestyle and be-
havior, and learn the basic skills of health first aid.

Appendix

Variable correlation

Table 2 shows the correlation results of four variables: PM2.5
content M(t), proportion of health expenditure in local fi-
nancial expenditure F(t), mortality rate of infectious diseases
G(t), and average life expectancy L(t). -e results show that
no single index can fully measure the level of health literacy
of residents; it is necessary to combine indicators to measure
the level of health literacy of residents.

Data Availability

-irteen sets of data collected from the National Health and
Family Planning Commission and the Local Health and
Family Planning Commission from 2000 to 2017 were used
for research in Shenzhen and the whole country.
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+is paper proposes a mixed decision strategy for freight and passenger transportation in metro systems during off-peak hours
(MTS-OPH). +e definition of the mixed decision strategy is proposed, and fixed and flexible loading modes are considered for
different passenger flow volumes. A mathematical model of the MTS-OPH is proposed and solved using an improved variable
neighborhood search algorithm. Case studies demonstrate the performance and applicability of the proposed model and al-
gorithm, and the MTS-OPH is discussed for different delivery distances, passenger flows, and metro network types. +e proposed
strategy is suitable for long-distance delivery, and the proposed model framework can be applied to different types of metro
networks with different levels of complexity. +e mixed decision strategy provides a decision support tool for metro and freight
companies and can propose corresponding solutions according to different passenger flows.

1. Introduction

With the continuous development of e-commerce and home
deliveries, urban freight transport has emerged as a key link
in urban economic and social development [1, 2]. Road
transportation is the primary mode for urban freight
transportation [3], and 85–90% of freight is transported by
road in France [4]. However, the freight transportation by
vehicles poses a series of problems pertaining to urban traffic
congestion, greenhouse gas emissions, and noise. Urban
freight accounts for 10% of total transportation, but it ac-
counts for 40% of urban pollutant emissions [5]. +erefore,
optimizing the transportation structure, strengthening the
cooperation of different transportation modes, promoting
the organic connection between intercity trunk trans-
portation and city-end distribution [6], and encouraging the
development of intensive distribution models are of great
significance for creating a green and efficient logistics
system.

As mentioned above, the freight transportation needs to
change towards more efficient and sustainable trans-
portation systems to cope with increasing demand for freight
transportation in urban areas. +e metro has the advantages
of high efficiency, large capacity, and sustainability, but most

metro networks suffer from insufficient utilization of metro
trains due to the low passenger flow during off-peak hours
[7]. +erefore, introducing goods into the metro network
during off-peak hours is a very potential way of freight [8].
+e present mixed transport strategy for freight and pas-
senger transportation in metro systems is usually by sub-
jective experience [9], lacking reasonable theoretical
framework andmathematical formulation. Furthermore, the
entire metro network should be considered to deal with the
freight, rather than a single metro line [10]. +erefore, a
general theoretical framework and model for constructing
the mixed passenger and freight transportation strategy on
the metro network during off-peak hours are indispensable.

+e purpose of this study is to combine the existing
metro network with the first- and last-mile delivery services
operated by logistics companies and propose a feasible
passenger and freight flow mixed transport strategy for
metros during off-peak hours (MTS-OPH). +e paper
considers fixed and flexible loading modes under different
passenger flows and analyzes different cargo characteristics
and delivery time requirements. A model for quantitatively
evaluating the mixed transportation strategy is established,
and an improved variable neighborhood search (VNS)
algorithm is designed. +ey are then applied to the cargo

Hindawi
Computational Intelligence and Neuroscience
Volume 2021, Article ID 5412016, 22 pages
https://doi.org/10.1155/2021/5412016

mailto:gjhtougao@163.com
https://orcid.org/0000-0001-5876-137X
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5412016


transportation of Ningbo and Beijing metro networks,
respectively, and the mixed transportation strategy under
different delivery distances, passenger flows, and metro
network types is analyzed. +e model and method can also
be applied to the metro network of other rail transit cities.

+e remainder of this paper is organized as follows:
Section 2 reviews related research on metro mixed trans-
portation. Section 3 formulates a nonlinear programing
model of the MTS-OPH, and then, an improved VNS al-
gorithm is designed to solve the proposed model in Section
4. Subsequently, two case studies are implemented to verify
the proposed model in Section 5. In Section 6, the con-
clusions of the study and scope for future research are
presented.

2. Literature Review

2.1. Urban Freight and Passenger Transportation. Nash [11]
first proposed the use of urban public transportation for freight
transportation. Later, based on the concept of sharing, Trentini
et al. [12] proposed to introduce urban freight transportation
into passenger transportation to achieve the purpose of sharing
transportation resources and transportation infrastructure. On
this basis, the flow of urban freight and passenger transport was
quantified, and a newurban transport system for passenger and
freight was constructed and implemented in La Rochelle,
France [13]. Gonzalez-Feliu [14] used a socioeconomic cost-
benefit analysis to assess the applicability of tram freight
transport in the Paris region.+e study showed the potential of
the tram freight transport mode. Fatnassi et al. [15] integrated
personal rapid transportation and freight rapid transportation
modes and used electric vehicles to achieve mixed passenger
and freight transportation on automatic rails. Masson et al. [16]
proposed a hybrid freight method based on the integration of
passenger and freight systems to solve mixed urban traffic
problems.+is method used buses to transport goods from the
central distribution center to the transfer point and then used a
tricycle to transport the goods from the transfer point to the
destination.

+ere are some successful cases of urban passenger
and freight transportation. In Dresden, the tram line
from the Volkswagen warehouse to the city center can
transport 300,000 tons of goods a year, 10 times a day,
which significantly reduces carbon dioxide emissions
[17]. In Paris, the commuter line D transports household
goods, leisure products, and other goods from the
MONOPRIX warehouse (Combs-la-Ville and Lieusaint)
on the outskirts of Paris to the Bercy station [18]. +ese
goods are then transported to stores through trucks that
use natural gas vehicle fuel to satisfy the emission re-
duction principles along the logistics line. In New York,
subway waste is collected through stations using modified
metro trains [19]. However, most of the existing research
on mixed transportation modes is based on road and
railway transportation. +ese above studies can be ap-
plied into the mixed freight and passenger transportation
in the metro system. Since the operation mode, trans-
portation efficiency, and transportation timeliness of
metro are different from railways, the mixed

transportation of freight and passenger transportation in
the metro systems needs further research.

2.2. Urban Freight and Passenger Transportation in Metro
Systems. +e feasibility and application prospects of urban
metro freight have been studied in a few research papers.
Rijsenbrij and Pielage [20] discussed the feasibility of using
the metro for mixed passenger and freight transportation,
which gained the attention of national and international
scholars on metro freight transportation. Kikuta et al. [9]
conducted a test study on the combination of the public
metro service and conventional truck operation to prove the
feasibility of this mode of transportation. For the metro
distribution service, Motraghi and Marinov [21] collabo-
rated with the Newcastle metro network to theoretically
analyze urban freight transportation. However, further re-
search is required before actual implementation of their
findings. +e above research made some explorations on the
mixed transportation of freight and passengers in metro
systems but did not establish an implementation ability and
systematism theory framework. +erefore, a general mixed
transportation theoretical framework in the metro systems
should be designed to realize the freight and passenger
mixed transportation strategy.

In addition, a few studies focused on metro freight. Brice
et al. [22] reported a baggage transfer system to facilitate
passengers transporting luggage from Newcastle city center
to Newcastle International Airport via the metro. +ey
proved the feasibility of the new baggage transfer solution
and reported that the corresponding cost is higher than that
of the existing service. Ghilas et al. [23] found that integrated
freight and scheduled line services can potentially reduce the
operating costs of logistics service providers and the public
transportation sector can obtain additional revenue. How-
ever, the existing mixed transportation models are estab-
lished based on a single metro line. Considering the different
directions of goods circulation, existing models cannot
accurately describe the mixed transport strategy in metro
systems. +erefore, a mixed transportation model on the
metro network should be established to realize the circu-
lation of goods.

2.3. Optimization Method of Urban Freight and Passenger
Transportation. Location and route selection have long been
the significant issues in the freight and passenger trans-
portation domain. Fatnassi et al. [15] proposed two math-
ematical formulas to solve the vehicle route between stations
and used dynamic optimization methods and developed
algorithms to solve the shared transportation of goods and
passengers. Zhao et al. [24] proposed a segmentation
method of urban metro network, using complex network
theory and the TOPSIS model to determine the candidate
metro distribution hubs for the location model. Dong et al.
[25] analyzed the characteristics of underground cargo ca-
pacity and established a mixed integer programing model to
select the location of metro distribution hubs. However, the
limitation of the frequency of goods transfer in the metro
network is barely considered in these studies.
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Likewise, time window constraint is a critical issue along
with the rapid increase in freight demand during recent
years. Behiri et al. [8] studied an environment-friendly urban
freight transportation alternative using a passenger railway
network and proposed a heuristic based on dispatching rules
and a single-train-based decomposition heuristic to solve the
Freight-Rail-Transport-Scheduling Problem. Yang et al. [26]
studied the vehicle routing problem with mixed backhauls
and time windows for city logistics, and the time-dependent
pickups and deliveries can be depicted by extending the state
dimensions. However, freight transportation in the pas-
senger transportation system focuses on the study of the
cargo time window, ignoring the impact on the normal
operation time window of the passenger transportation
system.

In addition, the development of solving algorithms has
attracted the attention of researchers and practitioners.
Bräysy [27] introduced the internal design of variable
neighborhood descent and variable neighborhood search
algorithms in detail, analyzed the vehicle routing problem
with time windows problem, and pointed out that the
variable neighborhood search algorithm is one of the most
effective methods to solve the vehicle routing problem with
time windows problem. de Armas and Melián-Batista [28]
studied a dynamic rich vehicle routing problem with time
windows and proposed a meta-heuristic algorithm based on
variable neighborhood search to solve this problem. How-
ever, the stability and reliability of the calculation results
need to be strengthened. +erefore, we design two types of
neighborhood structures to obtain high-quality solutions.

2.4. Contribution. +e main contributions of this study are
summarized as follows:

(i) We propose a general theoretical framework of
MTS-OPH. +is framework includes new concept
and transportation standards of MTS-OPH. +is
definition clarifies the process and applicable time of
mixed transportation. Relative to previous study on
the types of mixed transportation goods [13, 29],
MTS-OPH further explored the types of goods
suitable for mixed transportation on the basis of
transporting small goods. +e mixed transportation
standard of separate loading of passengers and
cargo and priority transportation of passenger flow
is established. Furthermore, fixed and flexible cargo
loading modes are proposed according to different
off-peak passenger flows.

(ii) We formulate a nonlinear programingmodel for the
MTS-OPH. Based on the research of Fatnassi et al.
[15] and Zhao et al. [30], our model improves the
mixed transportation strategy research to a mixed
transportation strategy research under load rates of
passenger flow during off-peak hours. To the best of
our knowledge, this is the first time that the problem
ofmixed passenger and freight transportation under
different passenger flows has been addressed in the
context of metro transportation during off-peak

hours. Moreover, an improved VNS algorithm is
designed to solve the model, which provides a de-
cision support tool for logistics companies.

(iii) We presented the real case study of the Ningbo and
Beijing metro network to verify the practicality and
efficiency of the proposed model. +e applicability
of the model is discussed from the distribution
distance, off-peak passenger flow, and metro net-
work type. Our results show that the proposed
model can be applied to different metro networks.
Furthermore, the mixed transportation mode in the
metro systems has the advantages of high speed,
high punctuality, low economic investment, low
environmental impact, and low energy consump-
tion [31–33].

3. Mathematical Formulation

+is section provides a detailed description of the MTS-
OPH, analyzes the types of goods suitable for mixed
transportation, and provides different mixed transportation
methods based on different load rates of passenger flow
during off-peak hours. Finally, a nonlinear programing
model of a mixed transportation strategy is constructed.

3.1. Description of MTS-OPH. MTS-OPH integrates the
existing urban metro network with the first- and last-mile
delivery services operated by logistics firms. +e key aspect of
this strategy is to transport goods and passengers together
without affecting the metro passenger flow. +us, the
transportation standard of separate loading of passengers and
cargo and priority transportation of passenger flow should be
considered. First, metro train carriages are divided into
passenger carriages and freight carriages, similar to the
passenger carriages and female carriages set in the Shenzhen
metro trains in China [34]. Different types of carriages are set
with boundary lines and dedicated passages to divide the
passenger and freight flows, as shown in Figure 1. To min-
imize the impact of cargo flow on passengers, we introduce
relevant constraints on the types of cargo used for mixed
transportation. For ease of operation, all goods are placed in a
same-size freight box as freight parcels. Concurrently, small
cargo packages should be selected for metro mixed trans-
portation. A similar conclusion has been reported in related
studies on bus freight [13] and metro freight [9, 29]. +us,
goods in the freight parcel should be small goods, such as
documents, books, clothing, and small mechanical parts,
rather than fresh goods that need to be frozen and kept fresh,
which are not affected by time and the environment, in order
to maintain the metro carriage environment tidy.

Second, to satisfy the passenger flow priority trans-
portation standard without changing the headway and stop
time of metro trains during off-peak hours, this study
proposes different mixed transportation methods based on
different load rates of passenger flow during off-peak hours.
When the number of passengers and freight demand is
greater than the metro capacity, each train adopts a mixed
passenger and cargo transportation mode during off-peak
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hours, as shown in Method 1 (i.e., fixed loading mode) in
Figure 2. When the number of passengers and freight de-
mand is less than the metro capacity, one of every two trains
is selected to employ the mixed transportation mode while
the other train is used for passenger transportation, as shown
in Method 2 (i.e., flexibility loading mode) in Figure 2. In
Figure 2, tinterval represents the headway of metro trains
during off-peak hours.

In summary, MTS-OPH is a transportation strategy
based on the aforementioned mixed transportation stan-
dard, which satisfies the optimal distribution cost of the
cargo flow under the condition of determining the origin
and terminal stations of the goods. +e transportation
strategy is to use the metro passenger transportation net-
work, which is composed of cargo distribution centers,
metro stations, terminal cargo stations, metro trains, and
freight vehicles, as shown in Figure 3.

In Figure 3, the operation process of MTS-OPH is di-
vided into five stages. +e first and fifth stages are vehicle
delivery, second and fourth stages are manual transship-
ments, which transfer cargo from the vehicle to metro
carriage, and third stage is metro delivery. +e transfer of
goods between each stage is completed by trolley.

In the first stage, the cargo is packed in freight parcels,
placed in freight boxes, loaded onto transportation vehicles,
and delivered to the departure metro station via freight
vehicles. +en, the freight boxes are unloaded from the
vehicle and loaded on the trolley. In the second stage, the
freight boxes are transported to the metro platform via
trolleys and transported to the metro freight carriage when
the train enters the platform. In the third stage, freight boxes
are transported on the metro network (transfers are per-
formed via trolleys). Here, the train operation mode is from
the first station to the last station regardless of the train
service route. +e freight boxes enter the fourth stage after
being transported via the metro train. +e freight boxes are
unloaded from the metro freight carriage and transported
via trolleys to the arrival metro station. In the last stage, the
freight boxes are loaded onto the freight vehicle and
transported to the corresponding terminal cargo station. All
the aforementioned stages constitute the MTS-OPH oper-
ation process, while the third stage of the operation period in
MTS-OPH is the off-peak hours of metro operation.

3.2.AssumptionsandNotations. +eMTS-OPHmodel can be
described as the process of delivering multiple freight stations
from a cargo distribution center with the optimal delivery cost

as the goal. +e number of terminal cargo stations is deter-
mined, but the freight stations are located in different geo-
graphical locations. All transportation paths are based on the
actual shortest distance of the road network or metro network.
+us, certain assumptions have been considered as follows:

(i) +e freight is placed in a standardized unit parcel to
measure the arrival demand of the terminal cargo
stations.

(ii) +ere is no storage function at the metro exit sta-
tion, and freight vehicles are arranged for delivery
immediately after the cargo arrives at the metro exit
station.

(iii) +e freight vehicles used for transportation are of
the same model with the same fuel consumption
and load capacity.

(iv) +e freight vehicles run at a uniform velocity
without consideration of the road conditions.
Furthermore, after the freight is transported, the
vehicles are not required to return to the cargo
distribution center or arrival metro stations.

(v) Up to two freight transfers occur in the urban metro
network.

Table 1 summarizes the notations used throughout the
paper.

3.3. System Constraints

3.3.1. Number of Freight Carriages Constraints

E � D −
maxN

capM

 , m � 1, . . . , M. (1)

Equation (1) determines the number of freight carriages
((x) represents the smallest integer greater than x).

3.3.2. Freight Loading Mode Constraints

r �

1,
Qi′

E × capM

> 1,

2,
Qi′

E × capM

≤ 1,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

i′ � 1, . . . , I′. (2)

+e freight loading mode is selected by Equation (2).
Among them, r � 1 is a fixed loading mode; that is, each
train uses a mixed passenger and freight transportation

Freight carriage Passenger carriage

Freight

passage

Passenger

passage

Platform

Boundary

Figure 1: Processing of the second stage.
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Figure 3: Operation process of MTS-OPH.

Table 1: Notations.

Index sets

J Set of departure metro stations, j ∈ J

J′ Set of arrival metro stations, j′ ∈ J′
I′ Set of terminal cargo stations, i′ ∈ I′
V Set of freight vehicles, v ∈ V

M Set of metro, m ∈M

N
Set of maximum cross-section passenger flow collection during off-peak hours, Nm ∈ N, where Nm is the

maximum cross-section passenger flow of metro m during off-peak hours
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mode during off-peak hours; r � 2 is a flexible loadingmode;
that is, one of every two trains chooses to use a mixed
transportation mode and the other for passenger
transportation.

3.3.3. Vehicle Line Capacity Constraints. Vehicles in the
“first mile and last-mile” distribution network should meet
vehicle capacity constraints, vehicle number constraints, and
line capacity constraints.


n

v�1
x

v
ij � 1, i � 1, j � 1, . . . , J, (3)



V

v�n+1


J′

j′�1
x

v
j′i′ � 1, i′ � 1, . . . , I′, (4)

Qi′ ≤ 
V

v�n+1


J′

j′�1
x

v
j′i′capV, i′ � 1, . . . , I′, (5)



J

j�1


n

v�1
x

v
ij + 

J′

j′�1



I′

i′�1



V

v�n+1
x

v
j′i′ � K, i � 1. (6)

Equation (3) assigns a unique route for each vehicle from
the cargo distribution center to the departure metro station.
Equation (4) imposes the restriction that each vehicle can
have one unique route from one arrival metro station to one
terminal cargo station in the third stage. Equation (5)
constrains the capacity on the route. +e total number of

vehicles in the complete distribution process should be
restrained, as shown in Equation (6).

3.3.4. Metro Line Capacity Constraints. +e goods in the
metro network by train should meet the train capacity
constraint and the number of transfer constraints.

Qi′ ≤E × capM × 
M

m�1


J

j�1


J′

j′�1
y

i′m
jj′ , i′ � 1, . . . , I, (7)



J

j�1
Ojj′ ≤ 2, j′ � 1, . . . , J′. (8)

Equation (7) expresses the capacity limit of the metro.
Equation (8) stipulates the number of transfers in the metro
network.

3.3.5. Delivery Time Constraint. +emixed transportation is
based on the off-peak hours of urban rail transit, and the
departure time of mixed transportation trains shall not be
earlier than the start time of off-peak hours.



j−1

s�1
ts + s

m
j ≤ tj, j � 1, . . . , J, m � 1, . . . , M, (9)

tj − tij − 1 − x
v
ij Z≤ SETi′ , i � 1, j � 1, . . . ,

J, v � 1, . . . , n, i′ � 1, . . . , I′,
(10)

Table 1: Continued.

Parameters

i Cargo distribution center (i � 1)
n Index of freight vehicles (n ∈ V)

Qi′ Number of cargos received at terminal cargo station i′
Cv Fixed operating cost for one vehicle
Cij Cost of per unit cargo transportation by vehicles from i to j

CO Cost of per unit cargo transfer after one transfer
tO Time taken to complete a transfer
D Number of train carriages
E Number of freight carriages

capV Capacity of transport vehicles
capM Freight capacity of one metro carriage
Ojj′ Number of transfers on metro transport path (j, j′)
sm

j On the metro line where station j is located, the departure time of the first station of train m

tj Cargo loading time at station j

tij Time taken to complete path (i, j)
[ETi′ .LTi′ ] Receiving time window of the terminal cargo station i′

r 1 represents Method 1 of MTS-OPH, 2 represents Method 2 of MTS-OPH
α Delay cost of unit cargo
λ 0, if the delivery time is less than the latest delivery time, α, otherwise
Z A large positive number

Decision
variables

xv
ij 1, if the transport path (i, j) is served by the vehicle v, 0, otherwise

yi′m
jj′

1, if the cargo from the terminal cargo station i′ is delivered by the metro train m from the departure station
j to the arrival station j′, 0, otherwise

SETi′ Time taken to start delivery to the terminal cargo station i′
SLTi′ Time taken to complete delivery to the terminal cargo station i′

K Quantity of transport vehicles (K ∈ Z)
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ETi′
≤ SETi′ ≤ LTi′ , i′ � 1, . . . , I′. (11)

Equation (9) determines the earliest time when the
freight to cargo station is loaded into the train at a station. In
this equation, ts represents the running time between S and
S− 1 when the train is at station S, and when s � 1, ts � 0.
Equation (10) ensures the time to start delivery for the
terminal cargo station. Equation (11) is the time window
constraint of the terminal cargo station.

+e delivery time of the train in the whole mixed
transportation process meets the sum of the delivery time of
the “first mile and last-mile” and the metro delivery time.

SLTi′ � SETi′ + tij + tjj′ + r × tinterval y
i′m
jj′ + Ojj′tO

+ tj′i′ , j � 1, . . . , J,

j′ � 1, . . . , J′, i′ � 1, . . . , I′, m � 1, . . . , M.

(12)

Equation (12) addresses the relationship between the
start time and end time of delivery from the cargo distri-
bution center to the terminal cargo station.

+e delay cost coefficient is affected by the delivery time
window of the goods. Failure to complete the delivery within
the time window needs to calculate the delay cost based on
the delay cost coefficient.

λi′ �
0, SLTi′ ≤ LTi′ ,

α, SLTi′ ≥ LTi′ ,
 i′ � 1, . . . , I′. (13)

Equation (13) addresses the delay cost due to the failure
to complete the delivery within the time window; the delay
cost is related to the time of completion of the delivery.

3.3.6. Decision Variable Constraints. +e relevant decision
variables are constrained as follows. Equation (14) expresses
the constraint on the initial number of vehicles.

K≥ 2, (14)

SETi′ , SLTi′ ≥ 0, i′ � 1, . . . , I′, (15)

x
v
ij ∈ 0, 1{ }, i � 1, . . . , I, j � 1, . . . , J, v � 1, . . . , n, (16)

x
v
j′i′ ∈ 0, 1{ }, j′ � 1, . . . , J′, i′ � 1, . . . , J′,

v � n + 1, . . . , V,
(17)

y
i′m
jj′ ∈ 0, 1{ }, j � 1, . . . , J, j′ � 1, . . . , J′,

i′ � 1, . . . , I′, m � 1, . . . , M.
(18)

3.4. Composition of the Objective Function. +e objective
function ofMTS-OPH is composed of vehicle transportation
cost, transfer cost, and delay cost. Each cost parameter is
described in the following.

3.4.1. Vehicle Transportation Cost. +e transportation cost
of vehicles is mainly composed of the transportation

distance, number of vehicles, number of freight parcels, and
fixed operating cost of vehicles.+erefore, the transportation
cost fvij in route (i, j) is as shown in

fvij � Qi′y
i′m
jj′ x

v
ijCij. (19)

To express fvij clearly, Equation (19) is simplified as

Qij � Qi′y
i′m
jj′ x

v
ij, (20)

fvij � CijQij. (21)

+erefore, the vehicle transportation cost fvj′i′ in the
route (j′, i′) can be obtained similarly.

fvj′i′ � Cj′i′
Qi′

. (22)

In summary, Equation (23) represents the vehicle
transportation cost.

fv � 
i�1



J

j�1


n

v�1
CijQijx

v
ij + 

J;

j�1


I′

i′�1


V

v�n+1
Cj′i′Qi′x

v
j′i′ + KCv.

(23)

3.4.2. Transfer Cost. +e number of freight parcels and fre-
quency of transfer constitute the transit cost. +e number of
transfers ismainly determined by the number of times the cargo
is loaded and unloaded; the completion of one loading and
unloading of cargo is regarded as one transfer. Equation (24)
shows the calculation method for the node transfer cost fn.

fn � 2CO 

I′

i′�1

Qi′ + 

J

j�1


J′

j′�1



I′

i′�1



M

m�1
Ojj′y

i′m
jj′ Qi′

⎛⎜⎝ ⎞⎟⎠. (24)

3.4.3. Delay Cost. +e delay cost is caused by the freight
arriving at the terminal cargo station in an unexpected time
window.+e delivery time window ofMTS-OPH is based on
the off-peak start time, so the delay cost will only be cal-
culated if the delivery time window is exceeded. +is is
expressed with fd, as in

fd � 
I′

i′�1

λi′Qi′ . (25)

Because only part of the metro carriages is used for
freight, the weight of the cargo is much smaller than that of
the metro. +erefore, the delivery cost of MTS-OPH is not
affected by metro fixed operating cost and metro trans-
portation distance.

In summary, the delivery cost fC is the sum of the vehicle
transportation costfv, node transit costfn, and delay costfd,
i.e.,fC � fv + fn + fd. Hence, themathematical formulation
of the MTS-OPH model is built as follows:

minZ � fc. (26)

Equation (26) denotes the smallest delivery cost, and the
calculation process is, respectively, performed using Equa-
tions (19)–(25).
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In the MTS-OPH model, the pickup and delivery con-
straints of the time window and transshipment value are
considered [8, 35, 36] and the mode selection constraints are
added according to the two loading modes of the proposed
mixed transport strategy. +is model is developed based on
the generalized assignment problem, which belongs to a NP-
hard problem [37–39] and is usually solved by heuristic
algorithms.

4. Solution Approaches

+e heuristic algorithm for solving the MTS-OPH is based
on the VNS [40, 41]. VNS provides a flexible framework for
constructing heuristics for approximately solving combi-
natorial optimization problems and nonlinear optimization
problems. +e main idea is to dynamically change the
neighborhood structure set during the search process to
expand the search range and obtain local optimal solutions.
Using such a variable neighborhood strategy, it is possible to
move away from the optimum and finally reach convergence
after multiple iterations. In the VNS algorithm used in this
study, the objective function (indicated by Zc) in Equation
(8) is used as an evaluation index for evaluating the quality of
the generated solution, as shown in the following:

f(c) � Zc. (27)

In this study, the VNS algorithm includes the following
three parts: initial solution, shaking process, and variable
neighborhood descent (VND) process. We use c, c′, and c″
to denote the solutions generated in the algorithm.G rep-
resents the neighborhood structure set included in the
shaking process, where G � 1, 2, 3, . . . , p, . . . , |G| , and H

represents the neighborhood structure set included in the
VND process, where H � 1, 2, 3, . . . , p, . . . , |H| . +e de-
tailed structure of the improved VNS algorithm is shown in
Algorithm 1.

+e shaking process is a perturbation operator in the
VNS.+e process is used to generate different neighborhood
solutions. +e remaining initial solution and VND process
are described in detail in the next section.

4.1. Initial Solution. +e initial delivery route R of the MTS-
OPH is formed by constructing a line of length 2I′ according
to the number i′ of a terminal cargo station. +e initial route
R is mainly composed of i′ departure metro stations and i′
arrival metro stations shown in Figure 4. Herein, each ji′ in
[j1, j2, . . . , ji′−1, ji′ ] corresponds to each j’

i′ in [j1′, j2′, . . . ,

j’
i′−1, j’

i′] individually, and a group [ji′ , j’
i′] constitutes a

metro distribution route.+e following conditions should be
met: j ∈ J, j′ ∈ J′, and J � J′.

4.2. Neighborhood Structure. Two types of neighborhood
structures are applied. +e first consists of neighbors which
exchange strategies on existing delivery routes. +e second
consists of neighbors obtained by updating the distribution
strategy on the existing route. +e methods for generating
neighbors for the first type of neighborhood structure are

Swap-2 and Inserting-t [42]. For the second type of
neighborhood structure, Alter-t method of producing
neighbors is designed in our study.

Swap-2 refers to the random exchange of two adjacent or
nonadjacent rows in the initial solution, as shown in
Figure 5(a). Insertion-t is formed by repeating t times on the
basis of Insertion-1. As shown in Figure 5(b), Insertion-1
randomly deletes a row from the initial solution and ran-
domly inserts it into other positions. In Figure 5(c), Alter-1
randomly selects a position ji′ in the initial solution and
selects a new number from the set J to replace ji′ . Alter-t is to
repeat the Alter-1 operation t times. In addition, to prevent
the value of t from being too large and destroying the
stability of the obtained solution structure, the value of t is
controlled to be in the range of [0, 5] in the insertion op-
eration and change operation of this study. +e iterations of
repeated deletions, changes, and insertions let the algorithm
search in a larger solution space, thereby enhancing the
ability of the neighborhood search algorithm to move away
from the local optimal region.

4.3. ShakingProcedure. We useG� {Alter−3, Alter−4} as the
set of neighborhood structures in the shaking procedure. For
each structure Gv ∈ G, it maps a given solution r to a series of
neighborhoods Gv(c). When the shaking procedure is ap-
plied, a solution will be randomly chosen from the neigh-
borhoods. Accordingly, the detailed procedure is given in
Algorithm 2.

4.4.VariableNeighborhoodDescent. During a local search in
VND, when a better solution than the current solution
cannot be found in this neighborhood, the search is con-
tinued by moving to the next neighborhood solution.
Contrarily, if a better solution than the current solution is
found in this neighborhood, the first neighborhood solution
will be returned to restart the search. For a better solution,
the first neighborhood solution should be returned and the
search should be started again. +e local optimal solution
obtained through such a search process is likely to be the
global optimal solution. A detailed operation of the VND
process is provided in Algorithm 3.

5. Numerical Experiments

Case studies of the Ningbometro network and Beijing metro
network were conducted to evaluate the accuracy and effi-
ciency of the proposed model and method. Examples of the
application in different delivery distances, different pas-
senger flows, and different types of metro networks were
illustrated.+e proposed algorithm framework was coded in
MATLAB 10.0 on a Window 10 personal computer with
4.0GB processor. +e MTS-OPH problem is solved by IBM
CPLEX 12.5 Academic Version on the same platform.

5.1. Small-Scale Case Study. In this section, based on the
logistics information of a certain express company in
Ningbo, we considered a distribution situation between the
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express delivery distribution center and six terminal express
delivery stations. For convenience, the cargo distribution
center is represented by I and the six cargo stations are
named A, B, C, D, E, and F, respectively, i.e.,
i′ � 1, 2, 3, 4, 5, 6{ }, i′ ∈ I′. +e geographical location of
freight stations is evenly distributed, and the receipt volume
of each cargo station obeys the uniform distribution of [40,
60]. +e metro network of the Ningbo Urban Rapid Rail
Transit Construction Plan (2013−2020) [43] was considered
as an example, as shown in Figure 6.

+e airport logistics park near the metro line was se-
lected as the express delivery distribution center, which is
represented by a red star in Figure 6. L1−L5 indicate each
metro line. Considering the actual situation and model
solution, each metro line station was uniformly numbered
according to positive integers from left to right, with the
letter “I” representing the departure metro station and “O”
representing the arrival metro station.

+e average speed of freight vehicles was 20 km/h [30],
and the delivery cost of unit express delivery per unit dis-
tance of freight vehicles was assumed to be 2 yuan [44]. +e
values of the other parameters are listed in Table 2. In the
experiment, the distribution data and time window are
shown in Table 3.

In the algorithm parameter setting process, this study
sets the number of neighborhood solutions in one iteration
to 100 and the total number of iterations to 50 [27]. +e
neighborhood structures of VND and shaking are as follows:
VND, {Alter_3, Alter_5, Insertion_2, Insertion_1, Opt_2};
Shaking, {Alter_3, Alter_5}.

For related problems in route planning and distribution,
the genetic algorithm (GA) is widely used [45–47]. +erefore,
the GA and the improved VNS algorithm are used to solve the
problem.+e population size of the GA is 100, the number of
iterations is 50, the crossover probability is 0.6, and the
mutation probability is 0.1 [48]. +e optimization results of
the two algorithms were obtained by running 20 times, as
shown in Table 4. Although GA has a shorter calculating time,
VNS can obtain the best delivery cost of higher quality, and

after many repeated trials, the results show that the stability of
the optimal solution obtained by VNS is better than that of
GA, which verifies the effectiveness of the algorithm.

In order to further prove the effectiveness of the improved
VNS algorithm, we first give the actual maximum cross-
section passenger flow to Equation (12), making MTS-OPH
an integer linear programing model. Secondly, the ILOG
CPLEX solver is used to solve it. After implementations, we
finally obtained the returned solution with a calculation time
of 328 s, where the relative gap turns out to be 5.00%. +e
approximate optimal objective value is 5861.0 yuan, which is
consistent with the solution result of the improved VNS
algorithm. +erefore, the proposed algorithm is effective.

Finally, the optimal solution for the delivery of vehicles is
calculated. Meanwhile, the optimal transportation strategy
during off-peak hours for the individual distribution of
freight vehicles is calculated; this transportation strategy is
called VTS-OPH. Table 5 shows the comparison between the
MTS-OPH and VTS-OPH. +e delivery time of VTS is
mainly composed of two parts: loading and unloading time
and transportation time. Among them, the loading and
unloading time is determined according to the quantity of
goods and the transportation time is determined by the
transportation distance and the transportation speed. If the
delivery time is less than 1min, it is approximated to 1min.

As evident from Table 5, the MTS-OPH and VTS-OPH
complete deliveries within the time window. +e average
time to complete a delivery in the VTS-OPH is 69min, and
in the MTS-OPH, the average time is 73min. However, the
MTS-OPH spends approximately one-third of the delivery
cost of the VTS-OPH to complete a delivery. According to
this small-scale case analysis results, the MTS-OPH has
certain advantages when compared with the VTS-OPH.

+e delivery route is shown in Table 6, and the result
shows that for the express station “F” delivery, the MTS-
OPH requires less time than the VTS-OPH, and for the
delivery of the other express stations, the VTS-OPH requires
less time than the MTS-OPH. +erefore, further investi-
gation is required regarding the applicability of the MTS-
OPH for different distances.

5.2. Applicability of MTS-OPH considering Different Delivery
Distances. To study the applicability of the MTS-OPH for
different delivery distances, we divide the actual express

Step 1: a solution c is randomly generated in a given range, and the initial solution is brought into the objective function calculation
program to obtain the initial target value f(c); go to Step 2.
Step 2: let p � 1 until p � |G|; go to Step 3.
Step 3: substitute the initial solution c into Shaking, and perform the k-th neighborhood operation of Shaking to generate a new
solution c′; go to Step 4.
Step 4: substitute c′ into the VND, generate multiple neighborhood solutions related to c′, and perform a local search among the
generated multiple neighborhood solutions to obtain the local search optimal solution c′; go to Step 5.
Step 5: if f(c″)<f(c), it means that c″ is better than the current optimal solution c; then, let c � c″ and continue to search within the
current neighborhood structure (p � 1); otherwise, let p � p + 1. Meanwhile, if p � |G|, go to Step 6. Otherwise, go to Step 3.
Step 6: until the termination criterion is met, the optimal solution c is returned.

ALGORITHM 1: Procedure of VNS algorithm.

Departure
metro station

Arrival
metro station

[ j1, j2,..., ji'–1, ji' , j1', j2',..., ji'–1, ji' ]''

Figure 4: Initial path diagram.
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delivery information provided by the airport logistics park
into three different distribution range data tables. +e metro
network of Ningbo is shown in Figure 7.

According to the metro network and express delivery
information data, Ningbo is divided into three areas with
different distribution scopes as S1, S2, and S3. Twenty
delivery destinations (terminal express delivery stations)
are selected with uniform locations in each area, as shown
in Figure 8. Each delivery area is separated by a blue dotted
line, where S1 is a short-distance delivery area, S2 is a
medium-distance delivery area, and S3 is a long-distance
delivery area. According to different distribution ranges,
different time window requirements are allotted [44], as
shown in Table 7.

In the experiment, the time horizon is considered to be 9:
00−12:00, which is the off-peak period of metro operation. In
addition, the metro model in Ningbo is type B composed of
six carriages with a total capacity of 1,460 people. According
to statistics from the Ningbo Rail Transit Group, the
maximum load rate during off-peak hours in the Ningbo
metro network is 90%. Hence, at least five metro carriages
are required for passenger transportation during off-peak
hours, and the remaining one carriage is used for goods
transportation. +e remaining parameter values and algo-
rithm parameter settings are consistent with the small-scale
case study presented in Section 5.1.

5.2.1. Analysis of the Short-Distance Delivery Area. +e
demand and time window of the terminal express station in
S1 are listed in Table 8.

+e data in Table 8 are used in the VNS algorithm for 20
calculations to obtain the optimal solution for the MTS-
OPH and VTS-OPH, as shown in Table 9, and the optimal
delivery routes of the two strategies are given in Table 10.

In Table 9, the delivery cost of the MTS-OPH is ap-
proximately 66.4% higher than that of the VTS-OPH. In
addition, 12 of the 20 terminal express delivery stations in
the MTS-OPH failed to deliver on time, while the VTS-OPH
completed all deliveries with the set time window. In the
short-distance distribution area, the success rate of the MTS-
OPH to complete the delivery within the time window was
40%. However, the MTS-OPH reduces the vehicle delivery
distance by 56.7% when compared with that of the VTS-
OPH. Although the vehicle transportation distance is re-
duced, the delivery time is increased, as shown in Table 10.
According to the above analysis, in the short-distance de-
livery area, the MTS-OPH is not suitable for multitarget
delivery and the overall operation of express delivery
companies, but the single-target delivery remains to be
studied. +is corresponds well with the study of high-speed
railway freight distribution by Pazour et al. [49].

5.2.2. Analysis of the Medium-Distance Delivery Area.
+e demand and time window of the terminal express
station in S2 are listed in Table 11.

Similarly, the data in Table 11 are used in theVNS algorithm
for 20 calculations, and the optimal solution is listed in Table 12.

As shown in Table 12, the delivery cost of the VTS-OPH
is 8.0% higher than that of the MTS-OPH, but the average
delivery time of the VTS-OPH is 33.7% less than that of the

Step 1: enter the initial solution c and the index of neighborhood structureG; go to Step 2.
Step 2: select a solution from Gv(c) at random, and then go to Step 3.
Step 3: a random chosen solution c′ is returned.

ALGORITHM 2: Shaking procedure.

Before

A�er

[ j1, j2,..., ji'–1, ji' , j1, j2,..., ji'–1, ji' ]'''

[ j1, j2,..., j2 , ji' , j1, ji'–1 ,..., ji'–1, ji' ]'' ''

(a)

[ j1, j2,..., ji' , j1 , j2, ji'–1, ji'–1, ji' ]' '''

[ j1, j2,..., ji'–1, ji' , j1, j2,..., ji'–1, ji' ]'''

(b)

[ j1, j2,..., ji'–1 , ji' , j1, j2,..., ji'–1, ji' ]'' ' '*

[ j1, j2,..., ji'–1, ji' , j1, j2,..., ji'–1, ji' ]'''

(c)

Figure 5: +ree methods of producing neighbors. (a) Swap-2. (b) Insertion-1. (c) Alter-1.

Step 1: enter the initial solution c′ and neighborhood structure set H of the VND; go to Step 2.
Step 2: let p � 1 until p � |H|, and then go to Step 3.
Step 3: use the neighborhood structure H to perform a local search to generate a new solution c″, and then go to Step 4.
Step 4: if f(c″)<f(c), it means that c

’′ is better than the current optimal solution c′; then, let c′ � c″ and continue to search within
the current neighborhood structure (p � 1); otherwise, let p � p + 1. Meanwhile, if p � |H|, go to Step 5; otherwise, go to Step 3.
Step 5: until the termination criterion is met, the optimal solution c′ is returned.

ALGORITHM 3: Procedure of VND.
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Figure 6: Ningbo metro network schematic diagram.

Table 2: Values and units of certain parameters in the small-scale case study.

Parameters Notations Values
Vehicle fixed operating cost Cv 30 (yuan)
Capacity of the transport vehicle capV 60 (parcel)
Freight capacity of one metro carriage capM 330 (parcel)
Number of freight carriages E 1 (carriage)
Transfer cost CO 0.6 yuan/parcel
Transfer time tO 6min
Headway tinterval 7min
+e delay cost α 2 yuan/parcel

Table 3: Express delivery station demand and time window in the small-scale case study.

Express delivery station Express delivery station demand (parcel) Time window (min)
A 53 [0, 60]
B 55 [0, 180]
C 59 [0, 60]
D 57 [0, 180]
E 51 [0, 180]
F 58 [0, 180]
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Table 4: Comparison of optimization results for two algorithms.

Algorithm Optimal calculating time (s) Best delivery cost (yuan) Worst delivery cost (yuan) Average delivery cost (yuan)
VNS 86.3 5861.0 6239.8 6021.2
GA 16.2 6382.5 7618.2 6775.0

Table 5: Optimal solution for the two transportation strategies.

Transportation
strategy

Delivery cost
(yuan)

Delivery distance by
vehicles (km)

Average delivery time
(min)

Number of express delivery stations that did
not deliver on time

MTS-OPH
(Method 1) 5861.0 26.3 73 0

VTS-OPH 15350.0 136.4 69 0

Table 6: Delivery route comparison.

Terminal express stations
MTS-OPH (Method 1) VTS-OPH

Delivery route (transfer times) Delivery time (min)/train number Delivery route
(transfer times) Delivery time (min)

A I⟶ L5I2⟶ L2O2⟶A (1) 39/1 I⟶A (0) 21
B I⟶ L5I2⟶ L2O6⟶B (1) 41/1 I⟶B (0) 20
C I⟶ L5I2⟶ L5O9⟶C (0) 41/1 I⟶C (0) 36
D I⟶ L5I2⟶ L3O22⟶C (1) 87/1 I⟶D (0) 75
E I⟶ L5I2⟶ L1O24⟶C (1) 101/1 I⟶E (0) 111
F I⟶ L5I2⟶ L1O29⟶C (1) 125/2 I⟶ F (0) 147

Figure 7: Metro network of Ningbo in 2020.
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Figure 8: Distribution area.

Table 7: Delivery time window.

Delivery area S1 S2 S3
Delivery time window [ET, LT] (min) [0, 60] or [0, 90] [0, 90] or [0, 120] [0, 120] or [0, 180]

Table 8: Express delivery station demand and time window in S1.

Express delivery station Express delivery station demand (parcel) Time window (min)
1 56 [0, 90]
2 58 [0, 60]
3 43 [0, 90]
4 58 [0, 90]
5 53 [0, 90]
6 42 [0, 90]
7 46 [0, 90]
8 51 [0, 60]
9 59 [0, 90]
10 59 [0, 60]
11 43 [0, 90]
12 59 [0, 60]
13 59 [0, 60]
14 50 [0, 60]
15 56 [0, 60]
16 43 [0, 90]
17 48 [0, 90]
18 58 [0, 60]
19 56 [0, 90]
20 59 [0, 60]

Table 9: Optimal solution for two transportation strategies.

Transportation strategy Delivery cost (yuan) Delivery distance by vehicles (km) Average delivery
time (min) Number of express delivery stations

that did not deliver on time
MTS-OPH (Method 1) 38842.3 93.3 83 12
VTS-OPH 23349.0 214.8 33 0
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Table 10: Delivery route comparison.

Terminal express stations
MTS-OPH (Method 1) VTS-OPH

Delivery route (transfer times) Delivery time (min)/train number Delivery route
(transfer times) Delivery time (min)

1 I⟶ L5I2⟶ L4O2⟶1 (2) 109/2 I⟶ 1 (0) 72
2 I⟶ L5I2⟶ L4O3⟶ 2 (2) 97/1 I⟶ 2 (0) 57
3 I⟶ L5I2⟶ L4O5⟶ 3 (2) 108/2 I⟶ 3 (0) 54
4 I⟶ L5I2⟶ L4O6⟶ 4 (2) 87/3 I⟶ 4 (0) 57
5 I⟶ L2I1⟶ L4O6⟶ 5 (1) 90/1 I⟶ 5 (0) 45
6 I⟶ L5I2⟶ L4O6⟶ 6 (2) 102/3 I⟶ 6 (0) 42
7 I⟶ L5I2⟶ L1O3⟶ 7 (2) 97/3 I⟶ 7 (0) 28
8 I⟶ L5I2⟶ L1O3⟶ 8 (2) 88/1 I⟶ 8 (0) 23
9 I⟶ L5I2⟶ L1O7⟶ 9 (2) 92/3 I⟶ 9 (0) 33
10 I⟶ L5I2⟶ L1O7⟶10 (2) 84/1 I⟶ 10 (0) 22
11 I⟶ L5I2⟶ L1O6⟶11 (2) 87/3 I⟶ 11 (0) 27
12 I⟶ L5I2⟶ L2O8⟶12 (1) 49/1 I⟶ 12 (0) 19
13 I⟶ L5I2⟶ L1O5⟶13 (2) 85/1 I⟶ 13 (0) 15
14 I⟶ L5I2⟶ L1O2⟶14 (2) 93/2 I⟶ 14 (0) 11
15 I⟶ L5I2⟶ L2O7⟶15 (1) 48/2 I⟶ 15 (0) 21
16 I⟶ L5I2⟶ L2O4⟶16 (1) 42/3 I⟶ 16 (0) 18
17 I⟶ L5I2⟶ L2O3⟶17 (1) 75/4 I⟶ 17 (0) 17
18 I⟶ L5I2⟶ L2O2⟶18 (1) 50/2 I⟶ 18 (0) 20
19 I⟶ L5I2⟶ L3O1⟶ 19 (1) 93/4 I⟶ 19 (0) 39
20 I⟶ L5I2⟶ L3O5⟶ 20 (1) 67/2 I⟶ 20 (0) 29

Table 11: Express delivery station demand and time window in S2.

Express delivery station Express delivery station demand (parcel) Time window (min)
1 47 [0, 90]
2 57 [0, 90]
3 52 [0, 120]
4 51 [0, 90]
5 58 [0, 120]
6 46 [0, 90]
7 55 [0, 90]
8 55 [0, 120]
9 48 [0, 120]
10 51 [0, 120]
11 42 [0, 120]
12 41 [0, 120]
13 51 [0, 120]
14 56 [0, 120]
15 59 [0, 90]
16 43 [0, 120]
17 51 [0, 90]
18 49 [0, 90]
19 40 [0, 90]
20 47 [0, 90]

Table 12: Optimal solution for two transportation strategies.

Transportation strategy Delivery cost /(yuan) Delivery distance by vehicles (km) Average delivery
time (min)

Number of express delivery stations
that did not deliver on time

MTS-OPH (Method 1) 35582.5 94.1 86 2
VTS-OPH 38661.6 378.4 57 0
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MTS-OPH. In addition, the specific delivery time, delivery
route, transfer times, and train number of each express
station under the two modes are shown in Table 13. Con-
currently, VTS-OPH completed all deliveries within the time
window. +ere were two express delivery stations in the
MTS-OPH that failed to deliver on time.+e vehicle delivery
distance in MTS-OPH is 24.7% of that in VTS-OPH.

Combining the results listed in Tables 9 and 12, the
number of express stations that did not deliver on time
significantly improved when the MTS-OPH was selected in
the medium-distance delivery area, when compared with the
MTS-OPH in the short-distance delivery area. From the
original 12 express stations that failed to deliver on time, two
express delivery stations failed to deliver on time. +erefore,
although the VTS-OPH requires less time to complete 100%
on-time distribution, the MTS-OPH delivery cost is slightly
lower and the MTS-OPH significantly reduces the vehicle
transportation distance. +is means that when choosing the
MTS-OPH for delivery, the transportation distance of ve-
hicles can be reduced and pressure on urban roads can be
reduced. According to the above analysis, the MTS-OPH is
more suitable for the medium-distance distribution area
than for the short-distance distribution area. +eMTS-OPH
and VTS-OPH exhibit varied advantages in medium-dis-
tance delivery areas; however, considering the urban system,
the MTS-OPH is better than the VTS-OPH.

5.2.3. Analysis of the Long-Distance Delivery Area. +e
demand and time window of the terminal express station in
S3 are shown in Table 14.

According to the above experimental data, the VNS
algorithm is used to solve the two transportation strategies of
MTS-OPH and VTS-OPH 20 times and the optimal solution
obtained is shown in Table 15. +e delivery route infor-
mation is shown in Table 16.

As shown in Tables 15 and 16, we obtained a different
delivery result when compared with results of previous
analyses. In the long-distance delivery area, all indicators of
the MTS-OPH are better than those of the VTS-OPH, except
for the average delivery time.+e delivery cost of MTS-OPH
is 52.2% of VTS-OPH, the vehicle delivery distance is 17.6%
of VTS-OPH, and the average delivery time is slightly worse
than that of VTS-OPH. A significant change is observed in
the number of express delivery stations that failed to deliver
on time. In the MTS-OPH, all express delivery stations
completed the delivery within the time window, while in the
VED mode, there were four express stations that failed to
complete the delivery within the time window. +us, the
MTS-OPH is suitable for long-distance distribution areas. A
similar result was reported in a high-speed rail express
delivery study conducted in [50].

Concurrently, by comparing the calculation results in
Tables 9, 12, and 15, it is further verified that the MTS-OPH
is suitable for long-distance delivery. On the one hand, as the
distribution distance increased, the distribution cost of the
MTS-OPH changed slightly and the vehicle delivery distance
increased at an average growth rate of 18%, which was much
smaller than that of the VTS-OPH and increased with an

average growth rate of 86%. +e above analysis proves the
feasibility and stability of the MTS-OPH. On the other hand,
from short-distance delivery to medium-distance delivery to
long-distance delivery, the number of express stations that
failed to complete the delivery within the time window
under the MTS-OPH changed from twelve to zero and that
of the VTS-OPH changed from zero to four.

5.2.4. Relationship between MTS-OPH and VTS-OPH under
Different Delivery Distances. To further explore the rela-
tionship between the MTS-OPH and VTS-OPH under
different delivery distances, we assumed that there was one
terminal express station, did not consider the time window
constraints, and quantitatively analyzed the delivery costs of
the two transportation strategies.

f
m
c � Q∗ 2∗ Lij + Lj′i′  + Co ∗ Ojj′ + 2  

+ 2∗
Q

capV

∗Cv,

(28)

f
v
c � 2Q∗Lii′ +

Q

capV

∗Cv, (29)

where fm
c represents the delivery cost of MTS-OPH, fv

c

represents the delivery cost of VTS-OPH, Q is the number of
express parcels, Cv is the fixed operating cost of the vehicle,
capV is the capacity of freight vehicles, L is the vehicle
transportation distance between two points, Co is per unit
cargo transfer cost after one transfer, and O is the number of
transfers between two stations.

+e delivery costs of the two transportation strategies are
shown in Equations (28) and (29). Assuming that the
number of express deliveries for delivery is 60 parcels that
reach the upper limit of vehicle loading and the number of
transfers is 2, the relationship between the two trans-
portation strategies is

Lii′ > 1.45 + Lij + Lj′i′ . (30)

Equation (30) shows that when the vehicle delivery
distance of VTS-OPH is greater than the sum of 1.45 and the
vehicle delivery distance of MTS-OPH, the MTS-OPH
should be adopted; otherwise, the VTS-OPH should be
selected. +e above conclusions further prove that the MTS-
OPH is more suitable for long-distance delivery.

5.3. Impact on MTS-OPH under Different Load Rates of
Passenger Flow during Off-Peak Hours. In this section, we
analyze the impact of different load rates of passenger flow
on MTS-OPH. We selected case data in S3 for analysis, the
total number of express deliveries is 975 packages, and three
train carriages are required as freight carriages. +is de-
termines the 50% full-load rate during off-peak hours as the
boundary. Concurrently, following the principle of pas-
senger and cargo diversion, according to the statistics of
Ningbo Rail Transit Group, the maximum passenger flow
load rate of the Ningbo metro network during off-peak
hours is 90% and 5 train carriages are required as passenger
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carriages. +erefore, 90% of the passenger flow load rate is
determined as upper limit. When the full-load rate of
passenger flow during the off-peak hours is greater than

90%, the MTS-OPH is not selected, as shown in Figure 9.
When the interval for the full-load rate of passenger flow is
[0%, 50%] and the total number of goods and passengers is

Table 13: Delivery route comparison.

Terminal express stations
MTS-OPH (Method 1) VTS-OPH

Delivery route (transfer times) Delivery time (min)/train number Delivery route
(transfer times) Delivery time (min)

1 I⟶L5I2⟶L3O22⟶1 (2) 94/1 I⟶ 1 (0) 72
2 I⟶ L5I2⟶L3O23⟶ 2 (2) 105/1 I⟶ 2 (0) 86
3 I⟶L5I2⟶L3O21⟶ 3 (2) 101/2 I⟶ 3 (0) 72
4 I⟶ L5I2⟶ L5O22⟶ 4 (1) 87/1 I⟶ 4 (0) 69
5 I⟶ L5I2⟶L3O18⟶ 5 (2) 94/2 I⟶ 5 (0) 60
6 I⟶ L5I2⟶L3O18⟶ 6 (2) 85/1 I⟶ 6 (0) 45
7 I⟶ L5I2⟶ L2O15⟶ 7 (1) 70/1 I⟶ 7 (0) 45
8 I⟶ L5I2⟶ L1O18⟶ 8 (1) 97/3 I⟶ 8 (0) 69
9 I⟶ L5I2⟶L3O18⟶ 9 (2) 104/3 I⟶ 9 (0) 51
10 I⟶ L5I2⟶ L5O20⟶10 (1) 97/3 I⟶ 10 (0) 72
11 I⟶ L5I3⟶ L4O19⟶11 (1) 76/3 I⟶ 11 (0) 51
12 I⟶ L5I2⟶ L1O20⟶12 (1) 102/3 I⟶ 12 (0) 60
13 I⟶ L5I2⟶ L2O16⟶13 (1) 91/3 I⟶ 13 (0) 36
14 I⟶ L5I2⟶ L4O17⟶14 (1) 85/4 I⟶ 14 (0) 39
15 I⟶ L5I2⟶ L3O11⟶ 15 (1) 54/1 I⟶ 15 (0) 60
16 I⟶ L5I2⟶ L1O19⟶16 (1) 106/4 I⟶ 16 (0) 39
17 I⟶ L5I2⟶ L3O3⟶17 (1) 75/2 I⟶ 17 (0) 51
18 I⟶ L5I2⟶ L3O6⟶18 (1) 62/2 I⟶ 18 (0) 57
19 I⟶ L5I2⟶ L4O24⟶19 (1) 70/2 I⟶ 19 (0) 54
20 I⟶ L5I2⟶ L4O23⟶ 20 (1) 62/2 I⟶ 20 (0) 48

Table 14: Express delivery station demand and time window in S3.

Express delivery station Express delivery station demand (parcel) Time window (min)
1 56 [0, 120]
2 48 [0, 120]
3 45 [0, 180]
4 48 [0, 180]
5 42 [0, 120]
6 43 [0, 120]
7 59 [0, 180]
8 59 [0, 120]
9 52 [0, 120]
10 41 [0, 120]
11 45 [0, 120]
12 47 [0, 180]
13 56 [0, 120]
14 40 [0, 120]
15 41 [0, 180]
16 43 [0, 120]
17 53 [0, 120]
18 55 [0, 180]
19 53 [0, 180]
20 49 [0, 180]

Table 15: Optimal solution for two transportation strategies.

Transportation strategy Delivery cost (yuan) Delivery distance
by vehicles (km) Average delivery time (min) Number of express delivery stations

that did not deliver on time
MTS-OPH (Method 1) 38131.8 130.8 115 0
VTS-OPH 73006.8 743.6 112 4
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less than the capacity of the metro train, the flexibility
loading mode should be selected, the full-load rate of pas-
senger flow should be (50%, 90%], the total number of goods
and passengers is greater than the capacity of the metro
train, and the fixed loading mode should be selected. When
the full-load rate of passenger flow is greater than 90%, the
metro is used for transporting passengers.

To further compare the two transportation methods in
the MTS-OPH, with the load rates of passenger flow of 50%
and 90% as the boundary, the VNS algorithm was run 20
times to obtain the optimal results, as shown in Table 17.

In Table 17, the delivery cost and the vehicle delivery
distance are equal in Methods 1 and 2, but considering the
average delivery time, Method 2 is shorter than Method 1.
When the load rate of passenger flow satisfies the boundary
conditions, the delivery efficiency of Method 2 is better than
that of Method 1 for the same delivery time. Considering
long-term transportation, MTS-OPH has the potential and
has huge positive effects; for example, it can alleviate traffic
congestion, has huge economies of scale [51, 52], and has
much lower fuel consumption than the VTS-OPH. +e
MTS-OPH is adopted during off-peak hours, which can

Table 16: Delivery route comparison.

Terminal express stations
MTS-OPH (Method 1) VTS-OPH

Delivery route (transfer times) Delivery time (min)/train number Delivery route
(transfer times) Delivery time (min)

1 I⟶ L5I2⟶ L2O24⟶1 (1) 105/1 I⟶ 1 (0) 93
2 I⟶ L5I2⟶ L2O26⟶ 2 (1) 112/1 I⟶ 2 (0) 114
3 I⟶ L5I2⟶ L2O26⟶ 3 (1) 127/2 I⟶ 3 (0) 102
4 I⟶ L5I2⟶ L2O24⟶ 4 (1) 129/3 I⟶ 4 (0) 108
5 I⟶ L2I1⟶ L2O26⟶ 5 (1) 112/1 I⟶ 5 (0) 108
6 I⟶ L5I2⟶ L2O21⟶ 6 (1) 103/1 I⟶ 6 (0) 87
7 I⟶ L5I2⟶ L1O22⟶ 7 (1) 118/3 I⟶ 7 (0) 87
8 I⟶ L5I2⟶ L1O21⟶ 8 (1) 91/1 I⟶ 8 (0) 78
9 I⟶ L5I2⟶ L1O23⟶ 9 (1) 96/1 I⟶ 9 (0) 93
10 I⟶ L5I2⟶ L1O27⟶10 (1) 118/2 I⟶ 10 (0) 126
11 I⟶ L5I2⟶ L1O24⟶11 (1) 101/2 I⟶ 11 (0) 108
12 I⟶ L5I2⟶ L1O25⟶12 (1) 115/3 I⟶ 12 (0) 120
13 I⟶ L5I2⟶ L2O27⟶13 (1) 119/2 I⟶ 13 (0) 114
14 I⟶ L5I2⟶ L1O26⟶14 (1) 114/2 I⟶ 14 (0) 126
15 I⟶ L5I2⟶ L1O26⟶15 (1) 127/3 I⟶ 15 (0) 135
16 I⟶ L5I2⟶ L1O26⟶16 (1) 108/2 I⟶ 16 (0) 126
17 I⟶ L5I2⟶ L1O28⟶17 (1) 116/2 I⟶ 17 (0) 147
18 I⟶ L5I2⟶ L1O28⟶18 (1) 123/3 I⟶ 18 (0) 147
19 I⟶ L5I2⟶ L1O26⟶19 (1) 128/3 I⟶ 19 (0) 120
20 I⟶ L5I2⟶ L1O22⟶ 20 (1) 119/4 I⟶ 20 (0) 92
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Figure 9: Transportation methods under different load rates of passenger flow.
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fulfill the use of the idle resources of the metro and does not
require excessive initial investment.

5.4. Applicability of MTS-OPH considering Different Metro
Networks. In order to further prove the applicability and
feasibility of the model, we selected the Beijing metro net-
work for numerical experiments. +e Beijing metro network
is one of the most complex metro networks in China, with 24
metro lines totaling 331 stations, including 62 transfer
stations, as shown in Figure 10. In Figure 10, the green dots
indicate the terminal express delivery stations, totaling 20.
+e red five-pointed star indicates the express delivery
distribution center, which is the airport logistics park near

the capital airport. Different from Ningbo’s radial metro
network, Beijing’s metro network is a ring-shaped radial
network with more diversified route selections between
lines. +erefore, we increased the maximum number of
transfers in the model to 4 times.

In the experiment, the considered time horizon is set as
9:00–12:00, which is the off-peak period of metro opera-
tion. According to the data of Beijing Subway Operation
Company, the maximum passenger load rates of passenger
flow in the Beijing metro network during off-peak hours is
94.3%. +e metro train is composed of 6 carriages, and it
needs to occupy 5 carriages for passenger transportation.
+us, the loading mode of Method 1 for mixed trans-
portation is selected. Some parameters in the experiments

Table 17: Optimal solution for the two transportation methods of MTS-OPH.

Transportation method of MTS-OPH Delivery cost (yuan) Delivery distance
by vehicles (km) Average delivery time (min) On-time delivery rate (%)

Method 1 37852.2 130.8 114 100
Method 2 37852.2 130.8 106 100
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Figure 10: Metro network of Beijing.
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are set as follows. +at is, the delivery time window is set to
2 hours or 3 hours, and the demand and time windows of
each terminal express station are shown in Table 18. +e

remaining parameter values and algorithm parameter
settings are consistent with the small-scale case study
presented in Section 5.1.

Table 18: Express delivery station demand and time window in Beijing.

Express delivery station Express delivery station demand (parcel) Time window (min)
1 56 [0, 120]
2 58 [0, 120]
3 43 [0, 180]
4 58 [0, 180]
5 53 [0, 120]
6 42 [0, 180]
7 46 [0, 180]
8 51 [0, 120]
9 59 [0, 120]
10 59 [0, 180]
11 43 [0, 180]
12 59 [0, 180]
13 59 [0, 120]
14 50 [0, 180]
15 56 [0, 180]
16 43 [0, 120]
17 48 [0, 180]
18 58 [0, 120]
19 56 [0, 180]
20 59 [0, 120]

Table 19: Optimal solution for two transportation strategies.

Transportation strategy Delivery cost (yuan) Delivery distance
by vehicles (km) Average delivery time (min) Number of express delivery stations

that did not deliver on time
MTS-OPH (Method 1) 49320.8 265.0 104 0
VTS-OPH 82855.2 776.0 117 3

Table 20: Delivery route comparison.

Terminal express stations
MTS-OPH (Method 1) VTS-OPH

Delivery route (transfer times) Delivery time (min)/
train number

Delivery route
(transfer times) Delivery time (min)

1 I⟶ L15I3⟶ L15O7⟶1 (0) 46/1 I⟶ 1 (0) 27
2 I⟶ L15I3⟶ L15O11⟶ 2 (0) 72/1 I⟶ 2 (0) 75
3 I⟶ LAI1⟶ L15O7⟶ 3 (1) 81/1 I⟶ 3 (0) 45
4 I⟶ L15I3⟶ L10O12⟶ 4 (1) 77/2 I⟶ 4 (0) 84
5 I⟶ L15I3⟶ L14O10⟶ 5 (1) 82/1 I⟶ 5 (0) 91
6 I⟶ L15I3⟶ L16O8⟶ 6 (4) 163/2 I⟶ 6 (0) 138
7 I⟶ L15I3⟶ L13O14⟶ 7 (1) 83/2 I⟶ 7 (0) 112
8 I⟶ L15I3⟶ L15O18⟶ 8 (0) 78/1 I⟶ 8 (0) 99
9 I⟶ L15I3⟶ L4O12⟶ 9 (2) 108/1 I⟶ 9 (0) 106
10 I⟶ LAI1⟶ L6O26⟶10 (1) 117/1 I⟶ 10 (0) 129
11 I⟶ L14EI1⟶ LS1O3⟶11 (2) 173/2 I⟶ 11 (0) 182
12 I⟶L15I3⟶ L14EO5⟶12 (3) 164/1 I⟶ 12 (0) 155
13 I⟶ LAI1⟶ L9O11⟶ 13 (1) 98/3 I⟶ 13 (0) 172
14 I⟶ L15I3⟶ L1O22⟶14 (2) 28/3 I⟶ 14 (0) 147
15 I⟶ L15I3⟶ L4O24⟶15 (2) 149/1 I⟶ 15 (0) 154
16 I⟶L14EI1⟶ L14EO16⟶16 (0) 115/1 I⟶ 16 (0) 115
17 I⟶ L5I3⟶ L2O25⟶17 (1) 155/2 I⟶ 17 (0) 117
18 I⟶L15I3⟶ LYZO8⟶18 (2) 39/3 I⟶ 18 (0) 143
19 I⟶ L15I3⟶ L7O9⟶19 (2) 137/2 I⟶ 19 (0) 143
20 I⟶ L15I3⟶ L1O2⟶ 20 (2) 110/2 I⟶ 20 (0) 102
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+e experimental data in Table 18 are used in the VNS
algorithm for 20 calculations. +e optimal solution and
delivery route information are listed in Tables 19 and 20,
respectively.

In Table 19, the delivery cost of MTS-OPH is 59.5% of
VTS-OPH and the vehicle transportation distance is 34.1%
of VTS-OPH. +e average delivery time of MTS-OPH is
slightly better than that of VTS-OPH, and the delivery tasks
are all completed within the time window. However, under
the VTS-OPH mode, there are 3 terminal express stations
that failed to complete the delivery within the time window.
In Table 20, terminal express stations closer to the express
distribution center use VTS-OPH for shorter delivery time,
while terminal express stations farther away from the express
distribution center use MTS-OPH for shorter delivery time.
In general, the MTS-OPH mode can complete the delivery
within the time window, and the average delivery time is
shorter, which is better than the VTS-OPH mode.

According to the case analysis results in Tables 19 and 20,
MTS-OPH is more suitable for long-distance multitarget
delivery. Compared with VTS-OPH, MTS-OPH has lower
total delivery cost, shorter vehicle transportation distance,
and higher service level. +e above analysis results are
consistent with the Ningbo metro case analysis results,
which prove that our proposed model can be applied to
different types of metro networks with different levels of
complexity.

6. Conclusion

+is paper proposes a new mixed transport strategy based
on the metro network during off-peak hours to determine
the freight mode and its distribution cost under off-peak
metro passenger flow. +e mixed transportation standard
of passenger flow priority and separate transportation of
passenger and cargo flows of the same train are proposed.
According to the aforementioned criteria, a nonlinear
programing model of the mixed transport strategy is
constructed. In addition, an improved VNS algorithm is
designed to solve the model. Finally, considering the
Ningbo and Beijing metro network as an example, it is
verified that the proposed model and mixed transport
strategy can provide decision support for logistics com-
panies. +e main contributions of the study are as follows.

A theoretical framework of the mixed transport strategy
for different metro passenger flows during off-peak hours
was developed via comparisons with related studies
[9, 20, 29]. +us, a mixed transportation standard with
passenger flow priority and separate transportation of the
same train passenger and cargo flows was established, which
expanded the integrated transportation of urban freight and
metro passenger transportation.

In practice, the model of the mixed transportation
strategy proposed in this study can provide decision support
for logistics companies based on different delivery distances,
different off-peak passenger flows, and different types of
metro networks. First, when the vehicle transportation
distance under separate VTS-OPH is greater than the sum of
1.45 and the vehicle transportation distance of MTS-OPH,

the MTS-OPH should be adopted; otherwise, the VTS-OPH
should be selected. Second, when the number of passengers
and freight transportation demand are greater than the
metro capacity, the fixed loading mode of the MTS-OPH
should be selected for transportation; otherwise, the flexi-
bility loading mode of the MTS-OPH should be selected for
transportation. Finally, the proposed model framework can
be applied to different types of metro networks with different
levels of complexity.

+is study has some limitations to be further solved, such
as freight vehicle scheduling and route planning and metro
station and line performance evaluation [53, 54]. +e study
should mainly focus on the following aspects: (1) Freight
vehicle routes should be planned to improve vehicle utili-
zation, and train schedule issues should be analyzed from a
data-driven perspective [55]. (2) Owing to the uneven
distribution of passenger flow in the urban metro system
during off-peak hours, the remaining loading capacity of
other carriages can be considered in future studies. (3) To
ensure the mixed strategy realizable, the metro turnover and
rolling stock circulation and selecting the unloading stations
should be considered.
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continuous variable neighborhood search heuristic for finding
the three-dimensional structure of a molecule,” European
Journal of Operational Research, vol. 185, no. 3, pp. 1265–1273,
2008.

[43] Ningbo Rail Transit, Ningbo Urban Rapid Rail Transit Con-
struction Plan (2013-2020), Ningbo Rail Transit, Ningbo,
China, 2013.

[44] Dada Express, Business Introduction, 2020.
[45] X. Hu, G. Wang, X. Li, Y. Zhang, S. Feng, and A. Yang, “Joint

decision model of supplier selection and order allocation for
the mass customization of logistics services,” Transportation
Research Part E: Logistics and Transportation Review, vol. 120,
pp. 76–95, 2018.

[46] M. Xiao, K. Cai, and H. A. Abbass, “Hybridized encoding for
evolutionary multi-objective optimization of air traffic net-
work flow: a case study on China,” Transportation Research
Part E: Logistics and Transportation Review, vol. 115,
pp. 35–55, 2018.

[47] L. Zhen, C. Ma, K. Wang, L. Xiao, and W. Zhang, “Multi-
depot multi-trip vehicle routing problem with time windows
and release dates,” Transportation Research Part E: Logistics
and Transportation Review, vol. 135, 2020.

[48] R. Cheng and M. Gen, Genetic Algorithms and Engineering
Design, John Wiley, Hoboken, NJ, USA, 1997.

[49] J. A. Pazour, R. D. Meller, and L. M. Pohl, “A model to design
a national high-speed rail network for freight distribution,”
Transportation Research Part A: Policy and Practice, vol. 44,
no. 3, pp. 119–135, 2010.

[50] M. Bi, S. He, and W. Xu, “Express delivery with high-speed
railway: definitely feasible or just a publicity stunt,” Trans-
portation Research Part A: Policy and Practice, vol. 120,
pp. 165–187, 2019.

[51] T. D’Alfonso, C. Jiang, and V. Bracaglia, “Would competition
between air transport and high-speed rail benefit environment
and social welfare?” Transportation Research Part B: Meth-
odological, vol. 74, pp. 118–137, 2015.

[52] S. Jia, C. Zhou, and C. Qin, “No difference in effect of high-
speed rail on regional economic growth based on match effect
perspective?” Transportation Research Part A: Policy and
Practice, vol. 106, pp. 144–157, 2017.

[53] D. Sun and S. Guan, “Measuring vulnerability of urban metro
network from line operation perspective,” Transportation
Research Part A: Policy and Practice, vol. 94, pp. 348–359,
2016.

[54] G. Nian, F. Chen, Z. Li, Y. Zhu, and D. Sun, “Evaluating the
alignment of new metro line considering network vulnera-
bility with passenger ridership,” Transportmetrica A: Trans-
port Science, vol. 15, no. 2, pp. 1402–1418, 2019.

[55] D. Zhang, “High-speed train control system big data analysis
based on the fuzzy RDF model and uncertain reasoning,”
International Journal of Computers Communications &
Control, vol. 12, no. 4, pp. 577–591, 2017.

22 Computational Intelligence and Neuroscience



Retraction
Retracted: Supply Chain Decision Analysis of Community
E-Commerce Platform under Different Power Structures:
Considering the Influence of Value Cocreation

Computational Intelligence and Neuroscience

Received 17 October 2023; Accepted 17 October 2023; Published 18 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. Tis is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

Tis article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. Tis in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and

the research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

Te presence of these indicators undermines our con-
fdence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

Te corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] Z. Liu and Y. Li, “Supply Chain Decision Analysis of Com-
munity E-Commerce Platform under Diferent Power Struc-
tures: Considering the Infuence of Value Cocreation,”
Computational Intelligence and Neuroscience, vol. 2021, Article
ID 2522245, 10 pages, 2021.

Hindawi
Computational Intelligence and Neuroscience
Volume 2023, Article ID 9815690, 1 page
https://doi.org/10.1155/2023/9815690

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9815690


RE
TR
AC
TE
DResearch Article

Supply Chain Decision Analysis of Community E-Commerce
Platform under Different Power Structures: Considering the
Influence of Value Cocreation

Ziyu Liu and Yaping Li

School of Economics and Management, Hebei University of Science and Technology, Shijiazhuang, China

Correspondence should be addressed to Ziyu Liu; purpleyuliu@163.com

Received 18 October 2021; Revised 10 November 2021; Accepted 16 November 2021; Published 30 November 2021

Academic Editor: Daqing Gong

Copyright © 2021 Ziyu Liu and Yaping Li. +is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

In order to explore the impact of different decision-making methods on the profits of various entities in the supply chain of the
community e-commerce platform, this paper adopts the method of the Stackelberg game. For the community e-commerce
platform supply chain composed of suppliers, community e-commerce platforms, and grid station service providers, considering
the degree of supplier value cocreation efforts, this paper studies the optimal decisions under centralized decision-making,
supplier-led decentralized decision-making, and community e-commerce platform-led decentralized decision-making, re-
spectively. +e results show that the supply chain obtains the highest profit in centralized decision-making; under decentralized
decision-making, the dominant party will get higher profits; and the supplier value cocreation sensitivity coefficient is positively
correlated with sales price, value cocreation effort level, and total supply chain value. +e results are helpful to improve the
competitiveness of the community e-commerce platform supply chain in the market and are of great significance to the long-term
development of the community e-commerce industry.

1. Introduction

+e community e-commerce platform is a shopping plat-
form that has emerged in recent years, such as Jingxi Pinpin,
Meituan Preferred, and Duoduomai, gradually participating
in people’s lives. Buying goods online and picking up offline,
this combination of online and offline shopping provides
consumers with many conveniences. Consumers can pur-
chase products using mobile apps, reducing the inconve-
nience of traditional offline shopping, and meet the fast pace
of modern life, which is widely accepted by people. At the
same time, there are more and more community e-com-
merce platforms, and the competition between platforms has
become increasingly fierce. +erefore, while providing
convenience to consumers, community e-commerce plat-
forms should also pay attention to their own profits. +e
competition between community e-commerce platforms has
gradually escalated to between supply chains, considering
value cocreation is an effective way for the supply chain to

gain a competitive advantage. By integrating resources be-
tween enterprises and the interaction between enterprises
and consumers, corporate profits and supply chain profits
can be improved. With the deepening of consumer theory,
the value cocreation centered on consumers has become the
source of obtaining new competitive advantages [1].
+rough consumers’ value cocreation, enterprises can ob-
tain information about consumers’ needs, increase customer
loyalty and supply chain value by providing products or
services that satisfy consumers. At the same time, the
dominant position in the supply chain is very important,
which directly affects its optimal decision and maximum
profit.

2. Literature Review

Research on supply chain value cocreation is mostly based
on case studies to analyze the specific content and impact of
value cocreation in a certain field. Wan et al. connected the
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open innovation subject with the value creation model of
supply chain and conducted numerical analysis on supply
chain value and consumer value [2]. Shen et al. found that a
large part of the value creation of brand community
e-commerce companies is through the positive contribu-
tions of consumers [3]. Hein et al. constructed a platform
enterprise ecosystem model based on value creation, ana-
lyzed its value creation system, and studied the cooperative
relationship between all parties, expounding the value re-
lationship between all stakeholders [4].

Previous studies on supply chain decision focused on the
impact of different power structures on decision-making.
Luo et al. established a multistage game model to study the
impact of different power structures on pricing decisions,
retailer, and manufacturer profits [5]. Ma et al. believed that
only the dominant manufacturer can benefit from the
wholesale price strategy, while both manufacturers and
retailers can benefit from the channel strategy [6]. Zhao and
Li established a Nash game model and a Stackelberg game
model for a low-carbon supply chain consisting of manu-
facturers and retailers [7]. Gao et al. considered sales effort
and explored the impact of different rights structures on the
optimal decision-making and performance of a closed-loop
supply chain [8, 9].

At present, there are few studies on the community
e-commerce platform, mainly focusing on its development
and model. Liu analyzed the development status and mode
of fresh community e-commerce and believed its market
demand and potential are huge [10]. Some scholars have also
studied consumers’ purchasing intention. Li explored the
differences in purchasing intention and influencing factors
of different consumers in community e-commerce [11]. Jian
and Yang constructed a consumer purchase decision model
of community e-commerce and explored the mechanism of
community e-commerce characteristics and trust on con-
sumers’ purchasing intention [12].

+e current research on supply chain value cocreation is
still in the aspect of the case and empirical research, and
there is very little research on model analysis. +erefore, this
paper takes the community e-commerce platform supply
chain as the research object, and supplier value cocreation
effort level is considered. It explores the impact of different
power structures on sales prices, sales volume, and profit
creation.

3. Research Method

3.1. Stackelberg Game Method. +e Stackelberg game
method is the main research method used in this article. It is
a game model proposed by economist Stackelberg in the
1930s to reflect asymmetric competition between enter-
prises. Assuming that there are two participants in the game,
enterprise 1 first decides its output, and enterprise 2 makes
output decisions based on enterprise 1’s decision. +erefore,
enterprise 1 must consider how enterprise 2 will respond
when making decisions.

Since the decision-making sequence is involved in the
game, the position of each player should be judged first. +e
dominant position is the leader of the game, and the other is

the follower. +e follower‘s reaction to the market is easily
predicted by the leader, and the leader makes decisions that
are beneficial to him based on the response of the followers.
Most of the current research on supply chain decision-
making regards the supplier as the leader of the supply chain.
According to the retailer’s sales forecast and market demand
function, the supplier makes the optimal decision combining
with the cost and other factors to determine the wholesale
price. +en, retailers determine retail prices based on
wholesale prices.

Nevertheless, in real life, with the development of online
sales channels such as e-commerce and community e-com-
merce platforms, the position of each participant in the supply
chain is changing gradually. Taking the community e-com-
merce platform supply chain as an example, some community
e-commerce platforms may play a leading role in the supply
chain. +erefore, the impact of the decision-making approach
on the profitability of the supply chain and each participant has
to be fully considered. Because community e-commerce plat-
forms and suppliers occupy an important position in the supply
chain, grid station service providers are in a noncore position,
only responsible for the selection and distribution of goods, and
do not involve operation decisions within the supply chain such
as product pricing and order quantities. +erefore, the grid
station service provider is no longer added to the decision-
making of the supply chain. Based on this, there are three
decision-making methods: centralized decision-making in the
community e-commerce platform supply chain, decentralized
decision-making led by the supplier, and decentralized deci-
sion-making led by the community e-commerce platform.

3.2. Related &eories

3.2.1. Supply Chain Decision &eory. According to the de-
cision-making mode, it can be divided into centralized
decision-making and decentralized decision-making.

Centralized decision-making refers to the collective
decision-making of themain participants in the supply chain
and takes the maximization of the overall benefit of the
supply chain as the decision-making goal [13]. However, in
fact, centralized decision-making is an ideal state, partici-
pants often pursue the maximization of their own profits,
and it is difficult to achieve the maximization of overall
profit.

Decentralized decision-making means that each par-
ticipant in the supply chain makes decisions independently
and pursues their own best profits rather than the maxi-
mization of overall profit.

Section 5 discusses the situation of the community
e-commerce platform supply chain under centralized and
decentralized decision-making. Among them, decentralized
decision-making is divided into two situations. One is a
supplier-led supply chain, where the community e-com-
merce platform acts as a follower and makes relevant de-
cisions based on the supplier’s strategy. +e other is
dominated by community e-commerce platforms, where
suppliers act as platform followers and make strategies based
on platform decisions.
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3.2.2. Market Demand &eory. Market demand is the total
amount of goods that a particular group of consumers may
purchase in a given region, time, and circumstances [14].
Moreover, it is affected by total demand and price. Higher
prices decrease the quantity demanded, and lower prices
increase the quantity demanded, expressed by formula
Q� a − bP, where a is the total market demand, b is the
sensitivity coefficient of demand to price, and the main
factors affecting demand include the product price, con-
sumer preference, and other factors.

In this paper, the basic hypothesis of Section 4 uses the
market demand theory to represent the relationship between
market demand and cost faced by community e-commerce
platforms.

3.2.3. Diminishing Marginal Effect. +e diminishing mar-
ginal effect refers to the continuous input of a certain ele-
ment under other conditions remaining unchanged [14].
When the input increases to a certain amount, the increment
that can be achieved by the unit element becomes less. In
other words, the cost per unit increment is going to be
higher.

In this paper, the basic hypothesis in Section 4 uses the
theory of diminishing marginal effect to represent the cost of
suppliers participating in value cocreation.

4. Result

4.1.ModelDescription. +e SCG supply chain studied in this
paper is a three-level supply chain composed of suppliers (S),
community e-commerce platform (C), and grid station
service provider (G). +e structure is shown in Figure 1. +e
supplier is responsible for the production and supply of
goods. +e community e-commerce platform provides a
platform for consumers to browse and order goods. It sets up
goods on the platform and publishes information on goods
and activities. Consumers determine the purchase by
browsing relevant information. In addition, the community
e-commerce platform is also responsible for collecting
consumer feedback on goods. Grid station service provider
picks and distributes goods according to consumer order
content.

+is paper considers the value cocreation efforts of
suppliers in the decision-making of this three-level supply
chain. As the source of the supply chain, suppliers provide
goods or services for the entire supply chain and sell them
through the community e-commerce platform [15]. +e
quality of goods or services directly affects consumer ex-
perience and satisfaction. Only when consumers approve the
goods or services will they repeat purchases of the goods or
services in the future, thereby increasing the sales volume of
the supply chain and occupying a unique competitive ad-
vantage in the fierce market competition. Suppliers’ value
cocreation behavior is reflected in all aspects of product
production and design. In terms of product design, suppliers
widely absorb consumer demand and opinions and design
and improve goods according to demand to meet more
consumers. In terms of production, select more appropriate

raw materials and processes to meet consumer demand for
quality and so on.

4.2. Basic Assumptions

Hypothesis 1: Based on the hypothesis of economic
man and rational man, all the research subjects in this
paper are completely rational. +ey aim to maximize
their own profits and assume information sharing
among enterprises in the chain.
Hypothesis 2: Assume that the wholesale price of the
supplier to the community e-commerce platform is W
and production cost is C1. +e selling price of the
community e-commerce platform is P, and the cost of
the unit product is C2. +e income of the grid station
service provider for product selection and distribution
per unit is Z.
Hypothesis 3: Assume the value cocreation effort cost
of the supplier is C(v) � (1/2)αv2. According to the
diminishing marginal effect, the marginal utility of unit
cost is diminishing when the level of effort becomes
higher, and the cost of unit effort is increasing. Among
them, α is the supplier’s value cocreation cost coeffi-
cient, v is the supplier’s value cocreation effort level,
and the value range is 0≤ v≤ 1.
Hypothesis 4: Assuming that the market demand is
related to the price and the degree of cocreation of
supplier value, the market demand function is
Q � a − bP + sv. Among them, P and Q are the price
and sales volume of the product, respectively, a rep-
resents the maximum capacity of the market, b rep-
resents the sensitivity coefficient of demand to price,
and s is the sensitivity coefficient of supplier value
cocreation, where a, b, and s are constants greater than
zero.

4.3. Model Construction. According to the above model
description and basic assumptions of the SCG community
e-commerce platform supply chain, the value function of
each participant can be obtained.

+e value of the supplier is

π1 � W − C1( Q −
1
2
αv

2
. (1)

+e value of the community e-commerce platform is

π2 � P − W − C2 − Z( Q. (2)

+e grid station service provider value is

Supplier
Community
e-commerce

platform
Customer

Grid
service provider

Figure 1: Supply chain structure of community e-commerce
platform.
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π3 � ZQ. (3)

+e supply chain value of the SCG community
e-commerce platform is

πSCG � π1 + π2 + π3 � P − C1 − C2( Q −
1
2
αv

2
. (4)

5. Discussion

5.1. Centralized Decision-Making. Under centralized deci-
sion-making, all enterprises in the supply chain aim to
achieve the maximum profit of the supply chain. Jointly
decide the optimal price P∗c and supplier value cocreation
effort level v∗c together. At this point, the profit function of
supply chain decision is

πSCG � P − C1 − C2( (a − bP + sv) −
1
2
αv

2
. (5)

First, calculate the second derivative of P and v separately
from equation (5) to obtain the Hessian matrix:

H �

z
2πSCG

zP
2

z
2πSCG

zP zV

z
2πSCG

zV zP

z
2πSCG

zV
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

− 2b s

s − α
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦. (6)

Since |H|≥ 0, the second-order Hessian matrix is a
positive definite matrix, and π SCG is a strictly concave
function of P and v. At this time, there is a unique optimal
solution.

Combine first-order conditions (zπSCG/zP) � 0 和
(zπSCG/zv) � 0, which can be solved as

P
∗
c �

αa + αb − s
2

 c1 + c2

2αb − s
2 ,

v
∗
c �

sa − sb c1 + c2( 

2αb − s
2 .

(7)

Substituting the result into the market demand function,
we can obtain

Q
∗
c �

αab − αb
2

c1 + c2( 

2αb − s
2 . (8)

At this time, the overall maximum profit of the SCG
supply chain is

πSCG �
α a − b c1 + c2(  

2

2 2αb − s
2

 
. (9)

In summary, we can get Conclusion 1.

Conclusion 1. In the case of centralized decision-making,
the optimal decision of SCG community e-commerce
platform supply chain is P∗c � (αa + (αb − s2) c1 + c2)/
(2αb − s2), v∗c � (sa − sb(c1 + c2))/(2αb − s2), Q∗c � (αab −

αb2 (c1 + c2))/(2αb − s2), and the maximum profit of the
supply chain is πSCG � α[a − b(c1 + c2)]

2/2(2αb − s2) .

5.2. Decentralized Decision-Making

5.2.1. Community E-Commerce Platform-Led Decentralized
Decision-Making. In decentralized decision-making, the
members of the supply chain make decisions independently
and take their own maximum profit as the decision-making
goal. In the case of community e-commerce platform
leading, the community e-commerce platform first considers
its ownmaximum profit.+e decision sequence is as follows:
firstly, the community e-commerce platform decides the
sales price P and the order quantity Q, then the supplier
decides the wholesale price W and the supplier value coc-
reation effort level v, and uses the backward induction
method of the Stackelberg game to solve the model [16].

By backward induction, first calculate the response
function of the supplier, then substitute the profit function
of the community e-commerce platform to obtain the op-
timal decision of the community e-commerce platform and,
finally calculate the optimal value of each subject. Since
directly substituting the wholesale price W into the sup-
plier’s profit function cannot calculate the optimal solution,
assume that the supplier’s profit per unit of a commodity is
n, and the sales price P is expressed as P�W+ n.

+erefore, the profit function of suppliers in the SCG
supply chain is

π1 � W − C1( Q −
1
2
αv

2
,

W − C1[a − b(w + n) + sv] −
1
2
αv

2
.

(10)

Similar to the derivation process of centralized decision-
making, the second derivative ofW and v can be obtained by
calculating the second derivative ofW and v, respectively, to
obtain the Hessian matrix:

H2 �

z
2π1

zW
2

z
2π1

zW zV

z
2π1

zV zW

z
2π1

zV
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

− 2b s

s − α
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦. (11)

Since |H2|≥ 0, we can get that π1 is a strictly concave
function about W and v, and π1 has the only optimal
solution.

Combine first-order conditions (zπ1/zW) � 0 和
(zπ1/zv) � 0, which can be solved as

W
∗
1 �

αa + bc1 − s
2
c1 − αbn

2αb − s
2 ,

v
∗
1 �

s a − bc1 − bn 

2αb − s
2 .

(12)

Next, find the optimal strategy of the community
e-commerce platform.+e profit function of the community
e-commerce platform is
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π2 � P − W − C2 − Z( (a − bp + sv). (13)

Substitute P�W+ n into the profit function and simplify
to obtain

π2 � n − C2 − Z( (a − bw − bn + sv). (14)

Find the second partial derivative of n with respect to π2,
(z2π2/zn2) � − 2b< 0. +erefore, π2 is a concave function
about n, and there is a unique optimal solution. Letting
(zπ2/zn) � 0, we can get

n
∗
1 �

a − bc1 + b C2 + Z( 

2b
. (15)

Substituting n∗ into W∗ and v∗, we can get

W
∗
1 �

α a + b 3c1 − c2 − Z(   − 2s
2
c1

2 2αb − s
2

 
,

v
∗
1 �

s a − b c1+c2+Z  

2 2αb − s
2

 
.

(16)

Substituting n∗ and W∗ into the function P�W+ n, the
sales price P∗ of the community e-commerce platform can
be obtained:

P
∗
1 �

αb
2

c1+c2+Z  + b 3αa − s
2

c1+c2+Z   − as
2

2b 2αb − s
2

 
. (17)

Substituting P∗ into the market demand function
Q� a − bp+ sv, Q∗ can be obtained by calculation and
simplification:

Q
∗
1 �

αb a − b c1+c2+Z  

2 2αb − s
2

 
. (18)

Conclusion 2. Under the decentralized decision-making led
by the community e-commerce platform, the optimal
strategy of the SCG supply chain is the sales price

P
∗
1 �

αb c1+c2+Z  + b 3αa − s
2

c1+c2+Z   − as
2

2b 2αb − s
2

 
,

Q
∗
1 �

αb a − b c1+c2+Z  

2 2αb − s
2

 
,

v
∗
1 �

s a − b c1+c2+Z  

2 2αb − s
2

 
.

(19)

5.2.2. Supplier-Led Decentralized Decision-Making. In the
case of supplier-led, the supplier first considers the maxi-
mization of its own interests. +e decision sequence is as
follows: the supplier decides the wholesale price W and the
supplier value cocreation effort level v, and then the com-
munity e-commerce platform decides the sales price P and
order quantity Q of the product.

First, calculate the optimal strategy of the community
e-commerce platform.+e profit function of the community
e-commerce platform is

π2 � P − W − C2 − Z( Q � P − W − C2 − Z( (a − bP + sv).

(20)

Find the second partial derivative of P with respect to π2,
(z2π2/zP2) � − 2b. +erefore, π2 is a strictly concave func-
tion, and there is a unique optimal solution. So letting
(zπSCG/zP) � 0, we can get the optimal sales price of
community e-commerce platform P∗2 :

P
∗
2 �

a + sv + b w + z + c2( 

2b
. (21)

Next, solve the supplier’s optimal strategy, and the
supplier’s profit function is

π1 � W − C1( Q− � W − C1a − bp + sv −
1
2
αv

2
. (22)

Substitute P∗2 into equation (22) and simplify

π1 � aw − w
2
b − bcw + svw − ac1 + wbc1

+ bc1 c2 + z(  − svc1 −
1
2
αv

2
.

(23)

Calculating the second derivative of W and v, respec-
tively, for equation (23), we can get the Hessian matrix:

H3 �

z
2π1

zW
2

z
2π1

zW zV

z
2π1

zV zW

z
2π1

zV
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

− 2b s

s − α
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦. (24)

Since |H3|≥ 0, we can get that π1 is a strictly concave
function aboutW and v and π1 has the only optimal solution.

Combining the first-order conditions (zπ1/zW) � 0 and
(zπ1/zv) � 0, we can solve it

W
∗
2 �

aα + αb c1 − Z − c2(  − s
2
c1

2αb − s
2 ,

V
∗
2 �

s a − b z + c1 + c2(  

2αb − s
2 .

(25)

Substituting W∗, v∗ into P. P∗, Q∗ can be calculated

P
∗
2 �

3aα + bα − 2s
2

  z + c1 + c2(  

2 2αb − s
2

 
,

Q
∗
2 �

αb a − b c1+c2+Z  

2 2αb − s
2

 
.

(26)

Conclusion 3. Under the supplier-led decentralized deci-
sion-making, the optimal price is P∗2 � (3aα + [(bα − 2s2)

(z + c1 + c2)])/2(2αb − s2), and Q∗2 � αb[a − b (c1+c2+Z)]/
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2(2αb − s2), W∗2 � (aα + αb(c1 − Z − c2) − s2c1)/(2αb − s2),
v∗2 � s[a − b(z + c1 + c2)]/(2αb − s2).

5.3. Comparative Analysis of Models. +rough the above
solution, the optimal strategy in these three cases can be
obtained, as shown in Table 1.

By sorting out the results in Table 1, the optimal sales
price, supplier value cocreation effort level, and supplier
wholesale price under different decentralized decisions have
the following relationship: P∗1 <P∗2 , W∗1 <W∗2 , V∗1 >V∗2 .

Proof. P∗1 − P∗2 � (s2[b(c1+c2+Z) − a]/2b(2αb − s2))< 0, v∗1 −

v∗2 � − (s[a − b(z + c1 + c2)]/(2αb − s2))< 0 , W∗1 − W∗2 �

(s[b(z + c1 + c2) − a]/2(2αb − s2))< 0.
+is shows that different dominant modes will bring

different optimal strategies to the supply chain of the
community e-commerce platform and have different effects
on the supply chain. In the case of community e-commerce
platform dominance, the optimal selling price, supplier
value cocreation effort, and the optimal wholesale price are
all smaller than the optimal selling price in the case of
supplier dominance. □

5.4. Numerical Analysis. In the calculation above, we have
obtained a series of results under different decision modes.
In order to further analyze and verify the optimal decisions
of community e-commerce platforms, suppliers, and grid
service providers under different decision modes, we will
conduct numerical analysis in this section.

By referring to previous literature, this paper assumes
that the values of each parameter are as follows: a� 100,
b� 0.7, c1 � 7, c2 � 2, Z� 1, α� 0.2, s� 0.15. +e optimal
decision and maximum profit under different decision
modes are shown in Table 2.

Change the value of s, so a� 100, b� 0.7, c1 � 7, c2 � 2,
Z� 1, α� 0.2, s� 0.2. +e optimal decision and maximum
profit under different decision modes are shown in Table 3.

It can be seen from Table 2 that the results calculated by
the calculation example are consistent with the conclusions
drawn from the above model analysis.

(1) +e first thing that can be obtained is that when
the SCG supply chain makes decentralized deci-
sion-making, the optimal decision will be affected
by the dominant power. Under the supply chain
dominated by community e-commerce platforms,
the wholesale price of suppliers is 43.12, the sales
price is 112.54, and the supplier value cocreation
effort level is 27.08. When the supplier leads, the
wholesale price is 79.23, the sales price is 118.35,

and the supplier value cocreation effort level is
54.17. When the community e-commerce platform
dominates the supply chain, to maximize its own
profits, the community e-commerce platform uses
the dominant advantage of the supply chain to
lower the wholesale price of suppliers as much as
possible, while suppliers keep their profits from
falling sharply by lowering the level of value coc-
reation. When the supplier is the leader of the
supply chain, it will keep the wholesale price at a
high level as much as possible and increase the level
of value cocreation to meet the needs of more
consumers and increase sales. +rough these two
methods to obtain their own maximum profits.

(2) When decentralized decision-making, different
power structures will bring different effects to
community e-commerce platforms, suppliers, grid
station service providers, and even the entire supply
chain. When the community e-commerce platform
is the leader of the supply chain, the profit of the
community e-commerce platform is 1679.1, the
profit of the supplier is 839.78, the profit of the grid
station service provider is 25.28, and the total profit
of the supply chain is 2544.16. When the supplier
occupies the leading position in the supply chain, the
profit of the community e-commerce platform is
913.11, the profit of the supplier is 1532.53, the profit
of the grid station service provider is 25.28, and the
total profit of the SCG community e-commerce
platform supply chain is 2470.93. It can be seen that
the dominant power will have different effects on the
profits of different entities in the supply chain. When
the community e-commerce platform is the domi-
nant player, the profit of the community e-com-
merce platform is greater than that of the supplier.
When suppliers dominate, supplier profits are much
higher than community e-commerce platform
profits.

(3) Under centralized decision-making, the maximum
profit of the SCG supply chain is 3409.59.+e overall
profits of the supply chain under different decen-
tralized decisions are 2544.16 and 2470.93, respec-
tively, which are less than the profits obtained under
the centralized decision-making model.

(4) It can be seen from Tables 2 and 3 that whether it is in
centralized decision-making or decentralized deci-
sion-making, when the supplier value cocreation
sensitivity coefficient s increases, the sales price P,
supplier value cocreation level v, and supply chain
total value π all increase accordingly. +erefore, it
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can be seen that s is positively correlated with sales
price P, supplier value cocreation level v, and total
supply chain value π.

6. Conclusion

+is paper is aimed at a community e-commerce platform
supply chain composed of suppliers, community e-com-
merce platforms, and grid station service providers and
considers the value cocreation of suppliers. It analyzes the
centralized decision-making and decentralized decision-
making of the SCG model and gets the following
conclusions.

(1) Different decision-making modes will bring different
optimal strategies to the supply chain. +e profit
generated by the supply chain in centralized deci-
sion-making is greater than that generated by
decentralized decision-making, and different power
structures will bring different revenue situations to
enterprises in the supply chain. +erefore, to
maintain a high degree of coordination, all com-
panies in the supply chain need to focus on coor-
dination and cooperation to provide a good
foundation for centralized decision-making. In order
to ensure that companies in the supply chain can
obtain information from each other timely and ac-
curately, some emerging information technologies
such as blockchain, big data, and Internet of +ings
technologies can be introduced into the supply chain
of community e-commerce platforms. In addition,
some measures must be taken to guarantee

cooperation between supply chains. Enterprises in
supply chains can find a reasonable profit distribu-
tion from the perspective of profit redistribution to
benefit all enterprises in supply chains [17].

(2) Under decentralized decision-making, when the
supplier is the leader, the effort cost of the supplier
participating in value cocreation is higher than
that when the community e-commerce platform is
the leader. In this case, the wholesale price of
goods will be higher than the price of the com-
munity e-commerce platform to obtain higher
income. +e position of the enterprise in the
supply chain affects the profit of the enterprise
directly. When it is a leader, the profit reaches the
maximum, and when it is a follower, the profit is
the smallest. +erefore, companies can improve
their competitive advantages, enhance their ir-
replaceability in the supply chain, and strive for
supply chain leadership to obtain their maximum
profits. +e publicity and sales activities of the
platform itself and the products sold on the
platform are valued by the community e-com-
merce platform. Consumers’ opinions and sug-
gestions on the platform and products, paying
attention to the emotional value of the consumers,
are widely absorbed by it [18]. +e platform has
been satisfied and recognized by consumers by
improving the service level from consumers’
perspective, and the number of audiences has been
increased [19]. In this way, the community
e-commerce platform can increase its brand in-
fluence, thereby improving its position in the
supply chain; they improve their income and
contribute to the overall efficiency of the supply
chain. Suppliers can consolidate their position in
consumers and the supply chain by improving the
quality of their products and producing unique
products to gain leadership advantages [20].

(3) Whether in centralized or decentralized decision-
making, the sensitivity of supplier value cocrea-
tion is positively correlated with community
e-commerce platform prices, supplier value coc-
reation efforts, and total supply chain profits. +e
greater the sensitivity, the higher the profitability
of the supply chain. +is shows that the increase in

Table 2: Results analysis of different decision-making modes of SCG community e-commerce platform supply chain.

Centralized decision Decentralized decision-making
Community e-commerce platform dominates Supplier-led

P∗ 81.77 112.54 118.35
v∗ 54.58 27.08 54.17
Q∗ 50.94 25.28 25.28
W∗ 43.12 79.23
π1 839.78 1532.53
π2 1679.1 913.11
π3 25.28 25.28
πSCG 3409.59 2544.16 2470.93

Table 3: Results analysis of different decision-making modes of
SCG community e-commerce platform supply chain.

Centralized
decision

Decentralized decision-making
Community e-commerce platform

dominates
Supplier-

led
P∗ 87.08 115.18 126.25
V∗ 78.08 38.75 77.5
Q∗ 54.66 27.13 27.13
W∗ 45.75 84.5
π1 901.13 1501.94
π2 1802.24 1051.29
π3 27.13 27.13
πSCG 3658.2 2730.5 2580.36
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the supplier value cocreation sensitivity coefficient
can increase the profit of the community
e-commerce platform, the profit of the supplier,
and the overall profit of the supply chain.
+erefore, suppliers are more willing to partici-
pate in value cocreation and take some measures
to increase the sensitivity coefficient, such as
cultivating consumers’ consumption habits and
adopting value cocreation methods that are more
acceptable to consumers.

+rough combing the literature, it is found that the existing
literature mainly studies the model and development trend of
the community e-commerce platform supply chain, and there
are few studies on the supply chain decision-making. In ad-
dition, there are few studies on supply chain value cocreation
from the perspective of model analysis. +erefore, the main
contribution of this paper is to introduce the degree of supplier
value cocreation effort to the decision-making model of
community e-commerce platform supply chain and explore the
influence of supplier value cocreation on sales price, retail price,
and profit of each enterprise, which provides a theoretical basis
for the development of community e-commerce platform
supply chain. However, this research is not unlimited. Firstly,
when establishing the decision-makingmodel, it is assumed that
the members of the community e-commerce platform supply
chain have already realized information sharing, and the
noninteroperability of information is not considered. Secondly,
there are often multiple suppliers and multiple commodities.
+is paper only studies the situation of a single supplier and
single commodity. +erefore, in future research, other factors
and subjects will be further considered in the model to obtain a
conclusion closer to the implementation situation.
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Increased frequency of disasters keeps reminding us of the importance of effective resource distribution in postdisaster. To reduce
the suffering of victims, this paper focuses on how to establish an effective emergency logistics system. We first propose a
multiobjective optimization model in which the location and allocation decisions are made for a three-level logistics network.
(ree objectives, deprivation costs, unsatisfied demand costs, and logistics cost, are adopted in the proposed optimization model.
Several cardinality and flow balance constraints are considered simultaneously. (en, we design a novel effective IFA-GA al-
gorithm by combining the firefly algorithm and genetic algorithm to solve this complex model effectively. Furthermore, three
schemes are proposed to improve the effectiveness of the IFA-GA algorithm. Finally, the numerical results provide several insights
on the theory and practice of relief distribution, which also illustrate the validity of the proposed solution algorithm.

1. Introduction

Large-scale natural or man-made disasters, such as the 2010
Haitian Earthquake, the 2011 tsunami in Japan, the civil war
in Syria, and the 2019 coronavirus disease, have occurred
frequently throughout the world, resulting in tremendous
consequences of enormous casualties and property losses.
(e world has witnessed a steadily increased number in both
disasters and affected people since the 1900s. After large-
scale disasters, a great need for medical and daily supplies
will be invoked in the affected areas, which lack adequate
relief resources. (us, the rapid distribution of external
commodities is critical to mitigating the losses caused by
disasters. (erefore, emergency logistics has received wide
attention from both practical managers and scholars [1].
However, how to design an efficient emergency logistics
system is a big challenge [2]. Before the last decade, most
research on emergency management focused on the re-
sponses of public servants, government agencies, and in-
surance firms in times of crisis [3]. Emergency logistics, also

commonly known as humanitarian logistics, is emerging
and becoming a hot spot of operations management in the
recent decade.

In most of the current related research, emergency lo-
gistics problems are studied based on the analytical for-
mulations of the traditional commercial sector, unlike the
commercial scenario, whose decision objective is to mini-
mize the logistics cost. In emergency relief cases, the sci-
entific community is encouraged to provide effective
logistics systems to reduce human suffering. (erefore, the
adapted objectives in commercial and emergency logistics
are radically different. (e modified analytical formulations
of the traditional logistics are not very suitable for emer-
gency logistics problems [4].

To derive an appropriate objective function for emer-
gency logistics, Holguı́n-Veras et al. [5] incorporated welfare
economic principles into emergency management and in-
troduced the deprivation costs, which express the economic
value of human suffering caused by a lack of access to re-
sources or services. Since then, some studies using
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deprivation costs have been conducted in the emergency
logistics field [6]. For example, Pérez-Rodŕıguez and
Holguı́n-Veras [7] developed an inventory-allocation-
routing model for the optimal critical supplies by mini-
mizing logistics and social costs. Ismail [3] studied a relief
distribution problem by considering the logistics and dep-
rivation costs. Some other papers also considered human
suffering in the emergency logistics field. Chapman and
Mitchell [8] studied the distribution centers selection
problem by minimizing the suffering of the population.
Cotes and Cantillo [9] developed a facility locationmodel for
prepositioning supplies in preparation for disasters. (eir
formulation considers deprivation costs in the objective
function. Rivera-Royero et al. [10] proposed a dynamic
model to serve rescue demand. (ey considered the level of
urgency of demand points. Moreno et al. [11] presented a
novel model to optimize location, transportation, and fleet
sizing for emergency logistics with considering deprivation
costs. Cantillo et al. [12] assessed transportation network
vulnerability from logistical costs and deprivation costs. Zhu
et al. [13] studied the emergency relief routing optimization
problem considering injured degree and deprivation cost.

Similar to the above literature, we adopt the deprivation
costs to characterize human suffering in this paper. We
study a location-allocation problem of emergency logistics.
(ree objectives, deprivation costs, unsatisfied demand
losses, and logistics costs, are adopted in the proposed
optimization model. (e fairness objective of this paper
equalizes the supplies between affected areas, which has the
same purpose as unmet demand minimization in [14]. In
addition, our literature also lies in the stream of multi-
objective programming, which is widely used to solve
emergency optimization problems. Sun et al. [15] proposed
a robust optimization model to decide the facility location,
resource allocation, and casualty transportation in a three-
level rescue chain composed of casualty clusters, temporary
facilities, and general hospitals. (eir objectives are to
minimize the total Injury Severity Score (ISS) and logistics
cost. Zhou et al. [2] studied the multiperiod dynamic
emergency resource scheduling problem by a proposed
multiobjective optimization model. Cao et al. [16] pro-
posed a multiobjective nonlinear programming model for
resource distribution regarding the beneficiary perspective
on sustainability. (e model is solved by maximizing the
lowest victims’ perceived satisfaction and minimizing the
largest deviation of victims’ perceived satisfaction. Çelik
et al. [17] studied the stochastic debris clearance problem
among postdisaster operations. (ey determined a se-
quence of roads to clear with the goal of maximizing
satisfied relief demand. Gralla et al. [18] developed a
method to value the objective functions of emergency
logistics based on expert preferences over five key attri-
butes. (ey found that the amount of cargo delivered is the
most valued objective and cost the least important. In a
similar vein, we conduct the optimization problem based
on a three-level emergency logistics network. Considering
the complexity of reality, we formulate the problem by a
multiobjective mixed-integer nonlinear programming with
cardinality and flow balance constraints.

Most optimization problems of emergency logistics are
hard to solve effectively by exact algorithms, especially in the
limited available time. In such situations, adopting a met-
aheuristic algorithm is imperative [19]. (e third related
literature stream of this paper is algorithm design. Zhou et al.
[2] designed an evolutionary algorithm based on decom-
position (MOEA) to solve a multiobjective multiperiod
dynamic emergency resource scheduling problem. Cao et al.
[16] adopted genetic algorithm to solve a relief distribution
model. Haghi et al. [20] proposed a multiobjective location
and transportation programming model, which is solved by
a nondominant sorting genetic algorithm. Eisenhandler and
Tzur [21] modeled a food rescue problem as a routing re-
source allocation problem with the equitable allocations
objective. (ey presented a heuristic approach based on the
large neighborhood search framework to solve the model.
Zhang et al. [22] determined the truck and drone routes in a
humanitarian relief network by combining column gener-
ation and tabu search algorithms. (is paper designs a
metaheuristic algorithm named IFA-GA by combining the
firefly algorithm and genetic algorithm. Some improved
schemes are embedded into IFA-GA to obtain better
solutions.

(e contributions of this paper can be summarized as
follows: first, we propose a new multiobjective location-al-
location optimization model for emergency logistics, in
which deprivation costs, fairness, and operation costs are
considered. (e numerical results show that deprivation
costs have a significant effect on location decisions. Second,
we design a new IFA-GA algorithm based on the combi-
nation of the firefly algorithm and genetic algorithm. (ree
schemes, population initialization, search strategy, and
update mechanism of population, are proposed to improve
IFA-GA. (e computational results illustrate that the pro-
posed IFA-GA has better solving performance than the other
algorithms.

(e remainder of this paper is organized as follows:
Section 2 presents some presumptions and notations. (e
detailed descriptions of the three objective functions and
model formulation are also given in Section 2. Section 3
develops the hybrid IFA-GA algorithm for solving the
proposed model and gives the improved schemes. Section 4
conducts numerical studies and analyses. Finally, Section 5
presents conclusions and future work.

2. Problem Description and Formulation

In this section, we first give some presumptions and nota-
tions. (en, three relief-related objective functions are
proposed to represent human suffering, fairness, and lo-
gistics cost. Finally, we present a multiobjective location and
resource allocation model for three-level emergency
logistics.

2.1. Presumptions and Notations. Emergency supplies
mainly come from two sources: local rescue warehouses or
external dispatching. Local rescue warehouses can provide
supplies immediately after disasters occur, but the amount is

2 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

limited. External dispatching mainly comes from the Stra-
tegic National Stockpile (SNS), which integrates different
parties’ resources and provides the primary resources to the
affected areas by railway or airplane in the subsequent relief
phase. In this paper, we consider an emergency logistics
problem in the second case. Most emergency logistics sys-
tems have a three-tier structure, including SNS, regional
transfer center (RTC), and local distribution point (LDP). In
reality rescue practice, large amounts of emergency re-
sources must be transported from SNS to affected points as
soon as possible. To improve the efficiency of the rescue,
RTCs are proposed as hubs to bridge SNS and LDP. (is
work proposes a joint facility location and resource allo-
cation model for this three-level emergency logistics system.
Some assumptions used in our model are as follows:

(1) (ere are one SNS, some RTCs, and a fixed number
of LDPs. (e resources are first transported from
SNS to RTCs and then transported from RTCs to
LDPs. LDPs are equivalent to affected points that
have resource demands. SNS, RTCs, and LDPs have
enough capacity to store resources. (e capacity
constraints are ignored in our optimization model.

(2) (e demand quantity of resources in each affected
point can be predicted, and the total available
quantity of resources is also known.

(3) (e rescue resources are transported by trucks.
Moreover, there are enough available trucks in each
supply point.

(4) (e locations of RTCs are decided in the postdisaster
phase. After establishing RTCs, all roads from RTCs
to SNS and LDPs are fixed. (is work does not
consider the uncertainty of road networks. (ere-
fore, the delivery time between two supply points is
determined by the speed of the truck.

(5) (e rescue demand has an additional time-related
attribute. If the actual delivery time exceeds the
required threshold, the deprivation costs of victims
will be invoked to represent the economic valuation
of the human suffering associated with a lack of
access to a good or service.

(e RTCs are established in selected reasonable sites the
first time after the disaster occurs. In commercial logistics,
RTCs can quickly move goods from the central warehouse,
manufacturers to retailers. In emergency logistics, large-
scale disaster is characterized by a wide range of affected
points, great demand, and long duration. (erefore, the
appropriate location of RTCs has a more critical role in
improving the transport efficiency of resources. With the
above assumptions, the location decision of RTCs, the al-
location decisions from SNS to RTCs and from RTCs to
LDPs will be studied in our proposed multiobjective opti-
mization model. (e notations used in the following text are
listed as follows:

(i) O: the SNS point;
(ii) I: the candidate location set of RTCs,

i � 1, 2, . . . , I;

(iii) J: the location set of LDPs, j � 1, 2, . . . , J;
(iv) dOi: the distance from SNS O to RTC candidate i;
(v) dij: the distance from RTC candidate i to LDP j;
(vi) COI: the unit transport cost from SNS to RTC;
(vii) CIJ: the unit transport cost from RTC to LDP;
(viii) Ci: the construction cost of RTC i;
(ix) CVi: the unit operation cost of RTC i, CVi

multiplied by inventory equal to the total oper-
ation cost of RTC i;

(x) Dj: the demand quantity of LDP j;
(xi) Qo: the initially available quantity of the resource

in SNS;
(xii) Qi: the initially available quantity of the resource

in RTC i;
(xiii) πjt: the unit deprivation cost of each victim in

LDP j at time t;
(xiv) δj: the deprivation costs of LDP j at time t;
(xv) loj: the loss function of unsatisfied demand of

LDP j;
(xvi) OC: the total operation cost of emergency

logistics;
(xvii) tij1: the first delivery time of resources from RTC i

to LDP j;
(xviii) tij2: the second delivery time of resources from

RTC i to LDP j;
(xix) v: the speed of truck;
(xx) zi: 0–1 variables, if candidate i is selected as RTC,

zi � 1, else, zi � 0;
(xxi) xoi: the allocated quantity of emergency resources

from SNS to RTC i;
(xxii) yij1: the first allocated quantity of emergency

resources from RTC i to LDP j;
(xxiii) yij2: the second allocated quantity of emergency

resources from RTC i to LDP j;
(xxiv) εij: auxiliary variable, εij � 1 if RTC i provides

resources to LDP j, else εij � 0.

2.2. Multiobjective Optimization Model. (ere are three
objectives in our model that reflect three service levels of
emergency logistics: (1) minimizing the total deprivation
costs of victims, (2) minimizing the loss of unsatisfied de-
mand, and (3 minimizing the total cost of the emergency
logistics system. (e formulations consider a relief group
that first delivers critical supplies from SNS to RTCs and
then delivers goods from RTCs to demand nodes. Fur-
thermore, RTCs also have a limited initial inventory of
critical supplies. (erefore, there are twice transportations
from RTC i to LDP j if RTC i is selected as a hub to supply
LDP j. RTC i first provides resources by its own inventory.
(e first resources reach LDP j at time tij1. (en, RTC i

transfers the second resources which come from SNS and
arrive at LDP j at time tij2. During a planning horizon T, the
relief group’s decisions are which RTCs should be selected,

Computational Intelligence and Neuroscience 3
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howmuch, and when to deliver to the demand nodes in need
of supplies.

2.2.1. 0e Deprivation Costs. Human suffering is one of the
critical factors in humanitarian logistics. (e theory of
deprivation costs [5] provides an excellent method to bring
human suffering factors into the decision objective. Con-
ceptually, deprivation cost is the economic value of human
suffering caused by a lack of access to resources or services.

Suppose LDPs at which identical individuals experience the
same unit deprivation cost π(t) at time t. According to the
theory of deprivation costs, the deprivation costs function δj

is discontinuous, increases with deprivation time, and then
drops to zero when a delivery large enough to fulfill the
needs of all individuals is received. (e total deprivation
costs at node j are equal to the aggregation of individual
costs:

δj � π tij1 min Dj, yij1  + π tij2 min max Dj − yij1, 0 , yij2  + π(T)max Dj − yij1 − yij2, 0 , (1)

where tij1 is dependent on the distance between RTC i and
LDP j. tij2 is dependent on the distance from SNS to LDP j

via RTC i. (e first part of δj is the deprivation costs of the
satisfied demand in the first supply. (e second part of δj is
the deprivation costs of the satisfied demand in the second
supply. (e third part of δj is the deprivation costs of the
remaining unsatisfied demand at the end.

It should be noted that the beneficiaries had already
experienced a deprivation cost at time t< tij1. (erefore, the

classical deprivation costs theory evaluates the cumulative
cost function up to time T. For simplification, this work only
considers the deprivation costs at the arrival times of sup-
plies and the end time of the period. (e unite deprivation
cost π(t) is increasing convex function with respect to t,
0< t≤T. In this paper, we use a quadratic function π(t) �

at2 to specify deprivation cost and a is a cost coefficient.
(us, we can easily obtain the total deprivation costs at the
end of period T, which can be expressed as


j∈J

δj � 
i∈I,j∈J

at
2
ij1 min Dj, yij1  + at

2
ij2 min max Dj − yij1, 0 , yij2  + aT

2 max Dj − yij1 − yij2, 0 . (2)

2.2.2. 0e Loss of Unsatisfied Demand. In the context of
emergency rescue, decision-makers should try their best
to meet the supplies needs in each affected point, but the
goods are inadequate at the first time. (erefore, another
important objective in emergency logistics is to keep
fairness. In this work, we provide a loss function of
unsatisfied demand to evaluate the fairness of rescue. (e
loss function loj is an S type curve of unsatisfied demand
in LDP j. (is reflects that the unsatisfied demand has a
learning effect on the emergency service level. If the
unsatisfied demand takes the maximum value, the loss
function becomes constant, and no more losses will
occur. In addition, developed regions tend to be densely
populated, which have more severe consequences if
emergency demands are not met. (us, the demand
quantity is considered in the loss function, which can be
given by

loj � max Dj − yij1 − yij2, 0 P hj , (3)

where P(hj) � be(− hj/(1− hj)) and hj � (i∈Iyij1 + yij2/Dj). hj

is the proportion of satisfied demand in LDP j. Obviously,
1 − hj is the ratio of unsatisfied demand. P(hj) is related to
service level, which converges to loss upper bound b if hj

tends to 0, and 0 if hj tends to 1. (us, we use the above loss
function to quantify the fairness in this paper. (e total
unsatisfied demand loss of emergency logistics is given as
follows:


j∈J

loj � 
i∈I,j∈J

max Dj − yij1 − yij2, 0 P hj . (4)

2.2.3. 0e Operation Cost. (e operation cost of emergency
logistics includes three parts: the construction cost of RTCs,
the transport cost, and the inventory holding cost in RTCs.
In the setting of this paper, the SNS already exists before
disasters occur. (e LDPs will distribute the relief resources
as soon as they are received. (us, we only consider the
holding cost of RTCs because they are newly built. (en, the
operation cost objective can be given by

OC � 
i∈I

ziCi + COidoixoi + 
j∈J

Cijdij yij1 + yij2  + CVi xoi + Qi( ⎡⎢⎢⎣ ⎤⎥⎥⎦.

(5)

2.3.MathematicalFormulation. Based on the above analysis,
we suppose that the emergency manager’s goals are to
minimize the deprivation costs, the loss of unsatisfied de-
mand, and the operation cost. Without loss of generality, we
adopt two weight parameters α and β (0< α, β, 1 − α − β< 1)

to simplify this multiobjective optimization to scalar ob-
jective optimization. Meanwhile, the manager also needs to
consider some realistic constraints, such as path constraint
and capacity constraints. (en, the logistics optimization
model is formulated as follows:
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min α
j∈J

δj + β
j∈J

loj +(1 − α − β)OC, (6)

s.t. δj � 
i∈I

at
2
ij1 min Dj, yij1  + at

2
ij2 min max Dj − yij1, 0 , yij2  + aT

2 max Dj − yij1 − yij2, 0 , ∀j ∈ J, (7)

loj � max Dj − yij1 − yij2, 0 P hj , ∀j ∈ J, (8)

P hj  � be
− hj/1− hj( 

, ∀j ∈ J, (9)

hj �
i∈Iyij1 + yij2

Dj

, ∀j ∈ J, (10)

OC � 
i∈I

ziCi + COidoixoi + 
j∈J

Cijdij yij1 + yij2  + CVi xoi + Qi( ⎡⎢⎢⎣ ⎤⎥⎥⎦, (11)

tij1 �
dij

v
, ∀i ∈ I, j ∈ J, (12)

tij2 �
dij + doi

v
, ∀i ∈ I, j ∈ J, (13)


i∈I
∈ij � 1, ∀j ∈ J, (14)


j∈J
∈ijyij1 � Qi, ∀i ∈ I, (15)


j∈J
∈ijyij2 � xoi, ∀i ∈ I,

(16)

yij1 ≤M∈ijzi, ∀i ∈ I, j ∈ J, (17)

yij2 ≤Mϵijzi, ∀i ∈ I, j ∈ J, (18)

ϵij ≤ zi, ∀i ∈ I, j ∈ J, (19)


i∈I,j∈J
∈ij yij1 + yij2  � min Qo + 

i∈I
Qi, 

j∈J
Dj

⎛⎝ ⎞⎠, (20)

xoi ≤Mzi, ∀i ∈ I, (21)


i∈I

xoi � Qo, (22)

zi, εij ∈ 0, 1{ }, ∀i ∈ I, j ∈ J, (23)

xoi, yij1, yij2 ∈ R
+
, ∀i ∈ I, j ∈ J. (24)

(e objective function shown in equation (6) has been
described detailedly in the above. Constraints (7), (8), and
(11) show the computational formulas of the three objec-
tives, respectively. Constraints (9) and (10) describe the loss

function and the satisfied demand rate used to calculate the
second objective. Constraints (11) and (12) describe the
relationship between transport distance and delivery time.
Constraint (14) restricts that each LDP can only receive
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goods from one RTC. Constraints (15) and (16) balance the
flows of resources in each RTC for the first and second
deliveries. Constraints (17) and (18) guarantee that RTC i

can provide relief supplies to LDP j only if i has been selected
and j is allocated to it. Here, M is a sufficiently large number.
Constraint (19) ensures that only a selected RTC can provide
emergency supplies to LDPs. Constraint (20) indicates that
all goods need to be shipped if the supply is less than de-
mand; else, the delivered quantity is equal to demand.
Constraint (21) ensures that only the selected RTC can
receive goods from SNS. Constraint (22) indicates the flow
balance of resources in SNS. Finally, constraints (23) and
(24) define the decision variables.

3. A Hybrid Heuristic Solution Approach

(e proposed model is one of the location-allocation type
problems, most of which is NP-hard. (erefore, the optimal
solution of the proposed model is difficult to be obtained in a
short time. However, the actual emergency decision-making
often has higher requirements on timeliness, which inspires
us to adopt metaheuristic algorithms. (is section combines
an improved firefly algorithm with a genetic algorithm to
design a new hybrid algorithm called IFA-GA. Furthermore,
some schemes are also proposed to increase the solution
quality.

3.1. 0e Firefly Algorithm (FA). FA is a nature-inspired
swarm-based optimization algorithm proposed by Yang
[23], which is designed to imitate the natural phenomenon
of fireflies. FA supposes that all fireflies are homogeneous.
Each firefly will be attracted and move close to a brighter
firefly. If there are no brighter fireflies nearby, the firefly will
move randomly. For an optimization problem, fireflies
represent feasible solutions. (e brightness of the firefly has
a positive relationship with its objective value.

Similar to some other metaheuristic algorithms, FA also
successfully implements the exploration and exploitation
steps to solve optimization problems.(e exploration step is
carried out by the movement of fireflies from the current
position to a brighter position. (e exploitation step is re-
alized by the random movements of the rest fireflies. Sup-
pose Xn is a solution (firefly) in the n-th iteration of FA, the
update movement equation of this firefly is

Xn+1 � Xn + β0e
− cr2 Xn − Xn(  + αnεn, (25)

where β0 is the maximum attractiveness between fireflies. r is
the Euclidean distance between two fireflies Xn and Xn. c is
the light absorption coefficient that adjusts the change of
attraction. αn is a weight coefficient between [0, 1], and εn is a
random vector in [0, 1].

3.2.0eGeneticAlgorithm(GA). GA is initially motivated by
the Darwinian principle of evolution through natural se-
lection and genetic mechanisms, which has been successfully
applied to a wide range of real-world problems of significant
complexity. Unlike the iterative update mechanism in other

algorithms, GA derives a new solution by operating the
existing solutions directly.(ere are two genetic operators in
GA: crossover and mutation. A typical design for a classical
GA can be given as follows:

(1) Initialize a population in which chromosomes are
generated randomly.

(2) Calculate the fitness of each chromosome in the
population.

(3) Generate new chromosomes by the following steps:
(a) select two chromosomes using the proportional
fitness selection, and then cross the selected chro-
mosomes to obtain a child chromosome; (b) select
one chromosome using the proportional fitness se-
lection, and apply uniform mutation to it with a
mutation rate to produce another child
chromosome.

(4) Update the population. Add new chromosomes to
the population and dispose of the worst chromo-
somes to maintain the size of the population.

(5) If the stopping criteria have not been met, return to
Step 2.

GA is first proposed by Holland [24] to solve compu-
tationally intractable problems. (e development and suc-
cess of GAs have greatly enriched the computational
approaches for the optimization problem. Particularly, GA is
very suitable for combinatorial optimization problems
whose structure and character can avoid the tedious coding
and decoding works of chromosomes.

3.3. 0e IFA-GA Algorithm. FA has a good convergence
speed due to the attraction of fireflies. However, the solution
of FA may fall into a local optimum because of its limited
exploration capability, especially when the fireflies en-
counter extreme values. In contrast, GA can explore the
solution space widely due to the crossover and mutation
operators. However, the convergence rate of GA is relatively
slow due to the lack of directionality. Fortunately, both FA
and GA have specific and understandable procedures which
are easy to implement. Furthermore, both of them are
suitable to be hybridized with other optimizers due to their
multimodalities. Inspired by these privileges, we introduce
an IFA-GA algorithm by combining the desirable charac-
teristics of FA and GA.(e emergency logistics model of this
paper includes location decisions and allocation decisions.
Considering the characteristics of FA and GA algorithms, we
plan to use FA to solve location decisions and use GA to
solve allocation decisions. Before presenting the detailed
implementation of the proposed hybrid algorithm, we give
some schemes for improving the algorithm efficiency.

3.4. Schemes for Improving the IFA-GA Algorithm. Most of
the metaheuristic algorithms would suffer from two prob-
lems: metaheuristic algorithms usually have an earlier
convergence, and the initial solution and the diversity of the
solution space often affect their search quality. To overcome
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these two shortcomings, we enhance the proposed IF-GA
algorithm through three schemes in this section.

3.4.1. Scheme 1: Population Initialization. (e initial pop-
ulation has a significant effect on the convergence speed and
the quality of the final solutions. In most metaheuristic algo-
rithms, a population is generated by random initialization. In
this paper, we initialize the population by a myopic strategy.

Suppose RTCs can be located at any point of two-di-
mensional space with the cardinality constraint that the total
number of RTCs is no more than I. First, the LDPs are
clustered into I groups by considering the weight of demand.
(e locations of RTCs are selected at the center of gravity in
each group.(en, we get a solution z

→
� [z1, z2, . . . , zI]. (e

population of location decisions is generated by random
initialization around z

→. Second, for each location decision,
allocating the resources according to the proportion of
demand, we can obtain an even solution
x
→

� [xo1, xo2, . . . , xoI], y1
�→

� (yij1), and y2
�→

� (yij2). Select
two elements of x

→ randomly. (e first element subtracts a
random number which is added to the second element. (e
random number is not bigger than the first element. (e
corresponding rows of y2

�→ should be changed accordingly.
For y1

�→, we introduce a random matrix w
→

� (wij), each row
of w

→ only has two nonzero elements in random columns
with a random value w and − w. Adding y1

�→ to w
→, we obtain a

new y1
�→. Finally, the initial population is obtained by re-

peating the above process.

3.4.2. Scheme 2: 0e Improved Search Strategy of FA. In this
paper, FA is used to solve the facility location decision of
RTCs. As is mentioned above, each decision variable zi has a
corresponding position. To be more realistic, we do not
constrain the positions and only consider a cardinality
constraint of RTCs. (erefore, we use coordinate variable
Xi � (px

i , p
y
i ) to replace zi for simplification and define

X � [X1, X2, . . . , XI]. (e objective function determines the
fitness of firefly X. (e direction and brightness of fireflies
depend on the Euclidean distance between them and their
fitness.

A dimmer firefly (worse solution) will be attracted by a
brighter one (better solution) in FA. (is mechanism is
beneficial to the convergence of the algorithm. (us, FA can
find the optimal solution quickly. However, FA may fall into
premature convergence if it encounters local extrema be-
cause the incomplete exploration of nondominated fireflies
is one of the main reasons to cause the local convergence of
FA. To overcome this weakness, we introduce a new update
function for nondominated fireflies, described as follows:

Xn+1 � Xn + αn εn − 0.5( XM, (26)

where XM � XMax − Xn if εn > 0.5 and XM � Xn − XMin if
εn < 0.5. XMax is the upper bound of search space, and XMin is
the lower bound. Furthermore, for dominated fireflies, we
consider the attraction of the best solution, and the iterative
equation is modified as follows:

Xn+1 � Xn + β0e
− cr2 Xn − Xn(  + β0e

− cr2opt Xopt − Xn  + αnεn,

(27)

where Xopt is the brightest firefly in population and ropt is the
distance between Xn and Xopt.

3.4.3. Scheme 3: 0e Update Mechanism of Population. A
good algorithm should have an excellent performance in
exploring the solution space and have a good ability in
convergence. In this paper, the IFA is nested into GA for
solving the location problem. GA already has an elimination
mechanism that replaces poor solutions to maintain the size
of the population. However, the number of eliminated so-
lutions is usually fixed in the original GA. Reference [25]
proposed an adaptive mechanism to replace poor solutions
dynamically. (e number of eliminated solutions decreases
in the iterative process. (erefore, the algorithm first tends
to explore the solution space better and then moves to the
local search. With the same purpose, we introduce the
mutated number of GA as follows:

q � ⌈rand(0, 1))
∗PS∗ 1 −

t

GMAX
 ⌉, (28)

where ⌈⌉ is the ceiling operator, PS is the population size, t is
the current number of iterations, and GMAX is the maximum
number of iterations.

(e procedure of IF-GA is described in Algorithm 1 in
detail.

4. Numerical Studies

In order to illustrate the proposed model and validate the
performance of IFA-GA, a small-scale instance with one
SNS, 10 RTCs, and 40 LDPs is first used. Although the
number of nodes in emergency logistics is not considerable,
the proposed model has 820 (2 ∗ 10∗ 40 + 10+10) decision
variables. It is an extremely complex optimization problem.
(e results with different objective functions are presented
to show the decision differences related to deprivation costs.
Furthermore, a comparison is made between IFA-GA, FA,
GA, and particle swarm optimization (PSO) based on the
same population initialization. (e adjustment method for
the infeasible solutions in Algorithm 1 is also used in each
algorithm to satisfy the constraints t. Finally, instances
extracted from large-scale disasters are used to demonstrate
the effectiveness of the designed IFA-GA algorithm fur-
therly. All experiments are implemented using MATLAB
2019 on a (inkPad T460s laptop with Intel i5-6200u CPU,
2.3GHz frequency, and 12GB memory.

4.1. Parameter Setting. In this experiment, we initialize the
affected areas in a 100∗ 100 two-dimensional space ran-
domly. (e demand of each affected area is sampled uni-
formly in [50, 150]. We assume that the RTCs can be located
at any point of the space; then, the distance between a se-
lected RTC and the other node is easily calculated by the
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Euclidean distance equation. (e cost parameters and other
variables in the proposed model are shown in Table 1.

It is essential to select suitable parameters for meta-
heuristic algorithms. Additionally, to evaluate the perfor-
mance of the proposed IFA-GA, we compare it with the
standard FA, GA, and PSO. (e parameter settings of these
algorithms are displayed in Table 2.

4.2. Computational Results regarding Deprivation Costs.
As discussed above, the deprivation cost is an essential factor
for the relief decision. To visually illustrate its impact on
decision-making, we analyze the location results of RTCs
which are shown in Figure 1. Because each RTC is linked to
SNS, which is located at point (0, 0) in our setting, we ignore
the paths between SNS and RTCs for simplification. Figure 1
has six pictures.(e first three pictures (a), (b), and (c) present
the RTCs’ locations with a single objective. (e subsequent
pictures present the RTCs’ locations with two and three
objectives. Obj1 refers to the deprivation cost objective. Obj2
refers to the unsatisfied demand loss. Obj3 refers to the
operation cost. By comparing Figures 1(a) and 1(c), we can
find that the locations of RTCs are closer to the affected areas
in (a) than in (b). It is realistic because closer to demand will
shorten the delivery time. In Figure 1(b), the locations are
strange at first glance. It should be noted that objective 2 does
not have any path-related cost, so the locations move ran-
domly in the algorithm and have no practical meaning.

Figures 1(d) and 1(e) confirm the random location results in
(b), which have the same results as Figures 1(a) and 1(c),
respectively. Figure 1(f) shows the tradeoff location results by
objective 1 and objective 3. Figure 1 illustrates that the
deprivation cost impacts RTCs’ locations, which makes RTCs
closer to LDPs.

4.3. Computational Results of Different Algorithms. In this
section, we further present several cases to illustrate the ef-
fectiveness of the proposed algorithm. For the small-scale case,
the iteration results of IFA-GA, FA, GA, and PSD are shown in

Input:
(e demands of affected areas. (e location and inventory of SNS. (e locations and inventories of candidate RTCs. (e

parameters of the deprivation cost, unsatisfied loss, and operation cost. (e weight parameters in the objective function. (e
parameters of FA and GA algorithms.
Output:
(e obtained optimal solution set.

Initialization:
Initialize the solution population as described in scheme 1. Calculate the distances between points. Calculate the delivery time of

each LDP. (en, calculate the values of the fitness function associated with each solution by equation (6).
Update:
IFA: represent solutions by fireflies and fix the allocation variables of fireflies. Update the location variables as follows:

(1) Fireflies are sorted to find the optimal individuals whose rand� 1 are the nondominated fireflies, and the other individuals are the
dominated fireflies.

(2) For the nondominated fireflies, the update formulations are described as equation (26). For the dominated fireflies, the individuals
move following the formulation equation (27). If there are multiple optimal solutions, Xopt in equation (27) is chosen randomly.
GA: recalculating the value of the individual fitness function, the sum of them is denoted by SUMF. Fix the location variables and

update the allocation variables as follows:
(1) Obtain the selection probability based on (individual fitness /SUMF), and select two individuals according to this probability. Get

the crossover point by an integer at interval [1, I + 2J]. Do the crossover operation for selected individuals and get two new
individuals. Correct the unfeasible individual by elimination and recrossover until all individuals are feasible.(e number of newly
generated individuals is determined by equation (28).

(2) Calculate the number of mutated solutions by equation (28). For each mutated solution, select two adjacent variables y(i) and
y(i + 1) randomly, and execute mutation by y(i) + (ymax − ((y(i) + y(i + 1))/2))∗rand and
y(i + 1) − (ymax − ((y(i) + y(i + 1))/2))∗rand. Correct the unfeasible individual by elimination and remutation until all
individuals are feasible.

(3) An intermediate population is generated by merging the current population with the previous population. (en, the last q poor
individuals in the previous population and the last q poor individuals in the newly generated population are eliminated from the
next generation.
Repeat IFA and GA until the termination criterion is satisfied.

ALGORITHM 1: IFA-GA.

Table 1: (e values of parameters.

Notation Value
O 1
I 10
J 40
v 20
a 2
b 100
COI 0.08
CIJ 0.1
Ci 1000
CVi 0.5
Qo 2000
Qi 100
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Figure 2. From Figure 2, we can see that the proposed IFA-GA
has the best performance in both convergence and objective
value. FA and PSD are almost unchanged because the flow
balance constraints in the optimization model make the most
newly generated solutions infeasible. GA has a certain con-
vergence, but the objective values aremuch bigger than those of

FA. It should be noted that FA, GA, and PSD are implemented
with the same population initialization as IFA-GA. If the
population are initialized randomly, the results of FA, GA, and
PSD will be much worse.

To compare the results detailedly, we carry out each al-
gorithm 30 times. More detailed results are given in Table 3.

Table 2: (e parameter settings of algorithms.

Algorithm Parameter Value

IFA-GA

Population size 200
Number of iterations 300

Maximum attractiveness β0 0.1
Absorption parameter c 0.001
Crossover probability 0.5
Mutation probability 0.2

FA

Population size 200
Number of iterations 300

Maximum attractiveness β0 0.1
Absorption parameter c 0.001

GA

Population size 200
Number of iterations 300
Crossover probability 0.5
Mutation probability 0.2

PSO

Population size 200
Number of iterations 300

Social acceleration coefficient 2
Personal acceleration coefficient 2
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Figure 1:(e comparison of location decision with the different objective function. (a) Obj1. (b) Obj2. (c) Obj3. (d) Obj1 + Obj2. (e) Obj2 +
Obj3. (f ) Obj1 + Obj2 + Obj3.
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FromTable 3, we can find that the proposed IFA-GA has better
performance than the other algorithms. (e mean, max,
and min values of the objective obtained by IFA-GA are less
than in the other algorithms. (e standard deviation of ob-
jective values in IFA-GA is much lower than in other algo-
rithms. Furthermore, the run time of IFA-GA is also less than
other algorithms. (e results of Table 3 indicate that the IFA-
GA has better stability and efficiency in solving our proposed
model.

Additionally, we conduct experiments with different
problem sizes. Four large-scale instances are experimented
for further comparison. (e results are shown in Table 4.

From Table 4, we can find that the proposed IFA-GA
obtains solutions with the best performance than the other
algorithms in each instance. In both four cases, IFA-GA
obtains the minimum objective value and the lowest devi-
ation. Furthermore, IFA-GA also has the shortest run time.
(ese gaps are to increase along with the problem size in-
creases. FA has the worst performance in run time and
stability. GA outdoes FA in each case, with almost the same
objective values as PSD but a much lower run time. Ad-
ditionally, the increase in LDPs brings more objective costs,
but the increase in RTCs takes lower objective costs. (e
result can be obtained by comparing the case I � 20, J � 100
with the case I � 50, J � 100. (e reason is that the increase
in RTCs can reduce the deprivation costs effectively, which

enlightens us that more RTCs are recommended to be
established when faced with large-scale disasters.
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50 100 150 200 250 3000
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×104

Figure 2: (e comparison of objective values obtained by different algorithms.

Table 3: Numerical results on the small-scale instance.

Algorithm Mean Max Min STD Time
IFA-GA 11641 11780 11529 91 51
FA 26246 26972 25586 555 409
GA 23685 23480 23994 191 123
PSO 22468 22242 22838 225 413

Table 4: Numerical results under different problem sizes.

Problem size IFA-GA FA GA PSO

I � 20
J � 50

Mean 17935 31047 28452 27439
Max 18240 32567 29497 27883
Min 17620 30021 27111 27037
STD 264 1083 889 363
Time 73 1193 159 607

I � 20
J � 100

Mean 124675 209152 190568 190039
Max 125200 211813 192749 191352
Min 124310 204755 187603 188398
STD 352 2703 1874 1178
Time 91 1487 198 756

I � 50
J � 100

Mean 78051 130882 119106 118934
Max 79890 135157 122993 122101
Min 75788 127140 115843 115521
STD 1467 3048 2574 2338
Time 139 2071 315 1087

I � 50
J � 150

Mean 179260 302016 290526 278969
Max 181800 310912 296233 283487
Min 177400 291990 287331 274882
STD 1600 6886 4250 3687
Time 215 3470 498 1876
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Based on the simulation results, we can derive some
practical implications. First, RTCs should be located closer
to rescue demand to decrease the human suffering caused by
deprivation. Second, in a large-scale disaster scenario, more
RTCs should be established to provide fast relief. In the
theoretical aspect, we validated the efficiency of the proposed
hybrid algorithm, which has an excellent performance in
convergence and computation time.

5. Conclusions

Different disasters have affected most areas of the world and
caused serious casualties and property losses in recent years.
An effective emergency logistics occupies a pivotal position
to relieve human suffering and mitigate losses after disasters.
(is paper proposes a multiobjective optimization model for
relief distribution. (e relief supplies are transferred in a
three-level logistics network which includes an SNS, some
RTCs, and LDPs. (e location decision of RTCs and re-
source allocation decision from SNS to RTCs and from
RTCs to LDPs should be made in postdisasters. We present
three objectives, deprivation costs, unsatisfied demand costs,
and logistics cost, in this location-allocation optimization
model, in which several cardinality and flow balance con-
straints are considered simultaneously. Realizing the com-
plexity of the problem, we design a novel IFA-GA algorithm
by combining classical FA and GA. (ree schemes are
proposed to improve the effectiveness of the IFA-GA al-
gorithm. (e results from numerical studies provide several
insights on the theory and practice of relief distribution,
which also illustrate the validity of the proposed solution
algorithm.

(is study is not exhaustive.We only present a simplified
model and ignore some factors which will make the model
more complex. For example, the uncertainty factors, such as
delivery time and quantity, are not considered in the pro-
posed model. Multiple transport and multiple periods are
also not investigated in our model.(erefore, we may extend
the proposed model to an uncertain situation by using
robust optimization theory or distributionally robust theory
for future work. Furthermore, more hybrid algorithms that
combine exact and metaheuristic approaches should be
exploited to solve the proposed optimization model effec-
tively in the future.
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In irrigated areas, the intelligent management and scientific decision-making of agricultural irrigation are premised on the
accurate estimation of the ecological water demand for different crops under different spatiotemporal conditions. However, the
existing estimation methods are blind, slow, or inaccurate, compared with the index values of the water demand collected in real
time from irrigated areas. To solve the problem, this paper innovatively introduces the spatiotemporal features of ecological water
demand to the forecast of future water demand by integrating an artificial neural network (ANN) for water demand prediction
with the prediction indices of water demand. Firstly, the ecological water demand for agricultural irrigation of crops was
calculated, and a radial basis function neural network (RBFNN) was constructed for predicting the water demand of agricultural
irrigation. On this basis, an intelligent control strategy was presented for agricultural irrigation based on water demand prediction.
-e structure of the intelligent control system was fully clarified, and the main program was designed in detail. -e proposed
model was proved effective through experiments.

1. Introduction

As a big agricultural country, China faces a severe shortage
of agricultural irrigation water, owing to the low per-capita
water resources and the imbalance between water supply and
demand [1, 2]. Modern agriculture aims to achieve a high
yield of high-quality crops in an ideal cycle. To promote
agricultural development in China, it is very meaningful to
reconstruct the irrigation water facilities in large irrigated
areas, trying to detect an agricultural situation in real time,
make reasonable plans for irrigation water consumption,
and realize automatic water supply [3–5]. In irrigated areas,
the intelligent management and scientific decision-making
of agricultural irrigation is premised on the accurate esti-
mation of the ecological water demand for different crops
under different spatiotemporal conditions [6–8].

After analyzing the water supply and consumption
features in local irrigated areas, Sun et al. [9] adjusted the
weights of the indices in the current water consumption
evaluation system through analytic hierarchy process (AHP)
and constructed a time series prediction model to forecast

the available water resources, industrial water demand,
domestic water demand, and agricultural water demand in
the irrigated areas with different assurance rates, thereby
balancing the water supply with water demand in these
areas. Essaid and Caldwell [10] numerically simulated the
irrigation water demand of sweet potatoes and peanuts,
predicted the accurate water-saving potential of irrigated
areas, and put forward an adjustment strategy of the irri-
gation system to improve the water utilization rate.

To make full use of irrigation water, most irrigated areas
choose to renovate the traditional irrigation management
mode based on high-resolution remote sensing images. -e
water demand of irrigated areas is usually inverted and
predicted through accurate detection of block changes
[11, 12]. Nejatijahromi et al. [13] established a deep semantic
segmentation network to classify the planting areas of dif-
ferent types of crops and introduced multiple indices to
image fusion during the preprocessing of remote sensing
images. In this way, the spectral complexity and spatial
resolution were improved, and the feature information of
irrigated area images was enhanced. Pani and Mishra [14]
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replaced the ordinary convolution and rectified linear unit
(ReLU) of the U-Net semantic segmentation network with
depthwise separable convolution and Mish activation
function, respectively, thereby improving the classification
accuracy of the planting areas of different crops. In addition,
they constructed an inversion model for the water content in
the soil at different depths, which couples the normalized
difference vegetation index (NDVI) and automatic water
extraction index. Foglia et al. [15] set up a dynamic mul-
tifactor prediction model for soil water content. Based on
long short-term memory (LSTM) neural network, their
model boasts a high prediction accuracy and a low degree of
discretization. To predict water demand more accurately,
Hassani and Shahdany [16] improved the multiplication of
the Jacobian matrix in the Levenberg–Marquardt (LM) al-
gorithm: this operation was replaced with gradient vector
calculation and quasi-Hessian matrix. -e improved LM
algorithm was used as the learning algorithm for the fuzzy
neural network of water demand prediction. -e results
show that the improved algorithm brings higher network
learning efficiency and occupies a small storage space.
Mimicking the information transmission mode of the ce-
rebral cortex, Li et al. [17] designed a peaking mechanism for
the structural growth and pruning of neural network and
implemented it to predict the short-term water demand.

To a certain extent, the traditional estimation methods
for the water demand in irrigated areas, namely, empirical
formulas, hydrological methods, and microclimate methods,
are blind and slow. Infrared remote sensing techniques can
diagnose the water level by the physiological properties of
crops, providing support to decision-makers in water de-
velopment and management. However, these techniques are
not accurate enough. To solve this problem, this paper
combines an ANN for water demand prediction with the
prediction indices of water demand. Section 2 computes the
ecological water demand for nonfixed crops in the agri-
cultural irrigated area, using the simple and direct area quota
method. Section 3 predicts the water demand of crops in the
agricultural irrigated area by integrating the radial basis
function neural network (RBFNN) with autoregression
model. Section 4 presents an intelligent control strategy for
agricultural irrigation based on water demand prediction
and constructs a precision agricultural irrigation intelligent
control system, which encompasses a distributed wireless
sensor subsystem, a water demand prediction subsystem,
and an agricultural irrigation control subsystem. -e pro-
posed model was proved effective through experiments.

2. Calculation of Ecological Water Demand

-e water demand for agricultural irrigation refers to the
amount of irrigation water that must be consumed to maintain
the normal growth of crops. Given the uneven distribution of
population and farmland in China, the planting area of water-
demanding regular rice varieties is growing, and the homo-
geneity of crops is on the rise. To optimize water allocation and
realize intelligent control of agricultural irrigation, it is im-
portant to scientifically calculate and accurately predict water
demand indices of agricultural irrigation.

Firstly, this paper uses the relatively simple and direct
area quota method to compute the irrigation water demand
of an irrigated area: multiply the size of the irrigated area
with the ecological water demand quota of each crop and
superimpose the products. Let ZS be the total water demand
of the irrigated area and ZSi, Pi, and Qi the ecological water
demand, planting area, and ecological water demand quota
of crop i, respectively. Among them, the quota can be ob-
tained through experimental analysis and theoretical cal-
culation. Assuming that there are m crops, then ZS can be
calculated by

ZS � 
m

i�1
ZSi � 

m

i�1
Pi · Qi. (1)

In arid areas, crop growth mainly relies on groundwater
and irrigation. -is paper directly estimates the actual
ecological water demand of crops in arid and semiarid areas,
using phreatic water evaporation, which requires only a few
parameters. LetWZS be the total ecological water demand of
vegetation; ZSij and DVij the ecological water demand and
phreatic water evaporation of crop i in month j, respectively;
and ΨV the vegetation index of crops. -en, ZS can be
calculated by

ZS � 
m

i�1,j�1
ZSij � 

m

i�1,j�1
Pi · DVij · ΨV. (2)

Let e1 and e2 be empirically coefficients; DBi the buried
depth of groundwater at the location of crop i; DBmax the
ultimate buried depth for phreatic water evaporation; and
DVθ

j the surface evaporation of regular evaporation dish in
month j. -en, DVij can be calculated by Aver’yanov’s
phreatic evaporation formula:

DVij � e1
1 − DBi

DBmax
 

e2

DV
θ
j . (3)

During crop growth, transpiration consumes the largest
amount of water. In this paper, the actual evapotranspiration
is used to determine the ecological water demand of each
crop. -e calculation assumes that the water supply is
sufficient. Let DV∗j be the evapotranspiration caused by the
transpiration of the reference crop in month j and ΨT the
soil moisture correction coefficient of the irrigated area.
-en, the maximum ecological water demand of a crop can
be calculated by

ZS � 
m

i�1,j�1
ZSij � 

m

i�1,j�1
Pi · DVij, (4)

where DVij can be calculated by

DVij � DV
∗
j × ΨV × ΨT. (5)

-e Penman–Monteith equation, recommended by -e
United Nations Food and Agriculture Organization (FAO),
was adopted to compute the potential evaporation DV∗ of
crops in an irrigated area. Let Γ be the slope between the
temperature change curve and the saturated vapor pressure;
FS the net radiation of crop surface; TH the heat flux of the
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soil in the irrigated area; δ the psychrometer constant; TAV
the mean temperature; vf the wind speed at a fixed height;
and AVB and AVR saturated and actual vapor pressures,
respectively. -en, DV∗ can be calculated by

DV
∗

�
0.4Γ(FS − TH) + δ 900/ TAV + 273( ( vf AVB − AVR( 

Γ + δ 1 + 0.35v2( 
.

(6)

-e slope Γ can be calculated by

Γ �
4100 × 0.62 17.3TAV/ TAV + 327.3( ( 

TAV + 327.3( 
2 . (7)

-e net radiation of crop surface FS is the difference
between net short-wave radiation FSD and net long-wave
radiation FSC:

FS � FSD − FSC. (8)

Let FSS be solar radiation; mS the actual sunshine hours;
andMS the most probable sunshine hours. -en, FSD can be
calculated by

FSD � 0.78
1
4

+
ms

2MS

 FSS. (9)

Let ΦS be the solar constant; θ the latitude; and DO the
day order. -en, solar radiation FSS can be calculated by

FSS �
24 × 60

π
×ΦS × RDRSE HAS sin θ sin c + cos θ cos cHAS .

(10)

-e reciprocal RDRSE of the relative distance between the
Sun and the Earth can be calculated by

RDRSE � 1 +
1
30

cos
2π
365

× DO . (11)

-e solar hour angle HAS in formula (10) can be cal-
culated by

HAS � ar cos[−tan θ tan c]. (12)

-e solar magnetic declination c in formula (10) can be
calculated by

c � 0.4 sin
2π
365

DO − 1.4 . (13)

LetMTmax-j andMTmin-j be the maximum andminimum
absolute temperatures of month j. -en, the net long-wave
radiation FSC can be calculated by

FSC � 4.903 × 10− 9 1.35
0.25 + 0.5 mS/MS( 

0.75 + 2 ×(c/100000)
− 0.35  0.34 − 0.14

����
AVR


( 

MTmax− j 
4

+ MTmin− j 
4

2
⎛⎝ ⎞⎠. (14)

Let DTmax-k and DTmin-k be the daily mean maximum
and minimum temperatures of day k; SDAV the daily mean
relative humidity; and vc the wind speed at the altitude of c
meters. -en, the saturated vapor pressure AVB can be
calculated by

AVB �
r DTmax−k(  + r DTmin−k( 

2
, (15)

where r is exponentiation:

r(t) � 0.62e
17.28t/(t+327.3)

. (16)

-e actual vapor pressure AVR can be calculated by

AVR �
AVB × SDAV

100
. (17)

Suppose the height is fixed at 2m. -en, the mean wind
speed can be calculated by

vf � vc

4.9
ln(67.8c − 5.4)

. (18)

3. RBFNN-Based Water Demand Prediction

3.1. Network Construction. To predict the crop water de-
mand in the agricultural irrigated area, this paper sets up a
prediction model based on RBFNN, which boasts a strong

approximation ability and a fast convergence speed. As
shown in Figure 1, the RBFNN consists of three layers: an
input layer that connects and transmits external signals, a
hidden layer that realizes RBF mapping, and an output layer
that performs linear summation.-e input layer receives the
sample data about the parameters required to compute the
crop water demand in the target irrigated area. -e RBF
mapping, which underpins the nonlinear transform between
the input layer and hidden layer, constitutes the basis of the
hidden layer. -erefore, the output of the RBFNN can be
regarded as a linear combination of basis functions derived
from hidden layer nodes.

-e RBF centers were solved through clustering. Let B:
RK⟶RO be the mapping response of RBF; ai the data of
index sample i imported to the input layer, that is, the real-
time data series of water demand indices for agricultural
irrigation; A� (al, a2, . . .)T ∈RK the input vector; bk the
output of output layer node k; ωk the connection weight
between all hidden layer nodes and output layer node l; WG
the center G of hidden layer nodes; J and K the number of
hidden layer centers and the total number of input layer
nodes; F(∙) the basis function; and ‖ · ‖ the Euclidean norm.
-en, the RBFNN output can be expressed as

bk � 
K

i�1


J

G�1
ωi(i, H)F ai − WG

����
����
2

 . (19)
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-e hidden layer output based on Gaussian function can
be calculated by

cl � θ 
K

i�1


J

G�1

ai − WG( 
2

c
2
G

⎛⎝ ⎞⎠. (20)

To sum up, RBFNN has three adjustable parameters:
variance, center position, and output layer weight. Under the
premise that training index samples can reflect the essence of
crop water demand prediction in the irrigated area, nW
uniformly distributed centers were selected with an interval
of q, that is, network centers. On this basis, the variance s� q/
(2nW)−2 of the Gaussian function can be solved.

3.2. Determination of Network Parameters. -e RBF centers
were determined through fuzzy kmeans (FKM) clustering of
unsupervised self-organizational learning. Let AUS � (Al, A2,
. . ., AN) be the set of N index samples imported for unsu-
pervised learning; U the number of clusters; D� [dil]U×N the
membership matrix of sample l in cluster i; dil the mem-
bership function of sample l in cluster i; O� [o1, o2, . . ., oU]
the set of cluster centers; ξil the distance from al to oi; ε the
weighted index of the network; and σ the allowable error. To
minimize the weighted sum of squares of the distance be-
tween sample center and cluster centers, an objective
function of classification J(D, O)� 

N
l�1 

U
i�1 (dil)

N(ξil
2) can

be constructed andminimized.-e detailed operations go as
follows:

Step 1: initialize the network, set the initial number of
iterations t� 0, and determine the initial values of N, U,
and D(t).
Step 2: derive the following from D(t):

oi �
1


N
l�1 dil( 

ε 

ε

l�1
dil( 

N
ail, i � 1, 2, . . . , U. (21)

Step 3: suppose l� 1, . . .,N.-e set of clusters satisfying
the condition that the distance between sample center
and cluster center is zero can be expressed as

Ql � i|0≤ i≤U, ξil � al − oi

����
���� � 0 . (22)

-e set of the other clusters can be described by

Q
∗

� 1, 2, . . . , U{ } − Ql. (23)

If Ql is an empty set, then

dil �
1


U
j�1 ξil/ξjl 

2/(ε− 1)
. (24)

If Ql is not an empty set, then dil � 0, i belongs to set Ql,
and Σi∈Ildil � 1. Make l� l+ 1, and return to the start of
Step 3.
Step 4: if ‖D(t) − D(t+1)‖ is smaller than the learning
convergence rate η, then terminate the network
training. If ‖D(t) − D(t+1)‖ is greater than η, add one to
the number of iterations and return to the start of Step
2.

-e hidden node width of RBFNN was determined by
the k-nearest neighbors (KNN) algorithm. First, the sum of
the distances from a sample center to the centers of the
nearest K clusters was averaged.-en, the width was derived
from the mean value. Let oj

′ be the sample center closest to
cluster center oi. -en, the width of hidden layer nodes can
be expressed as

HWi �
1
l



l

j�1
oi − oj
′

�����

�����. (25)

Let Gauss(a) be the Gaussian function. -en, the RBF
can be approximated by the following function:

AF(a) � 
U

i�1
ωi × Gauss a − oi

����
���� . (26)

Solving the approximation function is equivalent to
minimizing the following cost function by adjusting the
weight set {ωi|i� 1, 2, . . ., U}:

Φ AF
∗

(  � 
N

l�1
ξl − AF al(  

2
+ μ NOR

∗����
����
2

� 

N

l�1
ξl − 

g

i�1
ωiGauss al − oi

����
���� ⎡⎣ ⎤⎦

2

+ μ NOR
∗����
����
2
,

(27)

where the first term is the standard error and the second
term is the regularization term to satisfy the requirements on
continuity and smoothness. Formula (27) can be sorted out
as

Φ U
∗

(  � 
N

l�1
ξl − Gauss · ω 

2
+ μ NOR∗,NOR∗( 

2
M

� ξl − Gauss · ω
����

����
2

+ μωT
H0ω,

(28)

where

F(|a1-W1|2)

F(|a1-WJ|2)

F(|a1-W1|2)

F(|a1-WJ|2)

∑

∑

w1(1,1)

wO(1,1)…
…

… w1(K,J)

wO(K,J)

…

b1

bO

a1

ak

…

w1(1,J)
wO(1,J)

w1(K,1)
wO(K,1)

Figure 1: Structure of RBFNN.
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ξ � ξ1, ξ2, . . . , ξN( 
T
;

ω � ω1,ω2, . . . ,ωU( 
T

,

Gauss �

g a1, o1(  g a1, o2(  . . . g a1, oU( 

g a2, o1(  g a2, o2(  . . . g a2, oU( 

⋮ ⋮ . . . ⋮

g aN, o1(  g aN, o2(  . . . g aN, oU( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(29)

Minimizing Φ(AF∗),

g
T
g + μg0 ω � g

Tξ. (30)

-e solution of the RBF approximation function should
be normalized by

ω � g
T
g + μg0 

− 1
g

Tξ. (31)

After setting l� l+ 1, the network iteration can be de-
scribed by

ωl+1 � ωl − χ
cΦ(U)

cωk

� ωl − χ g
T
g + μg0 ωl − g

Tξ .

(32)

3.3. Construction of Hybrid Prediction Model. For accurate
prediction of the water demand of agricultural irrigation,
this paper combines RBFNN with an autoregression model
into a water demand prediction model. In the model, the
coefficient of the autoregression function can be approxi-
mated by the RBFNN.

Let ub be the order of the model; Oi
l the center of RBFNN

index samples; μl the scale ratio; υ0 and υbi the state coef-
ficients of the model; s0l and ss

il the vector constants of the
model; A(t− 1) the index sample determining the output
state of the time-varying model; and NO(t) the white noise.
-en, the proposed prediction model can be established as

b(t) � υ0 A(t − 1) + 

ub

i�1
υbi(A(t − 1))b(t − i) + NO(t)⎛⎝ ⎞⎠,

υ0(A(τ − 1)) � s
0
0 + 

N

l�1
e

− μb
l

A(τ− 1)− Ob
l‖ ‖

2
2 ,

υbi(A(τ − 1)) � s
b
i0 + 

N

l�1
s

b
ile

−μb
l

A(τ− 1)− Ob
l‖ ‖

2
2 ,

Ol � Ol,1, Ol,2, . . . , Ol,N 
T
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(33)

-e weighted prediction result obtained from the water
demand indices in Section 2 was combined with the pre-
diction result of the RBFNN in Section 3, using validity
weights. Figure 2 explains the steps of our hybrid prediction
model. Firstly, the real-time data series of water demand
indices for agricultural irrigation was divided into a training
set and a test set. -e two sets were used separately to predict

the water demand. -en, the predicted water demand was
compared with the actual water demand of the agricultural
irrigated area.-e error between themwas reduced to realize
intelligent control of agricultural irrigation. -en, the val-
idity weights ω′ and ω″ of the two methods were calculated.

-e core of the intelligent control system for agricultural
irrigation is a single-chip microcomputer (SCM) connected

Real-time data 
series of water 

demand indices 
for agricultural 

irrigation
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ini
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tin
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Figure 2: Steps of our hybrid prediction model.
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to a triode amplifier circuit, which drives a relay. -e
opening/closing of the solenoid valve is controlled by the
contact of the relay. Because of the small power of the se-
lected solenoid valve, the triode type being adopted can
stabilize the voltage and current and ensure the reliable
functioning of the system. -e soil humidity sensor trans-
mits the humidity to the irrigation monitoring control
system.-e read humidity is compared with the preset lower
bound of humidity to control the level at the pins of the
SCM, in order to execute the irrigation mode.

During the intelligent control of actual agricultural ir-
rigation, ω′ and ω″ change with the updates of the control
signals of the irrigation solenoid valve, in order to improve
the precision of irrigation control.

Similarly, the test set was predicted separately by two
methods. -en, the final hybrid prediction result was ob-
tained through the weighted calculation, using the validity
weights ω′ and ω″. -e final step is to evaluate the accuracy
of water demand prediction.

4. Intelligent Control Strategy Based on Water
Demand Prediction

Based on the hybrid prediction of water demand for ag-
ricultural irrigation, the authors developed a precision
irrigation intelligent control system (Figure 3), which
encompasses a distributed wireless sensor subsystem, a
water demand prediction subsystem, and an agricultural
irrigation control subsystem. -e agricultural irrigation
control subsystem evaluates whether the target crop needs
water by comparing soil humidity with predicted crop
water demand. If the crop needs water, the solenoid valve
will be launched for irrigation. -e duration of irrigation
will be controlled by the water quota for agricultural ir-
rigation. Figure 4 shows the signal conversion in the dis-
tributed wireless sensor subsystem, which measures soil
humidity in real time, and the agricultural irrigation
control subsystem, which predicts the indices of crop water
demand.

-e analog signal from the wireless soil humidity sensor
has a low voltage. After passing through the amplifier circuit,
the voltage is increased to the useable level. -en, the analog
signal is converted by the converter into a digital signal.
After that, the SCM level is transformed by the chip into the
level for the serial port of the host, which supports intelligent
control.

-e precision irrigation intelligent control system should
operate rapidly while occupying a small memory. For this
purpose, Keil µ Vision 4.0, which contains efficient C
compilers and project managers, was selected to compile the
program code of the system. -e main program flow is
presented in Figure 5. Once the intelligent control system
starts, the main program will be initialized, and the com-
mand will be read. When the water demand surpasses the
actual soil humidity, the solenoid valve will be opened to
start sparkling irrigation in the irrigated area. -e irrigation
will last until the end of the preset duration. -en, the valve
will be closed to terminate the irrigation.

Wireless sensor signal

Amplifier

Analog/digital converter

Embedded system

Upper computer

Level converter

Figure 4: Signal conversion in subsystems.

Start

N

Initialization

Command reading

Native code?

Collecting index data

Below the preset lower
limit?

Sending sparkling
irrigation command

Reaching preset duration?

Terminating irrigation

Y

Y

N

Figure 5: Main program flow.
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Figure 3: Structure of intelligent control system.
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5. Experiments and Results Analysis

In the agricultural irrigated area, the phreatic evaporation of
crops is greatly affected by the actual atmospheric evapo-
ration capacity. Figure 6 presents the monthly mean
evaporations of different planting zones in the agricultural
irrigated area, which were derived from the daily observation
data. It can be inferred that the crop evaporation was rel-
atively large from June to September. -e change trend
meets the actual variation of water demand.

During the estimation of the ecological water demand of
vegetation, the key of the area quota method lies in deter-
mining the ecological water demand quota of each type of
plant. In the target irrigated area, the irrigation quotas for
soybean and corn are 5,100 and 4,960m3/hm, respectively.
Considering the planting areas and expansion goals of the
crops in the current year, the area quota method was
employed to compute the ecological water demands of
soybean and corn in the irrigated area. -e results (Table 1)
show that the current ecological water demand of soybean
and corn in the target irrigated area was 1.856 and 4.182m3,
respectively. -e total water demand reached 6.028m3.
Under the expansion goals, the ecological water demand of
soybean and corn was predicted as 4.371 and 4.352m3,
respectively. -e total water demand reached 8.723m3. -e
traditional agricultural irrigation control systems are very
inefficient in water use. -e irrigation water utilization
coefficient is as low as 0.6. Based on this coefficient, the

actual ecological water demand of soybean and corn in the
target irrigated area was 1.235 and 2.372m3, respectively.
-e total water demand reached 3.607m3. By contrast, our
precision irrigation intelligent control system can elevate the
utilization coefficient to 0.85. On this basis, the actual
ecological water demand of soybean and corn in the target
irrigated area was 3.464 and 3.375m3, respectively. -e total
water demand reached 6.839m3.

By the phreatic evaporation method, the ecological water
demand of crops per unit area in the target irrigated area
averaged at 2,749m3/hm. -e predicted values under the
expansion goals are given in Table 2. It can be seen that the
total annual ecological water demand of soybean in the
irrigated area was 2.322m3, and that of corn was 2.573m3.
-e total water demand reached 4.895m3.

By the vegetation evapotranspiration method, the mean
ecological water demand of crops per unit area in the target
irrigated area was 3,359m3/hm. -e predicted values under
the expansion goals are given in Table 3. It can be seen that
the total annual ecological water demand of soybean in the
irrigated area was 2.841m3, and that of corn was 2.597m3.
-e total water demand reached 5.438m3.

Figures 7 and 8 compare the predicted water demands for
the target irrigated area and prediction errors, respectively.
Table 4 sums up the absolute errors of water demand pre-
diction by different methods. -e error metrics include
maximum absolute error, mean absolute error, and rootmean
square of absolute error. From Figures 7 and 8 and Table 4, it

Table 1: Ecological water demand obtained by area quota method.

Crop Irrigation quota
Current state Predicted state

Area Calculated water demand Actual water demand Area Calculated water demand Actual water
demand

Soybean 5,100 35,712 1.856 1.235 78,512 4.371 3.464
Corn 4,960 89,643 4.182 2.372 93,256 4.325 3.375

1 2 3 4 5 6 7 8 9 10 11 12

Re
fe

re
nc

e c
ro

p 
ev

ap
or

at
io

n

Month

Zone 1
Zone 2
Zone 3

0

50

100

150

200

250

300

Figure 6: Monthly mean evaporations of different zones in an irrigated area.
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can be inferred that the chaotic model, traditional RBFmodel,
and our hybrid predictionmodel all achieved high accuracy in
forecasting the water demand in the irrigated area. However,
the three error metrics of our model were way smaller than

those of other models. -erefore, our method can adapt well
to the index value fluctuations in prediction and realize stable
prediction performance, compared with the chaotic model
and traditional RBF model.

Table 4: Absolute errors of water demand prediction.

Method Maximum Mean Root mean square

Water demand prediction
Chaotic method 0.3 0.115 0.1235

RBFNN 0.15 0.0965 0.1053
Our hybrid prediction method 0.13 0.028 0.0342

Table 3: Ecological water demand obtained by vegetation evapotranspiration method.

Crop
Ecological water demand

January February March April May June Full year
Soybean 0.012 0.023 0.065 0.113 0.518 0.532 2.814
Corn 0.021 0.053 0.168 0.305 0.358 0.409 2.597

July August September October November December
Soybean 0.560 0.473 0.251 0.182 0.062 0.023
Corn 0.401 0.358 0.260 0.153 0.076 0.035
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Figure 7: Comparison of predicted water demands.

Table 2: Ecological water demand obtained by the phreatic evaporation method.

Crop
Ecological water demand

January February March April May June Full year
Soybean 0.023 0.051 0.139 0.278 0.356 0.368 2.322
Corn 0.027 0.056 0.161 0.306 0.375 0.409 2.573

July August September October November December
Soybean 0.351 0.306 0.224 0.152 0.051 0.023
Corn 0.401 0.358 0.246 0.143 0.069 0.022
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6. Conclusions

-is paper presents an intelligent control method for
agricultural irrigation through ANN-based water demand
prediction. Firstly, the ecological water demand for agricultural
irrigation of crops was calculated, and an RBFNN was con-
structed for predicting the water demand of agricultural irri-
gation. -en, the authors developed an intelligent control
strategy for agricultural irrigation based on water demand
prediction, detailed the structure of the intelligent control
system, and designed themain program.-rough experiments,
the ecological water demand for crops in the targeted irrigated
area was separately calculated by the area quota method, the
phreatic evaporation method, and the vegetation evapotrans-
piration method, providing the data support to the weighted
prediction of water demand indices. -en, the authors com-
pared the predicted water demands for the target irrigated area
and prediction errors, respectively, and demonstrated that our
method could predict the water demand in the irrigated area
more accurately and stably than other models.

-is paper preliminarily explores and discusses the
calculation of agricultural irrigation water demand. -ere
are several limitations of the work, which need to be im-
proved in the future. (1) Due to data availability, the me-
teorological data are the mean of the three stations around
the study area. -us, the calculated evaporation may deviate
from the actual evaporation in the study area. (2) -e
correlation between groundwater level and vegetation area is
not fully demonstrated. -e vegetation response to
groundwater level needs to be deeply analyzed in the future.
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Expressway, as the main artery of urban traffic, realizes the smooth operation of the whole urban road network through reasonably
balancing the traffic flow. However, due to the lack of reasonable and effective traffic control, the safety and congestion of
expressways are becoming more and more serious. .e development of intelligent network technology provides a new idea to
solve the control problem of expressways. In this paper, a data-driven ramp control model of urban expressway is constructed..e
interaction of traffic information is realized through intelligent network connection technology. .e cooperative control strategy
of VSL and RM is adopted. .e mutual feedback of VSL and RM is realized based on the improved METANET model. .e
simulation experiment based on VISSIM secondary development shows that the collaborative control strategy under the in-
telligent network environment could make the vehicle travel time reduced by 20.59% and the speed difference between adjacent
sections of the expressway mainline by 34.07%, which realized the coordinated control of the mainline and the on-ramp under the
intelligent network environment, alleviate the expressway traffic congestion, reduce the traffic pressure, and improve the efficiency
of the road network.

1. Introduction

.e sustained economic development has promoted the
rapid growth of the transportation industry. .e surge of
motor vehicle ownership and urban traffic demand has also
derived various traffic problems. Congestion has become a
major problem in urban governance. Among them, the
transportation efficiency of expressway has a significant
impact on the smooth passage of urban traffic network. Due
to the influence of urban traffic and road network, ex-
pressways have the characteristics of dense entrance and exit
ramps, complex road conditions, and low speed limits [1].
How to improve the operation efficiency of expressways
through the implementation of reasonable traffic control has
become the focus of scholars at home and abroad.

.e research scope of expressway abroad is very wide,
including planning, design, operation, management, and
other aspects. Ramp control method first appeared in the
United States in 1963 and achieved good control effect at
that time, which can improve the operation speed of road
traffic flow and alleviate traffic congestion [2]. Since then, a

large number of scholars have carried out ramp metering
(RM) and variable speed limit control (VSL). .e scope of
RM includes on-ramp and off-ramp. .is study focuses on
the analysis of on-ramp control methods. Carlson designed a
simple local mainline traffic flow feedback controller; that is,
the mainline traffic flow control (MTFC) is realized through
VSL. .is method does not need traffic demand prediction
and is convenient for on-site implementation [3]. Walraven
et al. used reinforcement learning to control the maximum
allowable speed on the expressway, so as to optimize the
mainline traffic flow. A series of simulation experiments
show that this strategy can significantly reduce the con-
gestion under high traffic demand, and the introduction of
traffic prediction can also improve the control effect. At the
same time, this strategy has sufficient robustness for speed
and density control [4]. .e research proposed above is only
for a single ramp, ignoring the overall control of the road
network. Carlson et al. combined RM and MTFC through
VSL, evaluated its effect by simulation software, and gave the
optimal control method by comparing with different control
methods [5]. Han et al. proposed a model-based network
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coordinated control method. .e upper layer of the control
system optimizes the total travel time of the system by
controlling the total flow of the on-ramp into the mainline,
and the lower layer distributes the optimal total flow to each
on-ramp of the expressway. .e robustness of the system is
verified by simulation. .e results show that it has less
calculation and is suitable for field implementation [6].

Domestic scholars have also made some achievements in
the integrated control of urban roads and expressways. Yu
et al. proposed an optimal control model for the conditions
of implementing VSL in expressway congestion areas and
used simulation to prove that, compared with fixed speed
limit, this method can reduce the system travel time by
7.45% [7]. Lian introduced CMEM model from the per-
spective of traffic benefit and environmental benefit and
compared the application effect of joint control model
through simulation [8]. .e difficulty of traffic network
integrated control is that when multiple control strategies
are adopted at the same time, their mutual effects should be
considered; otherwise the control effect will be affected and
the traffic network will deteriorate.

To sum up, foreign scholars began to explore ramp
control earlier and have many relatively mature control
algorithms. Although domestic research started late, it has
also made some achievements. Compared with the research
on single ramp control, the research on multiramp coor-
dinated control and road network linkage control is less, and
the ramp control system of urban expressway still needs
further research. At present, the ramp control strategy of
expressway is lack of research on real-time control of vehicle
flow under different traffic conditions.

.e rise and development of intelligent networking
technology provides a new idea for solving the problem of
ramp control of urban expressway. Intelligent networked
transportation system [9] refers to a joint control system
formed by cloud computing, big data, and Internet of things
technologies. With the continuous advancement of artificial
intelligence and network communication technology re-
search, automobile intelligence and network connection
have become global research focus. .e definition of in-
telligent connected car is equipped with advanced on-board
sensors, controllers, actuators, and other devices and inte-
grates modern communication and network technology to
realize vehicle to everything (V2X) intelligent information
exchange and sharing, complex environment perception,
intelligent decision-making, and collaboration of a new
generation of cars with functions such as control, safe, and
efficient driving, and ultimately replacing human operation
[10, 11]. In the intelligent networking environment, wireless
communication technology can be used to complete in-
formation exchange between vehicles, vehicles and roadside
facilities, which helps managers obtain accurate road con-
ditions in real time and realize accurate control of vehicles.

At present, the research on ramp control in intelligent
network environment is still in the exploratory stage. .e
theory and practical application are far from mature as the
classical ramp control strategy. Foreign researches on
ramp control in intelligent network environment mostly
focus on the control of vehicle merging, the safety

influencing factors of vehicle merging, and related sim-
ulation evaluation. Sakaguchi et al. proposed the import
control algorithm based on virtual vehicle and the data
transmission method of vehicle to vehicle. Lu et al.
proposed a vehicle safety import control algorithm based
on wireless communication. Qiao et al. used a deep Q
network to build a reinforcement learning model to solve
the problem of unmanned car ramp merging. .ese
methods mainly discussed the single-point ramp merging
control from the perspective of workshop communication
and bicycle control and lacked control of vehicles in the
ramp area, coordination, and guidance of traffic flow [12].
Zhang proposed a method to control the on-ramp traffic
flow of an expressway under the condition of vehicle-road
coordination and conducted simulation experiments on
the mainline and the ramp in different traffic conditions.
.e results show that the method can reduce the on-ramp
delay in the peak state by 19.2%, and traffic conflicts are
reduced by 32.3% [13]. Luo and Jiang proposed an op-
timization algorithm for ramp merging trajectory in a
networked environment. .e simulation experiment
proved that the proposed model can reduce the total delay
of vehicles by 59.7% and realized that vehicles can pass the
ramp traffic area at a higher speed [14]. Miao proposed a
multiramp collaborative control framework in a vehicle-
road collaborative environment and then established a
simulation example based on the Paramics simulation
platform and analysed the response sensitivity of control
cycle, distance cost, and control rate, but the control
strategy is mainly through traffic guidance in a larger
range that is realized without precise control of bicycles
[15]. At present, the research on ramp control and sim-
ulation under the environment of intelligent networking
focuses on the microresearch on the merging control of
ramp vehicles and lacks coordinated control of vehicles in
the ramp area of expressways. .e reason is that the
existing mainstream traffic simulation software does not
fully consider the impact of the intelligent network en-
vironment on the traffic state and traditional control
methods in the ramp area. It is necessary to realize the
intelligent network environment and related logic control
through secondary development or independent devel-
opment, which has high requirements for researchers’
program design and writing. .erefore, it is of great
significance to study the ramp control in the intelligent
network environment.

Based on the above analysis, the focus of this paper is to
study the cooperative control of vehicles in the ramp area of
expressways with the help of intelligent network technol-
ogy. .e framework of expressway ramp control system
and the expressway ramp collaborative control model in
intelligent network environment is proposed. Considering
the cooperative control of mainline VSL and RM, the
dynamic change process of mainline traffic flow on ex-
pressway is described and predicted based on the improved
METANETmodel. .rough the secondary development of
simulation software, the reliability of the proposed control
model is verified, which lays a foundation for further
research.
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2. Expressway Ramp Control System in
Intelligent Networked Environment

2.1. Communication Requirements of Intelligent Networked
Systems. Traffic information is the core content of the in-
telligent networked system. .e expressway ramp control
system in the intelligent networked environment puts for-
ward further requirements for the perception and interac-
tion of traffic information.

2.1.1. Traffic Information Perception. In the traditional
driving environment, the driver mainly obtains external
traffic information through sensory organs, such as vehicle
operating conditions and environmental information, road
instruction information, etc. In the intelligent networked
environment, information can also be obtained through on-
board sensors, etc., and information can be shared between
vehicles, which greatly reduces the error of traditional in-
formation perception. Traffic information perception is the
basis of information interaction. It can provide data sources
for intelligent networked systems..e specific information it
collects includes perception of various operating conditions
in vehicle operation; perception of expressway environment;
vehicles and objects perception; perception of vehicle lo-
cation, etc.

2.1.2. Traffic Information Interaction. Traffic information
interaction is a process of information transmission, sharing,
and exchange. .rough information interaction, each node
of the Internet of Vehicles can independently obtain in-
formation about the environment and other nodes [16]. .e
communication of the intelligent network system mainly
includes vehicle-vehicle (V2V), vehicle-infrastructure (V2I),
vehicle-pedestrian (V2P), and vehicle-external network
(V2N) [17]. V2X is the key technology of the future intel-
ligent transportation system. It enables real-time data ex-
change between vehicles and the environment, thereby
obtaining real-time traffic data information, alleviating
congestion, reducing accidents, and improving the overall
efficiency of the road network.

2.2. -e Overall Framework of the Expressway Ramp Control
System. .is paper proposes an urban expressway ramp
control system in an intelligent networked environment. Its
control structure is shown in Figure 1. It consists of the
mainline, on-ramp, and vehicle control subsystems. .e
control goal of the expressway mainline control subsystem is
to implement VSL on the upstream vehicles of the mainline
to relieve the bottleneck of the expressway. .e system
consists of the mainline, the ramp side unit RSU, on-board
equipment, and the traffic information management control
centre. .e control objective of the on-ramp control system
is to restrict the number of vehicles entering the expressway
during the control period and reduce traffic delays in the
confluence area. .e system consists of the mainline, on-
ramp RSU, on-ramp queuing detector, on-ramp and traffic
information management control centre, and so on. .e on-

board control subsystem is composed of vehicles equipped
with on-board equipment in the ramp control area. Its main
function is to send vehicle information to the roadside unit
while receiving instructions from the ramp layer control
system and pass through the ramp in turn according to the
given traffic strategy.

2.3. On-Ramp Control System. .e on-ramp control system
is composed of the mainline, on-ramp RSU, on-ramp
queuing detector, and on-ramp and traffic information
management control centre. .e function of the mainline
and on-ramp RSU is to obtain real-time traffic status in-
formation on the upstream section of the mainline and the
on-ramp. At the same time, the on-board equipment re-
sponds to the demand to send vehicle driving information to
the mainline and on-ramp RSU, and the RSU transmits the
received information to the on-ramp control centre in real
time. .e on-ramp control centre determines the on-ramp
control strategy by sharing information with the traffic
information management control centre, combined with the
mainline operation status, and sends this control command
to the on-ramp vehicle through the on-ramp RSU. After
receiving the instruction, the on-board equipment adjusts
the driving behavior of the vehicle and adopts slowing down
or stopping and waiting. .e function of the on-ramp
queuing detector is to detect the length of the ramp queuing
and send the detection information to the on-ramp control
centre in time. When the ramp queuing has reached the
maximum queuing length and the expressway confluence
area is blocked, the ramp control centre needs to issue in-
structions in time to stop the flow of traffic and close the
entrance ramp (see Figure 2).

3. Cooperative Control Model in the Intelligent
Networked Environment

3.1.-eCollaborative Control Process of ExpresswayRamps in
the Environment of the Internet of Vehicles. .e expressway
ramp cooperative control process is specifically described as
follows:

(1) Use the traffic flow model to predict the traffic state
of the mainline of the expressway.

(2) Set the objective function and constraint conditions
of the cooperative control system and obtain the
optimal ramp regulation rate and variable limit rate
through NSGA-II Algorithm solving and act on the
system.

(3) According to the obtained optimal ramp adjustment
rate, adjust the ramp inflow to perform ramp control.

(4) Adjust the vehicle’s desired speed according to the
obtained optimal variable speed limit for mainline
speed guidance control.

(5) Run the simulation to obtain the traffic flow state
after the collaborative control. In the next rolling
cycle, repeat the above steps to achieve rolling
optimization.

Computational Intelligence and Neuroscience 3
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3.2. Improved METANET Model

3.2.1. METANET Basic Model. According to the accuracy of
the description of the road state by the traffic flowmodel, it is
divided into three types: macromodel, mesomodel, and
micromodel. .e micromodel is to study the law of traffic
flow at a certain point or section in a short period of time.
Currently, the commonly used micromodels include car
following and lane changing models; the macromodel
mainly discusses the relationship between the three elements
of traffic flow (flow, speed, and density) and uses it as a basis
to describe the general traffic characteristics of the road,
which is specifically expressed as the temporal and spatial
changes and distribution laws of the traffic flow state [18];
the mesoscopic model is between the two, and it has less
calculations than the microscopic model and is more ex-
pensive than the macroscopic model. High accuracy [19] is
suitable for analysing regional traffic conditions. After more
than half a century of continuous research, the traffic flow
model has developed to a relatively complete level, which
can accurately describe the real behavior of traffic flow [20].

At present, the more typical macromodels describing the
state of traffic flow include LWR model [21], CTM model
[22], and METANETmodel [23]. Compared with the LWR
model and the CTMmodel, the METANETmodel considers
the dynamic change process of speedmore comprehensively.
.is model is also the most widely used macroscopic model.
.erefore, this study uses the METANETmodel to describe
the dynamic process of traffic flow.

.e METANET model can be used to describe the
macroscopic traffic flow operating state of the road [24]. .e
main idea is to discretize the traffic wave, divide the ex-
pressway traffic flow into several nodes and road sections,
and predict the traffic state of each road section at the next
moment based on the current traffic state of each road
section and the connection between adjacent road sections.
In order to realize the estimation of traffic flow status and
basic parameters [25], the model is divided into segments i as
shown in Figure 3.

.e METANET model mainly focuses on the relation-
ship between flow, speed, and density..e basic model of the
road section is as follows:

Main Road

Sideway

. . . . . .

. . . . . .

OBU

RSU

On-ramp Control
Subsystem Mainline Control

Sibsystem 

Figure 1: Schematic diagram of the expressway ramp control system in the intelligent network environment.

Main Road

Parking
Line 

Queue Detector on the 
Entrance Ramp

Sideway

RSU on the Mainline
RSU on the

Entrance Ramp 

The Control Center of
Entrance Ramp 

The Control Center of Traffic
Information Management 

RSU on the Mainline

Figure 2: Schematic diagram of the on-ramp control system.
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qi(k) � ρi(k) · vi(k) · λi, (1)

ρi(k + 1) � ρi(k) +
T

Liλi

qi−1(k) − qi(k) + hi(k) − si(k) ,

(2)

vi(k + 1) � vi(k) +
T

τ
H ρi(k)  − vi(k)  +

T

Li

vi(k)

vi−1(k) − vi(k)  −
f

τ
T

Li

ρi+1(k) − ρi(k)

ρi(k) + κ
,

(3)

H ρi(k)  � vf · exp −
1
αi

ρi(k)

ρcr(k)
 

αi

 , (4)

hi(k) � min di(k) +
ωi(k)

T
 , Qi(k) , (5)

ωi(k) � ωi(k − 1) + T di(k − 1) − hi(k − 1) . (6)

In equations (1) to (6), ρi(k) is traffic density of road
section i at time k (veh/km/lane); qi(k) is the traffic flow of
the road section i at the moment k(veh/h); hi(k) is the
inbound traffic volume of the section i at the moment
k(veh/h); si(k) is the amount of traffic leaving the road
section at the moment of (veh/h); T is the sampling period
(h); Li is length of road section i(km); λi is number of lanes
in road section i; vi(k) is average traffic flow speed of section
i at time k(km/h); H[ρi(k)] is desired speed (km/h); f is
speed density sensitivity parameter; τ is speed adjustment
factor; κ is compensation coefficient to prevent ρi(k) from
being too small; ρcr(k) is critical traffic flow density
(veh/km/lane); αi is model coefficient; Qi(k) is on-ramp
capacity (veh/h); ωi(k) is the number of vehicles queuing at
the entrance ramp at the moment of the road section i;
di(k − 1) is the traffic demand of the on-ramp on the road
section i at (k−1), and 0 if there is no on-ramp.

.e original METANET model is used to describe the
state of the mainline traffic flow under collaborative control.
Since the impact of the mainline VSL and RM on it is not
discussed, the description is not accurate. .erefore, this
article will comprehensively consider the effects of both to
improve the original METANET traffic flow model.

3.2.2. METANET Model considering VSL

(1) Desired Speed. During the speed control of the mainline,
it will have a certain impact on the speed of the expressway
section. .e expected speed needs to be corrected. .e
corrected expected speed model is as follows:

H ρi(k)  � min vf · exp −
1
αi

ρi(k)

ρcr(k)
 

αi

, bi(k)vf  ,

(7)

where bi(k) is variable speed limit, and value range is
bmin ,i(k)≤ bi(k)≤ 1, bmin ,i(k) ∈ [0, 1].

(2) Velocity Density Sensitivity Coefficient. .e speed density
sensitivity parameter f essentially means the partial deriv-
ative of the expected speed to the density.When the expected
speed changes under the variable speed limit control, the
speed density sensitivity parameter will also be affected.
.erefore, the calculation of fi(k) in this paper is as follows:

fi(k) � −
vf

ρcr(k)
· exp −

1
αi

ρi(k)

ρcr(k)
 . (8)

It can be seen from the above formula that the velocity
density sensitivity coefficient fi(k)< 0; that is, the speed is
inversely proportional to the density, which is in line with
the basic theory of traffic flow.

(3) Ramp Inflow. .e amount of ramp inflow is affected by
many factors. Let ρjam be the congestion density; then the

Road (i-1) Road (i+1)Road (i)

qi-1 (k)

hi (k) si (k)

qi (k)pi (k)·vi (k)

Figure 3: METANET traffic flow model unit diagram.
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amount of ramp inflow considering the influence of the
mainline VSL of the expressway is
Qi(k)ρjam − ρi(k)/ρjam − ρcr. At this time, the ramp inflow
model can be expressed:

hi(k) � min di(k) +
ωi(k)

T
 , Qi(k)

ρjam − ρi(k)

ρjam − ρcr

⎧⎨

⎩

⎫⎬

⎭. (9)

3.2.3. METANET Model considering RM

(1)Mainline speed reduction. When the on-ramp traffic flows
into the mainline, it will reduce the speed of the mainline; set
vr,i(k) is the speed at which the ramp volume converges into
the mainline. .e vehicle speed reduction at the on-ramp is
calculated as follows:

Δvr,i(k) � −
δTvi(k)hi(k)

Liλi ρi(k) + κ 
, (10)

where δ is model parameter, δ � 1 − vr,i(k)/vi(k).

(2) Ramp Inflow. When RM is adopted, the traffic volume of
the ramp merging into the mainline will also be affected by
the on-ramp control rate. .erefore, the ramp control rate
can be introduced as a coefficient when calculating the ramp
merging volume, that is,

hi(k) � min ri(k) di(k) +
ωi(k)

T
 , Qi(k)

ρjam − ρi(k)

ρjam − ρcr

⎧⎨

⎩

⎫⎬

⎭,

(11)

where ri(k) is on-ramp regulation rate. rmin ,i ≤ ri(k)≤ rmax ,i

and rmin ,i ∈ [0, 1].

3.2.4. Establishment of Improved METANET Model. .e
complete expression of the improvedMETANETmodel is as
follows:

qi(k) � ρi(k) · vi(k) · λi, (12)

ρi(k + 1) � ρi(k) +
T

Liλi

qi−1(k) − qi(k) + hi(k) − si(k) , (13)

vi(k + 1) � vi(k) +
T

τ
H ρi(k)  − vi(k)  +

T

Li

vi(k) vi−1(k) − vi(k)  −
fi(k)

τ
T

Li

ρi+1(k) − ρi(k)

ρi(k) + κ
−

δTvi(k)hi(k)

Liλi ρi(k) + κ 
, (14)

H ρi(k)  � min vf · exp −
1
αi

ρi(k)

ρcr(k)
 

αi

, bi(k)vf  , (15)

hi(k) � min ri(k) di(k) +
ωi(k)

T
 , Qi(k)

ρjam − ρi(k)

ρjam − ρcr

⎧⎨

⎩

⎫⎬

⎭, (16)

ωi(k) � ωi(k − 1) + T di(k − 1) − hi(k − 1) . (17)

.e meanings and expressions of the parameters in the
formula are the same as in Section 3.2.1, Section 3.2.2, and
Section 3.2.3.

3.3. Objective Function and Constraints. In order to reflect
the effect of ramp control, the ramp queuing time should be
as small as possible, and the queuing length should be as
short as possible..e total travel time of vehicles through the

expressway and ramp can be divided into the sum of the time
of passing the expressway mainline and the queuing time of
the on-ramp. At the same time, the variable speed limit and
ramp control should be as smooth and stable as possible to
avoid large fluctuations and ensure road traffic safety.
.erefore, the objective function and constraint conditions
of the selected cooperative control model are described as
follows:

min J � T 

Np

j�1


M

i�1
λiLi ρi(k + j)  + T 

Np

j�1
ω(k + j) + T 

Np

j�1


M

i�1
ri(k + j) − ri(k + j − 1) 

2
+ T 

Np

j�1


M

i�1
bi(k + j) − bi(k + j − 1) 

2
,

(18)

s.t.

qi(k)≤Qcap,i(k)

|vi−1(k) − vi(k)|≤ 10 ,

|vi(k) − vi(k − 1)|≤ 10,

ωi(k)≤Lramp,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(19)
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where T is the sampling period, Np is the calculation step, M
is the number of sections, and Qcap,i(k) is the capacity of
each section of the mainline; the meaning of other pa-
rameters is the same as Section 3.2.

3.4. Solution of Cooperative Control Model Based on NSGA-II
Algorithm. .e essence of solving the cooperative control
model is to solve the multiobjective optimization problem.
Generally, the multiobjective optimization problem could
not find a unique optimal solution but can find a set
composed of multiple optimal solutions, that is, the Pareto
optimal solution set. .e conventional solution method is to
convert it into a single objective problem for calculation.
However, this has obvious defects that the weight selection
of each objective depends on experience and the trans-
formed problem is likely to be more complex, which has
great limitations. .erefore, this paper selects the improved
algorithm NSGA-II of nondominated sorting genetic al-
gorithm (NSGA) to solve the proposed cooperative control
model. Compared with other algorithms, this algorithm has
a great improvement in performance. NSGA-II Algorithm 1
is specifically described as follows:

4. Example Simulation

In order to verify the effectiveness of the proposed collab-
orative control strategy, VISSIM simulation software is
selected to simulate the traffic flow’s operating conditions.
VISSIM is a microscopic road traffic modeling tool that
evaluates plans by simulating traffic conditions, taking full
account of the traffic characteristics of motor vehicles, pe-
destrians, and so on. Its core simulation models include the
following: (1) vehicle longitudinal movement adopts the
psychophysical vehicle following model proposed by Pro-
fessor Wiedemann; (2) vehicle lateral movement adopts the
psychology-based Sparmann lane change behavior model;
(3) VISSIM uses dynamic traffic allocation method in route
selection [26, 27].

.e simulation road network in this article comes from
the Suzhou Central Elevated Expressway. .e mainline of
this expressway is about 2 km in length. It is a one-way three-
lane lane. It is widened to four lanes at the entrance ramp
and then becomes a three-lane lane with a lane width of
3.5m. According to the requirements of the METANET
model for road segment division, the research road segment
is divided into 4 basic road segments, each with a length of
500 m. .e simplified schematic diagram is shown in
Figure 4.

.is paper selects the evening peak period of 16:30–18:30
on a working day for research. .e time interval of data
acquisition is 20 s. .e types of data collected include in-
duction coil number, acquisition time, lane number, traffic
flow, speed, occupancy, and so on. .rough certain data
processing, the collected data can meet the control re-
quirements under the intelligent network environment so as
to improve the accuracy of traffic state data. Since the traffic
flow state of expressway is usually studied based on section
data, it is necessary to integrate the collected lane data into

section data. .e section data can be calculated by using the
method in Table 1.

In Table 1, x is the lane number; n is the number of
section lanes; OCC is the occupation ratio; L is the length of
the detector; D is the vehicle length.

4.1. Model Parameter Calibration

4.1.1. -e Parameters of Improved METANET Model.
.e parameters to be calibrated are (vf, ρcr, τ, κ, δ, αi). In this
paper, based on peak hour data combined with least squares
[28] quantitative calibration and the use of the nonlinear
fitting function which is called Lsqnonlin in MATLAB
software, the calibration results of each parameter are shown
in Tables 2 and 3.

It can be seen from Table 2 that the road sections directly
affected by the on-ramp of the expressway (such as road 2
and 3) have relatively greater impact on the actual traffic
capacity of the road..e critical density of the road section is
higher, and the free-flow speed is lower.

4.1.2. -e Parameters of NSGA-II Algorithm. Four key pa-
rameters of NSGA-II solution algorithm need to be cali-
brated when solving collaborative control model. After
experiments, the values of these parameters are shown in
Table 4.

4.2. Validation of Traffic Flow Simulation Model. For vali-
dation of traffic flow simulation model, speed and density
are selected as indicators. .e calibrated parameter values
are substituted into the METANET model. .e numerical
simulation function of traffic flow model is implemented by
using MATLAB software. With this function, the flow and
speed simulation results of each detector section in the study
area are obtained and compared with the actual data.
According to the characteristics of the road section, this
article selects the mainline road 2 of the expressway as the
object. Compare the actual value and the predicted result of
the speed and density of the road section at each time in the
simulation time under the same traffic volume, and use the
image to show it, as shown in Figure 5.

According to the flow density equation in the traffic
flow model, the traffic flow is equal to the speed multiplied
by the density..e relationship between speed and density
is complex. .erefore, the measured values of speed and
density are compared with the predicted values in Fig-
ure 5. It can be seen from Figure 5 that the predicted
density value of road 2 was basically consistent with the
actual density value. .e predicted speed value was 7.68%
higher than the actual value. However, its change trend
was very close to the change of the actual speed value,
which reflected that the simulation effect was good. After
calculation, the average absolute percentage error of the
improved traffic flow model was 9.3%, so it can be con-
cluded that the calibrated improved METANETmodel has
good applicability.

Computational Intelligence and Neuroscience 7
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4.3. Analysis of Simulation Results

4.3.1. Analysis of the Effect of the Expressway Ramp Cooperative
Control Model. Considering the actual traffic flow operating
conditions in the study area, because there is an on-ramp in
Section 2, which is in the expressway ramp confluence area,
it is necessary to implement VSL on upstream Section 1 and
implement RM on the on-ramp of Section 2. At the same
time, it is necessary to analyse the queuing of vehicles in
Section 2, so this article takes Section 2 as an example to
analyse the effect of the control strategy.

It can be found from the left image of Figure 6 that when
no control strategy is used, the traffic flow of road Section 2

encounters a bottleneck when the simulation time reaches
about 39 minutes, and the traffic flow deceleration is very
serious. .is is because the average speed of the traffic flow
decreases with the increase of the mainline vehicles and the
on-ramp vehicles. When the simulation time reaches
65–90min, the speed increase of traffic flow is not obvious
when only using VSL. .is is because the traffic flow of the
mainline is too large at this time, and there is no control of
the traffic flow on the ramp, resulting in insufficient lane
changing gaps for the mainline vehicles, and the VSL control
effect is very small. It can be clearly seen that when a serious
traffic bottleneck is encountered, the expressway ramp co-
ordinated control strategy has the highest benefit for the
improvement of the mainline traffic flow speed.

It can be seen from the right picture of Figure 6, there is a
significant increase in road section density during the first 30
minutes of the entire simulation period. .is is due to the
gradual increase in vehicles approaching the peak hours, and
the density of road Section 2 increased due to the on-ramp
vehicles merging. .e use of variable speed limit control on

Step 1: Randomly generate the initial population Pt, t � 0 whose size is N and set the number of iteration times and initial operation
parameter values.
Step 2: Take the initial population as the parent population, select, cross, and mutate it, and get a new generation of offspring
population Qt, t � 0.
Step 3: Combine Pt and Qt to obtain a new population Rt with the scale of 2N. .e nondominated set F is obtained by fast
nondominated sorting. .e crowding degree of individuals in each layer is calculated, and the optimal N individuals are selected to
form a new parent population P(t+1) according to the nondominated sorting hierarchical number and crowding degree.
Step 4: Perform selection on population Pt+1 and cross and mutate the selected individuals to obtain a new offspring population Qt+1.
Step 5: Repeat the above operations and output result ending the operation until the number of iterations reaches the upper limit;
otherwise return to step 2.

ALGORITHM 1: NSGA-II algorithm.

Road 1 Road 2 Road 3 Road 4

500 m 500 m 500 m 500 m

3.
25

 m

10 m

Expressway

Urban Roads

260 m

A

B C

D

N

3.
5 

m

28
0 m

260 m

Figure 4: Schematic diagram of the application example.

Table 1: Traffic parameter collection method.

Data category Calculation method
Sectional flow q q � 

n
x�1 qx

Sectional velocity v v � 
n
x�1 qxvx/

n
x�1 qx

Sectional density ρ ρ � 1/n 
n
x�1 occx/(l + d)
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Table 2: Basic parameters of each road section.

Section number Free-flow velocity vf(km/h) Critical density ρcr(veh/km/lane)

1 69.6 32.1
2 67.4 34.6
3 68.8 35.3
4 70.5 31.9

Table 3: METANET model parameters.

Parameter τ κ δ αi

Value 20 40 60 0.05

Table 4: NSGA-II Algorithm parameters.

Parameters Size of population Maximum algebra Probability of cross Probability of variation
Value 100 100 0.9 0.5
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Figure 5: Comparison of speed and density prediction results of road 2.
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Figure 6: Speed and density changes of Section 2 under different control scenarios.
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the number of vehicles entering Section 2 on the mainline,
that is, reducing the upstream traffic demand. However, with
the increase in traffic flow from the ramp, it is still impossible
to change the congestion situation in the confluence area of
the mainline and the on-ramp. After adopting the expressway
ramp cooperative control, the average density of the road
section is much smaller than before, which shows that the
cooperative control of VSL and RM is very important.

4.3.2. Comparative Analysis of Different Control Situations.
In order to quantitatively evaluate the effect of the proposed
expressway ramp joint control system, this paper selects the
total travel time, the mainline vehicle travel time, the average
delay time, and the speed difference between adjacent road
sections as evaluation indicators. Compare the operating
efficiency and safety of the no-control strategy, only the
expressway ramp cooperative control strategy, and the route
decision control and expressway ramp cooperative control
strategy. .e comparison results are shown in Table 5.

It can be seen from the above table that, compared with
the case of no control, the total travel time, mainline traffic
travel time, average delay, and speed difference are reduced
by 11.03%, 8.97%, 19.11%, and 18.68% after adopting the
express ramp coordinated control strategy. With the addi-
tion of path decision control, the road network has been
greatly improved in terms of operational efficiency and
safety. In particular, the average delay time of the road
network is reduced by 32.9% compared to the uncontrolled
scenario, and the speed difference between adjacent road
sections is reduced by 34.07%, and the operation of vehicles
on the express road is more stable. .erefore, the effec-
tiveness of the expressway ramp joint control system pro-
posed in this paper can be verified. Compared with other
control strategies, its control effect is generally better.

5. Conclusions

In this paper, a data-driven control strategy for urban
express ramp is constructed. .e improved METANET
traffic flow model which can realize the cooperative control
of VSL and RM is proposed and the genetic algorithm
NSGA-II is designed to solve the optimal solution problem
of the objective function and constraints aiming at traffic
efficiency and traffic safety in the cooperative control
model. Based on the existing VIS SIM microsimulation
software and its COM interface, the ramp control function
of expressway in the intelligent network environment is
programmed and simulated. .e results show that, com-
pared with the traditional driving environment, the in-
telligent network environment as the premise can provide

more comprehensive traffic information for vehicles and
realize real-time information interaction among vehicles,
traffic information, and traffic environment on the road.
.is real-time and effective information exchange mode
further ensures that the collaborative control strategy of
expressway ramp was significantly better than the single
RM or VSL. .e total travel time and the speed difference
between adjacent sections of expressway mainline are re-
duced by 20.59% and 34.07%, respectively, which improves
the operation efficiency and safety of expressway network.
.e collaborative control strategy proposed in this paper
reflects the synergy, real time, and accuracy in ramp
control, which has certain enlightenment and reference
significance for the transformation of expressway traffic
control mode. On the one hand, the problem of traffic data
lag would be solved faced by expressway traffic control for a
long time with the support of intelligent network tech-
nology. On the other hand, its control object has changed
from macrotraffic flow to microvehicles. .e further im-
provement of control accuracy is more conducive to the
improvement of traffic efficiency and safety.

Due to the limitation of time and ability, there are many
deficiencies and parts to be improved in the research. In the
future, the research can be further improved from the fol-
lowing aspects:

(1) .e optimization objective of the expressway ramp
collaborative control model proposed in this paper is
only considered from the perspective of traffic effi-
ciency and safety, which is not comprehensive
enough and fails to achieve the optimal system and
user. .e optimal system optimally considers the
overall operation level of urban expressway traffic,
including minimum overall delay and maximum
overall throughput. .e optimal user considers the
priority of special vehicles, such as ambulances, fire
engines, public transportation, etc. [29]. .ese
control objectives need to be further studied and
realized.

(2) .is paper describes the expressway traffic flow
state through the macrotraffic flow model. When
establishing the simulation model, the driving be-
havior was characterized only by modifying the
parameters in the intelligent network environment.
.e consideration of the driver behavior was not
accurate and comprehensive, which is possible to
result in the difference between the simulation effect
of the collaborative control model and the practical
application. .erefore, the next research could
consider using a more micromodel to describe the
driving behavior in the intelligent network
environment.

Table 5: Comparison of evaluation indicators under different control scenarios.

Evaluation index No control Cooperative control Improve effect (%) Joint control Improve effect (%)
Total travel time/h 136 121 11.03 108 20.59
Mainline vehicle travel time/s 78 71 8.97 66 15.38
Average delay time/s 40.46 32.73 19.11 27.15 32.9
Speed difference/(km/h) 9.1 7.4 18.68 6.0 34.07
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In this paper, we establish two new stochastic orders, DMTFR (decreasing mean time to failure or replaced) and GDMTFR
(generalized decreasing mean time to failure or replaced), and mainly investigate properties of the GDMTFR order. Some
characterizations of the GDMTFR order are given. -e implication relationships between the DMTFR and the GDMTFR orders
are considered. Also, closure and reversed closure properties of the new order GDMTFR are investigated. Meanwhile, several
illustrative examples that meet the GDMTFR order are shown as well.

1. Introduction and Preliminaries

In risk investment fields, we often need to compare or select
two risk assets [1]. Similarly, two lifetimes of two systems or
units also need to be compared in engineering technologies
[2]. To do these things, some refined stochastic orders were
defined in statistics. For more details on stochastic orders,
one may refer to the studies by Maria Fernandez-Ponce et al.
[3], Belzunce [4], Müller and Stoyan [5], Li and Yam [6],
Shaked and Shanthikumar [7, 8], Zhao and Balakrishnan
[9], Sunoj et al. [10], Kang [11, 12], Yan [13], Kang and Yan
[14], Vineshkumar [15], and the references therein. How-
ever, sometimes, we need to compare two risk assets by the
aid of the third referred system, such as when we compare
two risk assets [16], their values are changeable with the
settlement time or with the kind of valuation currency [17].
To solve this problem, we establish a new stochastic order by
introducing a common measure factor, namely, referred
function.

Let X be a nonnegative and absolutely continuous
random variable. X has distribution function FX with 0
being the left endpoint of its support, survival function
FX � 1 − FX, and density function fX. Let again F− 1

X be the
right-continuous inverse function of FX defined by

F
− 1
X (p) � sup x ∣ FX(x)≤p , 0<p< 1. (1)

In many important real areas, such as reliability, eco-
nomics, management sciences, information sciences, and
other related fields, stochastic comparisons are paid much
attention and have been used as sharp tools in dealing with
some random problems in recent years. Based on com-
parisons of residual life, mean residual life, mean inactivity
time, failure rate, and many aging concepts are presented
earlier or later. In these aspects, interested readers can refer
to the studies by Barlow and Proschan [18], Shaked et al. [7],
Shaked and Shanthikumar [8], Müller and Stoyan [5],
Kochar et al. [19], Ahmad et al. [20], Knopik [21], Kochar
et al. [19], and Li and Shaked [22] for some existing results.

In reality, a nonnegative random variableX is often called a
life representing the lifetimes of a device. -e life distribution
classes IFR (increasing failure rate), IFRA (increasing failure
rate average), DMRL (decreasing mean residual life), NBUE
(new better than used in expectation), and MTFR (mean time
to failure or replaced) classes of life distributions are commonly
used to describe the ageing features of units or systems, for
example, see Barlow and Proschan [18].

In particular, it is well known that (see Barlow and
Campo [23], Klefsjö [24], Marschall [25])

Hindawi
Computational Intelligence and Neuroscience
Volume 2021, Article ID 7508812, 23 pages
https://doi.org/10.1155/2021/7508812

mailto:yanlei@zwu.edu.cn
https://orcid.org/0000-0003-2534-6756
https://orcid.org/0000-0003-1778-3489
https://orcid.org/0000-0001-8408-5475
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/7508812


IFR ⊂ DMRL ⊂ NBUE. (2)

Knopik [21] introduced a new ageing class MTFR such
that

IFR ⊂ MTFR ⊂ NBUE. (3)

It is worthwhile to mention that, in Barlow’s study [26],
it is proved for the absolutely continuous distribution that

IFRA ⊂ MTFR. (4)

Kochar et al. [19] showed that, for any random variable,
the inclusion (4) is also valid.

Consider an age replacement police as the one in which a
unit is replaced by t time units after installation or at failure,
whichever occurs first, and then the expected value for the
first time to an in-service is (see Barlow and Proschan [18])

MX(t) �


t

0 FX(x)dx

FX(t)
, for t ∈ x: FX(x)> 0 . (5)

When MX(t) is monotonic, the case was considered by
Barlow and Campo [23], Marschall and Proschan [27], and
Klefsjö [24]. In Knopik [21], and the ageing class MTFR
(mean time to failure or replaced) of lifetime distribution is
introduced, and it is proved that the MTFR class is closed
under the operation of maximum for independence. In
Kochar et al. [19], it is showed that the class MTFR is closed
under weak convergence of distributions and convolution,
and the dual family MTFRD is closed under noncrossing
mixtures.

Definition 1. -e random variable X belongs to the mean
time to failure with replacement (MTFR) class if the function
X is decreasing for t ∈ x|FX(x)> 0 .

Assume that X has finite mean E(X) � μX. -e residual
life of X at time t> 0 is defined as Xt � [X − t ∣ X> t]. -en,
the mean residual life of X at time t> 0 is

μX(t) � E Xt(  �


+∞
t

FX(x)dx

FX(t)
, for t≥ 0. (6)

If μX(t) is decreasing, then we say that X (or FX) is in the
decreasing mean residual (DMRL) life distribution class and
denoted by X(orFX) ∈ DMRL.

Emad-Edlin [28] proposed and studied the decreasing
mean residual life (DMRL) ordering. Maria Fernandez-
Ponce et al. [3] and Belzunce [4] proposed and studied the
right spread order. Subsequently, Kochar et al. [19] proposed
and studied the total time on test transform order and excess
wealth order which is equivalent to the right spread order.

-e total time on test (TTT) transform functions of X

and Y are defined, respectively, as

TX(p) ≡ 
F− 1

X
(p)

0
FX(x)dx,

TY(p) ≡ 
G− 1

Y
(p)

0
GY(x)dx, for allp ∈ (0, 1).

(7)

-e right spread (RS, for short) functions of X and Y are
defined as, for all p ∈ (0, 1), respectively,

SX(p) � 
∞

F− 1
X

(p)
FX(x)dx � E X − F

− 1
X (p) 

+
  � E maxX − F

− 1
X (p), 0 ,

SY(p) � 
∞

G− 1
Y

(p)
GY(x)dx � E Y − G

− 1
Y (p) 

+
  � E max Y − G

− 1
Y (p), 0  ,

(8)

where FX � 1 − FX and GY � 1 − GY are the survival
functions of FX and GY, respectively, and (x)+ � max x, 0{ }.

Now, we recall several stochastic orders from Shaked and
Shanthikumar [8].

Definition 2. Let X and Y be two nonnegative random
variables with distribution functions FX, GY such that
FX(0) � GY(0) � 0, survival functions
FX ≡ 1 − FX, GY ≡ 1 − GY, right-continuous inverse func-
tions F− 1

X , G− 1
Y , and finite means μX, μY, respectively [8].

(1) X is said to be smaller than Y in the TTT transform
order (denoted by X≤tttY) if


F− 1

X
(p)

0
FX(x)dx≤ 

G− 1
Y

(p)

0
GY(x)dx, for allp ∈ (0, 1).

(9)

(2) X is said to be smaller than Y in the right spread
order (denoted by X≤ rsY) if


∞

F− 1
X

(p)
FX(x)dx≤ 

∞

G− 1
Y

(p)
GY(x)dx, for allp ∈ (0, 1).

(10)

(3) X is said to be smaller than Y in the NBUE (new
better than used in expectation) order (denoted by
X≤ nbueY) if


∞
F− 1

X
(p)

FX(x)dx


∞
G− 1

Y
(p)

GY(x)dx
≤
μX

μY

, for allp ∈ (0, 1). (11)

(4) X is said to be smaller than Y in the location in-
dependent riskier order (denoted by X≤lirY) if


F− 1

X
(p)

0
FX(x)dx≤ 

G− 1
Y

(p)

0
GY(x)dx, for allp ∈ (0, 1).

(12)

(5) X is said to be smaller than Y in the DMRL order
(denoted by X≤dmrlY) if
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μY G
− 1
Y (p) 

μX F
− 1
X (p) 

�

∞
G− 1

Y
(p)

GY(x)dx


∞
F− 1

X
(p)

FX(x)dx
(13)

is increasing in p ∈ (0, 1).

From Definition 1, we easily have the following result
without proof.

Lemma 1. Let X and Y be two continuous and nonnegative
random variables with respective distribution functions FX

and GY, density functions fX and gY, and the right-con-
tinuous inverse functions F− 1

X (p) and G− 1
Y (p) of FX and GY,

respectively. 2en, the following statements are equivalent:

(1) X≤ tttY.
(2) 2e inequality


F− 1

X
(p)

0
FX(x)dx≤ 

G− 1
Y

(p)

0
GY(x)dx, for allp ∈ (0, 1),

(14)

is valid.
(3) 2e inequality


t

0
FX(x)

fX(x)

gY G
− 1
Y FX(x)(  

− 1⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0,

(15)

is valid.

Definition 3. Let X and Y be two nonnegative random
variables with distribution functions FX, GY such that
FX(0) � GY(0) � 0, survival functions
FX ≡ 1 − FX, GY ≡ 1 − GY, density functions fX, gY, and
right-continuous inverse functions F− 1

X , G− 1
Y , respectively.

(1) X is said to be smaller than Y in the usual stochastic
order (denoted by X≤ stY), if FX(x)≤GY(x) for all
x> 0.

(2) X is said to be smaller than Y in the star-shaped
order (denoted by X≤ ∗Y), if the function
G− 1

Y (FX(x))/x is increasing in x> 0.
(3) X is said to be smaller than Y in the convex order

(denoted by X≤ cY), if the function G− 1
Y (FX(x)) is

convex for x> 0.
(4) X is said to be smaller than Y in the dispersive order

(denoted by X≤ dispY), if fX[F− 1
X (p)]≥gY[G− 1

Y (p)]

for all p ∈ (0, 1).

Let X and X be two absolutely continuous nonnegative
random variables with respective distribution functions FX

and GY such that FX(0) � GY(0) � 0, and density functions
fX and gY, and right-continuous inverse functions of F− 1

X

and G− 1
Y , respectively.

We say that X is smaller than Y in the increasing concave
order (denoted by X≤ icvY) if


t

0
FX(x)dx≤ 

t

0
GY(x)dx, for all t> 0. (16)

Here,


t

0
FX(x)dx � E[min X, t{ }],


t

0
GY(x)dx � E[min Y, t{ }].

(17)

Hence, the order ≤ icv is a direct comparison for themean
service times of X and Y. In insurance theory, d

0 FX(x)dx �

E[min X, d{ }] is the average losses undertaken by the insured
when the deductible excess is d. Hence,

TX(p) ≡ 
F− 1

X
(p)

0
FX(x)dx � E min X, F

− 1
X (p)  ,

TY(p) ≡ 
G− 1

Y
(p)

0
GY(x)dx � E min Y, G

− 1
Y (p)  ,

(18)

that is, TX(p) and TY(p) are the mean service times of X

and Y before the respective equal probability time points.
We wish to compare TX(p) and TY(p) by means of a ratio
TY(p)/TX(p) Based on such an idea, we give Definition 4.

Let X and Z be two nonnegative continuous random
variables with respective distribution functions FX and HZ

such that FX(0) � HZ(0) � 0, right-continuous inverse
functions F− 1

X and H− 1
Z , survival functions FX and HZ, and

density functions fX and hZ, respectively.

Definition 4. X is said to be smaller than Z in the decreasing
mean time to failure (DMTFR) order (denoted by
X≤ dmtfrZ), if


H− 1

Z
(p)

0 HZ(x)dx


F− 1

X
(p)

0 FX(x)dx
, (19)

is increasing in p ∈ (0, 1).
From Definition 3, the following lemma is obvious, the

proof is omitted here.

Lemma 2. 2e following statements are equivalent:

(1) X≤ dmtfrZ.
(2) 2e function TZ(p)/TX(p) is increasing in p ∈ (0, 1).
(3) 2e inequality


t

0
FX(x)

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0, (20)
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is valid.
(4) 2e inequality

tFX(t)
fX(t)

hZ H
− 1
Z FX(t)(  

−
H

− 1
Z FX(t)( 

t
⎡⎢⎣ ⎤⎥⎦−


t

0
x

fX(t)

hZ H
− 1
Z FX(t)(  

−
H

− 1
Z FX(x)( 

x
⎛⎝ ⎞⎠d FX(x) ≥ 0, for all t> 0,

(21)

is valid.

Shaked and Shanthikumar [8] studied the generalized
TTTtransform and proposed the generalized TTTtransform
order. Bartoszewicz and Benduch [29] further studied some
properties of the generalized TTT transform by iteration.
Motivated by their excellent works, we establish the fol-
lowing two new stochastic orders, the RDMTFR and the
GDMTFR orders, see Definitions 5 and 6, respectively.

Definition 5. Let X, Z, and Y be three random variables. X is
said to be smaller than Z relative to Y in the relative DMTFR
order (denoted by X≤ rdmtfrZ r.t. Y), if


H− 1

Z
(p)

0 gY G
− 1
Y HZ(x)(  dx


F− 1

X
(p)

0 gY G
− 1
Y FX(x)(  dx

, (22)

is increasing in p ∈ (0, 1).
From Definition 5, the following lemma is obvious, and

the proof is omitted here.

Lemma 3. 2e following statements are equivalent:

(1) X≤ rdmtfrZ r.t. Y.
(2) 2e function TZ(p; Y)/TX(p; Y) is increasing in

p ∈ (0, 1).
(3) 2e inequality


t

0
gY G

− 1
Y FX(x)(  

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0, (23)

is valid. (4) 2e inequality

tgY G
− 1
Y FX(t)(  

fX(t)

hZ H
− 1
Z FX(t)(  

−
H

− 1
Z FX(t)( 

t
⎡⎢⎣ ⎤⎥⎦−


t

0
x

fX(t)

hZ H
− 1
Z FX(t)(  

−
H

− 1
Z FX(x)( 

x
⎛⎝ ⎞⎠d gY G

− 1
Y FX(x)(   ≥ 0, for all t> 0,

(24)

is valid.

It can be easily seen that when Y is an exponential
random variable with a rate λ> 0, that is, Y ∼ E(λ), there
exists a simple relationship between the relative DMTFR
order and the DMTFR order:

X≤ rdmtfrZ r.t. Y⟺X≤ dmtfrZ. (25)

Assume that ψ is a real function defined on (0, 1).
Denote by

TX(p;ψ) � 
F− 1

X
(p)

0
ψ FX(x) dx,

TZ(p;ψ) � 
H− 1

Z
(p)

0
ψ HZ(x) dx, for allp ∈ (0, 1).

(26)

TX(p;ψ) and TZ(p;ψ) are called the generalized TTT
transforms of X and Z relative to ψ, respectively. -en, we
give the following definition.

Definition 6. Let X and Z be two absolutely continuous
nonnegative random variables; assume that ψ is a real
function defined on (0, 1).X is said to be smaller thanZwith
respect to ψ in the generalized DMTFR order (denoted by
X≤ gdmtfrZ w.r.t. ψ), if the function


H− 1

Z
(p)

0 ψ HZ(x) dx


F− 1

X
(p)

0 ψ FX(x) dx
, (27)

is increasing in p ∈ (0, 1).

Remark 1. One can verify that the GDMTFR order is a
partial order relation. -e reflexive and transitive are evi-
dent; the antisymmetric is as follows (see -eorem 1 (30) as
follows).

X≤ gdmtfrZ w.r.t. ψ and Z≤ gdmtfrX w.r.t. ψ hold si-
multaneously, if and only if Y � kX + b almost surely, where
k and b are any real numbers such that Y is nonnegative and
k≠ 0.
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Remark 2. It can be seen that the GDMTFR and DMRL
orders do not have necessary implication relations each
other. Especially, the DMTFR and DMRL orders do not have
direct implication relationships each other.

From Definition 5, the following lemma is obvious, and
the proof is omitted here.

It can be easily seen that when ψ(u) � gY

[G− 1
Y (u)], u ∈ (0, 1), there exists a simple relationship be-

tween the GDMTFR order and the RDMTFR order:

X≤ gdmtfrZw.r.t.ψ⟺X≤ rdmtfrZr.t.Y. (28)

Now, we consider a system composed of same com-
ponents. We say that the system preserves some properties if
the components of this system possess some properties, and
we conclude from the structure of the system that the system
also possesses the same property. And conversely, we say
that this system has the reversed preservation for some
property if the system has some property. According to the
structure of the system, we conclude that the components of
this system also have the same property.

For two systems, if their two components satisfy some
stochastic order relation, by the structure of these two
systems, we conclude that the two systems also satisfy the
same stochastic order relation; then, we say that these
systems of the structure preserve this stochastic order re-
lation, or equivalently, we say that this stochastic order
relation possesses closure property under the structure.
Conversely, if two systems satisfy some stochastic order
relation, by the structure of these two systems, we conclude
that the two components of the two systems also satisfy the
same stochastic order relation, and then we say that these
systems of the structure reversely preserve this stochastic
order relation, or equivalently, we say that this stochastic
order relation possesses reversed closure property under the
structure.

In reliability theory, such two problems are often of
interest: one is to investigate the closure properties of a
stochastic order, and the other is to examine the reversed
closure properties of a stochastic order under several reli-
ability operations, such as increasing convex transforms and
taking of maxima and minima.

To prove our main results, we first introduce the fol-
lowing lemma from Barlow and Proschan [18], which plays a
key role in the proofs of this paper and are repeatedly used in
the sequel.

Lemma 4. Let W be a measure on the interval (a, b), not
necessarily nonnegative, where − ∞≤ a< b≤ +∞. Let h be a
nonnegative function defined on (a, b). If 

t

a
dW(x)≥ 0. for

all t ∈ (a, b) and if h is decreasing, then


b

a
h(x)dW(x)≥ 0. (29)

In the next, we assume that all the random variables,
under consideration, are nonnegative and continuous.

-roughout this paper, the term increasing stands for
monotone nondecreasing and decreasing stands for
monotone nonincreasing. Assume that all the random
variables under considerations are nonnegative and abso-
lutely continuous with 0 as the left endpoint of their sup-
ports, and that all the integrals and expectations involved are
always finite. All the encountered ratios are always supposed
to be well defined.

In this paper, we devote our interest to the closure
properties of the GDMTFR order. -e paper is organized as
follows. First, in Section 2, we consider characterizations of
GDMTFR order. We investigate the implication relation-
ships between DMTFR and GDMTFR orders in Section 3.
-e closure and reversed closure properties of the GDMTFR
order are studied in Section 4. Finally, in Section 5, we give
two examples which meet the GDMTFR order.

In the following, we always assume that X and Z are two
absolutely continuous and nonnegative random variables
with distribution functions FX and HZ such that
FX(0) � HZ(0) � 0, survival functions FX ≡ 1 − F and
HZ ≡ 1 − HZ, density functions fX and hZ, and right-
continuous inverse functions F− 1

X and H− 1
Z of FX and HZ,

respectively.

2. Characterizations of the GDMTFR Order

Now, we explore some characterizations of the GDMTFR
order. First, we give a result by Definition 1.6, which will be
useful in the proofs of upcoming theorems.

Theorem 1. 2e following statements are equivalent:

(1) X≤ gdmtfrZ w.r.t. ψ.
(2) 2e inequality


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0, (30)
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is valid. (3) 2e inequality

tψ FX(t) 
fX(t)

hZ H
− 1
Z FX(t)(  

−
H

− 1
Z FX(t)( 

t
⎡⎢⎣ ⎤⎥⎦

− 
t

0
x

fX(t)

hZ H
− 1
Z FX(t)(  

−
H

− 1
Z FX(x)( 

x
⎛⎝ ⎞⎠d ψ FX(x)(  ≥ 0, for all t> 0,

(31)

is valid.

Proof. We only give proof for the case of (1)⟺(2).
Suppose that the function


H− 1

Z
(p)

0 ψ HZ(x) dx


F− 1

X
(p)

0 ψ FX(x) dx
, (32)

is increasing in p ∈ (0, 1). By differentiating, we have that
the numerator of the derivative of this ratio is

ψ(p)

hZ H
− 1
Z (p) 


F− 1

X
(p)

0
ψ FX(x) dx −

ψ(p)

fX F
− 1
X (p) 


H− 1

Z
(p)

0
ψ HZ(x) dx, for allp ∈ (0, 1). (33)

Since the function


H− 1

Z
(p)

0 ψ HZ(x) dx


F− 1

X
(p)

0 ψ FX(x) dx
, (34)

is increasing in p ∈ (0, 1), we have


F− 1

X
(p)

0

fX F
− 1
X (p) 

hZ H
− 1
Z (p) 

ψ FX(x) dx − 
H− 1

Z
(p)

0
ψ HZ(x) dx≥ 0, for allp ∈ (0, 1). (35)

Letting HZ(x) � FX(y) in the second integral of the left-
hand side of inequality (35) and then letting F− 1

X (p) � t, we
obtain that


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (36)

And, the above deduction is reversible. -erefore, the
proof of the theorem is complete. □

Definition 7. Let X and Z be nonnegative absolutely con-
tinuous random variables with distribution functions FX, HZ

such that FX(0) � HZ(0) � 0, density functions fX, hZ, and
right-continuous inverse functions F− 1

X , H− 1
Z , respectively.

(1) X is said to be smaller than Z in the starshaped order
(denoted by X≤ ∗Z), if the function H− 1

Z (FX(x))/x
is increasing in x> 0.

(2) X is said to be smaller than Z in the convex order
(denoted by X≤ cZ), if the function H− 1

Z (FX(x)) is
convex for x> 0.

(3) X is said to be smaller than Z in the dispersive order
(denoted by X≤ dispZ), if fX[F− 1

X (p)]≥ hZ[H− 1
Z (p)]

for all p ∈ (0, 1).

Theorem 2. Let ψ be a nonnegative function defined on
(0, 1). 2en, for any θ> 0, X≤ gdmtfrθX w.r.t. ψ.
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Theorem 3. Let ψ be a nonnegative function defined on
(0, 1). If X≤ gdmtfrZ w.r.t. ψ, then for any θ> 0, X≤ gdmtfrθZ

w.r.t. ψ.

Proof. Suppose that X≤ gdmtfrZ w.r.t. ψ, then from in-
equality (30), we have


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0,

for all t> 0.

(37)

In turn, from (30), X≤ gdmtfrθZ w.r.t. ψ if and only if, for
all t> 0,


t

0
ψ FX(x) 

fX(t)

hθZ H
− 1
θZ FX(t)(  

−
fX(x)

hθZ H
− 1
θZ FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx

� θ
t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0.

(38)

Clearly, if inequality (37) holds, then inequality (38) also
holds, that is, X≤ gdmtfrθZ w.r.t. ψ. -erefore, the proof of
the theorem is complete. □

Remark 3. -eorem 3 states that the order ≤ gdmtfr is scale
invariant with respect to the compared variables.

Theorem 4. If X≤ gdmtfrZ w.r.t. ψ, then for any a> 0,
X≤ gdmtfrZ w.r.t. aψ.

Remark 4. -eorem 4 states that the ≤ gdmtfr order is scale
invariant with respect to the referred function.

Theorem 5. If X≤ gdmtfrZ w.r.t. ψ, then for any θ> 0,
θX≤ gdmtfrθZ w.r.t. ψ.

Remark 5. -eorem 5 states that the order ≤gdmtfr is scale
equivalent with respect to the compared random variables.

Theorem 6. If X≤gdmtfrZ w.r.t. ψ, then for any θ> 0 and
a> 0, X≤ gdmtfrθZ w.r.t. aψ.

Remark 6. -eorem 6 states that the order ≤gdmtfr is scale
invariant with respect to the compared random variables
and the referred random variable.

Theorem 7. Let HZ(0) � FX(0) � 0. X≤gdmtfrZ w.r.t. ψ and
X≥gdmtfrZ w.r.t. ψ if and only if there exists some θ> 0 such
that FX(x) � HZ(θx), that is, Z �

d θX, where “�d ” means
equality in distributions.

Proof. Suppose that X≤ gdmtfrZ w.r.t. ψ and X≥ gdmtfrZ

w.r.t. ψ. From Definition 6, we have that there exists some
θ> 0 such that


H− 1

Z
(p)

0 ψ HZ(x) dx


F− 1

X
(p)

0 ψ FX(x) dx
� θ. (39)

-at is,


H− 1

Z
(p)

0
ψ HZ(x) dx � θ

F− 1
X

(p)

0
ψ FX(x) dx. (40)

Differentiating both sides of above equality, we obtain
(H− 1

Z (p))′ � (F− 1
θX(p))′. -us, H− 1

Z (p) � F− 1
θX(p) + c, where

c is any real number. By the assumption of
HZ(0) � FX(0) � 0, c � 0 and then H− 1

Z (p) � F− 1
θX(p).

Hence, Z �
d θX, and this is the stated result.

-e following theorem gives a sufficient condition for the
GDMTFR order. □

Theorem 8. Let ψ be a nonnegative function defined on
(0, 1). If X≤ cZ, then X≤ gdmtfrZ w.r.t. ψ.

Proof. From (30) X≤ gdmtfrZ w.r.t. ψ if and only if


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (41)

If X≤ cZ, then the function fX(x)/gY[G− 1
Y (FX(x))] is

increasing; hence,

fX(x)

hZ H
− 1
Z FX(x)(  

≤
fX(t)

hZ H
− 1
Z FX(t)(  

, for all 0≤x≤ t.

(42)

Moreover, ψ[FX(x)]≥ 0 for all x≥ 0. From inequality
(42), we see that inequality (41) holds. -at is, X≤ gdmtfrZ

w.r.t. ψ. -erefore, the proof of the theorem is complete. □

3. Implication Relationships between
DMTFR and GDMTFR Orders

Recall from [5] that a function h: (0, 1)⟶ (0, 1) is called
star-shaped (anti-star-shaped) if h(x)/x is increasing (de-
creasing). h is star-shaped (anti-star-shaped) with respect to
the point (1, 1) if [1 − h(x)]/[1 − x] is increasing (de-
creasing) in x.

Now, we propose the following notions about real
functions.
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Definition 8. For a positive integer number n, we say that

(1) h is star-shaped (anti-star-shaped) with respect to the
point (1, 0) if h(x)/(1 − x) is decreasing (increasing).

(2) h is dual (anti-star-shaped) star-shaped of order n if
h(x)/(1 − xn) is increasing (decreasing).

(3) h is star-shaped (anti-star-shaped) of order n with
respect to the point (1, 0) if h(x)/(1 − x)n is de-
creasing (increasing) in x ∈ (0, 1).

Let X and Z be two nonnegative continuous random
variables with respective distribution functions FX and HZ

having 0 as the common left endpoint of their supports. Let
again ψ be a nonnegative function defined on (0, 1). Assume
that X1, . . . , Xn and Z1, . . . , Zn are the i.i.d. copies of X and
Z, respectively, and that Xk:n and Zk:n, k � 1, 2, . . . , n, are the
order statistics of X and Z, respectively. Let Xk:n have
distribution function FXk:n

(x), survival function FXk:n
(x),

and density function fXk:n
(x), then for all x≥ 0,

FXk:n
(x) � Bk,n− k+1 FX(x)( ,

FXk:n
(x) � Bn− k+1,k FX(x)( ,

fXk:n
(x) � βk,n− k+1 FX(x)( fX(x) �

n!

(k − 1)!(n − k)!
FX(x) 

k− 1
FX(x) 

n− k
fX(x),

(43)

where Bk,n− k+1(·) and βk,n− k+1(·) are the distribution function
and density function of a beta distribution with parameters k

and n − k + 1, respectively.
-e following -eorem 9 gives some conditions under

which the DMTFR order implies the GDMTFR order.

Theorem 9

(1) Assume that the function ψ ° Bk,n− k+1 is star-shaped
with respect to the point (1, 0). If X≤ dmtfrZ, then

Xk:n ≤ gdmtfrZk:nw.r.t.ψ, for all k � 1, 2, . . . , n, (44)

where ψ ° Bk,n− k+1 is the compound of ψ and Bk,n− k+1.
(2) Assume that the function ψ is star-shaped with respect

to the point (1, 0). If X≤ dmtfrZ, then

X≤ gdmtfrZ w.r.t.ψ. (45)

(3) Assume that the function ψ is star-shaped of order n

with respect to the point (1, 0). If X1:n ≤ dmtfrZ1:n, then

X≤ gdmtfrZw.r.t.ψ. (46)

(4) Assume that the function ψ is dual anti-star-shaped of
order n. If Xn:n ≤ dmtfrZn:n, then

X≤ gdmtfrZw. r. t.ψ. (47)

(5) Assume that the function ψ star-shaped with respect to
the point (1, 0). If for some 1≤ k≤ n, Xk:n ≤ dmtfrZk:n,
then

Xk:n ≤ gdmtfrZk:nw.r.t.ψ, for all k � 1, 2, . . . , n. (48)

Proof. Barlow and Proschan [18] proved that, for all x≥ 0,

H
− 1
Zk:n

FXk:n
(x)  � H

− 1
Zk:n

FXk:n
(x)  � H

− 1
Z FX(x) . (49)

It can be proven that

fXk:n
(x)

hZk:n
H

− 1
Zk:n

FXk:n
(x)  

fX(x)

hZ H
− 1
Z FX(x)(  

. (50)

(1) Suppose that X≤ dmtfrZ. -en, we have, for all t> 0,


t

0
FX(x)

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx

� 
t

0
FX(x)

fXk:n
(t)

hZk:n
H

− 1
Zk:n

FXk:n
(t)  

−
fXk:n

(x)

hZk:n
H

− 1
Zk:n

FXk:n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0.

(51)
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Since ψ °Bk,n− k+1 is star-shaped with respect to the
point (1, 0), then ψ°Bk,n− k+1(u)/(1 − u) is decreasing
in u ∈ (0, 1). Hence, the function

h(x) � ψ°Bk,n− k+1
FX(x) 

1 − FX(x)( 
� ψ

FXk:n
(x) 

FX(x)
, (52)

is nonnegative decreasing in x≥ 0. From Lemma 4
and inequality (51), we have


t

0
ψ FXk:n

(x) 
fXk:n

(t)

hZk:n
H

− 1
Zk:n

FXk:n
(t)  

−
fXk:n

(x)

hZk:n
H

− 1
Zk:n

FXk:n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0, for all t> 0, (53)

which is equivalent to

Xk:n ≤ gdmtfrZk:n w.r.t.ψ, for all k � 1, 2, . . . , n. (54)

(2) Suppose that X≤ dmtfrZ. -en, for all t> 0,


t

0
FX(x)

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0.

(55)

Since the function ψ is star-shaped with respect to
the point (1, 0), the function ψ(u)/(1 − u) is de-
creasing in u ∈ (0, 1). -us,
h(x) � ψ[FX(x)]/FX(x) is nonnegatively decreas-
ing. From Lemma 4 and (55), we have


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0, (56)

which states that X≤ gdmtfrZ w.r.t. ψ. (3) Suppose that X1:n ≤ dmtfrZ1:n. -en, for all t> 0,


t

0
FX1:n

(x)
fX1: n

(t)

hZ1: n
H

− 1
Z1: n

FX1: n
(t)  

−
fX1: n

(x)

hZ1: n
H

− 1
Z1: n

FX1: n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (57)

Since ψ is star-shaped of order n with respect to the
point (1, 0), the function

ψ(x)

(1 − x)
n, (58)

is decreasing in x, which leads to the function

h(x) �
ψ FX(x) 

1 − FX(x) 
n �

ψ FX(x) 

FX(x) 
n �

ψ FX(x) 

FX1: n
(x)

.

(59)

being nonnegative decreasing. Moreover,

fX1: n
(x)

hZ1: n
H

− 1
Z1: n

FX1: n
(x)  

�
fX(x)

hZ H
− 1
Z FX(x)(  

. (60)

From Lemma 4, (57), and (60), we have


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0, (61)
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which is equivalent to

X≤ gdmtfrZ w.r.t.ψ. (62)

(4) Suppose that Xn: n ≤dmtfrZn: n. -en, for all t> 0,


t

0
FXn: n

(x)
fXn: n

(t)

hZn:n
H

− 1
Zn: n

FXn: n
(t)  

−
fXn: n

(x)

hZn: n
H

− 1
Zn: n

FXn: n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (63)

Since ψ is dual anti-star-shaped of order n, the
function ψ(x)/(1 − xn) is nonnegative decreasing in
x ∈ (0, 1), which leads to the function

h(x) �
ψ FX(x) 

1 − FX(x) 
n �

ψ FX(x) 

FXn: n
(x)

. (64)

being nonnegative decreasing. Moreover,

fXn: n
(x)

hZn: n
H

− 1
Zn: n

FX1: n
(x)  

�
fX(x)

hZ H
− 1
Z FX(x)(  

. (65)

From Lemma 4, (63)–(65), we have


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0, (66)

and this asserts that

X≤ gdmtfrZ w.r.t.ψ. (67)

(5) Let the function ψ be anti-star-shaped with respect to
the point (1, 0). Suppose that, for some 1≤ k≤ n,
Xk:n ≤ dmtfrZk:n, then for all t> 0,


t

0
FXk:n

(x)
fXk:n

(t)

hZk:n
H

− 1
Zk:n

FXk:n
(t)  

−
fXk:n

(x)

hZk:n
H

− 1
Zk:n

FXk:n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (68)

Since the function ψ is star-shaped with respect to the
point (1, 0), the function ψ(x)/(1 − x) is nonnegatively
decreasing in x ∈ (0, 1). -us, φ(x) � ψ[FXk:n

(x)]/FXk:n
(x)

is nonnegatively decreasing. From Lemma 4 and (68), we
have


t

0
ψ FXk:n

(x) 
fXk:n

(t)

hZk:n
H

− 1
Zk:n

FXk:n
(t)  

−
fXk:n

(x)

hZk:n
H

− 1
Zk:n

FXk:n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0, for all t> 0, (69)

which asserts that

Xk:n ≤ gdmtfrZk:n w.r.t.ψ, for all k � 1, 2, . . . , n. (70)

-erefore, the proof of the theorem is complete.
-eorem 10 gives some conditions under which the

GDMTFR order implies the DMTFR order. □

Theorem 10

(1) Assume that the function ψ is anti-star-shaped with
respect to the point (1, 0). If for some 1≤ k≤ n,
Xk:n ≤ gdmtfrZk:n w.r.t. ψ, then

Xk:n ≤ dmtfrZk:n, for all k � 1, 2, . . . , n. (71)

(2) Assume that the function ψ is anti-star-shaped with
respect to the point (1, 0). If X≤gdmtfrZ w.r.t. ψ, then

X≤ dmtfrZ. (72)

(3) Assume that the function ψ is dual star-shaped of
order n. If X≤gdmtfrZ w.r.t. ψ, then

Xn: n ≤ dmtfrZn: n. (73)

(4) Assume that the function ψ is anti-star-shaped of
order n with respect to the point (1, 0). If X≤gdmtfrZ

w.r.t. ψ, then
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X1: n ≤ dmtfrZ1: n. (74)

(5) Assume that the function ψ is increasing in u ∈ (0, 1).
If X≤ dmtfrZ w.r.t. ψ, then

Xk: n ≤gdmtfrZk:n, for all k � 1, 2, . . . , n. (75)

Proof

(1) Suppose that, for some 1≤ k≤ n, Xk:n ≤ gdmtfrZk:n

w.r.t. ψ. -en, for all t> 0,


t

0
ψ FXk:n

(x) 
fXk:n

(t)

hZk:n
H

− 1
Zk:n

FXk:n
(t)  

−
fXk:n

(x)

hZk:n
H

− 1
Zk:n

FXk:n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (76)

Since the function ψ is anti-star-shaped with respect
to the point (1, 0), the function (1 − u)/ψ(u) is
nonnegatively decreasing in u ∈ (0, 1). -us, h(x) �

FXk:n
(x)/ψ[FXk:n

(x)] is nonnegatively decreasing.
From Lemma 4 and (76), we have


t

0
FXk:n

(x)
fXk:n

(t)

hZk:n
H

− 1
Zk:n

FXk:n
(t)  

−
fXk:n

(x)

hZk:n
H

− 1
Zk:n

FXk:n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0, for all t> 0, (77)

which asserts that

Xk:n ≤ dmtfrZk:n, for all k � 1, 2, . . . , n. (78)

(2) Suppose that X≤ gdmtfrZ w.r.t. ψ. -en, for all t> 0,


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0. (79)

Since the function ψ is anti-star-shaped with respect
to the point (1, 0), the function (1 − u)/ψ(u) is
decreasing in u ∈ (0, 1). -us, h(x) � FX

(x)/ψ[FX(x)] is nonnegatively decreasing. From
Lemma 4 and (79), we have


t

0
FX(x)

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0, (80)

which states that

X≤dmtfrZ. (81)

(3) Suppose that X≤ gdmtfrZ w.r.t. ψ. -en, for all t> 0,


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (82)

Since ψ is dual star-shaped of order n, the function
(1 − un)/ψ(u) is nonnegative decreasing in
u ∈ (0, 1), which leads to the function

φ(x) �
1 − FX(x) 

n

ψ FX(x) 
�

FXn: n
(x)

ψ FX(x) 
, (83)

being nonnegative decreasing. Moreover,
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fX(x)

hZ H
− 1
Z FX(x)(  

�
fXn: n

(x)

hZn: n
H

− 1
Zn: n

FX1: n
(x)  

. (84)
From Lemma 4, (82)–(84), we have


t

0
FXn: n

(x)
fXn: n

(t)

hZn: n
H

− 1
Zn: n

FXn: n
(t)  

−
fXn: n

(x)

hZn: n
H

− 1
Zn: n

FXn: n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0, for all t> 0, (85)

and this asserts that

Xn: n ≤ dmtfrZn: n. (86)

(4) Suppose that X≤ gdmtfrZ w.r.t. ψ. -en, for all t> 0,


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (87)

Since ψ is anti-star-shaped of order n with respect to
the point (1, 0), the function (1 − u)n/ψ(u) is de-
creasing in u ∈ (0, 1), and this leads to the function

h(x) �
1 − FX(x) 

n

ψ FX(x) 
�

FX1: n
(x)

ψ FX(x) 
, (88)

being nonnegatively decreasing. Moreover,

fX1: n
(x)

hZ1: n
H

− 1
Z1: n

FX1: n
(x)  

�
fX(x)

hZ H
− 1
Z FX(x)(  

. (89)

From Lemma 4, (87)–(89), we have


t

0
FX1: n

(x)
fX1: n

(t)

hZ1: n
H

− 1
Z1: n

FX1: n
(t)  

−
fX1: n

(x)

hZ1: n
H

− 1
Z1: n

FX1: n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0, for all t> 0, (90)

which is equivalent to

X1:n ≤ dmtfrZ1:n. (91)

(5) Suppose that X≤ dmtfrZ w.r.t. ψ. -en, we have, for
all t> 0,


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx

� 
t

0
ψ FX(x) 

fXk: n
(t)

hZk: n
H

− 1
Zk: n

FXk: n
(t)  

−
fXk: n

(x)

hZk: n
H

− 1
Zk: n

FXk: n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0.

(92)

Since ψ is increasing in u ∈ (0, 1), then
FXk: n

(x)/ψ[FX(x)] is nonnegatively decreasing in x> 0.
From Lemma 4 and inequality (92), we have


t

0
ψ FXk: n

(x) 
fXk: n

(t)

hZk: n
H

− 1
Zk: n

FXk: n
(t)  

−
fXk: n

(x)

hZk: n
H

− 1
Zk: n

FXk: n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0, for all t> 0, (93)
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which is equivalent to

Xk: n ≤ gdmtfrZk: n, for all k � 1, 2, . . . , n. (94)

-erefore, the proof of the theorem is complete.
Denote by X1: N � min(X1, X2, . . . , XN) and

XN: N � max(X1, X2, . . . , XN). Z1: N and ZN: N are similar.
Let φN(·) be the probability generating function of N. □

Theorem 11. Assume that X1, X2, . . . , and Z1, Z2, . . . , are
the i.i.d. copies of X and Z, respectively.

(1) Let the function ψ ∘φN be star-shaped with respect to
the point (1, 0). If X≤ dmtfrZ, then

XN: N ≤ gdmtfrZN: N w.r.t.ψ. (95)

(2) Let the function ψ ∘φN be anti-star-shaped with re-
spect to the point (1, 0). If XN: N ≤ gdmtfrZN: N w.r.t. ψ,
then

X≤ dmtfrZ. (96)

(3) Let ψ be a function defined on the interval (0, 1) such
that the function ψ(1 − φN(u))/u is increasing in
u ∈ (0, 1). If X≤ dmtfrZ, then

X1: N ≤ gdmtfrZ1: Nw.r.t.ψ. (97)

(4) Let ψ be a function defined on the interval (0, 1) such
that the function u/ψ(1 − φN(u)) is increasing in
u ∈ (0, 1). If X1: N ≤ gdmtfrZ1: N w.r.t. ψ, then

X≤ dmtfrZ. (98)

Proof

(1) Suppose that X≤ dmtfrY. -is asserts that


t

0
FX(x)

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (99)

Shaked and Shanthikumar [8] showed that

H
− 1
ZN: N

FXN: N
(x)  � H

− 1
Z FX(x)( . (100)

It can be proven that

fXN: N
(x)

hZN: N
H

− 1
ZN: N

FXN: N
(x)  

�
fX(x)

hZ H
− 1
Z FX(x)(  

.

(101)

Since the function ψ ∘φN is star-shaped with respect
to the point (1, 0), the function ψ[φN(u)]/(1 − u) is
decreasing in u ∈ (0, 1), and this leads to the
function

h(x) �
ψ φN FX(x)(  

1 − FX(x)( 
�
ψ FXN: N

(x) 

FX(x)
, (102)

being nonnegative decreasing. From Lemma 4, (99),
and (101), we have for all t> 0,


t

0
ψ FXN: N

(x) 
fXN: N

(t)

hZN: N
H

− 1
ZN: N

FXN: N
(t)  

−
fXN: N

(x)

hZN: N
H

− 1
ZN: N

FXN: N
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (103)

-at is, XN: N ≤ gdmtfrZN: N w.r.t. ψ. (2) Suppose that XN: N ≤ gdmtfrZN: N w.r.t. ψ. -is asserts
that, for all t> 0,


t

0
ψ FXN: N

(x) 
fXN: N

(t)

hZN: N
H

− 1
ZN: N

FXN: N
(t)  

−
fXN: N

(x)

hZN: N
H

− 1
ZN: N

FXN: N
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (104)

Since the function ψ ∘ φN(·) is anti-star-shaped with
respect to the point (1, 0), the function
(1 − u)/ψ[φN(u)] is decreasing in u ∈ (0, 1), and
this leads to the function

h(x) �
1 − FX(x)( 

ψ φN FX(x)(  
�

FX(x)

ψ FXN: N
(x) 

, (105)

being nonnegatively decreasing. From Lemma 4,
(104), and (101), we have
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t

0
FX(x)

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (106)

-at is, X≤ dmtfrY. (3) Suppose that X≤ dmtfrZ. -en,


t

0
FX(x)

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (107)

Shaked and Shanthikumar [8] showed that

H
− 1
Z1: N

FX1: N
(x)  � H

− 1
Z FX(x)( . (108)

It can be proven that

fX1: N
(x)

hZ1: N
H

− 1
Z1: N

FX1: N
(x)  

�
fX(x)

hZ H
− 1
Z FX(x)(  

. (109)

Since the function ψ(1 − φN(u))/u is increasing in
u ∈ (0, 1), the function

h(x) �
ψ φN FX(x)(  

FX(x)
�
ψ FX1: N

(x) 

FX(x)
, (110)

is nonnegative decreasing. From Lemma 4, (107),
and (109), we have, for all t> 0,


t

0
ψ FX1: N

(t) 
fX1: N

(t)

hZ1: N
H

− 1
Z1: N

FX1: N
(t)  

−
fX1: N

(x)

hZ1: N
H

− 1
Z1: N

FX1: N
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (111)

-at is, X1: N ≤ gdmtfrZ1: N w.r.t. ψ. (4) Suppose that X1: N ≤ gdmtfrZ1: N w.r.t. ψ. -en, for all
t> 0,


t

0
ψ FX1: N

(x) 
fX1: N

(t)

hZ1: N
H

− 1
Z1: N

FX1: N
(t)  

−
fX1: N

(x)

hZ1: N
H

− 1
Z1: N

FX1: N
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (112)

Since the function u/ψ(1 − φN(u)) is increasing in
u ∈ (0, 1), the function

h(x) �
FX(x)

ψ φN FX(x)(  
�

FX(x)

ψ FX1: N
(x) 

, (113)

is nonnegatively decreasing. From Lemma 4, (112), and
(109), we have for all t> 0,


t

0
FX(x)

fX1: N
(t)

hZ1: N
H

− 1
Z1: N

FX1: N
(t)  

−
fX1: N

(x)

hZ1: N
H

− 1
Z1: N

FX1: N
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (114)

-at is, X1: N ≤ gdmtfrZ1: N. -erefore, the proof of the
theorem is complete. □

Theorem 12. Assume that X≤ gdmtfrZ w.r.t. ψ,
ψ(u) � Bn− k+1,k(u), u ∈ (0, 1), for some 1≤ k≤ n, where
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Bn− k+1,k is the distribution function of a beta distribution with
parameters n − k + 1 and k. 2en, we have

Xk: n ≤ dmtfrZk: n, for all k � 1, 2, . . . , n. (115)

Proof. Suppose that X≤ gdmtfrZ w.r.t. ψ. -is asserts that


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (116)

By taking ψ(u) � Bn− k+1,k(u), u ∈ (0, 1), we get that


t

0
Bn− k+1,k FX(x)( 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (117)

In view of the fact that

Bn− k+1,k FX(x)(  � FXk: n
(x),

fX(x)

hZ H
− 1
Z FX(x)(  

�
fXk: n

(x)

hZk: n
H

− 1
Zk: n

FXk: n
(x)  

,
(118)

thus


t

0
FXk: n

(x)
fXk: n

(t)

hZk: n
H

− 1
Zk: n

FXk: n
(t)  

−
fXk: n

(x)

hZk: n
H

− 1
Zk: n

FXk: n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0, for all t> 0, (119)

which is equivalent to

Xk: n ≤ dmtfrZk: n, for all k � 1, 2, . . . , n. (120)

Hence, the proof is complete.
Let k � 1 and k � n in-eorem 12, respectively, we have

the following corollary. □

Corollary 1. Assume that X≤ gdmtfrZ w.r.t. ψ.

(i) If ψ(u) � Bn,1(u) � 
u

0 nxn− 1dx � un, u ∈ (0, 1).
2en, X1: n ≤ dmtfrZ1: n.

(ii) If ψ(u) � B1,n(u) � 
u

0 n(1 − x)n− 1dx � 1− (1 − u)n,
u ∈ (0, 1). 2en Xn: n ≤ dmtfrZn: n.

Theorem 13. Assume that X1, X2, . . . , and Z1, Z2, . . . , are
the i.i.d. copies of X and Z, respectively. Let N be a positive
integer-valued random variable that is independent of Xi’s
and Yi’s.

(1) Let the function ψ be star-shaped with respect to the
point (1, 0).

(i) If X1: N ≤ dmtfrZ1: N, then X1: N ≤ gdmtfrZ1: N w.r.t.
ψ.

(ii) If XN: N ≤ dmtfrZN: N, then XN: N ≤ gdmtfrZN: N

w.r.t. ψ.

(2) Let the function ψ be anti-star-shaped with respect to
the point (1, 0).

(i) If X1: N ≤ gdmtfrZ1: N w.r.t. ψ, then
X1: N ≤ dmtfrZ1: N.

(ii) If XN: N ≤ gdmtfrZN: N w.r.t. ψ, then
XN: N ≤ dmtfrZN: N.

Proof. We only give the proof for the case (1) (b), the proofs
for other cases are similar and hence omitted. If
XN: N ≤ dmtfrZN: N, from (30), we obtain that, for all t≥ 0,


t

0
FXN: N

(x) ·
fXN: N

(t)

hZN: N
H

− 1
ZN: N

FXN: N
(t)  

−
fXN: N

(x)

hZN: N
H

− 1
ZN: N

FXN: N
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (121)
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Since the function ψ is star-shaped with respect to the
point (1, 0), then the function

ψ(u)

(1 − u)
, (122)

is decreasing in u ∈ (0, 1). Hence, ψ[FXN: N
(x)]/FXN: N

(x) is
decreasing in x≥ 0; from Lemma 4 and inequality (121), we
have for all t≥ 0,


∞

t
ψ FXN: N

(x)  ·
fXN: N

(t)

hZN: N
H

− 1
ZN: N

FXN: N
(t)  

−
fXN: N

(x)

hZN: N
H

− 1
ZN: N

FXN: N
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0. (123)

-at is, XN: N ≤ gdmtfrZN: N w.r.t. ψ as claimed. □

Theorem 14

(1) Let the function ψ be star-shaped of order n with
respect to the point (1, 0). If X1: n ≤ dmtfrZ1: n, then
X≤ gdmtfrZ w.r.t. ψ.

(2) Let the function ψ be dual anti-star-shaped of order n.
If Xn: n ≤ dmtfrZn: n, then X≤ gdmtfrZ w.r.t. ψ.

Proof. We only give the proof for case (1), the proof for case
(2) is similar, and hence omitted. If X1: n ≤ dmtfrZ1: n, from
(30), we obtain that


t

0
FX1: n

(x) ·
fX1: n

(t)

hZ1: n
H

− 1
Z1: n

FX1: n
(t)  

−
fX1: n

(x)

hZ1: n
H

− 1
Z1: n

FX1: n
(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦dx≥ 0, for all t≥ 0. (124)

Shaked and Shanthikumar [8] showed that
H− 1

Zn: n
(FXn: n

(x)) � H− 1
Z (FX(x)). It can be proven that

fX1: n
(x)

hZ1: n
H

− 1
Z1: n

FX1: n
(x)  

�
fX(x)

hZ H
− 1
Z FX(x)(  

, for all x≥ 0.

(125)

Since the function ψ(x) is star-shaped of order n with
respect to the point (1, 0), then the function ψ(x)/(1 − x)n

is decreasing in x ∈ (0, 1). Hence, the function

ψ FX(x) 

FX(x) 
n , (126)

is nonnegatively decreasing in x≥ 0. From Lemma 4, in-
equality (124), and equation (125), we have


t

0
ψ FX(x)  ·

fX(x)

hZ H
− 1
Z FX(x)(  

−
fX(t)

hZ H
− 1
Z FX(t)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (127)

-at is, X≤ gdmtfrZ w.r.t. ψ as claimed. At the end of this section, we show the relation between
the orders DMTFR, RDMTFR, and GDMTFR:

X≤ gdmtfrZw.r.t.ψ, ψ(u) � 1 − u, u ∈ (0, 1)⟺X≤ dmtfrZ,

X≤ gdmtfrZw.r.t.ψ, ψ(u) � gY G
− 1
Y (u) , u ∈ (0, 1)⟺X≤ rdmtfrZ,

X≤ rdmtfrZw.r.t.Y, Y is exponential⟺X≤ dmtfrZ.

(128)

□

4. Closure and Reversed Closure
Properties of the GDMTFR Order

In this section, we investigate the closure and reversed
closure properties of the GDMTFR order with respect to the

referred functions and the compared random variables,
respectively.

-e following -eorem 15 indicates that the GDMTFR
order has the closure property with respect to the referred
function under multiplication of functions.
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Theorem 15. If X≤ gdmtfrZ w.r.t. ψ, and φ is nonnegative
decreasing in x ∈ (0, 1), then

X≤ gdmtfrZw.r.t.φ · ψ. (129)

Proof. Suppose that X≤ gdmtfrZ w.r.t. ψ. -en, from (30), we
have


t

0
ψ FX(x) 

fX(t)

gY G
− 1
Y FX(t)(  

−
fX(x)

gY G
− 1
Y FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (130)

Since φ[FX(t)] is nonnegatively decreasing in x ∈ (0, 1),
from (130) and Lemma 4, we obtain for all t> 0,


t

0
φ FX(x)  · ψ FX(x) 

fX(t)

gY G
− 1
Y FX(t)(  

−
fX(x)

gY G
− 1
Y FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, (131)

which is equivalent to that X≤ gdmtfrZ w.r.t. ψ · φ. -erefore,
the proof of the theorem is complete.

From -eorem 15, we have the following corollary. □

Corollary 2. If X≤ gdmtfrZ w.r.t. ψ, and ψ is decreasing in
x ∈ (0, 1), then

X≤ gdmtfrZw.r.t.ψn
. (132)

Theorem 16. Let ψ1 and ψ2 be two continuous nonnegative
functions defined on (0, 1), X and Z be two continuous
nonnegative random variables.2en, the following statements
are true.

(1) If X≤ gdmtfrZ w.r.t. ψi, i � 1, 2, then

X≤ gdmtfrZw.r.t.ψ1 + ψ2. (133)

(2) If X≤ gdmtfrZ w.r.t. ψ1 and ψ2 is increasing in
x ∈ (0, 1), then

X≤ gdmtfrZw.r.t.
ψ1

ψ2
. (134)

(3) If X≤ gdmtfrZ w.r.t. ψ2, ψ1 is star-shaped and ψ2 is
decreasing, then

X≤ gdmtfrZw.r.t.ψ1°ψ2, (135)

where ψ1°ψ2 is the compound of ψ1 and ψ2.
(4) If X≤ gdmtfrZ w.r.t. ψ2, ψ1 is anti-star-shaped and ψ2

is increasing, then

X≤ gdmtfrZw.r.t.ψ1°ψ2, (136)

(5) If X≤ gdmtfrZ w.r.t. ψ1/ψ2 and ψ2 is decreasing in
x ∈ (0, 1), then

X≤ gdmtfrZw.r.t.ψ1. (137)

(6) If X≤ gdmtfrZ w.r.t. ψ2 and ψ1/ψ2 is decreasing in
x ∈ (0, 1), then

X≤ gdmtfrZw.r.t.ψ1. (138)

Proof. We only give the proofs for the case of (3); the proofs
for the other cases are similar and omitted. (3) Suppose that
X≤ gdmtfrZ w.r.t. ψ2. -en, from (30), we have


t

0
ψ2 FX(x) 

fX(x)

hZ H
− 1
Z FX(x)(  

−
fX(t)

hZ H
− 1
Z FX(t)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (139)

Since the function ψ2 is decreasing, ψ2[FX(x)] is then
decreasing. Moreover, ψ1 is star-shaped on the interval
(0, 1), and then ψ1(u)/u is increasing in u ∈ (0, 1); thus,

the function ψ1[ψ2(FX(x))]/ψ2[FX(x)] is decreasing in
x≥ 0. From Lemma 4 and inequality (139), we have for all
t> 0,
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t

0
ψ1 ψ2 FX(x)(  

fX(x)

hZ H
− 1
Z FX(x)(  

−
fX(t)

hZ H
− 1
Z FX(t)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, (140)

which asserts that X≤ gdmtfrZ r.t. ψ1 ∘ψ2 as claimed.
Let X be a nonnegative absolutely continuous random

variable and ϕ be a nonnegative increasing function defined
on [0,∞) with ϕ(0) � 0. We call that ϕ is a generalized scale
function and ϕ(X) is the generalized scale transform of _X. In
the accelerated life testing, the ϕ is called an accelerating
factor.

If a function ϕ is increasing convex with ϕ(0) � 0, then ϕ
is called a risk preference function, and ϕ(X) is called the
risk preference transform of X. If ϕ is increasing concave
with ϕ(0) � 0, then ϕ is called a risk aversion function, and
ϕ(X) is called the risk aversion transform of X. If ϕ is a risk
aversion function, we say that − ϕ″/ϕ′ is the absolute risk
aversion coefficient of ϕ. If ϕ is a risk preference function, we
say that − ϕ″/ϕ′ is the risk preference coefficient of ϕ. □

Theorem 17. Let ψ be a nonnegative function defined on
(0, 1) and ϕ be a nonnegative function defined on [0, +∞)

with ϕ(0) � 0. Suppose that the function ϕ is increasing
concave with − ϕ″/ϕ′ being decreasing in x≥ 0, and X≥ dispZ.
2en,

X≤ gdmtfrZw.r.t.ψ⇒ϕ(X)≤ gdmtfrϕ(Z)w.r.t.ψ. (141)

Proof. Suppose that X≤ gdmtfrZ w.r.t. ψ. -en, from (30), we
have for all t> 0,


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0.

(142)

Since the function ϕ(x) is increasing concave, ϕ′(x) is
nonnegatively decreasing in x≥ 0. From Lemma 4 and (142),
we have


t

0
ψ FX(x) ϕ′(x)

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (143)

On the other hand, ϕ(X)≤ gdmtfrϕ(Z) w.r.t. ψ if and only
if for all t> 0,


t

0
ψ Fϕ(X)(x) 

fϕ(X)(t)

hϕ(Z) H
− 1
ϕ(Z) Fϕ(X)(t)  

−
fϕ(X)(x)

hϕ(Z) H
− 1
ϕ(Z) Fϕ(X)(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦

� 
t

0
ψ FX(x) ϕ′(x)

fX(t)

hZ H
− 1
Z FX(t)(  

·
ϕ′[α(t)]

ϕ′(t)
−

fX(x)

hZ H
− 1
Z FX(x)(  

·
ϕ′[α(x)]

ϕ′(x)
⎡⎢⎣ ⎤⎥⎦dx≥ 0,

(144)

where α(x) � H− 1
Z (FX(x)). Under the given conditions of

the theorem, we have that the function

ϕ′[α(x)]

ϕ′(x)
, (145)

is increasing and nonnegative for all x> 0. Hence, from
(143), we obtain for all t> 0,


t

0
ψ FX(x) ϕ′(x)

fX(t)

hZ H
− 1
Z FX(t)(  

·
ϕ′[α(t)]

ϕ′(t)
−

fX(x)

hZ H
− 1
Z FX(x)(  

·
ϕ′[α(x)]

ϕ′(x)
⎡⎢⎣ ⎤⎥⎦dx≥

ϕ′[α(t)]

ϕ′(t)


t

0
ψ FX(x) ϕ′(x)

fX(x)

hZ H
− 1
Z FX(x)(  

−
fX(x)

hZ H
− 1
Z FX(t)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0.

(146)

18 Computational Intelligence and Neuroscience



-at is to say, inequality (144) is valid, so the proof of the
theorem is complete. □

Remark 7. -eorem 17 says, under some appropriate
conditions, that the order ≤ gdmtfr has the closure property
under the concave generalized scale transform.

Remark 8. -eorem 17 also says, under some appropriate
conditions, that the order ≤ gdmtfr has the closure property
under the action of an increasing concave accelerating
factor.

Remark 9. -eorem 17 also says, under the condition of
X≥ dispZ, that the GDMTFR order has the closure property
under the risk averse transform ϕ with an increasing ab-
solute risk aversion coefficient − ϕ″/ϕ′.

With a similar manner of the proof of -eorem 17,
-eorem 18 can be proven, and the detailed proof is omitted.

Theorem 18. Let ψ be a nonnegative function defined on
(0, 1) and ϕ be a nonnegative function defined on [0, +∞)

with ϕ(0) � 0. Suppose that the function ϕ is increasing and
convex with ϕ″/ϕ′ being increasing in x≥ 0. If
ϕ(X)≤ gdmtfrϕ(Z) w.r.t. ψ and X≥ dispZ, then

X≤ gdmtfrZw.r.t.ψ. (147)

Remark 10. -eorem 18 says, under some appropriate
conditions, that the order ≤gdmtfr has the reversed closure
property under the convex generalized scale transform.

Remark 11. -eorem 18 also says, under some appropriate
conditions, that the order ≤gdmtfr has the reversed closure
property under the action of an increasing and convex
accelerating factor.

Remark 12. -eorem 18 also says, under the condition of
X≥ dispZ, that the GDMTFR order has the reversed closure
property under the risk preference transform ϕ with an
increasing risk preference coefficient ϕ″/ϕ′.

Theorem 19. Let ψ be a nonnegative increasing function
defined on (0, 1) and let ϕ be a nonnegative increasing
concave function defined on [0, +∞) with ϕ(0) � 0 and with
ϕ″/ϕ′ being decreasing in x> 0. Suppose that X≥dispZ. 2en,

X≤ gdmtfrZw.r.t.ψ⇒ϕ(X)≤ gdmtfrϕ(Z)w.r.t.ϕ ∘ψ. (148)

Proof. Suppose that X≤ gdmtfrZ w.r.t. ψ. -en, from (30), we
have


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (149)

Since the function ϕ(x) is increasing concave, ϕ′(x) is
nonnegatively decreasing in x> 0. From Lemma 4 and (149),
we have


t

0
ψ FX(x) ϕ′(x)

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (150)

Since ϕ is nonnegatively increasing concave, ϕ(x)/x is
nonnegatively decreasing and ψ being nonnegatively in-
creasing leads to increasing ψ(FX(x)), so

ϕ[ψ(FX(x))]/ψ(FX(x)) is nonnegatively decreasing. From
Lemma 4 and (150), we obtain that


t

0
ϕ ψ FX(x)(  ϕ′(x)

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0, for all t> 0. (151)
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On the other hand, ϕ(X)≤ gdmtfrϕ(Z) w.r.t. ϕ∘ψ if and
only if for all t≥ 0,


t

0
ϕ ψ Fϕ(X)(x)  

fϕ(X)(t)

hϕ(Z) H
− 1
ϕ(Z) Fϕ(X)(t)  

−
fϕ(X)(x)

hϕ(Z) H
− 1
ϕ(Z) Fϕ(X)(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦

� 
t

0
ϕ ψ FX(x)(  ϕ′(x)

fX(t)

hZ H
− 1
Z FX(t)(  

·
ϕ′[α(t)]

ϕ′(t)
−

fX(x)

hZ H
− 1
Z FX(x)(  

·
ϕ′[α(x)]

ϕ′(x)
⎡⎢⎣ ⎤⎥⎦dx≥ 0,

(152)

where α(x) � H− 1
Z (FX(x)). Since ϕ″/ϕ′ is decreasing, and

X≥ dispZ, we have that the function

ϕ′[α(x)]

ϕ′(x)
, (153)

is nonnegatively increasing in x> 0. -erefore, for all t> 0,


t

0
ϕ ψ FX(x)(  ϕ′(x)

fX(t)

hZ H
− 1
Z FX(t)(  

·
ϕ′[α(t)]

ϕ′(t)
−

fX(x)

hZ H
− 1
Z FX(x)(  

·
ϕ′[α(x)]

ϕ′(x)
⎡⎢⎣ ⎤⎥⎦dx

≥
ϕ′[α(t)]

ϕ′(t)


t

0
ϕ ψ FX(x)(  ϕ′(x)

fX(x)

hZ H
− 1
Z FX(x)(  

−
fX(x)

hZ H
− 1
Z FX(t)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0.

(154)

From (151) and (154), we see that inequality (152) is
valid. -at is to say, ϕ(X)≤ gdmtfrϕ(Z) w.r.t. ϕ ∘ψ. -erefore,
the proof of the theorem is complete. □

Remark 13. -eorem 19 says that, under some appropriate
conditions, the order ≤ gdmtfr has the closure property with
respect to both the compared random variables and the
referred function under the concave generalized scale
transforms.

Remark 14. -eorem 19 also says that, under some ap-
propriate conditions, the order ≤ gdmtfr has the closure
property with respect to both the compared random vari-
ables and the referred function under the action of a concave
accelerating factor.

Remark 15. -eorem 19 also says that, under the condition
of X≥ dispZ, the GDMTFR order has the closure property
with respect to both the compared random variables and the
referred function under the risk aversion transform ϕ with
an increasing absolute risk aversion coefficient − ϕ″/ϕ′.

Theorem 20. Let ψ be a nonnegative increasing function
defined on (0, 1), and let ϕ be a nonnegative increasing convex
function defined on [0, +∞) with ϕ(0) � 0 and with − ϕ″/ϕ′
being decreasing in x> 0. Assume that X≥ dispZ. 2en,

ϕ(X)≤ gdmtfrϕ(Z)w.r.t.ϕ ∘ψ⇒X≤ gdmtfrZw.r.t.ψ. (155)

Proof. Suppose that ϕ(X)≤ gdmtfrϕ(Z) w.r.t. ϕ ∘ψ. -en,
from (30), we have, for all t> 0,


t

0
ϕ ψ Fϕ(X)(x)  

fϕ(X)(t)

hϕ(Z) H
− 1
ϕ(Z) Fϕ(X)(t)  

−
fϕ(X)(x)

hϕ(Z) H
− 1
ϕ(Z) Fϕ(X)(x)  

⎡⎢⎢⎣ ⎤⎥⎥⎦

� 
t

0
ϕ ψ FX(x)(  ϕ′(x)

fX(t)

hZ H
− 1
Z FX(t)(  

·
ϕ′[α(t)]

ϕ′(t)
−

fX(x)

hZ H
− 1
Z FX(x)(  

·
ϕ′[α(x)]

ϕ′(x)
⎡⎢⎣ ⎤⎥⎦dx≥ 0.

(156)

20 Computational Intelligence and Neuroscience



Since ϕ is increasing convex, ϕ(y)/y is increasing, and ψ
is increasing. -is leads to ψ(FX(x)) is nonnegatively in-
creasing. Combining these facts, we obtain that the function

ψ FX(x)( 

ϕ ψ FX(x)(  
, (157)

is nonnegative decreasing in x> 0. Moreover, since ϕ is
increasing convex, 1/ϕ′ is nonnegatively decreasing. So,

ψ FX(x)( 

ϕ ψ FX(x)(  ϕ′(x)
, (158)

is nonnegatively decreasing in x> 0. From Lemma 4 and
(156), we obtain that, for all t> 0,


t

0
ψ FX(x)( 

fX(t)

hZ H
− 1
Z FX(t)(  

·
ϕ′[α(t)]

ϕ′(t)
−

fX(x)

hZ H
− 1
Z FX(x)(  

·
ϕ′[α(x)]

ϕ′(x)
⎡⎢⎣ ⎤⎥⎦dx≥ 0. (159)

Under the given conditions that ϕ is increasing convex
with ϕ″/ϕ′ being decreasing in x≥ 0, and X≥ dispZ, we get

that ϕ′[α(x)]/ϕ′(x) is nonnegatively decreasing in x> 0.
Hence,

0≤ 
t

0
ψ FX(x)( 

fX(t)

hZ H
− 1
Z FX(t)(  

·
ϕ′[α(t)]

ϕ′(t)
−

fX(x)

hZ H
− 1
Z FX(x)(  

·
ϕ′[α(x)]

ϕ′(x)
⎡⎢⎣ ⎤⎥⎦dx

≤
ϕ′[α(t)]

ϕ′(t)


t

0
ψ FX(x)( 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx, for all t> 0.

(160)

-us,


t

0
ψ FX(x) 

fX(t)

hZ H
− 1
Z FX(t)(  

−
fX(x)

hZ H
− 1
Z FX(x)(  

⎡⎢⎣ ⎤⎥⎦dx≥ 0.

(161)

-at is to say, ϕ(X)≤ gdmtfrϕ(Z) w.r.t. ϕ∘ψ. -erefore,
the proof of the theorem is complete. □

Remark 16. -eorem 20 says that, under some appropriate
conditions, the order ≤ gdmtfr has the reversed closure
property with respect to both the compared random vari-
ables and the referred function under the convex generalized
scale transforms.

Remark 17. -eorem 20 also says that, under some ap-
propriate conditions, the order ≤ gdmtfr has the reversed
closure property with respect to both the compared random
variables and the referred function under the action of a
convex accelerating factor.

Remark 18. -eorem 20 also says that, under the condition
of X≥ dispZ, the GDMTFR order has the reversed closure
property with respect to both the compared random vari-
ables and the referred function under the risk preference
transform ϕ with a decreasing risk preference coefficient
ϕ″/ϕ′.

5. Examples

We give several illustrative examples that meet the
GDMTFR order.

Example 1. Let ψ be a nonnegative function defined on the
interval (0, 1). Now, we consider comparing two Weibull
random variables in the GDMTFR order. Let Xi, i � 1, 2, be
two Weibull random variables with respective survival
function FXi

. Specifically, let Xi ∼ W(αi, λ), i � 1, 2,
FXi

(x) � e− λxαi , x≥ 0. Hence, the density functions of Xi are,
respectively,

fXi
(x) � λαix

αi − 1
e

− λxαi

, x≥ 0. (162)

-en, the GDMTFR order is determined by the pa-
rameters αi. Indeed, it is easy to verify that

F
− 1
X2

FX1
(x)  � x

α1/α2 ,

fX2
(x) � λα2x

α2− 1
e

− λxα2
.

(163)

Hence,

fX1
(x)

fX2
F

− 1
X2

FX1
(x)  

�
α1
α2

x
α1/α2− 1

. (164)

(1) If α1 ≥ α2 > 0, then from (164), it is clear that the
function fX1

(x)/fX2
[F− 1

X2
(FX1

(x))] is increasing in
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x> 0. From this fact and (30), we have that
X1 ≤ gdmtfrX2 w.r.t. ψ.

(2) If 0< α1 ≤ α2, then from (164), it is clear that the
function fX1

(x)/fX2
[F− 1

X2
(FX1

(x))] is decreasing in
x> 0. From this fact and (21), we have that
X1 ≥ gdmtfrX2 w.r.t. ψ.

Example 2. Consider a comparison of two beta random
variables in the GDMTFR order. Let ψ be a nonnegative
function defined on the interval (0, 1). Let Xi, i � 1, 2, be two
Beta random variables with respective distribution functions
FXi

. Specifically, let Xi ∼ Beta(αi, 1), FXi
(x) � xαi ,

x ∈ (0, 1). Hence, the density functions of Xi are given by,
respectively,

fXi
(x) � αix

αi− 1
, x ∈ (0, 1). (165)

It is readily verified that

F
− 1
X2

FX1
(x)  � x

α1/α2 ,

fX2
(x) � λα2x

α2− 1
e

− λxα2
, x ∈ (0, 1).

(166)

Hence,

fX1
(x)

fX2
F

− 1
X2

FX1
(x)  

�
α1
α2

x
α1/α2( )− 1

. (167)

(1) If α1 ≥ α2 > 0, it can be seen that the function
fX1

(x)/fX2
[F− 1

X2
(FX1

(x))] is increasing in x≥ 0.
From this fact and (30), we see that X1 ≤ gdmtfrX2
w.r.t. ψ.

(2) If 0< α1 ≤ α2, from (171), we see that the function
fX1

(x)/fX2
[F− 1

X2
(FX1

(x))] is decreasing x≥ 0. From
this fact and (30), we have that X1 ≥ gdmtfrX2 w.r.t. ψ.

Example 3. Consider a comparison of another two beta
random variables in the GDMTFR order. Let ψ be a non-
negative function defined on the interval (0, 1). Let Xi,
i � 1, 2, be two beta random variables with respective dis-
tribution function FXi

. Specifically, let Xi ∼ Beta(1, βi), then
the density functions of Xi are given by, respectively,

fXi
(x) � βi(1 − x)

βi − 1
, x ∈ (0, 1), i � 1, 2. (168)

-e distribution functions of Xi are thus

FXi
(x) � 1 − (1 − x)

βi , x ∈ (0, 1), i � 1, 2, (169)

respectively.
It can be verified that

F
− 1
X2

FX1
(x)  � 1 − (1 − x)

β1/β2 ,

fX2
(x) � β2(1 − x)

β2− 1
, x ∈ (0, 1).

(170)

Hence,

fX1
(x)

fX2
F

− 1
X2

FX1
(x)  

�
β1
β2

(1 − x)
β1/β2( )− 1

. (171)

(1) If β1 ≥ β2 > 0, it is clear that the function
fX1

(x)/fX2
[F− 1

X2
(FX1

(x))] is decreasing x> 0. From
this fact and (30), we see that X1 ≥ gdmtfrX2 w.r.t. ψ.

(2) Assume that 0< β1 ≤ β2. From (171), we see that
fX1

(x)/fX2
[F− 1

X2
(FX1

(x))] is increasing x> 0. From
this fact and (30), we see that X1 ≤ gdmtfrX2 w.r.t. ψ.

Example 4. Let ψ be a nonnegative function defined on the
interval (0, 1); we consider to compare two Pareto random
variables in the GDMTFR order. Specifically, assume that

X ∼ P α1, λ( , Y ∼ P α2, λ( , (172)

where α1, α2, λ are positive real numbers.-at is, for all x≥ 0,

FX(x) �
λ

λ + x
 

α1
,

GY(x) �
λ

λ + x
 

α2
,

(173)

fX(x) �
α1
λ

λ
λ + x

 

α1+1

,

gY(x) �
α2
λ

λ
λ + x

 

α2+1

.

(174)

-en,

G
− 1
Y FX(x)(  � G

− 1
Y FX(x)(  � λ 1 +

x

λ
 

α1/α2
− λ. (175)

Hence,

fX(x)

gY G
− 1
Y FX(x)(  

�
α1
α2

1 +
x

λ
 

α1/α2( )− 1
. (176)

(1) If α1 ≥ α2 > 0, then from (176), we see that the
function fX(x)/gY[G− 1

Y (FX(x))] is increasing in
x> 0; hence, from (30), we have X≤ gdmtfrY w.r.t. ψ.

(2) If 0< α1 ≤ α2, then fX(x)/gY[G− 1
Y (FX(x))] is de-

creasing in x> 0; from (30), we get that X≥ gdmtfrY

w.r.t. ψ.

Data Availability

In the examples of this research, we mainly use random
variables to verify the correctness of the theory.
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quantile entropy ordering,” Statistical Methodology, vol. 33,
pp. 55–70, 2016.

[14] D.-T. Kang and L. Yan, “On the dynamic cumulative residual
quantile entropy ordering,” Statistical Methodology, vol. 32,
no. 14–35, 2016.

[15] B. Vineshkumar, N. U. Nair, and P. G. Sankaran, “Stochastic
orders using quantile-based reliability functions,” Journal of
the Korean Surgical Society, vol. 44, no. 2, pp. 221–231, 2015.

[16] P. Kosec, S. Skec, and D. Miler, “A comparison of the tol-
erance analysis methods in the open-loop assembly,” Ad-
vances in Production Engineering & Management, vol. 15,
no. 44–56, 2020.

[17] H. Sun, Z. Lei, Y. Huang, and J. Yu, “Multi-objective robust
design of new rotate barrel based on satisfaction function,”
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Considering the importance of energy in our lives and its impact on other critical infrastructures, this paper starts from the whole
life cycle of big data and divides the security and privacy risk factors of energy big data into five stages: data collection, data
transmission, data storage, data use, and data destruction. Integrating into the consideration of cloud environment, this paper
fully analyzes the risk factors of each stage and establishes a risk assessment index system for the security and privacy of energy big
data. According to the different degrees of risk impact, AHP method is used to give indexes weights, genetic algorithm is used to
optimize the initial weights and thresholds of BP neural network, and then the optimized weights and thresholds are given to BP
neural network, and the evaluation samples in the database are used to train it.*en, the trainedmodel is used to evaluate a case to
verify the applicability of the model.

1. Introduction

In the era of big data, the application of big data technology
in the energy field is a trend to promote industrial devel-
opment and innovation. Both the deep application of big
data technology in the energy field and the deep integration
of energy production, consumption, and related technology
revolution with big data concept will accelerate the devel-
opment of energy industry [1].

With the implementation of the global energy big data
strategy, the rapid development of “Internet plus” smart
energy and the comprehensive construction of intelligent
energy layout make the energy industry more widely dis-
tributed, more data collection points, more data types, more
complex business relationships, and a wider range of data
usage and users [2]. So while bringing convenience, it also
brings risks to energy big data management. Due to the
critical infrastructure of each country, energy is bound to
become the preferred target of attack in case of cyber war.
With the frequent occurrence of more and more energy
security and privacy incidents, such as “Blackout in Ukraine”
and “Stuxnet virus” attack on Iran’s nuclear facilities, big

data has become a usable and attachable carrier [3]. *rough
the big data value information obtained by the attack, the
energy distribution of the target location can be analyzed,
and the key data such as the monitoring and early warning
information and operation instructions of key nodes will be
tampered, resulting in energy system failure or major se-
curity accidents.

*erefore, the management research based on energy big
data has been widely concerned by scholars all over the
world. At present, for the huge amount of data and the
particularity of management in the energy industry, scholars
carry out data management and architecture design through
various technical or nontechnical means, including the es-
tablishment of big data layer to store and process renewable
energy data [4] and the establishment of energy big data
processing system, supporting memory distributed com-
puting [5]. In the research on the security and privacy of big
data, it is found that most scholars used a single model for
risk assessment, such as analytic hierarchy process (AHP),
factor analysis, grey theory [6], fuzzy evaluation method [7],
and cloud model [8]. Such methods are based on statistical
theory and cannot completely get rid of the influence of
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subjectivity and theoretical assumptions. In recent years,
machine learning has become an important research tool in
the field of security and privacy [9]. When using machine
learning methods to evaluate and predict risks, the accuracy
is often higher than that of traditional statistical methods
[10]. Common machine learning methods include neural
network, SVM, and clustering algorithm; BP neural network
is the most widely used neural network in risk prediction
and evaluation [11], but which is easy to fall into local
minimum in practical application [12]. *erefore, scholars
often use other algorithms as assistance to improve the
accuracy of prediction and evaluation. For example, Zhang
(2021) established a regression model through BP network
and used PSO algorithm to optimize connection weights to
evaluate the slow convergence of BP network, in order to
improve the accuracy of rockburst prediction [13]. Wang
(2019) et al. used LM algorithm to improve the operation
efficiency and accuracy of traditional BP neural network and
provided an effective theoretical basis and modeling method
for risk prediction of power communication network [14].

*is greatly improves the accuracy of prediction and
evaluation, but a review of the relevant literature shows that the
analysis of the importance of the impact of indexes is often
neglected. *us, in this paper, based on the consideration of
machine learning, according to the different degrees of risk
impact, AHP method is used to determine the index weight,
which overcomes the deficiency of subjective consideration in
previous studies [15]; the genetic algorithm optimized BP
neural network (hereinafter referred to as GABP) with better
prediction and evaluation effect is used for evaluation [16],
which is a successful attempt to realize the combination of
energy field and deep learning. In addition, for the security and
privacy risk assessment of energy big data, the current literature
paysmore attention to theoretical analysis and lacks a relatively
perfect assessment reference system. Starting from the whole
life cycle of big data and considering the cloud environment,
this paper establishes a risk assessment index system of energy
big data security and privacy, which enriches the theoretical
basis and framework in this field to a certain extent.

2. The IndexSystemofSecurity andPrivacyRisk
Assessment of Energy Big Data in
Cloud Environment

2.1. Principles for the Construction of the Index System. In the
process of risk assessment, the probability of risk occurrence,
loss range, and other factors need to be considered com-
prehensively to get the possibility and degree of system risk
occurrence, determine the risk level, and then decide
whether to take corresponding control measures and to what
extent [17].

*erefore, the construction of risk assessment index
system should follow the principles of comprehensiveness,
scientificity, representativeness, and practicability, select the
representative risk elements from a scientific perspective,
quantify the risk based on the practical principle, and strive
to show the risk management level comprehensively and
accurately.

2.2. Identification of Risk Factors. Data security management
is the most prominent risk faced by big data application.
Although the massive data is stored centrally, it is conve-
nient for data analysis and processing, but the loss and
damage of big data caused by improper security manage-
ment will cause devastating disaster. Due to the development
of new technology and new business, the infringement of
privacy right is not limited to physical and compulsory
invasion, but is derived in a subtler way through various
data, and the data security and privacy risks caused by this
will be more serious [18].

Compared with the previous Internet and computer
technology, the application advantage of big data in the
cloud environment is more obvious. Big data platform has
strong sharing ability, which can manage the security of
information use and improve the efficiency of resource
utilization. *e construction of cloud platform and system
application have strict standards. Cloud computing tech-
nology provides more comprehensive technical support and
makes privacy management more reasonable, which is
consistent with the level of technology development in the
new era [19]. But from another point of view, it is under the
influence of cloud platform sharing features that part of the
data information is easy to be exposed, which provides
opportunities for some illegal intrusion. *erefore, we must
pay full attention to its risks.

Based on the literature of Xu [20], Tawalbeh [21], and He
[22], combined with the analysis of relevant cases and the
consultation of professionals, this paper follows the above
evaluation index setting principle, combines with the de-
velopment characteristics of energy big data security factors,
and considers the impact of cloud environment. From the
perspective of the whole life cycle of big data, this paper
summarizes the current privacy security risks of cloud
computing and big data and divides the risk assessment
factors into five stages: data collection, data transmission,
data storage, data use, and data destruction, with a total of 22
indexes, as shown in Figure 1.

2.3. IndexQuantification. In terms of data collection, for the
quantification of energy big data security and privacy risk
indexes, this study introduces the concept of risk degree.
According to the occurrence possibility and loss degree of
each risk index, the product of possibility and loss degree is
used as the reference standard of risk degree quantification,
and the specific value can be reasonably floating around the
product. *e quantification of probability and loss degree
can be divided into five levels: very high risk (5 points), high
risk (4 points), medium risk (3 points), low risk (2 points),
and very low risk (1 point).

R � P∗L. (1)

In formula (1), P is the probability of occurrence and L is
the degree of loss.

*e normalized input value is multiplied by the corre-
sponding weight of each index as the input of the neural
network for training, combined with the output value; the
risk assessment level can be obtained, as shown in Table 1.
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Termination of cloud service agreement risk E3

Software and hardware fault risk A1

Damage or consumption risk of energy infrastructure A2

External malicious attack A3

Irresistible force risk A4

Malicious intercepting risk B1

Malicious tampering risk B2

Data distortion risk B3

Access control risk B4

Cloud platform risk B5

Sleeping data risk C1

Quality of data input risk C2

Data leakage risk C3

Management data destruction risk C4

Virus intrusion risk C5

Multi source data fusion risk D1

Privacy awareness of business personnel D2

Data parsing risk D3

Data regulatory risk D4

Manage authorization risk D5

Data residual risk E1

Data backup risk E2

Data collection A

Data transmission B

Data storage C

Data use D

Data destruction E

Risk 
Factors

Figure 1: Security and privacy risk assessment index system based on the whole life cycle of energy big data.

Table 1: Risk assessment level.

Risk level Meaning

First class (0≤R≤ 0.2) *e risk level is very low, so it is not necessary to pay special attention to it. *e plan and general prevention can
be made.

Second class
(0.2<R≤ 0.4) *e risk level is low, the plan and general prevention should be made, and need to be checked regularly.

*ird class
(0.4<R≤ 0.6)

*e risk level is medium; the major risk factors should be paid attention to in combination with the specific
situation, and the corresponding countermeasures should be formulated.

Computational Intelligence and Neuroscience 3
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3.1. AHPMethod. In the existing BP neural network part of
the process, all kinds of risk factors are default to the same
degree of impact, without a rigorous distinction, which is
adverse to the establishment of neural network model.

Considering the particularity of energy big data security
and privacy risk, quantitative analysis method may not be
able to reasonably determine the real impact degree of in-
dexes. *erefore, AHP method is used to give weight to
indexes in this paper, and various factors in complex
problems are divided into interconnected and ordered levels
to make them methodical. According to the subjective
judgment structure of certain objective reality, the expert
opinions and the objective judgment results of analysts are
directly and effectively combined, and the importance of
pairwise comparison of one level elements is quantitatively
described.

*erefore, after the establishment of energy big data
security privacy and risk assessment index system, according
to the influence degree of each risk factors, the Delphi
method is used to invite experts to quantify the importance
between them, and the AHP method is used to give cor-
responding weights to 22 indexes.

(1) Construct the judgment matrix.
*e judgment matrix A� (aij)n∗ n is established by
pairwise comparison. In order to make the judgment
quantitative, the quantitative scale is given for the
evaluation of different situations. *e scale specifi-
cation is shown in Table 2.

(2) Calculate the eigenvalue and eigenvector by the
square root method and calculate the product of
elements in each row of judgment matrix.

Mi � 
n

j�1
aij(i � 1, 2, . . . , n). (2)

Calculate the nth root of Mi.

Wi �
���
Mi

n


(i � 1, 2, . . . , n). (3)

Normalize the eigenvectors as the weight.

WA � W1, W2, . . . , Wn 
T
. (4)

Calculate the largest eigenvalue, where (AW)i is the
ith component of the vector AW.

λmax � 
n

i�1

(AW)i

nWi

. (5)

(3) Check for consistency.

*e consistency index C.I. is

C.I. �
λmax − n

n − 1
. (6)

Generally, C.I.≤ 0.10 represents that the judgment
matrix is consistent.

Obviously, with the increase of value n, the judgment
error will increase, so the influence of n should be considered
when judging the consistency, and the random consistency
ratio C.R. � C.I./R.I. should be used, where R.I. is the av-
erage random consistency index. Table 3 shows the average
random consistency index test values calculated by the
judgment matrix.

3.2. BP Neural Network. BP neural network is a kind of
multilayer neural network, which was proposed by
Rumelhart in 1986. It is one of the most widely used neural
network models at present. It can learn and store a large
number of input-output pattern mapping relations. Its
learning rule is to use the steepest descent method to
continuously adjust the weights and thresholds of the net-
work through back propagation, so as to minimize the mean
squared errors of the network. It is usually composed of
input layer, hidden layer, and output layer [23], and its
network model is shown in Figure 2.

*e basic unit of neural network is neuron. *e principle
formula is shown in formula (7); the commonly used activation
functions are threshold function, sigmoid function, and
hyperbolic tangent function. In formula (7), the input of
neurons is represented by xi (i� 1, 2, . . ., n), the connection
weights between neurons are represented bywi (i� 1, 2, . . ., n),
the threshold of neurons is b, the activation function is f, and
the output of neurons is y.

y � f 
n

i�1
xiwi + b⎛⎝ ⎞⎠. (7)

For BP neural network, the mean square error E is often
used as the index to judge the training performance of the
model, shown in formula (8). *e principle of minimizing
the mean square error by adjusting the network weights is
shown in formula (9), where e is the network error vector, yi
is the model output, and ti is the target output.

Table 1: Continued.

Risk level Meaning

Fourth class
(0.6<R≤ 0.8)

*e risk level is high; it is necessary to pay attention to all the risk factors that may threaten the security of energy
data, formulate the process sequence after the occurrence of the risk according to the importance degree, and

track the inspection and evaluation.

Fifth class (0.8<R≤ 1.0) *e risk level is very high; if necessary, it can be stopped and maintained, and the comprehensive inspection and
special evaluation should be carried out immediately and can be continued after improvement.
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E �
1
n



n

i�1
wi yi − yi( 

2
. (8)

minE e
T
e  � minE (t − y)

T
(t − y) . (9)

For the training model, the LM algorithm of neural
network is used in this study.*e basic method to reduce the
error is as follows:

x(k + 1) � x(k) − J
T
J + μJ 

−1
J

T
e,

J
T
J � H,

(10)

whereH is the Jacobi matrix of the first derivative of theMSE
function with respect to weights and thresholds.

3.3. Genetic Algorithm. Genetic algorithm (GA) is a com-
putational model simulating the natural selection and ge-
netic mechanism of Darwinian biological evolution theory.
It is a method to search the optimal solution by simulating
the natural evolution process [24].

Using genetic algorithm to get the optimal network
weights and thresholds as the initial network weights and
thresholds of the subsequent neural network model can not
only overcome the defect that the traditional BP neural
network is easy to fall into the local minimum, but also
greatly improve the accuracy of model evaluation, so that the
optimized BP neural network can better evaluate the sam-
ples. *e elements of genetic algorithm include population
initialization, fitness function, selection operator, crossover
operator, and mutation operator.

Input Layer

Output Layer

q

1

k

...
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p

p-1

j

2

1

...
...

1

2

i

n

...
...

X1

X2

Xi

Xn

y1

yk

yq

Hidden Layer

Figure 2: Structural model of neural network.

Table 2: Scale specification.

Scale Meaning (ai vs aj)
1 *e former is as important as the latter
3 *e former is slightly more important than the latter
5 *e former is obviously more important than the latter
7 *e former is strongly more important than the latter
9 *e former extremely is more important than the latter
2, 4, 6, and 8 *e intermediate value of the above two adjacent judgments
*e reciprocal of the above values If the ratio of factors i and j is aij, then the factor of the ratio of factors j and i is aji � 1/aij

Table 3: R.I. value.

Order number 1 2 3 4 5 6 7 8 9 10
R.I. 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49

Computational Intelligence and Neuroscience 5
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Compared with binary coding, real coding can signifi-
cantly reduce the length of coding and avoid the later
decoding, with high accuracy. A series of parameters to be
optimized, such as the connection weight, hidden layer node
threshold, and output layer node threshold, are encoded by
the s-order real matrix with the value range of [−1, 1].

After coding, the selection, crossover, and mutation are
performed. *ese three operations are based on the fitness
value calculated by the fitness function as the assessment
standard. *e smaller the value, the larger the fitness value,
and the better the individual. *e fitness function of this
study is the reciprocal of mean square error function, as
follows:

F[f(x)] �
1

f(x)
. (11)

In the selection operation, the most common roulette
method is used. *e probability of each individual being
selected is positively proportional to its fitness value. N
represents the population size, Fi represents the fitness
function value of individual i, and pi represents the prob-
ability of the ith individual being selected. *e calculation
way is as follows:

pi �
Fi


N
j�1 Fj

. (12)

By using arithmetic crossover as formula (13), a new
individual is obtained by using the linear combination be-
tween two individuals, where d is a random number uni-
formly distributed in [0, 1]:

c1 � p1 ∗ d + p2 ∗ (1 − d),

c2 � p1 ∗ (1 − d) + p2 ∗ d.
(13)

Mutation operation refers to the random mutation of
individual gene of the population, enhancing the local search
ability of the algorithm and maintaining the diversity of
individual population. *e operation method of mutation of
the j gene of the i individual aij is as follows:

aij �
aij + aij − amax ∗f(g), r≥ 0.5,

aij + amin − aij ∗f(g), r< 0.5,

⎧⎪⎨

⎪⎩
(14)

where amax is the upper bound of gene aij, amin is the
lower bound of gene aij f(g) � r2(1 − g/Gmax)

2, r2 is a
random number, g is the current iteration number, Gmax is
the maximum evolution number, and r is the random
number of [0, 1] interval.

3.4. Construction of AHP-GABP Model. Compared with the
traditional BP neural network, GABPmodel has a process of
using genetic algorithm to optimize the weights and
thresholds of the network, and this process can optimize the
prediction performance of BP neural network to a certain
extent. At the same time, using the AHP method to confirm
the indicator weights can better define the importance of

indicators. *e flowchart is shown in Figure 3. *e steps to
build the AHP-GABP model are as follows:

(1) Use AHP method to process data.
(2) Determine the topological structure of BP neural

network.
(3) After the weights are given by AHP, determine the

input and output sample set and test sample set of
training.

(4) *e network parameters to be optimized are real-
coded to form their own chromosomes.

(5) Determine the parameters of selection, crossover,
and mutation.

(6) Set the population size popu.
(7) After inputting samples, each chromosome pro-

duces corresponding output after network
transmission.

(8) *e fitness value of each chromosome is calculated
by fitness function, and the selection operation is
carried out according to the fitness value.

(9) A new generation of population is generated by
crossover and mutation.

(10) Repeat steps 6–8 until the fitness value of the op-
timal individual and the fitness value of the pop-
ulation do not rise within the specified number
interval, or the fitness value of the optimal indi-
vidual reaches the set threshold, or the number of
iterations reaches the algebra set in advance, the
algorithm stops, and the optimized network pa-
rameters are obtained.

4. Evaluation Process

4.1. Model Training

4.1.1. Network Design

(1) Network Structure Determination. *e paper selects 22
assessment indexes to assess the security and privacy risk of
energy big data, so the number of input layer nodes is 22. In
general, if the number of hidden layers is more, the error of
assessment results will be smaller, but it will also bring the
disadvantages of network complexity, thus reducing the
efficiency of training [25]. For the multi-input single-output
network model established in this paper, in order to increase
the approximation effect and convergence, and reduce the
oscillation in the simulation process, the number of hidden
layer nodes is determined by referring to equation (15) and
combining with the actual simulation results.

S1 �
�����
m + n

√
+ a, (15)

where m represents the number of input layer nodes, n
represents the number of output layer nodes, a takes a
random integer between 1 and 10, and S1 � 12 is determined
after trial calculation. *e final MATLAB structure is shown
in Figure 4.

6 Computational Intelligence and Neuroscience
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(2) Parameter Setting. *is study uses feedforward net to
create function, trainlm to train function, logsig to transfer
function, sigmoid to activate function, and MSE to express
error E. *e training times is 100, the learning rate is 0.01,
and the training error target is 0.01. For the part of genetic
algorithm, the number of population is set to 100, the
maximum evolution algebra is set to 100, the variable
precision is 1e − 6, the crossover probability is 0.8, and the
mutation probability is 0.2.

4.1.2. Training Results. After reading the literature and cases
about the security and privacy risk of energy big data, a total
of 44 samples are collected, including 36 training samples
and 8 test samples. Some of the training data are shown in
Table 4. *e model training is realized by MATLAB pro-
gramming and the development of Goat genetic algorithm
toolbox.

*e training data is input into the program, and the
convergence curve of genetic algorithm optimized BP neural
network is shown in Figure 5. It can be seen from the figure
that the BP neural network algorithm after genetic algorithm
optimization finds an optimal path optimal solution when
the population iteration is about 60 generations, which
shows the superiority of genetic algorithm in optimizing the
weight and threshold of BP neural network. It can also be
seen that the optimal function tends to be stable when the
iteration reaches nearly 70 generations.

*e BP neural network and the optimized genetic BP
neural network are compared, and their error values are
calculated.*e final experimental results are shown in Table 5.
*rough analysis and comparison, in 8 groups of test samples,
AHP-GABP prediction has significant advantages over BP
prediction, with smaller error, shorter evaluation cycle, and
greater improvement in evaluation performance. As shown in
Table 5 and Figure 6, the BP neural network optimized by
genetic algorithm improves the shortcomings of BP neural
network, thus greatly improving the predictability of neural
network. At the same time, the application assessment results
of the BP neural network optimized by genetic algorithm in
the energy big data security and privacy risk are basically
consistent with the actual expert assessment results, which
proves that the training network has high accuracy.

4.2. Model Applications

4.2.1. Background. Z power grid system uses its energy big
data information to provide data services related to eco-
nomic development. It can provide more reliable data
support for poverty alleviation effect evaluation, credit
evaluation, census, pollution monitoring, and work re-
sumption evaluation. According to the energy big data se-
curity and privacy risk assessment index system designed
above, the complete evaluation steps of big data security and
privacy risk of this power grid system are as follows:

Input

Data preprocessing 

Encode initial value by
GA algorithm

BP neural 
network training 

error as fitness value 

Selection operation

Crossover operation

Mutation operation 

Calculate the fitness value

Meet the
end

condition

Determine network topology

Test weight and
threshold length

Get the optimal weight
 and threshold

Calculate error

Update weight 
and threshold

Meet the 
end

condition

Output

Y

N

YN

Figure 3: AHP-GABP flowchart.
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Figure 5: Fitness value.

W

b
+

W

b
+

12

22

1

1

Input

Hidden Layer Output Layer

Output

Figure 4: MATLAB structure.

Table 4: Training samples.

1 2 3 4 5 6 7 8
A1 0.7028 0.5020 0.6024 0.6526 0.5522 0.6024 0.6024 0.5522
A2 0.3784 0.8514 0.9933 1.0406 0.6622 0.6622 0.6149 0.2838
A3 0.5400 0.2700 0.7200 0.8100 0.4050 0.2700 0.4500 0.1800
A4 0.3612 0.3010 0.4515 0.5418 0.2408 0.3010 0.3311 0.2408
B1 0.0516 0.0344 0.1290 0.1290 0.0688 0.0774 0.0688 0.0430
B2 0.0748 0.0408 0.1088 0.1360 0.0680 0.0816 0.0476 0.0476
B3 1.4922 0.9948 1.9067 0.9948 1.4922 1.2435 1.0777 0.9948
B4 1.9100 2.1965 2.0055 1.1460 2.0055 1.2415 1.3370 0.9550
B5 0.4992 0.6240 0.5408 0.3328 0.5824 0.2496 0.4160 0.2496
C1 0.1854 0.4326 0.4326 0.1545 0.5871 0.3090 0.2781 0.2163
C2 0.0648 0.1620 0.1944 0.0810 0.2430 0.1134 0.1134 0.0486
C3 1.6300 1.6300 2.2820 1.6300 1.9560 1.7930 1.6300 1.4670
C4 1.8032 1.0304 2.0608 0.7728 1.2880 2.7048 1.8032 1.2880
C5 0.5130 0.5130 1.0260 0.4617 0.5130 0.9747 0.4104 0.4104
D1 0.2808 0.5967 0.6318 0.2808 0.3159 0.5265 0.2106 0.3159
D2 0.5136 0.3531 0.6741 0.3210 0.3210 0.6420 0.2247 0.2247
D3 0.1932 0.1380 0.2208 0.0966 0.0828 0.2346 0.0966 0.0828
D4 0.3108 0.4144 0.3626 0.2331 0.1813 0.4662 0.2072 0.2072
D5 0.2100 0.2520 0.1680 0.1260 0.1680 0.3360 0.1260 0.1680
E1 0.7434 0.2891 0.7847 0.4956 0.4130 0.5369 0.8260 0.4130
E2 0.1261 0.1164 0.1358 0.0970 0.0582 0.1358 0.1552 0.0582
E3 0.0156 0.0117 0.0312 0.0156 0.0195 0.0234 0.0546 0.0234
Output 0.7813 0.7558 0.9149 0.6012 0.7801 0.7889 0.5989 0.4569
Risk level 4 4 5 4 4 4 3 3

8 Computational Intelligence and Neuroscience
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Table 5: Comparison of training sample error between BP neural network and AHP-GABP neural network.

Sample number Real value
Predictive value Error

BP AHP-GABP BP AHP-GABP
1 0.7813 1.4328 0.7717 0.6515 −0.0096
2 0.7558 0.4292 0.7443 −0.3266 −0.0115
3 0.9149 1.9229 0.8984 1.0080 −0.0165
4 0.6012 −1.0077 0.5324 −1.6089 −0.0688
5 0.7801 0.3213 0.7503 −0.4588 −0.0298
6 0.7889 0.7989 0.8125 0.0100 0.0236
7 0.5989 1.3607 0.5810 0.7618 −0.0179
8 0.4569 −0.0912 0.4442 −0.5481 −0.0127

Error comparision between predictive value and real value of BP
neural network before and after optimization

BP predictive error
AHP-GABP predictive error

-2
-1.5

-1
-0.5

0
0.5

1
1.5

Pr
ed

ic
tiv

e e
rr

or

2 3 75 6 81 4
Test sample number

Figure 6: Error comparison between predictive value and real value.

Table 6: Weights of risk assessment indexes.

First-level index Second-level index Weight

Data collection A

Software and hardware fault risk A1 0.0601
Damage or consumption risk of energy infrastructure A2 0.0270

External malicious attack A3 0.1058
Irresistible force risk A4 0.0108

Data transmission B

Malicious intercepting risk B1 0.1774
Malicious tampering risk B2 0.1133

Data distortion risk B3 0.0720
Access control risk B4 0.0210
Cloud platform risk B5 0.0317

Data storage C

Sleeping data risk C1 0.0124
Quality of data input risk C2 0.0163

Data leakage risk C3 0.1237
Management data destruction risk C4 0.0324

Virus intrusion risk C5 0.0680

Data use D

Multi source data fusion risk D1 0.0432
Privacy awareness of business personnel D2 0.0046

Data parsing risk D3 0.0113
Data regulatory risk D4 0.0165

Manage authorization risk D5 0.0071

Data destruction E
Data residual risk E1 0.0135
Data backup risk E2 0.0245

Termination of cloud service agreement risk E3 0.0074
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D(i) Calculate the index weights using AHP method.

(ii) Collect relevant data of this grid system, invite
relevant department heads to score the 22 risk as-
sessment indicators, and standardize the data with
the weights as the input values of the AHP-GABP
model.

(iii) Use the above trained AHP-GABP network model;
the output values are evaluated, and the risk level is
defined according to the risk classification method.

4.2.2. Initial Index Weight of AHP Method. In this study,
AHP method is used to assign weights to the primary and
secondary indexes, respectively. After the consistency check,
the final weights of 22 indexes are obtained as shown in Table 6.

4.2.3. Assessment Results. In this study, three groups of rel-
evant data collected by the power grid system are selected. After
training, the AHP-GABP neural network model is established.
Firstly, it is necessary to verify whether the evaluation model is
reasonable. Secondly, it is necessary to assess the risk. *e
assessment results are shown in Table 7, which shows that the
risk level of the power grid system is class 1, which is similar to
the conventional risk performance of the power grid system.
*e risk level is low, and there is no need to do special
treatment, and regular inspection should be done. It also shows
that the AHP-GABP algorithm is reasonable and correct in the
evaluation and prediction, with high prediction accuracy,
objective and fair evaluation results, wide application range,
and high practical application value.

5. Conclusion and Development Suggestions

To sum up, in the process of controlling the energy big data
security and privacy risk, the risk of each stage cannot be
ignored. On the premise of comprehensively considering the
cloud environment and risk factors, this paper divides the
potential energy big data security and privacy risk of each
stage as comprehensively as possible according to the life
cycle of big data, and uses AHP method to allocate weights
for the indexes, which provides a reference for the future
energy big data research. At the same time, this paper op-
timizes the BP neural network model based on the evalu-
ation, and tries to apply the AHP-GABP method to the risk
evaluation of energy big data security and privacy, which
greatly reduces the risk that the random selection of initial
weights and thresholds in BP algorithm leads to the model
training easily falling into the local minimum, and improves
the accuracy of neural network model assessment and
predication and realizes the application of AI related
knowledge in the field of energy.

*e AHP-GABPmodel is applied to evaluate the security
and privacy of the energy big data, and the evaluation results
are good. According to the case and expert interviews, the
following development suggestions are summarized for the
common risks of energy big data security and privacy.

5.1. Pay Attention to the Security of the Whole Life Cycle of
Energy Big Data. Energy big data comes from production
data and operation and management data, and its protection
should focus on the whole life cycle of data collection,
transmission, storage, use, and destruction. From policy and
system requirements to technical management and control,
we should comprehensively assess the threat exposure of
critical data and make targeted protection strategies at all
stages to ensure the security of core data assets.

5.2. Strengthen Technical Protection of Energy Industry Based
on Big Data Security. *e energy industry should establish a
comprehensive threat early warning technology based on
security big data, break through the traditional mode, and
more actively detect potential security threats. *e intro-
duction of big data analysis technology in threat detection
can more comprehensively detect attacks on data assets,
software assets, physical assets, personnel assets, service
assets, and other intangible assets supporting business [26].
At the same time, the scope of the analysis content can be
expanded.*e threat analysis window can span several years
of data, so the threat detection ability is stronger and can
effectively respond to the attack [27].

5.3. Consider Security and Privacy Issues from a Strategic and
Long-Term Perspective. Big data brings opportunities and
challenges to the energy industry. *e more widely it is
applied, the greater the value it brings. *e concept of se-
curity management centered on data security will change the
traditional working ideas [28]. We must recognize the new
changes, new features, and new trends of big data security,
and deeply analyze the outstanding problems existing in big
data security under the current situation. In order to ensure
that the development strategy of energy big data information
security is consistent with the national conditions and
constantly improves, it is necessary to plan the key layout of
big data application, key technology research and devel-
opment, data protection, laws and regulations.

With the rapid development of cloud computing and the
continuous improvement of digital level, the energy big data
security and privacy risk evaluation index system can be further
improved. At the same time, with the enrichment of data
indicators and training models, the model proposed in this
paper can also be better optimized and expanded to other fields
for more accurate evaluation and prediction in the future.

Data Availability

*e data used to support the findings of this study are
available from the corresponding author upon request.

Table 7: Case assessment result.

Sample AHP-GABP result Risk level
1 0.1710 1
2 0.1715 1
3 0.1033 1
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