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In recent years, the explosive development of Internet of
'ings (IoT) has generated a large amount of data from both
the user-device side and the network side, which challenges
the traditional cloud-based data transmission, storage, and
processing applications in terms of efficiency, security, and
economic cost. In this situation, the newly emerged com-
puting paradigms, Edge Computing and Fog Computing,
have complemented the traditional cloud-based systems.
Edge/Fog can provide partial computing resources closer to
the user or device side; certain computing tasks can thereby
be executed or processed directly by the close Edge/Fog
resources without sending them to the distant cloud centre.
'is can reduce the load of a cloud platform, and the task
execution efficiency can be improved significantly.

However, existing Edge/Fog-based service systems often
suffer from limited computing capabilities, high energy cost,
and fast changing context environment, which call for in-
telligent optimization of business strategies adopted in both
the user-device side and network side. Fortunately, artificial
intelligence (AI) technology provides a promising way to
achieve the above Edge/Fog service optimization goals.
However, the integration of AI and Edge/Fog techniques is
still a challenging issue that needs intensive study. In view of
the above analyses, this special issue aims to highlight the
cutting-edge research and applications related to the “AI
Powered Service Optimization for Edge/Fog Computing.”

In this special issue, we look for significant findings in
tackling new security issues that challenge artificial intelli-
gence in the mobile edge computing environment. Specif-
ically, we solicit novel contributions on secure artificial

intelligence from a variety of perspectives, e.g., architecture,
data, and algorithms. 'is special issue has collected some
good articles. It had great repercussions and success.
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-is paper identifies the system composition of the life cycle of retreaded tires and constructs the energy consumption model,
carbon emissionmodel, and economicmodel of retreaded tires based on the life cycle theory. Moreover, the theoretical calculation
model and method for the energy consumption, carbon emission, and economy at the production phase, transportation phase,
usage phase, and reuse phase of retreaded tires are proposed. After that, this paper puts forward the energy substitution model,
carbon reduction model, and cost profit model of five reuse methods of retreaded tires, namely, secondary retreading, mechanical
pulverization, low-temperature pulverization, combustion decomposition, and combustion power generation. Finally, this paper
proposes the evaluation index for the energy consumption, carbon emission, and economy in the life cycle of retreaded tires and
quantitatively analyzes the energy consumption, carbon emission, and cost profit list in each phase of the life cycle of retreaded
tires, obtaining the energy recovery rate, carbon reduction rate, and profit-to-cost ratio of the five reuse methods of retreaded tires.
-emain conclusions of this paper are as follows: the energy consumption and carbon emission of retreaded tires are the largest at
the production phase, while the energy consumption and carbon emission are the lowest at the transportation phase. Among the
five reuse methods, the energy recovery effect, carbon reduction rate, and economy of secondary retreading are the optimal ones,
and the quantitative results show that retreading is the most effective way for the reuse of waste tires.

1. Introduction

-ere are mainly five different reuse methods of automobile
waste tires, namely, retreading, mechanical pulverization,
low-temperature pulverization, combustion decomposition,
and combustion power generation, among which retreading
has developed rapidly in the automotive tire industry due to
its low-carbon and environmentally friendly advantages.
Tire retreading is an effective way to recycle waste tires, and
it is an extension and development of tire industry, which is
of great significance for promoting the comprehensive
utilization of resources such as rubber, transformation of
economic growth mode, and sustainable development [1, 2].
-e degree of wear of a normal waste tire is less than 30%,
while the remaining 70% of the carcass can be reused. It is

suggested that each retreaded truck tire can save 4 kg of
rubber, 1.7 kg of nylon cord fabric, 2 kg of carbon black,
18 kg of petroleum, and 1 kg of steel. Generally, the service
life of retreaded tires with conventional methods is 50% to
70% of brand new tires while and the service life of retreaded
tires with presulfurization method can approach or even
exceed that of brand new tires. -e material required for the
retreading of old tires is 30% of that of new tires, and the
service life of retreaded tires is 80% of that of new tires. If the
quality of retreaded tires can satisfy the national standards
and the security, wear resistance and comfort are as good as
those of new tires, and the value for the recycling of waste
tires is immeasurable considering the production of hun-
dreds of millions of waste tires every year [1–3]. Andrea
Corti studied the final disposal process of waste tires by LCA.
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Huang et al., based on the theory of life cycle inventory
analysis, analyzed the factors influencing energy con-
sumption in tire’s life cycle. Yang Lei analyzed the economy,
energy, and carbon emissions of tire life cycle. Wu analyzed
and studied the tire carbon footprint. At present, there is no
report about the life cycle of retreaded tire at home and
abroad. -erefore, increasing the retreading rate of waste
tires will greatly save rubber resources and promote envi-
ronmental protection. However, there is no systematic,
targeted, and quantitative analysis and evaluation on the
impact of tire retreading on society, enterprises, and envi-
ronment. For this purpose, this paper establishes an eval-
uation benchmark based on the life cycle theory. By
constructing the energy consumption model, carbon
emission model, and economic model of retreaded tires, this
paper qualitatively and quantitatively evaluates the energy
recovery effect, carbon reduction rate, and economic ben-
efits of retreaded tires in the production phase, trans-
portation phase (twice), usage phase, and reuse phase
(including secondary retreading, mechanical pulverization,
low-temperature pulverization, combustion decomposition,
and combustion power generation), which provides the
theoretical guidance for the promotion and application of
retreaded tires and the policy formulation of tire retreading
industry.

2. Life Cycle System Composition of
Retreaded Tires

Retreaded tire is a kind of tire that can be reused after
grinding and repairing the outer layer of worn waste tire and
pasting a layer of buffer rubber and tread compound and
through vulcanizing.-e structure of the retreaded tire is the
same as that of the new tire; the main difference is that a layer
of buffer compound is added to the worn tread, and then the
tread compound is applied. -e life cycle system compo-
sition of retreaded tires is shown in Figure 1, which mainly
includes 4 phases: production, transportation (twice), usage,
and reuse of retreaded tires. In the production phase, re-
sources and energy such as tread rubber, buffer rubber, old
carcass, and adhesive will be consumed while there are five
reuse methods in the reuse phase, namely, secondary re-
treading, mechanical pulverization, low-temperature pul-
verization, combustion decomposition, and combustion
power generation. In each phase, certain resources and
energy will be consumed and certain amount of carbon
emissions will also be generated. Particularly, in the reuse
phase, new resources and energy will also be regenerated and
new carbon emissions will be generated, consuming eco-
nomic costs and generating new economic profits as well
[4, 5].

3. Energy Consumption, Carbon Flow, and
Economic Model in the Life Cycle of
Retreaded Tires

3.1. Energy Consumption Model in the Life Cycle of Retreaded
Tires. -e total energy consumption TE of retreaded tires is
mainly composed of energy consumption TE1 during the

production phase, energy consumption TE2 during the
transportation phase (twice), energy consumption TE3
during the usage phase, and energy consumption TE4
during the reuse phase. -e energy consumption model in
the life cycle of retreaded tires is shown in the following
equation:

TE � TE1 + TE2 + TE3 + TE4. (1)

New products or new energy will be produced in the
secondary retreading, mechanical pulverization, low-tem-
perature pulverization, combustion decomposition, and
combustion power generation of treaded tires, which are
regarded as alternative energy (AE) in this research,
equivalent to the energy consumption required for the
production of this new product or new energy. It is mainly
composed of 5 parts, namely, the energy consumption AE1
of secondary retreading, energy consumption AE2 of me-
chanical pulverization, energy consumption AE3 of low-
temperature pulverization, energy consumption AE4 of
combustion decomposition, and energy consumption AE5
of combustion power generation. -e energy alternative
model in the reuse phase of retreaded tires is shown in the
following equation:

AE � AE1 + AE2 + AE3 + AE4 + AE5. (2)

3.2. Life Cycle Carbon Flow Model of Retreaded Tires.
Based on the life cycle energy consumption composition of
retreaded tires, the total carbon emission TC of retreaded
tires is mainly composed of the carbon emission TC1 during
the production phase, carbon emission TC2 during the
transportation phase (twice), carbon emission TC3 during
the usage phase, and carbon emission TC4 during the reuse
phase. -e life cycle carbon emission model of treaded tires
is shown in the following equation [6, 7]:

TC � TC1 + TC2 + TC3 + TC4. (3)

Similarly, new products or new energy will be produced
in the secondary retreading, mechanical pulverization, low-
temperature pulverization, combustion decomposition,
and combustion power generation of treaded tires, which
are regarded as carbon reduction AC in this research and
are composed of 5 parts, namely, the carbon reduction AC1
of secondary retreading, carbon reduction AC2 of me-
chanical pulverization, carbon reduction AC3 of low-
temperature pulverization, carbon reduction AC4 of
combustion decomposition, and carbon reduction AC5 of
combustion power generation. Based on the life cycle
energy consumption composition of retreaded tires, the
total carbon emission TC of retreaded tires is mainly
composed of the carbon emission TC1 during the pro-
duction phase, carbon emission TC2 during the trans-
portation phase (twice), carbon emission TC3 during the
usage phase, and carbon emission TC4 during the reuse
phase. -e life cycle carbon reduction model of treaded
tires is shown in the following equation:
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AC � AC1 + AC2 + AC3 + AC4 + AC5. (4)

3.3. Economic Model in the Life Cycle of Retreaded Tires.
-e economic model in the life cycle of retreaded tires
mainly includes economic-cost analysis model, economic-
profit analysis model, environment-cost analysis model, and
environment-profit analysis model [8, 9].

3.3.1. Economic-Cost Analysis Model. -e economic cost in
the life cycle of retreaded tires mainly includes the sum of
costs of various raw materials and various resources at each
phase of retreaded tires, where the cost of various raw
materials is equivalent to the product of unit consumption
of various raw materials rmij

and the corresponding unit
prices, and the cost of various resources Pmij

is equivalent to
the product of unit consumption of various resources reij

(water, electricity, coal, natural gas, etc.) and the corre-
sponding unit price Puij

; LSAi
represents the cost of labor,

supplier, and management; DEi
is depreciation cost of fixed

assets; and SCi
is the cost of sales. -e economic-cost

analysis model is shown in the following equation:

ECi
rmij

, Pmij
, reij

, Puij
, LSAi

, DEi
, SCi

 

� 
j

rmij
Pmij

+ 
j

reij
Puij

+ LSAi

⎛⎝ ⎞⎠ + DEi
+ SCi

.

(5)

3.3.2. Economic-Profit Analysis Model. Unlike the eco-
nomic-cost model, the profit in the life cycle of retreaded
tires� benefits in the life cycle–costs in the life cycle. -e
product sales only occur in the production phase and reuse
phase of retreaded tires, so the economic profit only occurs
in these two phases. Tij is the output of various products at
the production phase and reuse phase; upij

is the unit price of
various products. -e economic-profit analysis model is
shown in the following equation:

EPi
Tij, upij

, ECi
  � 

j

Tijupij
− ECi

. (6)

3.3.3. Environmental-Cost Analysis Model. Environmental
cost is the damage to the environment, which is mainly
represented by the greenhouse effect caused by CO2 emis-
sions. It mainly includes the CO2 emissions caused by the
direct or indirect consumption of the fossil energy at various
phases of retreaded tires. -e environmental cost of various
raw materials is equivalent to the product of the unit
consumption of various raw materials rmij

and the envi-
ronmental loss ELij

caused by CO2 emissions; the envi-
ronmental cost of various resources is equivalent to the
product of the unit consumption of various resources reij

(water, electricity, coal, natural gas, etc.) and the environ-
mental loss ELij

caused by CO2 emissions. -e

environmental-cost analysis model is shown in the following
equation:

CEi
rmij

, reij
, ELij

  � 
i

rmij
ELij

+ 
j

reij
ELij

. (7)

3.3.4. Environmental-Profit Analysis Model. Environmental
profit is the benefit brought to the environment, which is the
CO2 emission reduction achieved by reusing the product of
retreaded tires generated at the reuse phase in the industrial
production. It mainly includes the sum of CO2 emission fee
generated by producing the same product at the reuse phase;
Tij represents the output of various products at the reuse
phase; CECi represents carbon emission coefficient of cor-
responding products; and PCi represents the fee of CO2
emissions. -e environmental-profit analysis model is
shown in the following equation:

PEi Tij,CECi, PCi  � 
i

TijCECiPCi. (8)

4. Energy Consumption Model and Carbon
Emission Model of Retreaded Tires at
Each Phase

4.1. Energy Consumption Model and Carbon Emission Model
at the Production Phase. -e energy consumption of re-
treaded tires at the production phase is mainly composed of
the raw materials and energy consumed. TE1 is the total
energy consumption during the production phase; PMi is
the consumption of rawmaterial i; PMρi

is the energy density
of raw material i; PEj is the consumption of energy j; and
PEρj is the energy density of energy j. -e energy con-
sumption model at the production phase is shown in the
following equation [10, 11]:

TE1 � 
i

PMi × PMρi
  + 

j

PEj × PEρj
 . (9)

-e carbon emission during the production phase of
retreaded tires is established based on the first law of
thermodynamics and the law of conservation of mass. TC1 is
the total carbon emission during the production phase;
PCMi is the consumption of raw material i during the
production phase; PCMIi is the carbon emission coefficient
of raw material i during the production phase; and PCEj is
the carbon emission coefficient of energy j at the production
phase.-e carbon emissionmodel at the production phase is
shown in the following equation:

TC1 � 
i

PCMi × PCMIi(  + 
j

PCEj × PCEIi . (10)

4.2. Energy Consumption Model and Carbon Emission Model
at the Transportation Phase. -e transportation phase of
retreaded tires mainly includes three parts, namely, the
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transportation of raw materials to the production point, the
production point to the point of sales, and the collecting
point of waste tires to the reuse disposal point. -e total
energy consumption during the transportation phase is
mainly subject to the impact of transportation method,
transportation distance, and fuel used by transportation
vehicles. TE2 is total energy consumption during the
transportation phase; TD is the average distance during the
transportation phase; TE is the energy consumption during
the transportation phase; and TEρ is the energy density of
energy consumed during the transportation phase. -e
energy consumption model for the transportation phase is
shown in the following equation:

TE2 � TD × TE × TEρ. (11)

-e carbon emission coefficient during the trans-
portation phase is related to the average transportation
distance, energy consumption, and carbon emission coef-
ficient. TC2 is the total carbon emission during the trans-
portation phase; TD is the average transportation distance
during the transportation phase; TCEj is the energy con-
sumption during the transportation phase; and TCEIj is the
carbon emission coefficient of energy consumed at the
transportation phase.-e carbon emission model during the
transportation phase is shown in the following equation:

TC2 � TD × TCEj × TCEIj. (12)

4.3. Energy Consumption Model and Carbon Emission Model
at the Usage Phase. -e energy consumption of retreaded
tires during the usage phase is subject to the impact of
average transportation distance and the fuel used. TE3 is the
total energy consumption at the usage phase; UD is the
average transportation distance at the usage phase; UE is the
energy consumption at the usage phase; and UEρ is the
energy density of energy consumed at the usage phase. -e
energy consumption model at the usage phase is shown in
the following equation:

TE3 � UD × UE × UEρ. (13)

-e carbon emission during the usage phase is mainly
related to the average transport distance, energy con-
sumption, and carbon emission coefficient. TC3 is the total
carbon emission during the usage phase; UD is the average
transportation distance at the usage phase; UCEj is the
energy consumption during the usage phase; and UCEIj is
the carbon emission coefficient of energy at the usage phase.
-e carbon emission model at the usage phase is shown in
the following equation:

TC3 � UD × UCEj × UCEIj. (14)

4.4. Energy Consumption Model and Carbon Emission Model
at theReuse Phase. Energy is consumed and recovered at the
reuse phase of retreaded tires. TE4 is the total energy

consumption at the reuse phase; RMi is the consumption of
raw material i at the reuse phase; RMρi

is the energy density
of raw material i at the reuse phase; REj is the consumption
of energy j at the reuse phase; and REρj

is the energy density
of energy j at the reuse phase. -e energy consumption
model at the reuse phase is shown in the following equation:

TE4 � 
i

RMi × RMρi
  + 

j

REj × REρj
 . (15)

Both rawmaterials and energy are consumed at the reuse
phase of retreaded tires. TC4 is the total carbon emission at
the reuse phase; RCMi is the consumption of raw material i

at the reuse phase; RCMIi is the carbon emission coefficient
of rawmaterial i at the reuse phase; RCEj is the consumption
of energy j at the reuse phase; and RCEIj is the carbon
emission coefficient of energy j at the reuse phase. -e
carbon emission model at the reuse phase is shown in the
following equation:

TC4 � 
i

RCMi × RCMIi(  + 
j

RCEj × RCEIj . (16)

4.5. Evaluation Indexes of the Energy Consumption, Carbon
Emission, and Economy of Retreaded Tires

4.5.1. Evaluation Indexes of Energy Consumption. New
products or new energy will be produced in five reuse
methods of retreaded tires, namely, the secondary re-
treading, mechanical pulverization, low-temperature pul-
verization, combustion decomposition, and combustion
power generation. AE is the alternative energy at the reuse
phase; RPPi is the output of new product i at the reuse phase;
RPEρi

is the energy density of new product i at the reuse
phase; RPEj is the output of new energy j at the reuse phase;
and REρj

is the energy density of new energy j at the reuse
phase. -e alternative energy model is shown in the fol-
lowing equation [12, 13]:

AE � 
i

RPPi × RPEρi
  + 

j

RPEj × RPEρj
 . (17)

-e net energy surplus (NES) at the reuse phase of re-
treaded tires can be expressed by the difference between the
alternative energy and the total energy consumption at the
reuse phase, as shown in the following equation:

NES � AE − TE4. (18)

-e recovery degree of the input energy of the five reuse
methods of retreaded tires, namely, secondary retreading,
mechanical pulverization, low-temperature pulverization,
combustion decomposition, and combustion power gener-
ation, at the reuse phase can be expressed by ERR, which is
the proportion of output energy at the reuse phase to the
input energy (mainly including the energy consumption at
the production phase and reuse phase), as shown in the
following equation:
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ERR �
AE

TE1 + TE4
× 100%. (19)

4.5.2. Evaluation Indexes of Carbon Emission. -e net
carbon surplus (NCS) of retreaded tires is the difference
between the carbon reduction (AC) and the total carbon
emission (TC) during the reuse phase, as shown in the
following equation:

NCS � AC − TC4. (20)

New products or new energy will be produced from the five
reusemethods of retreaded tires, namely, secondary retreading,
mechanical pulverization, low-temperature pulverization,
combustion decomposition, and combustion power genera-
tion. Every type of new product or new energy can be regarded
as a type of carbon reduction, whose value is the carbon
emission from the direct production of the new product or new
energy. RPPi is the output of new product j at the reuse phase;
RPCIi is the carbon emission coefficient of new product i at the
reuse phase; RPEj is the output of new energy j at the reuse
phase; and RPCEj is the carbon emission coefficient of new
energy j at the reuse phase. -e carbon reduction model at the
reuse phase is shown in the following equation:

AC � 
i

RPPi × RPCIi(  + 
j

RPEj × RPCEj . (21)

-e reduction degree of carbon emissions by the five
reuse methods of retreaded tires, namely, secondary re-
treading, mechanical pulverization, low-temperature pul-
verization, combustion decomposition, and combustion
power generation, at the reuse phase can be expressed by
CRR, whose value is the proportion of the carbon reduction
at the reuse phase to total carbon emissions (mainly in-
cluding carbon emissions at the production phase and reuse
phase), as shown in the following equation:

CRR �
AC

TC1 + TC4
× 100%. (22)

4.5.3. Economic Evaluation Indexes. When evaluating the
economic benefits of the five reusemethods of retreaded tires,
namely, secondary retreading, mechanical pulverization,
low-temperature pulverization, combustion decomposition,
and combustion power generation, the profit-to-cost ratio
PCR can be used as the evaluation index to show the impact of
cost recovery rate at different reuse phases. -e economic
evaluation index is calculated based on the following equa-
tion [14–16]:

PCR �
iEPi

+ PEi

iECi
+ CEi

× 100%. (23)

5. List ofEnergyConsumptionCarbonEmission
and Economic Analysis of Retreaded Tires

5.1.ResearchObject. -e 26.5R25 retreaded tire is selected as
the research object.-e calculation is based on the single tire

weight of 0.5 t, service life of 1.5 years, and average trans-
portation distance of 50,000 km.-e weight of two retreaded
tires, namely, 1 t, is taken as the functional unit.

5.2. Data Sources. -e data of retreaded tires at the pro-
duction phase refer to the Rubber Tire Industry Report in
China and the actual data of two tire retreading companies
(Harbin Huiliang Automobile Tire Retreading Co., Ltd. and
Xinhongqi Tire Retreading Factory); the data of retreaded
tires at the transportation and usage phase refer to the actual
data of a transport company (Heilongjiang Longyun
(Group) Co., Ltd.); the data of the mechanical pulverization,
combustion decomposition, and combustion power gener-
ation of retreaded tires at the reuse phase refer to the re-
search results in [10, 12]; and the data of low-temperature
pulverization refer to the research results in [12]. -e
geographic boundary is Northeast China, and the time
boundary is from 2018 to 2020.

6. Analysis and Evaluation of the Energy
Consumption, Carbon Emission, and
Economic Results of Retreaded Tires

6.1. Analysis and Evaluation of Energy Consumption Results.
-e energy input-output list in the life cycle of retreaded
tires is shown in Table 1.

It can be seen from Table 1 that the total energy con-
sumption in the life cycle of retreaded tires is about
144607MJ, of which the energy consumption at the pro-
duction phase is 132913MJ, accounting for 91.91% of the
total energy consumption in the life cycle; the energy
consumption at the usage phase is 10591MJ, accounting for
approximately 7.32%; and the energy consumption at the
transportation phase is 1103MJ, accounting for about
0.76%. -e ranking energy consumption is production
phase> usage phase> transportation phase. It can be seen
from the comparative analysis of the net energy surplus of
the five reuse methods (secondary retreading, mechanical
pulverization, low-temperature pulverization, combustion
decomposition, and combustion power generation), shown
in Figure 2, that the net energy surplus of the secondary
retreading is 91062MJ and the energy recovery rate is
74.88%, which is the highest among these five reuse
methods.-e ranking of the energy recovery effect of the five
reuse methods of retreaded tires, shown in Figure 3, is
secondary retreading> combustion decomposition> me-
chanical pulverization> low-temperature pulverization>
combustion power generation.

6.2. Analysis and Evaluation of Carbon Emission Results.
-e input-output list of carbon emission and carbon re-
duction in the life cycle of retreaded tires is shown in Table 2.

It can be seen from Table 2 that the total carbon
emission in the life cycle of retreaded tires is about
3280 kgC, of which the carbon emission during the pro-
duction phase is 3,046 kgC, accounting for about 92.87% of
the total carbon emission; the carbon emission at the usage
phase is 212 kgC, accounting for about 6.46% of the total
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carbon emission; and the carbon emission at the trans-
portation phase is 22 kgC, accounting for about 0.67% of
the total. -e ranking of carbon emission is production
phase> usage phase> transportation phase. It can be seen
from the comparative analysis of the net carbon surplus
and carbon reduction rate of the five reuse methods
(secondary retreading, mechanical pulverization, low-
temperature pulverization, combustion decomposition,

and combustion power generation), shown in Figures 4 and
5, that the net carbon surplus of secondary retreading is
2052 kgC and the carbon reduction rate is 74.77%, which is
the highest among these five reuse methods. -erefore, the
ranking of the carbon reduction effect of these five reuse
methods is secondary retreading> combustion decom-
position>mechanical pulverization > combustion power
generation > low-temperature pulverization.

Table 1: Energy input-output list in the life cycle of retreaded tires.

Category Name Value MJ/t tire

Energy consumption

Production phase
TE1

132913

Transportation
phase TE2

1103

Usage phase TE3 10591

Reuse phase TE4

Secondary
retreading

Mechanical
pulverization

Low-temperature
pulverization

Combustion
decomposition

Combustion
power generation

33697 2401 53134 27139 483

Alternative energy

New product
substitution, AE 124759 30437 30537 44763 9831

Net energy surplus,
NES 91062 28035 −22597 17444 9348

Evaluation index Energy recovery
rate, ERR 74.88% 22.49% 16.41% 27.94% 7.37%

Tread rubber

Buffer rubber

Old carcass

Adhesive

Tire production

Tire transportation 1 Tire transportation 2

Mechanical
pulverization

Secondary
retreading

Low-temperature
pulverization

Combustion
decomposition

Combustion
power generation

Tire usage Tire reuse

Figure 1: Life cycle system composition of retreaded tires.
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Figure 2: Net energy surplus of the five reuse methods.
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Table 2: Input-output list of carbon emission and reduction in retreaded tires life cycle.

Category Name Value (kgC/t tire)

Carbon emission

Production phase
TC1

3046

Transportation
phase TC2

22.065

Usage phase TC3 211.82

Reuse phase TC4

Secondary
retreading

Mechanical
pulverization

Low-temperature
pulverization

Combustion
decomposition

Combustion
power generation

894 144 8122 793 26
New product
substation, AC 2052 580 −7396 173 352

Carbon reduction
evaluation index

Net carbon surplus,
NCS 2946 724 726 996 378

Carbon reduction
rate, CRR 74.77% 22.70% 6.51% 25.94% 12.30%

74.88

22.49
16.41

27.94

7.37

2 3

1-secondary retreading
2-mechanical pulverization
3-low-temperature
pulverization

4-combustion decomposition
5-combustion power generation.
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Figure 3: Energy recovery rate of the five reuse methods.
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6.3. Analysis and Evaluation of Economic Results. -e eco-
nomic cost-profit in the life cycle system of retreaded tires is
shown in Table 3 (the cost of plant, equipment, and labor is
not considered in the research).

It can be seen from Table 3 that the profit-to-cost re-
lationship in the life cycle of retreaded tires is secondary
retreading (50.05%) > combustion decomposition
(27.20%)>mechanical pulverization (22.44%) > low-tem-
perature pulverization (8.21%)> combustion power gen-
eration (4.62%), of which the profit-to-cost ratio of
secondary retreading is the largest, much higher than that
of the remaining four reuse methods. Namely, it is about 2
times that of combustion decomposition and mechanical
pulverization, about 6 times that of low-temperature
pulverization, and about 11 times that of combustion
power generation.-us, it can be concluded that retreading
is the most effective way to realize the economic benefits of
waste tire recycling while the profit-to-cost ratio of low-
temperature pulverization and combustion power gener-
ation is below 10% and 5%, respectively. From the eco-
nomic point of view, these two reuse methods are not
recommended in reality.

7. Conclusion

(1) Based on the life cycle evaluation theory, this paper
establishes the energy consumption model, carbon

emission model, and economic model of retreaded
tires; determines the evaluation index and calcula-
tion method; and conducts the quantitative analysis
and evaluation of the energy consumption, carbon
emission, and economy.

(2) -e energy consumption and carbon emission at
the production phase of retreaded tires are the
largest, followed by the usage phase, while the
energy consumption and carbon emission at the
transportation phase are the smallest, indicating
that the impact on the total energy consumption
and environment is the greatest at the production
phase of retreaded tires.

(3) Among the 5 reuse methods of retreaded tires, the
ranking of the energy recovery effect is secondary
retreading> combustion decomposition> mechan-
ical pulverization> low-temperature pulverization
> combustion power generation; the ranking of the
carbon reduction effect is secondary retrea-
ding> combustion decomposition>mechanical
pulverization> combustion power generation
> low-temperature pulverization; and the ranking of
the profit-to-cost ratio is secondary retreading
> combustion decomposition> mechanical pulver-
ization> low-temperature pulverization> combus-
tion power generation.

Table 3: Economic cost-profit in the life cycle system of retreaded tires.

Phase Economic cost (yuan/t tire) Economic cost (yuan/t tire) Profit-to-cost ratio (%)

Reuse phase

Production phase 9325 — —
Transportation phase 155 — —

Usage phase 1860 — —
Secondary retreading 11987 6000 50.05

Mechanical pulverization 9392 2108 22.44
Low-temperature pulverization 25879 2124 8.21
Combustion decomposition 9626 2618 27.20

Combustion power generation 9475 438 4.62
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Figure 5: Carbon reduction rates of the five reuse methods of retreaded tires.
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(4) -e results of energy recovery, carbon emission, and
economic benefits all indicate that tire retreading is
the most effective way in the reuse of waste tires. At
the same time, the secondary retreading of retreaded
tires will generate greater energy recovery effect and
economic benefits, greatly reducing the carbon
emission. -e secondary and multiple retreading are
also the development trend in future tire recycling.

(5) Life cycle assessment of retreaded tire is a complex
process.-is paper takes engineering tire as the main
evaluation object, and its research conclusions have
certain limitations. In the future, life cycle assess-
ment of the various types of tires will be tried, so as to
enrich related theories of retreaded tire about the life
cycle energy consumption, carbon emission, and
economy aspect, thus providing further theoretical
guidance for industry policy making and retreaded
tire manufacturing.

Data Availability

No data were used to support this study.

Conflicts of Interest

-e authors declare that there are no conflicts of interest
regarding the publication of this article.

Acknowledgments

-is study was supported by the Basic Heilongjiang Institute
of Technology Provincial Leading Talent Echelon Cultiva-
tion Plan Project (2020LJ04), Scientific Research Operating
Expense Funding Project of Provincial Universities in
Heilongjiang Province (2018CX07), Natural Science Fund
Project in Heilongjiang Province (LH2019E115), Hei-
longjiang Institute of Engineering Ph.D. Fund (2016BJ02),
and the Construct Program of the Applied Characteristic
Discipline “Applied Economics” in Hunan Province, China.

References

[1] Anonymous, “How a tire is retreaded,” Fleet Maintenance,
vol. 19, no. 7, pp. 152–163, 2015.
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Using big data to promote economic development, improve social governance, and improve service and regulatory capabilities is
becoming a trend. However, the current cloud computing for data processing has been difficult tomeet the demand, and the server
pressure has increased dramatically, so people pay special attention to the big data integration of fog computing. In order to make
the application of big data meet people’s needs, we have established relevant mathematical models based on fog calculation, made
system big data integration, collected relevant data, designed experiments, and obtained relevant research data by reviewing
relevant literature and interviewing professionals. ,e research shows that big data integration using fog computing modeling has
the characteristics of fast response and stable function. Compared with cloud computing and previous computer algorithms, big
data integration has obvious advantages, and the computing speed is nearly 20% faster than cloud computing and about 35%
higher than other computing methods. ,is shows that big data integration built by fog computing can have a huge impact on
people’s lives.

1. Introduction

Fog computing processes data at the edge of the network,
responds to user requests, andmeets the requirements of low
latency and high bandwidth in the Internet of things en-
vironment. Fog computing provides services for users lo-
cally. On the one hand, it can reduce business processing
delay and improve work efficiency. On the other hand, it can
reduce the demand for network and bandwidth and save
system overhead. Compared with cloud computing, fog
computing has great advantages in response time and quality
of service and meets the requirements of low latency, high
reliability, and security [1]. In addition, as a supplement to
cloud computing, fog computing can reduce the pressure of
cloud data center, reduce bandwidth requirements, balance
data processing capacity, and improve the overall efficiency
of the system. In recent years, with the rapid development of
the Internet of things, fog computing has been widely used in
various fields, such as Internet of vehicles, wireless sensors
and actuators, smart home, and software defined network. In
the future development, fog computing and cloud

computing will complement each other and organically and
will be widely used in more industries and fields, providing
an ideal software and hardware support platform for in-
formation processing in the era of Internet of things [2].

Nowadays, big data has been involved in many fields,
such as medical treatment, agriculture, geological survey,
astronomy, and Internet of things, and even developed into
the fields of news and e-government [3]. ,e huge value of
massive data brings about new development opportunities
for every field. However, the generation of massive data also
brings about great challenges to data processing. It not only
requires strong computing and analysis capabilities but also
takes up a large amount of storage space for data storage,
which will undoubtedly lead to excessive pressure and re-
source waste in cloud computing center [4].

Fog calculation provides a new way to solve the problem
of data processing. It deploys the virtual machine originally
deployed in the cloud data center at the edge of the network.
,rough the wireless access network, it puts the data with
special requirements such as high real-time requirements
and sensitive position sensing in the fog server for
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calculation and analysis or puts some data in the fog server
for temporary storage and forwards the remaining non-
time-sensitive data to the cloud data center for processing
[5]. ,is can reduce the computing pressure and waste of
resources, reduce transmission delay, save energy con-
sumption, and improve the service efficiency of users and the
overall performance of the system. ,erefore, it is very
important to study the data processing in fog calculation.
For this, experts at home and abroad have a lot of research
[6].

Li Zhi analyzed the current difficulties of data solution,
fog computing, solved the disadvantages of cloud computing
and other previous computing, analyzed the shortcomings of
fog computing itself, such as security and stability, through
the complex network theory as a mathematical calculation
tool, built the fog computing structure model, and proposed
the operation framework and solution method of fog
computing. However, they are all based on theory, and there
is no practical research, which has certain theoretical ref-
erence value [7].

Tang Linyu thinks that fog computing can provide more
services for people. Starting from the allocation of com-
puting resources, it uses fog computing to make models and
allocate resources. In the research, it is found that the
distribution of fog computing is stable and the demand is
matched. ,e results show that fog computing can make the
allocation time relatively stable, and the delay and accuracy
of fog calculation are better than those in the original cal-
culation method [8].

Fang Wei introduces the difference between cloud
computing and fog computing, analyzes the advantages and
disadvantages between them, deeply studies the concept,
characteristics, and structure of fog computing, discusses
and anticipates the application of fog computing in real life,
introduces the calculation method of fog computing, thinks
that fog computing is sublimation and diffusion above cloud
computing, and makes network computing from network
center. It expands to the edge of the network, solves the last
kilometer of people’s network cognition, and can be used for
more research and services [9].

,e innovation and characteristics of this study are
mainly reflected in the following three aspects: first, the
definition and connotation of big data industry are theo-
retically defined and discussed from the perspective of
business ecology. Firstly, the definition of big data ecosystem
is given. Secondly, the structure model of big data ecosystem
is proposed, and its constituent elements are analyzed in
detail, which opens up a new theoretical perspective for
deepening scholars’ understanding and understanding of big
data industry. ,irdly, from the perspective of network
governance, this paper discusses the governance mechanism
of big data ecosystem and proposes three governance
mechanisms, namely, constraint mechanism, incentive
mechanism, and coordination and integration mechanism,
further expanding the research on big data ecosystem
governance. Fourthly, based on the big data ecosystem
structure model and governance model, this paper deeply
analyzes the status quo of big data industry and puts forward
relevant countermeasures and suggestions according to the

analysis conclusion, which has certain reference significance
for the development of big data industry in other cities in
China.

2. Big Data Integration Method Based on Fog
Computing Production System

2.1. Fog Calculation. Fog computing is a system level ar-
chitecture that provides computing, storage, control, and
networking functions near the data generation source along
the cloud to the integration of things. Fog computing ar-
chitecture is mainly divided into three layers: cloud com-
puting layer, fog computing layer, andmobile terminal layer.
Fog computing architecture makes services closer to end
users, reduces latency, saves energy consumption, and en-
hances user experience [10].

,e bottom layer of the architecture is the mobile ter-
minal layer, which contains a large number of intelligent
devices and sensors. Data collection, service request, and so
on are all from the bottom terminal equipment. Intelligent
terminal equipment can preprocess and compress the data
and filter out some useless data. At the same time, terminal
devices can also communicate with each other through base
station or routing equipment to realize data sharing. Fog
computing layer is located between cloud computing layer
and mobile terminal equipment, which is the bridge between
cloud server and terminal equipment. In this layer, simple
events and emergency events are detected so as to make
quick response to users [11].

,e delay of fog computing layer includes the com-
munication delay between fog devices and the calculation
delay of fog devices. For communication delay, in the un-
directed graph composed of fog devices, the communication
delay between fog nodes is taken as the weight. With the
increase of calculation amount, the calculation delay of fog
device increases correspondingly; the more the calculation
amount increases, the faster the calculation delay of fog
device increases [12]. ,erefore, the following function is
used to describe the calculation delay of fog equipment.

T �
1

wx

aib
2
i . (1)

In the above equation, wx is the computing capacity of
fog device X, bi is the workload of fog equipment, and ai is
the real number set in advance. ,erefore, the delay of the
fog calculation node is expressed as follows:

Tn � min
x

i�1

1
wx

aib
2
i . (2)

,e fog computing layer is composed of fog nodes
deployed around Internet of things devices. Fog nodes are
connected with base stations or routers to reduce the
transmission delay between devices. In addition, a large
number of fog nodes are deployed at the edge of the network,
and even the same service is deployed on multiple fog nodes.
,is can not only reduce the risk of service interruption
caused by the failure of one fog node but also enable one fog
node to process data for multiple base stations or routers and
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other devices [13]. ,e fog node in the network can also be
connected with the cloud data center. When the Internet of
things equipment generates a large amount of data to be
processed and the computing power of a single fog node can
not meet its needs, the fog node will forward the data to the
cloud for processing, which will undoubtedly produce a
large communication delay and reduce the service efficiency
[14].

,e top layer is the cloud computing layer, including
cloud data center and server, which is responsible for the
storage, analysis, and centralized control of a large amount
of data. In addition, the cloud connects with the fog server
through the Internet, thus giving full play to its powerful
computing power and providing rich service resources for
fog.,erefore, the future development of fog computing will
not replace cloud computing but the extension and sup-
plement of cloud computing [15], as shown in Figure 1.

With the rapid development of the Internet of things and
intelligent sensors, the Internet of things mobile devices are
widely used in people’s lives. ,e current cloud computing
model can hardly meet the requirements of mobility, lo-
cation awareness, and low latency in many scenarios. Fog
computing inherits the advantages of cloud computing in
many aspects and also has the unique advantages of edge
computing. It can provide local services for terminal devices
nearby, respond to local users’ service requests in time, and
create new opportunities for the development of various
fields [16].

,e energy consumption of data processing in fog cal-
culation is studied by immune optimization algorithm. In
the traditional three-layer network architecture, considering
the problem that the distance between cloud server and fog
node is long and the energy consumption is large, a four-
layer network architecture model is proposed; that is, a
proxy fog server layer is added between the cloud computing
layer and the fog computing layer, so that the cloud server
can cache the data resources in advance and provide local
services. ,e specific process of addressing the proxy fog
server through the optimal immune algorithm is described
in detail, so as to reduce the energy consumption of the fog
node to obtain data resources from the proxy fog server and
also reduce the number of precache resources from the cloud
server to the fog node. ,rough theoretical analysis and
simulation experiments, the effectiveness of the four-layer
network architecture model in data processing energy
consumption is proved.

2.2. Characteristics of Fog Calculation. Fog calculation is a
new paradigm. Cisco defines fog computing as a highly
virtualized platform between end users and traditional cloud
data centers, which can provide computing, storage, and
network services [17]. ,e distributed deployment feature of
fog computing at the network edge enables the fog devices
on the network edge to directly calculate and store data and
applications without having to deliver them to the cloud. Fog
computing can be understood as the local cloud, which can
be used locally to alleviate the pressure of bandwidth, reduce
the delay, and provide real-time services to users.

Fog computing is not composed of powerful servers but
some scattered devices, including routers, switches, other
traditional network devices, and some specially deployed
devices, such as local servers. ,ese devices have computing,
processing, and storage capabilities and can forward data to
cloud data centers [18]. In the application of Internet of
things, data processing mainly relies on local server and
provides users with low latency and fast response services by
using local resources. It needs to be clear that although fog
computing makes up for the deficiency of cloud computing
to a certain extent, fog computing is not a substitute for
cloud computing, but it cooperates with cloud computing to
better meet the needs of users [19].

Fog computing and cloud computing have some simi-
larities to a certain extent: fog computing and cloud com-
puting are based on virtualization technology, encapsulating
physical resources and hardware resources into virtual re-
sources, and providing resources for multiple users through
virtualization from shared resource pool. However, fog
computing is different from cloud computing in that it has
unique characteristics and plays an advantage different from
cloud computing [20]. ,e main characteristics of fog cal-
culation are as follows:

(1) Located at the edge of the network, location aware. In
terms of network topology location, the fog end
device is closer to the user than the cloud and uses
the edge network for communication. Geographi-
cally distributed fog nodes can infer their own lo-
cation and track the end-user equipment, sense the
information of nearby devices, and timely transmit
messages, so as to improve the real-time response.

(2) Wide geographical distribution. Fog computing de-
vices are distributed and deployed on the edge of the
network. A large number of sensor nodes are dis-
tributed in the user environment to sense the sur-
rounding environment. Different from the centralized
processing of cloud computing, in fog computing, fog
devices will sense the data of the devices nearby and
use local network for data preprocessing. Due to the
large number of divisions of fog area, the amount of
data transmission is also reduced, which relieves the
pressure of bandwidth congestion.

(3) Support high mobility. Fog computing mainly
supports the requests of mobile devices. When
mobile devices move from one fog area to another,
the user’s requests will also be transferred. In the
whole process, there is no need to transmit back and
forth through the cloud. Mobile devices and fog
devices can communicate directly, so it supports
high mobility.

(4) Low latency. ,e fog device is close to the end-user
and communicates in the LAN environment through
the fog gateway. It does not need to go through the
cloud, which reduces the transmission distance and
delay, and can provide real-time services.

(5) Heterogeneity. Fog devices include different types of
devices, deployed in different environments, and fog
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computing can support a variety of heterogeneous
hardware and software devices and provide a variety
of resources. From the above characteristics, fog
computing and cloud computing are different in
many aspects. It can be simply understood that the
user’s request does not need to be sent to the cloud
data center for processing and then to the use, but is
directly processed by the fog computing equipment
near the user, which not only reduces the trans-
mission distance but also reduces the delay.

2.3.BigData. Unloading part of cloud computing data to fog
server for processing can not only reduce data transmission
delay and save energy consumption but also reduce the
pressure of cloud data center and improve service efficiency.
Mobile IOT devices are responsible for receiving data and
processing the data in the Intranet in advance to filter out the
useless or redundant data. ,en, the data are transmitted to
the edge fog device, which transforms them into a unified
representation framework and fuses them into the feature
layer for easy storage. In addition, the fog device will also
detect false data and missing data [21]. In order to reduce the
risk of being attacked in the process of data transmission, the
data will be encoded and encrypted. Finally, the fog device
connects the encrypted data to the cloud server. When the
data user needs data, it first sends a request to the nearest fog
device. If there is data requested by the user in the fog device,
it will respond immediately. Otherwise, the fog device will
forward the end user’s request to the cloud server. ,e cloud
server searches the encrypted data through the index struc-
ture and forwards the data to the user. Users decrypt the data

through the key, obtain the data information, and mine the
useful value in the data information [22].

,e development of big data industry is closely related to
big data technology and its application. Although it origi-
nates from industry practice, the academic research on “big
data industry” lags far behind the practical development.
From the domestic point of view, the current research on big
data industry mainly focuses on government industrial
policies and planning, industrial development suggestions,
big data industry comparison at home and abroad, and
influencing factors of industrial development. However,
there is a lack of research on the internal components and
governance mechanism of big data industry based on ap-
propriate theoretical perspective. From the perspective of
foreign countries, although there are not many related
studies, some scholars have begun to discuss the big data
industry from the perspective of business ecology [23].

,e big data ecosystem is divided into three levels,
namely, the core value chain at the micro level, the extended
value chain at the meso level, and the big data ecosystem at
the macro level. Among them, the core value chain takes the
data value chain as the core, including direct data suppliers
and data value distribution channels; the expanded value
chain takes the core value chain as the center, which is
composed of technology providers, data markets, suppliers
of data suppliers, suppliers of complementary data products
and services, and direct data end users [24]; the macro level
big data ecosystem mainly refers to some related organi-
zations in the periphery of the system, such as government
agencies, regulatory agencies, investors, venture capital and
incubators, industry associations, academic and research
institutions, standardization organizations, and start-ups
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Figure 1: Characteristics of fog calculation.
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and entrepreneur groups, as well as other competitors,
stakeholders, and peripheral members [25], as shown in
Figure 2.

For big data ecosystem, the diversity of system members
is very important. Diversity is an ecological concept. All
kinds of organisms in the ecosystem play different important
roles in the environment. Many complete food chains and
complex food webs have been formed among species and
between organisms and the environment. A virtuous cycle of
material and energy flow has been formed in the ecosystem.
Once the food chain breaks, the system will not function
normally. Similar to the natural ecosystem, diversity is also
indispensable to the big data business ecosystem: first, the
diversity of its members serves as a buffer to deal with the
uncertainty of the environment; second, diversity is of great
benefit to the value creation of the big data business eco-
system. For example, Alibaba is building a business eco-
system with data as its core. It has successively invested or
acquired many Internet companies with a large amount of
high-quality data, such as Sina Weibo and Didi travel,
playing a huge role in the value creation of the ecosystem;
thirdly, diversity is the prerequisite for the self-organization
of big data business ecosystem [26].

New data sources increase the type of data. If the decline of
data cost only boosts the growth of data volume, then the
emergence of new data sources and data acquisition tech-
nologies will greatly increase the types of future data. ,e
increase of data types will directly lead to the increase of
existing data spatial dimensions, which will greatly increase the
complexity of future big data. At the beginning of its birth, the
computer was only designed for high-speed calculation, and
the calculated data was basically limited to the digital field.

2.4. Data Integration Method. ,e user request module is
responsible for parameterizing the user’s service request and
then transmitting it to the fog gateway. ,e fog computing
processing module receives the user’s requirements, finds
suitable resources through resource evaluation, executes
tasks, and completes user requests. Cloud computing pro-
cessing module mainly deals with tasks that cannot be
completed by fog computing [27].

Fog computing processing module includes fog gateway,
fog server, monitoring equipment, and virtual resource pool.
Among them, the fog gateway receives the request from the
user and transmits it to the neighboring fog server in the
LAN. Monitoring devices track the resource utilization and
availability of sensors, applications, and services, generate
statistical logs, and transmit data to the fog server [28]. ,e
fog server receives the user requests from the mobile ter-
minal, analyzes the user request information according to
the monitored resource information, divides the service into
several tasks, and processes the calculation locally as much as
possible. According to the evaluation results, each task se-
lects the best matching resource from the resource pool,
schedules and allocates the resources, and provides services
for users to meet their needs.

Considering the resources with the same service func-
tion, the attributes of the resources are set according to the

user preferences, which have certain scalability.,e dynamic
calculation formula of fog computing resources is as follows:

Ua � p∗ b
j

i
∗ c. (3)

In order to calculate the weight of fog calculation at-
tributes and ensure the objectivity of evaluation results, we
use entropy weight method to determine the entropy value
and entropy weight of each resource attribute.

t �
1

ln x


1

n�1
fnm ∗ ln fnm, (4)

r �
1 − t

y − 
m
m�1 t

. (5)

We have

fmn �
znm


x
n�1 znm

, (6)



x

m�1
wm � 1. (7)

Based on the attribute value of user request resource, each
resource is regarded as a point inmultidimensional space, and
Euclidean distance is used to measure the proximity between
resource and user demand. Due to the user’s preference for a
certain attribute or the fact that each attribute of the resource
has different influence on the measurement result, set ob-
jective weights for each user attribute:

d �

������������������


x

m�1
wn ∗ rnm − uqm( 

2




, (8)

dn �
1

1 + d rn, uq( 
. (9)

According to the proximity between the available re-
sources and the user’s requested resources obtained by
formulas (8) and (9), the proximity threshold is set between
[0,1], and the matching value Q can be obtained.

Qδ � rn d cos rn, uq( 


≥ δ . (10)

,e similarity between the resources in the matching
resource set Q and the resources requested by users is
calculated:

User

Service provider Infrastructure
providers Data owner

Figure 2: Core owners of big data ecosystem.
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cos m(r, uq) � α∗ cos(r, uq) +(1 − α)∗
1
m



m

n�1
δij, (11)

where a represents the weight, ranging from [0,1]. ,e
simulation parameters are calculated as follows:

F �
 qrp,rpn − qrpm  quq,uqn − quq 


n
n�1 qr − quq 

2
���������������

 quq,uqm − quq 
2

 .
(12)

3. Three Big Data Integration Experiments

3.1. Purpose of the Experiment. Based on the theoretical
achievements of cloud computing and intelligent research,
this paper uses the methods of literature, comparative re-
search, mathematical statistics, and logical analysis to deeply
analyze the application of big data integration and intelligent
city and study its application mode and characteristics.

3.2. Experimental Evaluation Criteria. Entropy method is a
relatively objective evaluation index weight assignment
method, which can effectively avoid the subjectivity of ar-
tificial scoring, and has high accuracy. But, at the same time,
this study also realized that the entropy method can not
directly reflect the knowledge, opinions, and experience
judgment of experts and scholars, and the weight results may
be contrary to the actual situation. ,erefore, this paper uses
AHP and entropy method to determine the weight coeffi-
cient of regional higher education evaluation index.

3.3. Data Sources. ,e data in this paper mainly come from
2015-2020 China Statistical Yearbook, regional statistical
yearbook, National Bureau of statistics, big data statistical

platform, and smart city comprehensive statistical infor-
mation management platform.

4. Big Data Integration Method Based on
Fog Computing

4.1. Server Data Calculation Delay. We simulate the verbal
delay time of general computing, communication, and cloud
computing through the established data model. Without
considering the data loss, we set up simulation data to obtain
the communication delay and data calculation delay. ,e
details are shown in Table 1 and Figures 3 and 4 .

4.2. Data Delay Performance Analysis of Fog Calculation.
In order to verify the effectiveness of fog computing layer in
reducing data processing delay, it is compared with the delay
of data processing in single fog node and cloud computing,
as shown in Table 2 and Figures 5 and 6 .

4.3. Effect of Data Processing Percentage on Data Processing
Delay. We set up a value of X, where x is the percentage of
the total data processed in the fog computing layer. In order
to verify the performance of the calculation, the effect of X
on the data processing delay is studied.,e details are shown
in Table 3 and Figure 7.

,e experimental results show that when x≤ 50%, that is,
when the amount of data processed in the fog calculation
layer is less than half, the larger X is, the smaller the delay is.
When x> 50% and the amount of data is small, the larger X
is, the smaller the delay is. However, with the increase of data
volume, the delay will increase correspondingly, and the
greater X is, the faster the corresponding delay increases,
even more than the delay caused by the traditional cloud
computing layer.

Table 1: Server delay data.

Data volume (GB) 2 4 6 8 10
General calculation delay 2.1 3.5 4.7 5.6 6.2
Cloud computing latency 0.9 1.3 1.9 2.2 2.7
Communication delay 1.2 2.4 3.1 3.8 4.1

2 4 6 8 10

Server computing latency

General calculation delay
Cloud computing latency
Communication delay

0
1
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4
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6
7
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re

m
 ip
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m

Figure 3: Server computing latency.
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4.4. Impact of the Number of Data Nodes on Data Processing.
In order to study the influence of the number of fog nodes
on the data processing delay in fog computing layer, the
data processing delay values were calculated when the total
data X was 2 GB, 5 GB, 8 GB, 10GB, and 14 GB, respec-
tively. ,e specific statistical results are shown in Table 4
and Figure 8.

,e experimental results show that, with the increasing
number of fog nodes, the delay caused by data processing has
a downward trend. When the amount of data is small, the
increase of fog nodes has little effect on the data processing
delay, which is basically in a stable state. When the amount
of data is large, the data processing delay decreases obviously
with the increase of fog nodes.
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Figure 4: Server calculation delay.

Table 2: Fog calculation data delay.

Single fog calculation node Fog calculation layer Cloud computing layer
5 3 1.3 3.7
10 9 3.4 8.6
15 17 6.7 12.3
20 39 14.9 15.1

1.2 2.3
4.3 5.8

9.7

15.1

20.1

27

33
37

1.1 1.5 2.1 2.8 3.7 4.6 5.3
7.2

10.2
13.2

2 2.1
4.2 5.2

6.9 7.5 8.8 10.3 10.6
12.7

2 4 6 8 10 12 14 16 18 20

Single fog calculation node
Fog calculation layer
Cloud computing layer

Figure 5: Compute delay performance.
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5. Conclusions

,is paper describes the research background of fog
computing, domestic and international development sta-
tus, architecture, application scenarios, comparison with
cloud computing, and the importance and necessity of data
processing research in fog computing and gives a com-
prehensive understanding of fog computing from a macro
perspective. ,e data processing delay optimization algo-
rithm in fog calculation is designed. In order to solve the
problems of high data processing delay and high pressure in
cloud data center, the data processing delay problem is
studied with the new cloud fog three-layer network ar-
chitecture model. ,e delay of each layer of network ar-
chitecture is defined mathematically, the data processing
delay optimization algorithm is proposed, and the algo-
rithm is described in detail. ,eoretical analysis and
simulation show that the proposed method is better than
the traditional cloud computing architecture in reducing
data processing delay.

With the continuous development of Internet technol-
ogy, data itself is an asset, which has formed a consensus in
the industry. If cloud computing provides a place and
channel for the storage and access of data assets, then how to
systematize data assets to serve national governance, en-
terprise decision-making, and even personal life is the core
issue of big data, as well as the inherent soul and inevitable
upgrading direction of cloud computing.

In recent years, informatization has developed rapidly in
various industries in China. ,e high permeability and high
integration ability of information technology provide suf-
ficient technical support for information construction and
effectively transform and enhance the traditional industry.
Big data systematization aims to improve decision-making,
supervision, service, and emergency support capabilities,
focuses on the integration and development and utilization
of information resources, adopts the latest technology, takes
intelligent life as the development direction, comprehen-
sively improves the management and service level, and
provides comprehensive information services for the public.

Data Availability

,e data that support the findings of this study are available
from the corresponding author upon reasonable request.

Table 3: Data percentage impact.

Data volume (gb)/percentage (%) 0 20 50 80 100
2 2.1 1.7 1.4 1.2 1.1
4 3.3 3.1 2.6 2.4 1.9
6 4.2 3.9 3.0 2.7 2.1
8 5.4 4.7 3.7 3.6 3.1
10 7.9 6.6 4.9 5.1 5.4
12 8.6 7.3 6.1 7.2 8.9
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Figure 7: Data processing delay impact.

Table 4: Impact of node number delay.

Data volume (gb)/number of nodes 2 5 8 10 14
1 0.4 4.3 10 18 27
2 0.4 3.7 7.5 13 21
3 0.4 3.5 6.4 11 18
4 0.3 3.3 6.1 8.7 12
5 0.3 3.1 4.7 7.6 9.8
6 0.2 3.1 4.1 6.6 8.5
7 0.2 2.7 3.5 5.9 7.3

�e influence of data operation
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Figure 8: ,e influence of the number of nodes on data operation.
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Figure 6: Performance calculation of fog calculation layer.
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With the analysis of mobile clients and artificial intelligence technology, e-commerce is growing faster and faster. In today’s daily
life, the e-commerce model has even been integrated into human life and has become an indispensable part. In the past few years,
in the face of such a large business opportunity, e-commerce companies have sprung up in the capital market. Along with the rise
of e-commerce, there have been many problems that have never arisen. .e purpose of this paper is to analyze the status of
development of e-commerce and its enterprise. .is paper focuses on combing the current marketing overview and problems of
e-commerce companies and proposes positive countermeasures and some practical solutions. Using the specific analysis method
of the specific problem, the data comparison is made to draw conclusions. .e results show that national policies focus on the rise
of small and microenterprises, from the perspective of current business development, and developing e-commerce is conducive to
enterprises to expand business breadth, expand the market scope of enterprises, develop business needs and brand products of
enterprise by using Internet technology, and can break the constraints of time and space effectively. Strengthened communication
and communication between enterprises and customers reduced the costs of enterprise, saved time, and improved utilization rate
of resource. .erefore, solving the marketing problems which is most urgent at present is the primary goal of developing
e-commerce companies.

1. Introduction

With the application of mobile Internet, Big Data, artificial
intelligence, and other technologies, people’s lifestyle has
undergone tremendous changes. .e emergence of
e-commerce has changed people’s consumption patterns.
Consumers no longer pay face-to-face, hand-to-hand de-
livery. .e whole transaction process can be completed
through the Internet. In the face of new opportunities,
capital gathers here [1, 2]. .e number of registered
e-commerce enterprises is increasing year by year. .e rapid
rise of e-commerce enterprises is due to their low production
costs, transaction costs, and management costs, which en-
hances the profits of the enterprises on the original basis [3].
As an e-commerce model of emerging industries, many
enterprises have low entry threshold when entering the field,

but there are more or less problems in network marketing,
shop operation, and so on. If these problems cannot be
solved timely and accurately, it will not only affect the profits
and survival of enterprises but also affect the rise of the
whole e-commerce model [4]. .erefore, it is urgent to deal
with some current problems in a timely manner.

In today’s society, we have entered the era of information
technology, which is not only an objective factor of eco-
nomic development but also our common recognition and
judgment of the characteristics of the times we live in. .e
reason why we think this is the information age is that
information has a far-reaching impact on the economic and
social life of each of us and has caught up with the influence
and change of the natural geographical environment and
social interpersonal interaction [5]. Even in some cases, the
importance of the intangible power of information has

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 4786318, 8 pages
https://doi.org/10.1155/2021/4786318

mailto:z2014127@shufe-zj.edu.cn
https://orcid.org/0000-0003-0172-728X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4786318


approached or even surpassed our material needs. We are in
the era of information technology revolution, the speed of
information development exceeds our expectations, we are
also immersed in the convenience of the Internet, and the
evolution of Big Data has come to us and gradually affects
our lives [6]. Nowadays, Big Data technology (BDT), like
computer technology, is a new technological revolution and
the best assistant to promote economic development and
industrial upgrading worldwide. BDT has been deeply in-
tegrated into our lives from a single technology. With
e-commerce becoming a new business model, it is the best
application of BDT. Due to geographical constraints, global
trade mainly conducts foreign trade transactions through
trade fairs [7, 8]. At regular trade fairs held in various
countries, foreign businessmen from all over the world make
inquiries, exchange, place orders, and sign contracts.
However, due to the constraints of cost and price, regional
differences, and exchange rate fluctuation, the actual volume
of transactions reached in this cross-regional time-con-
suming trade fair is very limited. Businessmen from all over
the country are also cautious and have a wait-and-see at-
titude, mainly to inquire and obtain commodity informa-
tion, to build a bridge of cooperation. .e emergence of
Internet technology and the maturity of BDT promote the
transformation of trade fairs from offline to online and also
provide a broader platform for foreign trade enterprises,
especially some small- and medium-sized enterprises in the
rising stage. With the continuous maturity of Internet
technology and the rapid establishment of cross-border
e-commerce platform, the combination of BDT and
e-commerce enterprises is closer. .e application of BDT in
enterprise management is becoming more and more im-
portant. .erefore, the use of new technologies to develop
our cultural industry is a combination of the times and
traditions and also a common progress between them,
promoting each other and complementing each other.

In recent years, with the rapid rise of e-commerce, a
series of e-commerce enterprises have come into our lives
imperceptibly, such as Taobao, Jingdong Mall, Suning Easy-
to-buy, and other well-known local network businessmen.
By learning the management experience and management
methods of foreign well-known enterprises, they have now
developed into a world-renowned large e-commerce en-
terprise [9, 10]. Driven by the Internet and Big Data, many
enterprises have also opened the online sales model. For
example, Gome Electrical Appliances and Internet-related
enterprises jointly launched online sales renamed “Gome
Online.” At present, in many front-line big cities, in the real
stores, the operation is restricted more and more. Land rent,
warehouse cost, promotion, and other factors make the daily
management and operation expenses of stores we can shop
at this stage rise, which leads to the production sold in stores.
.e cost of products is increasing, and ultimately, the price
of products is increasing. On the contrary, in the process of
delivery, transportation, distribution, and inventory of
products sold online, the cost of management is much lower
than that of physical stores. .erefore, the prices of some
products on the Internet will be relatively preferential. At the
same time, enterprises can communicate with upstream and

downstream platforms in a convenient and fast way by
launching e-commerce. However, many real stores in
business districts are closed due to competitive pressures,
and some e-commerce enterprises are reported to sell
counterfeit goods. .erefore, e-commerce has become a
double-edged sword for enterprises to develop market
competitiveness. How to correctly face the problems and
explore the countermeasures for academic researchers is the
top priority. Generally speaking, experts and scholars pay
more attention to the importance of e-commerce enter-
prises, mostly concentrated in the analysis of overall ad-
vantages. Specific implementation measures, especially the
use of BDT, e-commerce network marketing for innovation
and development research is relatively small. Secondly, the
analysis and rise of e-commerce business conditions, from
the domestic factors more research, from the system policy
to the enterprise’s own innovation and reform ability
comprehensive research, and the rise of e-commerce en-
terprises, not only need our own efforts, but also should have
mutual exchanges and mutual promotion process. Foreign
scholars should strengthen the study of business enterprises,
analyze the problems, put forward feasible strategies, and
explore a new path for the healthy rise of e-commerce mode
in the light of the current economic situation [11, 12].

Starting with the meaning and characteristics of Big
Data, this paper probes into the development process of
e-commerce enterprises, expounds the characteristics and
operation modes of e-commerce enterprises, mainly ana-
lyses the problems existing in e-commerce enterprises’
network marketing, finds out the reasonable marketing
methods and the balancing basis that accords with the
characteristics of Big Data, and combines them organically.
On the basis of sorting out the rise of e-commerce enter-
prises and related theories of e-commerce marketing under
Big Data, this paper tries to discuss the problems and
countermeasures of e-commerce marketing from the ap-
plication level and summarizes the reasons of low com-
petitiveness and low cost-benefit ratio in an all-round way,
hoping to meet the e-commerce operators. .e problems
provide theoretical basis and innovate business models and
clear solutions. To orientate the current marketing mode,
learn from foreign experience, draw the similarities and
differences of the rise of domestic and foreign e-commerce
enterprises through comparative advantage analysis, learn
advanced experience, put forward improved methods and
paths, combine with new development methods, and finally
put forward a new development mode of Chinese e-com-
merce enterprises, in order to promote the rise of China’s
new economy. Exhibit vitality and put forward some
suggestions.

2. Big Data and Electronic Commerce

2.1. )e Concept and Significance of Big Data. In the infor-
mation age, as the basic resource for people to communicate,
data naturally become the source of people’s cultural value.
First of all, large data should be collected in a wide range and
diversified way. .en, distributed computing architecture is
adopted to integrate and analyze data processing through
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cloud computing and cloud storage. Futurologist Alvin
Toffler first put forward the concept of Big Data in 1980.
With the wide application of the Internet, the characteristics
of large data, such as high speed, varieties, and value, have
emerged. In the virtual network world, we can extract
valuable information from a large amount of information
and then extract its value from effective information..e use
of Big Data in all aspects today is mainly based on its users’
precise positioning of the required information groups,
accurate point-to-point service, to understand the prefer-
ences and habits of target customers and high-quality
marketing. Although the process of use has experienced
suspicion and criticism, it has been ultimately accepted by
the public, survived in the cruel Internet competition, and is
getting better and better, bringing considerable benefits to
enterprises. Using BDT, e-commerce can negotiate and
trade online. Businessmen have a clear view of customers’
preferences and habits, browsing time, consumption ca-
pacity, and scope. .rough data analysis, they can have a
comprehensive understanding of customer groups, and
precise positioning points can be made according to con-
sumers’ consumption preferences, so as to save money. .is
avoids the tedious traditional marketing methods, infor-
mation lag, and low efficiency. Adjust the operation mode
and marketing strategy of enterprises to maximize benefits.
With the deepening of technology, the radiation scope of
data analysis has been expanding from enterprises to in-
dustries, with some areas expanding nationwide and grad-
ually opening up overseas markets. Of course, there are pros
and cons in everything. Quantification, wide dissemination,
and publicity of data have brought about many negative
impacts on human society. Regardless of the collection and
sorting of data, or the analysis and processing, it must follow
the principle of “Privacy First” and must not threaten the
privacy of the country. .erefore, we need to look at BDT
dialectically, make rational use of advantages, and resolutely
avoid disadvantages.

2.2. Impact of Big Data on Network Marketing. At present,
the social economy has entered the era of Big Data. Whoever
is familiar with mastering and using Big Data well will be in
the forefront of the times in social change. E-commerce
enterprises will be able to better understand consumer needs
and achieve the precision and individualization of mar-
keting. Online shopping has been very common in our
country and has gradually grown into the main mode of
shopping..e number of online shopping accounts for more
than 60% of the netizens in our country, and the online
shopping market in our country is still in the trend of rapid
growth. With the rapid rise of e-commerce, the explosive
growth of data in all sectors has occurred. Mature e-com-
merce enterprises use BDT to extract accurate and valuable
information through mining and analyzing a large number
of customer data, so as to understand customer needs, grasp
market trends, formulate more reasonable marketing
strategies, realize the precision and individualization of
network marketing, and improve sales level. .erefore, if
e-commerce enterprises want to solve the problems of online

marketing correctly, they cannot do without the use of the
Internet and Big Data. Combining with the background of
the times, it is of great significance to enhance the marketing
strategy of enterprises and promote the rise of e-commerce
enterprises. With the rise of large data in recent years, the
depth and breadth of large data have been improved to a
certain extent. It has a wide range of types, a large number,
and a fine and complex structure. .e popularization and
application of BDT has brought great opportunities for the
rise of commercial enterprises in China. With the advent of
the mobile Internet era, it has brought greater development
prospects for e-commerce. It is not only the expansion of
scale and the increase of market share but also the effective
display of the value of each link in the industrial chain. It has
created innovation and construction for network marketing
and provided basic conditions for the follow-up develop-
ment. First, the efficient use of mobile terminal equipment
should deal with the construction of cooperative relationship
with mobile operators and then correctly select strong
technical support for e-commerce marketing activities. If
you want to do a good job, you must first use the tools and
master the information before you can grasp the market.
Second, e-commerce enterprises should enhance coopera-
tion with platform suppliers, build a standardized and ef-
fective e-commerce platform, realize the comprehensive
integration of the first, second, and tertiary industries in a
certain Internet era, and then realize the sustainable rise of
e-commerce. .ird, in terms of content and service, sup-
pliers of Big Data applications need to pay attention to the
in-depth rise of market research, provide a reasonable ref-
erence for enterprise development, realize the continuous
innovation of marketing mode, and cooperate with the
media to make the development mode richer. Fourth,
according to the type of mobile phone users, joint network
operators provide targeted marketing services to them, not
only to ensure the improvement of service quality but also to
develop the real e-commerce needs of many people, making
the development model of industrial chain more effective.

2.3. Concept and Significance of Electronic Commerce.
E-commerce refers to a new business mode that uses the
Internet to conduct all trade activities, i.e., to connect in-
formation flow, capital flow, business flow, and a part of
logistics on the Internet. In the open-network environment
of the Internet, based on the server application mode,
computer technology, network technology, and remote
communication technology are used to realize the electronic,
digital, and networked business process. E-commerce is
under the background of Big Data. Consumers are directly
involved in economic activities through the Internet and
online and offline. Farewell to the traditional store mar-
keting, the use of online trading platform reduces the op-
erating costs of enterprises, expands the circulation space,
and improves the success rate of transactions. At the same
time, it saves customers’ time. E-commerce is developing at
an alarming speed, covering a wide range of items and even
services that can be searched on the Internet. From daily life
of food and clothing, books and household goods to high-
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end products such as electronic consumer goods and au-
tomobiles, it can be said that there is everything. .rough
e-commerce mode, consumers can acquire what they need
without going out to buy products. .ey can only use the
Internet at home to buy what they want.

2.4. Current Development of Electronic Commerce.
Compared with foreign countries, the development of
e-commerce in China is relatively backward, but its devel-
opment speed is higher than that in Western countries. In
1999, the concept of e-commerce began to prevail in China.
In 2000, in a short period of 1 year, more than 1,000
e-commerce websites were added. But the survival rate of
many small start-ups is very low, and the number of
e-commerce enterprises registered to establish and withdraw
from the market is comparable. After several years of de-
velopment, the e-commerce market has basically formed a
pattern of sharing the world by several well-known brand
websites. Businessmen and buyers are the two sides of
e-commerce. From the consumer’s point of view, in the
process of e-commerce development, there are more and
more online merchants, and the types of goods are more and
more complete and abundant. However, consumers’ choices
are diverse, and it is impossible to produce all the favorite
goods. On the one hand, the goods consumers choose to buy
reflect the choice of merchants but also to a certain extent
reflect the goods suitable for online sales. As an ordinary
consumer, if you want to buy a product, you will screen it.
When purchasing online, consumers can weigh whether to
buy the goods according to the description of sellers,
e-commerce enterprises, other consumer evaluation posi-
tioning, the reputation of sellers, the degree of hot sales of
goods, and the service attitude of sellers. .is will lead to
high sales in more popular stores, which tend to be short-
lived. .e initial electronics market is dominated by
household goods, books, and other daily necessities because
these goods can be described by the detailed information
attached to them. And the way of online shopping goes deep
into the lives of ordinary people, netizens have become
commonplace. As long as there are goods available on the
Internet, and in line with consumers’ purchase needs and
desires, there will be consumers willing to pay, but the
difference is the degree of hot sales of products. Often, a
dozen or even dozens of the same goods are sold at the same
time. So it grew into a buyer’s market. It is very difficult for
small e-commerce enterprises to survive without a set of
special and marketable methods to stand out among many
businesses. Online shopping brings many conveniences to
all parties, but the network is a special platform. Consumers’
experience of goods can only come from hearing and vision,
and there is no face-to-face selection opportunity. To some
extent, it increases the risk of consumers, so to some extent,
goods with certain standards and specifications can be more
eliminated. .e growth of e-commerce enterprises and the
promotion of product competitiveness are a guarantee for
both businesses and buyers. After the rapid rise of e-com-
merce in China, it means that the business model has
gradually matured. Nowadays, standardized products such

as books and publications are no longer the most valuable
subdivisions. At present, the largest categories of sales are
apparel and 3C products. At this stage, the main business
models of e-commerce can be divided into three types:
intangible products and services, physical goods, and
comprehensive.

3. The Characteristics and Advantages of
E-Commerce Enterprises NetworkMarketing

3.1.Characteristics ofNetworkMarketing in theBackgroundof
Big Data

3.1.1. Big Data Helps to Achieve the Precision and Individ-
ualization of Marketing. We have entered the era of Big
Data. .e reason why e-commerce enterprises are different
from traditional enterprises is that they will produce a large
amount of data in any link of the business process. If we can
classify these massive data timely and accurately in the
process of network marketing and make rational use of
them, we can make the effectiveness of enterprise network
marketing possible. .e results were significantly improved.
Using BDT and Internet platform, e-commerce enterprises
can analyze the consumption habits of related customers and
potential customers in detail, browse and purchase history,
personal preferences, personal information, and conduct in-
depth mining. By forecasting the future market development
trend and understanding the real needs of customers, we can
make precise marketing and personalized recommendation
for customers with different needs. At present, Taobao,
Suning Easy-to-buy, and other websites use users’ clicks to
record the goods they browse..ese records are actually part
of the Big Data. Among them, Taobao’s “guess what you
like” section is to make full use of BDTto analyze consumers’
online browsing behavior, so as to formulate a targeted list of
recommendations for different consumers. For example,
when consumers browse information about books on the
Internet, the website will analyze the behavior of consumers,
determine consumer preferences, purchasing power level,
and will recommend relevant books or book derivatives and
other similar products to them from time to time. Precision
and individualization of network marketing not only help
enterprises save marketing costs, improve the sales rate of
goods and increase profits but also make enterprises better
and more accurately understand customers’ preferences,
provide them with more goods to meet their needs, and
enhance customer satisfaction. .e analysis of domestic
e-commerce business model and operation management
mode is shown in Table 1.

3.1.2. Big Data Helps E-Commerce Enterprises to Grasp
Market Trends. E-commerce enterprises make use of BDT
to make marketing decisions more reasonable and efficient.
In the traditional network marketing, e-commerce enter-
prises will generally conduct network surveys on consumers
and get the survey results. At the same time, drawing on the
historical experience of marketers and offline marketing
methods to make marketing decisions, such decisions are
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often more perceptual. In the era of Big Data, there is no
need for marketers to think of screening and selection.
Consumers browse the website. When they buy goods, the
traces left behind become important resources for marketing
decisions. E-commerce enterprises can get more compre-
hensive market information and insight into consumers’
needs and purchasing motives using BDT to analyze the
massive behavior data of consumers, so that they can make
more scientific and rational decision-making in the selection
of marketing channels, the way of commodity promotion,
and the price of products, so as to improve the marketing
effect. In addition, e-commerce enterprises can use BDT to
get customers’ feedback on products and services in a timely
and comprehensive manner, find problems in time, and
improve products and services, so as to improve customer
satisfaction. In short, marketing decisions based on BDTare
often more rational than traditional marketing decisions,
which can better reflect the development trend of the market
and bring more benefits to enterprises.

3.2. Advantages of Network Marketing under the Background
of Big Data.

(1) Cost advantage: in the field of e-commerce pro-
duction, in order to improve their competitiveness,
most enterprises reduce the pressure of e-commerce
competition by changing the basis of enterprise
competition and reducing the product design and
labor costs.

(2) Transaction cost advantage: in the good environment
of e-commerce development, many enterprises will
reduce the interaction between consumers and re-
duce the problem of insufficient personnel in the
process of sales. In the process of online sales, we can
sort out and summarize the current sales situation
and find out the current sales mode in time. Many
problems can be solved quickly, which greatly re-
duces the transaction costs of enterprises to a certain
extent, and thus greatly improves the profits of
enterprises.

(3) Management cost advantage: at this stage, the ma-
ture development of e-commerce enterprises has
brought great convenience to the rise of other types
of enterprises and enormous economic benefits to
enterprises in terms of management costs. .e new
mode of e-commerce, farewell to the traditional
warehouse hoarding problem, in the process of
product sales, directly through the production site or
unified warehouse delivery, greatly improves the
management efficiency and reduces the cost of
management.

4. ProblemsandCountermeasuresofEnterprise
Network Marketing

In the rapid rise of e-commerce enterprises in China, there
are more or less problems, such as weak awareness of Big
Data application, low data quality, and lack of professional
talents in Big Data marketing, which hinder the application
of BDT in the process of network marketing and affect the
effect of network marketing. Based on the characteristics of
network marketing under the background of Big Data, this
paper makes an in-depth analysis of the problems existing in
the network marketing of e-commerce enterprises in China
and puts forward some countermeasures, in order to
comprehensively promote e-commerce enterprises to for-
mulate more reasonable marketing strategies using BDTand
to achieve better and faster development of themselves.With
the rise of the Internet, more and more enterprises rely on
the Internet for their marketing activities, so there is
“network relationship” marketing. .e network marketing
theory diagram is shown in Figure 1.

4.1. Problems in E-Commerce Enterprises’ NetworkMarketing

4.1.1. Lack of Ability to Use Large Data. With the appli-
cation of Big Data and mobile Internet, e-commerce en-
terprises are facing new opportunities for development.
Enterprises can push consumers’ information through
technical processing of consumer information and reduce
the cost of market promotion, providing valuable infor-
mation, providing strong support for the formulation of
enterprise direction, and grasping the market more ac-
curately. Big Data application technology can greatly
promote the rise of e-commerce. However, in view of the
actual development situation, only a few e-commerce
enterprises apply BDT to network marketing. Some of the
current problems are due to the obsolete concept of the
enterprise, the lack of awareness, or the lack of proficiency
in using BDT to promote the rise of e-commerce, that
e-commerce enterprise development cannot be combined
with BDT, and the other part is that e-commerce com-
panies have limited knowledge of Big Data application
technology, the practical application of Big Data needs
certain financial support, and small micro-e-commerce
enterprises have weak ability to process and analyze in-
formation. .e data in this article come from a ques-
tionnaire survey of 100 e-commerce companies on
e-commerce platforms, such as JD.com, Taobao, and
Suning.com, and use SPSS software to perform statistics
and analysis on the data recorded in the questionnaire. .e
investigation of the problems existing in e-commerce
enterprise network marketing is shown in Figure 2.

Table 1: Analysis of domestic e-commerce business model and operational management model.

Business model Representative enterprise Management focus
Value chain integration model Jingdong, No. 1 Shop, Zhanzhao Product flow management
Open-platform model Taobao and T-mall Platform resource integration
o2o mode Suning E-commerce Information flow management
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4.1.2. Information Screening Technology Is Backward. .e
advanced point of BDT is to obtain consumer behavior
information. By extracting information, deleting data, and
analyzing and processing data, we can get valuable mar-
keting information for enterprises. E-commerce enterprises
can easily face the massive data on the Internet in Shanghai,
but they cannot get timely information in line with the
development orientation of enterprises. Some enterprises
face a large amount of information and cannot effectively
useless garbage information and low-quality, small-related
information. Low-quality data information will not only
increase the difficulty of technical processing of e-commerce
companies but also affect the processing results, efficiency,
and effect of marketing.

4.1.3. )ere Is a Risk of Leakage of Customer Privacy
Information. Consumer personal records and consumption
are obtained by e-commerce enterprises using BDT Habit.
Consumers’ browsing habits, consumers’ consumption level,
historical transaction volume, and other information cover
personal information. Once the consumer’s personal in-
formation privacy information is stolen, or even illegally
traded, it will seriously damage the interests and safety of
customers. .is requires e-commerce enterprises to strictly
adhere to the bottom line of morality, improve the security
of their data information, and protect the information se-
curity of consumers.

4.2. )e Countermeasure of the Problems Existing in
E-Commerce Enterprise’s Network Marketing

4.2.1. Government System and Policy Norms. E-commerce
enterprises make use of network marketing to obtain profits.
.e government attaches great importance to network
marketing and the establishment of relevant network
marketing policies become very important. At present, there
are still many problems of safety and integrity in the network
marketing of e-commerce enterprises in our country. .e
government should regulate and control the whole from the
macro aspect, create a good network marketing environ-
ment and system, and strengthen the legislative work. .ere
are no corresponding laws and regulations in the network

marketing of enterprises in our country, which makes the
illegal elements gain. It is a good chance. At the same time,
we should vigorously strengthen network technology re-
search, improve network infrastructure construction, and
improve related services. .e survey of the operational
support level of network marketing is shown in Figure 3.

4.2.2. E-Commerce Enterprises Should Strengthen Network
Awareness and New Marketing Concepts. Failure to improve
the marketing effect is a cause for both sellers and consumers.
Consumers’ shopping concept has not completely changed,
and they can only make judgments by pictures and the
evaluation of the purchasers, which undoubtedly increases the
difficulty for consumers to choose and buy goods and invisibly
increases the risk of online shopping. Consumers should
gradually change their concepts and accept new shopping
methods. As an enterprise, it must first change the attitude of
traditional marketing, realize the opportunities brought by
network marketing to the rise of small- and medium-sized
enterprises, and bring network marketing into the overall
marketing strategy of enterprises. We should increase invest-
ment in network marketing and attract network marketing
professionals. Network marketing is regarded as a powerful
weapon to improve marketing level and narrow the gap be-
tween large enterprises. E-commerce companies can use brand
marketing strategies, integrated marketing strategies, hot spot
quick marketing strategies, conceptual marketing strategies,
ground marketing strategies, real marketing strategies, and
superior marketing strategies to guide their online product
marketing strategies. Consumers’ survey of online shopping
concepts is shown in Figure 4.

4.2.3. To Adopt Reasonable and Effective Strategies of Net-
work Marketing Promotion. Consumers need to search for
information when shopping on websites. One of the ways is
through search engines. .erefore, in order to expand the
effectiveness of onlinemarketing, enterprises must do a good
job in search engines, so that users can easily search the
relevant information of enterprises, so that enterprises can
increase their favor of enterprises and their goods and
services and develop users into loyal customers of
enterprises.

Network integrated
marketing theory

Network integrated
marketing theory

Network integrated
marketing theory

Network integrated
marketing theory

Network marketing
theory

Figure 1: .eoretic diagram of online marketing.
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Figure 2: Problems in e-commerce enterprises network marketing.
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Figure 3: Business operation support level of network marketing.
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Figure 4: Consumers’ ideas of online purchase.
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5. Conclusion

.is paper briefly analyses the problems and countermea-
sures of e-commerce enterprise network marketing under
the background of Big Data. .is paper expounds the new
opportunities and problems of Big Data application, elec-
tronic commerce, and network marketing in the environ-
ment of rapid rise of modern economy. .e development of
e-commerce is the most dynamic economic model at
present. .is paper points out that under the opportunity of
blowout development of Internet Big Data, changing the
traditional marketing mode, grasping the law, exploring the
new role of Internet application, and correctly recognizing
and solving the current marketing mode of e-commerce
enterprises are the key breakthroughs to promote the de-
velopment of e-commerce enterprises.

.rough systematic analysis of the meaning and ad-
vantages and disadvantages of Big Data and e-commerce,
this paper points out that, in the new era, under the
background of adjusting economic structure, making steady
progress and changing environment of national economic
and social system, the development space of e-commerce is
enormous, the investment in science and technology is
increasing, and a good opportunity for development is
welcomed. But at the same time, there are some disad-
vantages and huge challenges. .is requires the joint efforts
of the state, government, enterprises, and consumers to
promote the transformation and upgrading of China’s
e-commerce industry and improve the level of e-commerce
development in order to promote the further development
of China’s modern science and technology and economy.
.is paper introduces the development status of e-com-
merce enterprises at home and abroad and the ways and
classifications of e-marketing, combs the cost advantages of
e-commerce enterprises, and analyses the business status
model of traditional trade. Combining the characteristics
and essential characteristics of Big Data and the experiences
and lessons at home and abroad, this paper puts forward a
new way out and development motive for exploring the
advantages of China’s economic market and promoting the
growth of e-commerce enterprises.

With the vigorous advocacy of the combination of
science and technology with economy and the new direction
of modern economic development, small and micro-
enterprises, especially e-commerce enterprises, must have
the advantages of policy support, study the trend of eco-
nomic development, seize opportunities actively, and ac-
tively respond to challenges, so as to work together to
upgrade the level of e-commerce development in China.
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In recent years, the Internet of -ings technology can effectively innovate applications and services. -e Internet of -ings
technology has become more and more popular. It provides an effective and direct bridge between the physical world and virtual
objects in cyberspace. With the increase in the intensity of dragon boat training and the increasingly fierce competition, the
possibility of injury is increasing. Dragon boat racing is a noncontact team sport based on strength and technology.-e purpose of
this paper is to solve the problem of people’s lack of understanding of the sports injuries and causes of dragon boat athletes. We
used the data fusion algorithm and cluster maintenance optimization algorithm to study the application of Internet of -ings
technology in the cause of dragon boat sports injury. In order to save energy, extend the network life cycle, shorten service
interruption time, and increase data packet transmission, the cluster maintenance optimization algorithm in this paper mainly
improves and optimizes the startup time of cluster maintenance, which depends on the maintenance cost. -e experiment result
shows that the etiological detection system proposed in this paper matches the actual sports injury results well. -e experiment
result shows that the research on the cause of injury in dragon boat sports based on Internet of -ings technology can detect the
damage law well and can have a more comprehensive understanding for the cause of injury, which helps to prevent injuries better
and take effective treatments. In the analysis part, it can be concluded that the detection system is very accurate in detecting the
cause, and the accuracy rate is basically 100%.

1. Introduction

-e dragon boat race is a folk activity in ancient China. -e
dragon boat race is a traditional Chinese folk water enter-
tainment project that has been spreading for more than two
thousand years. It is mainly held at the festival and is a
multiplayer collective paddle competition. -e size of the
dragon boat varies from place to place. With the continuous
promotion and development of the dragon boat sport and
the continuous improvement of the level of sports skills and
tactics, the intensity and density of training and competition
continue to increase, the dragon boat competition is getting
more and more intense, and the incidence of injuries is
getting higher and higher. Dragon boat athletes are in-
creasing [1]. As an ancient sport in China, dragon boat has

certain advantages in preventing breast cancer in women.
With the popularity and development of the dragon boat
movement in the world, the traditional dragon boat
movement has gradually turned into a competitive dragon
boat sport, and various sports injuries will inevitably occur
in training or competition. Some people have verified the
applicability of the new dragon boat motion method based
on the intensity curve method in the late injury of breast
cancer survivors and found that dragon boat exercise can be
used to reduce late arm injury [2]. From the perspective of
cultural anthropology, this paper discusses the historical
changes of the dragon boat race and discusses the origin and
historical changes of the dragon boat race. -rough the
analysis of its complex social and cultural phenomena, it
reveals that society reflects the integration of culture, cultural
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adaptation, and socialization. Combining intelligent and
sensing systems in an IoTenvironment to form a large-scale
distributed network physical system has great potential for
introducing intelligent systems into many application areas
[3, 4]. Internet of-ings technology has become increasingly
popular in recent years because it provides an effective and
direct bridge between virtual objects in the physical world
and cyberspace, achieving effective application of innovative
applications and services [5].

In recent years, the emergence of the Internet of -ings
has expanded the ability to use the existing network in-
frastructure to perceive the world through connected device
networks.-e Internet of-ings can be seen as an important
technological revolution associated with smart cities, smart
homes, smart factories, and smart port implementations.
With the emergence of port intelligent sensing systems
becoming a reality, today’s different operating areas are
operating in automatic mode [6]. With the advent of the
aging of society, the development of intelligent multifunc-
tional nursing beds for hospitals, nursing homes, families,
etc. has a wide range of applications [7]. Not only that, the
unmanned technology that has received widespread atten-
tion in recent years is also based on the Internet of -ings
technology in the logistics industry, and the Internet of
-ings technology is used for traceability and tracking of
goods. Print or paste the RFID tag on the product, so that the
product has a unique electronic identification code and
combines the Internet technology to establish an informa-
tion file for the product. RF card readers can read product
information noncontact and promote the management of
commodity information. -e Internet of -ings is an
emerging paradigm that envisions a network infrastructure
that allows different types of devices to be connected to each
other. It creates different types of artifacts in a variety of
applications, such as health monitoring, motion monitoring,
animal monitoring, enhanced retail services, and smart
home [8]. -e Internet of -ings provides all the necessary
infrastructure to implement the smart city concept, and the
various services provided in smart cities are implemented
with the help of Web services technology. He discussed a
three-file case study to highlight the role of Web services in
smart cities and described six learning models for Web
services classification [9].

At present, there are many applications and researches
on the Internet of -ings technology. Many domestic and
foreign scholars have done detailed research. Rausch be-
lieves that cloud-based solutions cannot meet the stringent
QoS and privacy requirements of many modern IoT solu-
tions. In contrast, distributed middleware needs to take
advantage of the ever-increasing resources at the edge of the
network to provide reliable, ultralow latency, and privacy-
aware message routing. However, the inherent heterogeneity
and volatility of edge resources and the unpredictability of
mobile clients make it challenging to provide flexible co-
ordination mechanisms and ensure message delivery. Ap-
plying the principle of penetration calculation to message-
oriented middleware opens up new opportunities to address
these challenges [10]. Zhang proposed a new tensor-based
forensic method for virtualizing network functions. An

event tensor model was proposed to formalize network
events. -en, it was used to effectively update core event
tensors. -en, we introduce a similarity tensor model to
integrate core event tensors into the orchestration and
management of the network function virtualization
framework. Finally, he proposed an evidence tensor model
for network forensics, showing how to combine evidence
tensors [11]. Kolokotronis considered possible use cases and
applications for blockchains for the consumer electronics
industry and its interaction with the Internet of-ings. He is
not talking about how the blockchain completely changes
the supply chain, but rather how to use it to enhance the
security of network CE devices.-emotivation for this work
is the many recent attacks in which devices that are easy to
crack are used as weapons. He also introduced the privacy
and data protection aspects of blockchain solutions and
linked them to regulatory framework provisions, as well as
information on existing blockchain solutions [12]. Li has
developed a new wireless power transmission system in
which a drone equipped with an RF energy transmitter
charges an IoT device. -e machine learning framework of
the echo state network is used along with the improved
clustering algorithm to predict energy consumption and
aggregate all sensor nodes in the next time period to au-
tomatically determine the charging strategy. -e energy that
the WPTobtains from the UAV supports the IoT devices to
communicate with each other. In order to improve the
energy efficiency of the WP-IoT system, the interference
mitigation problem is modeled as an average field game [13].
Rakovic elaborated on BC-Internet of -ings-related issues
and conducted a comprehensive survey of current literature
and related launch deployments, identified major research
and development challenges, and discussed possible aspects
of future research [14]. Mukherjee proposed the require-
ment to ignore certain seemingly critical identifier fields in
packets arriving from various sensor nodes in an agricultural
IoT deployment. -e proposed method reduces packet size,
thereby reducing channel traffic and energy consumption,
and retains the ability to identify these originating nodes. He
proposed a blind agricultural IoT node and sensor identi-
fication method that can be acquired and operated from the
primary node and remote servers. In addition, the scheme
has the ability to detect the quality of the radio link between
the master node and the slave node in primary form and to
identify the sensor nodes [15]. Finally, a number of simu-
lations were performed to evaluate his proposed algorithm
compared to some of the most advanced schemes [16].
Hamidi proposes an ontology-based automatic design
method for intelligent rehabilitation systems in the Internet
of-ings. In order to provide fast and effective rehabilitation
for different patients, the Internet of -ings is combined
with ontology. -e experimental results show that the IoT-
based rehabilitation system works normally, and the on-
tology-based approach can help to create an effective re-
habilitation strategy, configure and quickly deploy all
available resources, and meet the requirements [17]. Lacerda
identified the Internet of-ings as part of the system’s social
technology system and part of the information circle. It
introduces a principle-based, human-centered approach to
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designing IoTartifacts that links the Internet of-ings to the
conceptualization of cross-channel ecosystems in current
information architecture theory and practice. According to
the metamodel methodology, it is necessary to establish an
interdisciplinary theoretical framework to promote a hu-
man-centered comprehensible understanding of the Inter-
net of-ings phenomenon and its consequences [18]. Durao
proposes a model for selecting IoT technology. -e research
design combines a literature review of the system, applying
bibliometrics and content analysis, case applications, and
improvements. -e model applies an analytical hierarchy
process based on the following criteria. -e results also show
that IoT selection and a combination of different standards
related to system and technology selection are related to the
ability to install IoT solutions [19]. In order to more ac-
curately control the rice field environment, Min monitors
the growth of rice and rice ducks in real time and applies the
Internet of -ings technology to accurate data collection in
farmland farming and animal husbandry. By monitoring the
growth information of rice and rice ducks, the environment
and the use of automatic control technology, intelligent
decision-making, and agricultural biotechnology knowl-
edge, a rice ecosystem model was constructed suitable for
rice and rice-duck life to monitor the management of rearing
and environmental protection [20]. However, the research
points of this study are not enough, and the data is not
sufficient.

Currently, the development of the Internet of -ings and
mobile communication technologies is very rapid. On this
basis, this topic has carried out research based on Internet of
-ings technology and mobile communication technology,
aiming to apply the Internet of-ings technology to the cause
of dragon boat sports injury. -e test equipment, the tester,
and the system are linked by intelligent terminal devices such
as mobile phones to realize real-time data collection and
uploading and implemented in smart hands. -ey display,
analyze, and calculate the customer, expert system, and back-
end management system to provide an effective assessment
and guidance solution. Due to the rapid development of
microsensor chips and Internet of-ings technology, the data
of test equipment can be sensed, identified, and calculated.
-e integrated model strongly promoted the further devel-
opment of the dragon boat sport. -e intelligence of the
detection system is reflected in the integration and application
of modern information science and technology such as the
Internet of -ings, and it has the basic conditions to popu-
larize and promote the civilized lifestyle of the public. By
establishing an Internet of -ings standard system, it is
possible to collect, integrate, and transform test data, establish
uniform standards, and form an open and shared unified test
database. Existing test data and expert teams can be organ-
ically combined to form a diversified, long-gradient test and
guidance. Eco-chain can be tested.

2. Proposed Method

2.1. Internet of &ings Sensor Data Fusion Algorithm.
When an emergency occurs in the network, some nodes in
the monitoring area of the network configuration will be

stimulated by a certain intensity, and these nodes will turn
into active nodes, that is, from the dormant state to the active
state, and the data will start to be processed. Perceive and
Transmit. When the stimulus intensity of the emergency
event is reduced, the discrete event generated is over, and the
node will return to the dormant state again, which will save
the energy consumption of the network [21].

Definition (1): Standard Hard -reshold (SHT), this
value is used to describe the value used by the node when it is
in a sleep state to compete for the sink node. At the same
time, the SHTcan also be used to determine whether similar
transmissions are repeated during transmission to the sink
node. Information. -e standard hard threshold at initiali-
zation is expressed as

SHTINITIAL � HT − ST. (1)

Among them, HT stands for hard threshold and ST
stands for soft threshold.

When initializing, all nodes in the network are in a
dormant state. Only when the monitoring data meets
condition (1) can the node be active, enter the state of re-
ceiving and sending data, and update the SHT value to the
monitored data value. Among them, the monitoring data is
represented by DATE.

DATE>HT&&|DATE − SHT|> � ST. (2)

For nodes that have been activated, they can send and
receive data. When the condition of (3) is met, the value is
updated to DATE, and then the data value is transmitted to
the upper-level node.

DATE>HT&&|DATE − SHT|> � ST|. (3)

Relative Active Time-reshold (RATH): the threshold is
a description of the active time of the generated family.
Among them, the value of RATH is proportional to the
threshold of the node being stimulated by an emergency
event, and A represents the active time coefficient. -e value
of RATH can be expressed as

RATH � A|DATE − HT|. (4)

Absolute active time threshold (AATH): this threshold is
used by nodes in the cluster to determine the survival time of
the generated cluster. T is used to represent the current time,
and the value of AATH can be expressed as

AATH � T + DATH. (5)

When T>DATH, the nodes in the network switch from
the state of sending and receiving data to the dormant state.

After introducing the concept of IoT data fusion algo-
rithm, we can get the IoT heterogeneous data fusion process
of intelligent optimization algorithm as shown in Figure 1:

2.2. Improved Cluster Maintenance Optimization Algorithm.
Cluster maintenance startup time will directly affect
maintenance and nonmaintenance costs, namely, node
energy consumption and network life cycle, service inter-
ruption time, and packet transmission. In order to save
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energy, extend the network life cycle, shorten service in-
terruption time, and increase data packet transmission, the
cluster maintenance optimization algorithm in this paper
mainly improves and optimizes the startup time of cluster
maintenance, which depends on maintenance cost.

When an event occurs in the network, the maintenance
cost and the nonmaintenance cost are first calculated to
determine whether the setting conditions for starting the
cluster maintenance are met. If the boot condition is not
met, the network damage cluster caused by the event will not
be temporarily maintained, and the undamaged portion of
the network will remain in its normal working state. When
there is another event in the network, the conditional
judgment will be repeated. If the conditions for the launch
dimension are met, they will be executed within the scope of
the previous event. Otherwise, it will not be maintained,
waiting for the next event to occur, so loop. Local on-de-
mand cluster maintenance algorithms are event-driven and
require immediate maintenance when cluster corruption
occurs in the network, regardless of the differences and
trade-offs between maintenance costs and nonmaintenance
costs due to different maintenance costs. -e improved
optimization algorithm proposed in this paper compre-
hensively weighs the impact of the two on the network.
Cluster maintenance can only be started when maintenance
costs are lower than maintenance costs. -is will help im-
prove the quality of network services in terms of power
consumption, service interruption time, and packet delivery.

In general, the number of cluster headsK participating in
maintenance is 1. When the number of cluster nodes is
destroyed and the number of cluster nodes exceeds the
maximum number of N max allowed by the cluster, the K
value is determined by calculating the average number and
node. -e cluster and neighbors lose the clustered AVG:

avg �


k
i memi

k
. (6)

In the formula, memi represents the node of the first
adjacent cluster. By adjusting the K value to ensure that the
AVG is not less than Nmax, theK value is the number of new
cluster heads in the damaged adjacent cluster. As can be seen
from the above analysis, there are two kinds of energy
consumption when calculating energy consumption: energy
consumption of member nodes and energy consumption of
cluster heads.-e energy consumption of the member nodes
includes receiving broadcast signals, transmitting cluster

requests, and receiving energy consumption of the time
division multiple access signals.

ECM ADV � k × m × Eelect,

ECM JOIN � m × εfs × d
2
,

ECM TDMA � m × Eelect.

(7)

-erefore, the total energy consumption E_CM of the
member nodes is

ECM � (n − k) × ECMADV
+ ECMJOIN

+ ECMTDMA
 

� (n − k) × m × (k + 1) × Eelect + εfs × d
2

 ,

(8)

where d is the distance from the member node to the re-
spective cluster head; n is the number of nodes that need to
participate in reclustering in this event.; E elect is the energy
consumed by transmitting the 1-byte control instruction; the
value of k is the cluster maintenance action according to the
need to perform determine. -e total energy consumption is

EY(i) � m × (n − k) ×(2k + 1) × Eelect + n × εfs × d
2



+ k × εamp × d
4
0.

(9)

-e above energy consumption calculation method as-
sumes that only one event occurs at a certain time in the
network. When two or more events occur simultaneously in
the same area of the network, the energy consumption of
each event should be calculated separately according to the
above formula and then accumulated. If two or more events
occur simultaneously in different areas of the network, we
have the following. When more than two events occur, only
one event occurs at a particular time in each damaged area.
-e maintenance of the sensor layer group in the Internet of
-ings mainly involves the energy consumption of com-
munication, regardless of the energy consumption of node
calculation and storage.-erefore, when a normal node dies,
the cluster head deletes it directly from the slot and does not
involve communication energy consumption. -erefore, the
main energy consumption for cluster maintenance is cluster
head rotation, joining adjacent clusters, multicluster
reclustering, cluster splitting (cluster consolidation), and so
on. Depending on the setup, the maintenance operations
that require cluster maintenance for the damaged cluster are
essentially reclustering. Since the maintenance action of
joining adjacent clusters does not require cluster head
election, the cluster head does not need to send cluster head

Collecting IoT data Wavelet
transform 

Denoising IoT
data 

Cluster analysis of
cluster head node data 

Data of the
cluster node 

Output fusion IoT
data 

Optimal weight
fusion data Optimal data weight Least squares support

vector machine learning 

Yes

No

Figure 1: IoT heterogeneous data fusion process based on intelligent optimization algorithm.
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broadcast messages, which saves total energy consumption
and reduces network interruption time. -erefore, when
calculating energy consumption and interruption time is
long, there are two cases: merging into adjacent clusters and
reclustering.

-e energy consumption model calculates the energy
consumption of the cluster maintenance process because the
exchange of information between nodes inevitably leads to
energy consumption. To simplify the description, assume
that all nodes transmit signals at maximum power during
cluster head selection. In the maintenance event, the number
of cluster heads to be reselected is K, and the control in-
struction is m bytes. Determine the optimal startup time for
cluster maintenance by calculating the maintenance and
nonmaintenance costs of the event. Cluster maintenance
startup time will directly affect maintenance and non-
maintenance costs, that is, node energy consumption and
network life cycle, service interruption time, and data packet
transmission.

3. Experiments

3.1. Algorithm Implementation Process and Steps. Because
the startup time of cluster maintenance directly affects the
life cycle of the network, the conditions for starting cluster
maintenance are set in advance. Based on the LDMC al-
gorithm, the OACM algorithm is improved and optimized.
When the startup conditions are met, restart cluster
maintenance, reduce the energy consumption of cluster
maintenance, reduce service interruption time and network
interruption time, and extend the network life cycle. -e
implementation of the algorithm is as follows.

(1) Elect the chairman of the cluster: according to the
LEACH algorithm, a cluster head is selected, and the
node randomly generates data to compare with a
threshold to decide whether to select a cluster head

(2) -e stage of cluster establishment: the cluster head
sends a CH_ADV broadcast message to the entire
network.-emember selects the cluster they want to
join by comparing the strength of the received cluster
head broadcast signal and responding to the cluster
head JOIN_REQ message. When the cluster head
receives the joining information of the node, it
creates a TDMA slot table for the member nodes in
the cluster and sends it to the member nodes in the
cluster

(3) Stable cluster communication phase: the nodes in the
cluster send data to the cluster head according to the
TDMA schedule. When the node is not in its own
transmission slot, the node goes to sleep. After the
cluster head fuses the received data with the self-
monitoring data, the cluster sends the data to the
base station in the form of single-hop or multihop
according to the carrier intercepting multiple access

(4) Cluster maintenance phase: when an event requiring
maintenance occurs in the network of the perception
layer of the Internet of -ings, maintenance costs,

and nonmaintenance costs (if the normal node dies,
the cluster head deletes it directly), the slot list
method is calculated according to the calculation,
and no maintenance cost is involved. -en, calculate
whether the current state of the network meets the
startup cluster

If the conditions set by the formula are met, cluster
maintenance is started and the corresponding
maintenance operation is invoked in the local area
according to the specific damage condition. If the
startup condition for cluster maintenance is not met,
the damaged node will not respond to the event and
the network will continue to operate normally until
the next event occurs and then continue to deter-
mine if the cluster maintenance start condition is
met

(5) When the cluster maintenance ends, the information
in the event list is empty. -e OACM algorithm
repeats steps 3 and 4 until the network energy is
exhausted or the node dies too much to complete
normal data communication

-e steps for heterogeneous data fusion in the Internet of
-ings are as follows:

(1) Randomly deploy a certain number of sensors in the
monitoring area, with a certain communication
range, forming an Internet of -ings

(2) In the Internet of -ings, multiple sensors contin-
uously collect real-time and online status data of
monitored objects to obtain raw sensor devices
(preliminary data)

(3) Filter the data collected by each sensor by wavelet
transform, initially reduce the amount of data, and
improve the data quality of the Internet of -ings,
and then each sensor sends the denoised data to the
cluster head

(4) Each cluster head collects its own sensors and
processes the cluster head data using the K-means
algorithm. Line redundancy processing eliminates
redundancy between cluster data and enables initial
data fusion

(5) -e cluster head sends its own cluster data to the
aggregate sensor to obtain a large amount of het-
erogeneous data in the Internet of -ings

(6) In the aggregate sensor, a least-squares support
vector machine is used to determine the weight of
each cluster head data and combine them. Get the
best weight

(7) According to the optimal weight determined by the
least-squares support vector machine, the data of
each cluster is weighted and fused, and the data of the
heterogeneous data fusion in the Internet of-ings is
obtained and sent to the Internet. Users can get the
data needed for the Internet of -ings through the
Internet
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3.2. Application Function Design and Experimental Data Set.
-e function of the application is a series of processing of
user instructions. Application features include Bluetooth
data reception, data processing, exception alerts, data
storage, and submission.

3.2.1. Main Program Design. After the application software
runs, the first step is to determine if the Bluetooth on the
smartphone is lit and then search for the device after
Bluetooth is turned on to detect the connection parameters.
Receive and analyze packets as they are connected to the
device. In order to judge whether the data is valid, when the
pulse value is greater than 200 BMP and the body tem-
perature is lower than 30 degrees Celsius, the condition is
invalid. Obtain pulse values for the device, muscle scan,
appearance damage scan, body temperature, and remaining
battery power, which is displayed in the corresponding
position on the main interface. Invalid data was not pro-
cessed, probably because the user did not wear ormislead the
detection device. Parsing valid data, that is, extracting data
from the packet. Determine whether the valid data is ab-
normal, and send an abnormal alarm message to the em-
ployee when the number of abnormal times is reached, to
remind the employee to make corresponding processing in
time.

3.2.2. Data Processing Design. After the application gets the
packet, it first parses the data. Each data is separated by a
comma and the packets are separated by commas. -e
obtained data is in turn the pulse value of the test device, the
muscle scan image, the appearance damage scan image, the
body temperature value, and the remaining battery power
value. -e obtained data is displayed at the corresponding
position on the main interface, and the validity of the parsed
data is judged. If the data is valid, it is stored in the database
SQLite of the ANDROID system and submitted to the
network platform. -e communication between the appli-
cation and the network background follows the HTTP
protocol. -e GETmethod in the HTTP protocol is used to
submit data, and the GETmethod is used to receive data on a
network platform. After completing the data storage and
submission, we can further determine whether the data is
abnormal, that is, whether the set physiological parameter
threshold is exceeded. When the temperature or pulse is
abnormal, the abnormal information is displayed on the
main program interface, and the number of abnormal events
is recorded.

3.2.3. Design of Abnormal Alarm. In this study, we sent an
alert message to the nurse in the form of a short message, the
content of which is as described above. When measuring
body temperature, the temperature sensor takes about five
minutes to measure the body temperature caused by heat
exchange. If the alarm is turned on at the beginning of the
program, it will cause a false alarm, so the temperature alarm
in the programming will not open until fiveminutes after the
application is opened. Pulse detection is very fast and there is

no limit. In addition, to avoid unnecessary losses, an alert
message is sent every 10 minutes.

-is article takes 56 dragon boat players from the three
universities of M University as the experimental subjects,
including 35 male athletes and 24 female athletes. -e sports
injuries before the team members entered the Dragon Boat
Team training were compared with the sports injuries after
the Dragon Boat Team began training. -e analysis of the
sports injuries before the team entered the team had certain
contributing factors to the sports injuries after the team
training.

As shown in Table 1, before joining the Dragon Boat
Team, 18 boys had sports injuries, of which 53.4% were boys,
16 were not injured, 46.6% were girls, 9 were sports injuries,
45% were girls, and 44 were harmless.-e ratio is 55%. It can
be seen that the number of sports injuries exceeds the
number of uninjured, while the number of male and female
athletes exceeds the number of uninjured. -e proportion of
male athletes injured was 54.3% higher than that of female
students. -e training of the M University Dragon Boat
Team is mainly divided into two stages, one is daily training
without competition, and the other is prematch training.

As shown in Table 2, it can be seen that the main training
content of the daily training of the M University Dragon
Boat Team is that the endurance training is mainly for long-
distance running, and the strength training is mainly for
strength training in the gym, then endurance training,
strength training, and water practice alternate.-e prematch
targeted training is mainly based on the content of the
upcoming competition. Take the 200-meter and 500-meter
dragon boat races as an example. -e main practice is the
high-frequency hoist 30 paddles and then the low-paddle
inferior paddles and boats. Pull the boat to practice, practice
the same distance with different paddles, and conduct actual
combat tests every day. -e training time for daily training
and prematch training is two hours a day on weekdays and
two hours on the weekends.

4. Discussion

4.1. Analysis of Sports Injury Parts and Causes. -ere are
three types of divisions on the dragon boat, paddlers,
drummers, and helmsmen. -is is mainly for the investi-
gation of the injured parts of the paddlers and drummers. As
shown in Table 3, for the results of sports injuries of athletes,
from the data in the table, it is found that the sports injuries
of the dragon boat athletes in our school are mainly con-
centrated in the hands, arms, shoulders, waist, buttocks, and
other parts.

As shown in Figure 2, for the number of people in the
sports injury area of the dragon boat athletes, it can be seen
from the figure that in all the injury parts, all the athletes’

Table 1: -e incidence of sports injuries before the dragon boat
athletes entered the team.

Sports injury Yes No
Male 18 16
Female 9 11
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hands are damaged, and then the arms, waist, and shoulders
are in turn. -e back and buttocks have the fewest injuries
and the least. -erefore, athletes should pay attention to the
protection of their hands during the training process.

After investigation, it is found that the types of sports
injuries in various parts of M University Dragon Boat
Athletes are bruises, muscle strains, muscle strains, and
other types. -e specific situation of sports injuries in the
sports injury parts of dragon boat athletes is shown in
Table 4:

As shown in Figure 3, by analyzing the data in Table 4,
it can be known that the type of abrasion in the type of
sports injury mainly occurs in the hands, arms, buttocks,
etc.; muscle strain mainly occurs in the arms, waist, back,
and other parts. -e main parts of a muscle strain are the
arm, shoulder, waist, back, and other parts. -e main
reason is that these parts are directly in contact with the
hull and the paddle during water training and competi-
tion; muscle strain is caused in the arms, waist, back, and
other parts because these parts are the main force parts
when paddling. Muscle strain in the arms, shoulders,
waist, back, etc. is due to long-term high-frequency
training and participation in a large number of compe-
titions so that the load on these parts is too large, and it is
easy to cause muscle strain.

4.2. Etiology Results and Accuracy Analysis. For dragon boat
athletes, strength endurance quality and speed endurance
quality are key factors that play a good role in the game,
especially in the upper limbs and waist and back. Dragon
boat sports is a kind of physical endurance exercise. It not
only requires athletes to have good water stroke skills but
also requires good strength endurance and upper limb speed
endurance quality. -erefore, if athletes want to achieve
good results in the competition, they must strengthen their
training for special endurance, but in training, they may
develop if they ignore the following factors. Damage has
occurred. (1) -e preparatory activities were inadequate and
the injury rate was 29%. Dragon boat sports require a high-
intensity torso and upper limb muscles. Strength training
equipment is usually used for training. If you ignore any part
in the preparation activity, it is easy to cause damage, es-
pecially to the waist and shoulders. Lack of psychological
preparation before the game is a subjective factor in the
injury. (2) Lack of scientific training, improper control of
exercise volume and selection of training programs, and
ignoring personal treatment can easily lead to overwork and
injury. (3) Rough sports equipment, improper training, and
competitive clothing are easy to cause damage. (4) Partic-
ipation in training and injury competition is the cause of
repetition and multiple injuries. As shown in Figure 4, the

Table 2: University Dragon Boat Team training situation.

Training situation Daily training Prematch training

Training content
Endurance training

Targeted trainingStrength training
Launch

Training time Working day 2 hours/day Working day 2 hours/day
4 hours/day at the weekend 4 hours/day at the weekend

Table 3: University Dragon Boat Team athletes’ sports injuries.

Sports injury site Hand Arm Shoulder Waist Hip Back
Number of injuries 54 45 33 38 20 35
Incidence rate 100% 83.3% 61% 70.4% 37% 64.8%

54

45

33
38

20

35

0

10

20

30

40

50

60

Hand Arm Shoulder Waist Hip Back

Figure 2: Dragon boat athletes’ proportion of sports injuries.
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monitoring system detects the cause of the injury to the
athlete and compares it with the cause found in the actual
inspection. As can be seen from the figure, the detection
system is very accurate for the detection of the cause, and the
accuracy rate is basically 100%.

As shown in Figure 5, it can be seen from the figure that
hip wear accounts for 61.5%, ranking first. Secondly, the
waist injury accounted for 12.3%, and the shoulder belt

injury accounted for 10.1%. Lumbar muscle strain accounts
for 59% of lumbar spine injuries, and rotator cuff injuries
account for 69% of shoulder injuries. -e relative damage
rate of the outer thigh wear, muscle damage, palm wear, and
rhomboid muscle strain is higher. It can be seen that most of
the injuries are bruises, strains, and sprains. For further
analysis, there are two main factors. First, the inner edge of
the dragon boat and the seat edge are too rough. In addition,

Table 4: Types of injuries in sports injuries of dragon boat athletes.

Damage type Bruise Muscle stretching Muscle strain
Damage site Hand arm hip Arm waist back Arm shoulder waist back
Number of injuries 54 34 18
Ratio (%) 100 63.6 33.3

100.00%

63.60%

33.30%

0.00

20.00

40.00

60.00

80.00

100.00

120.00

Bruise Muscle stretching Muscle strain

(%)

Figure 3: Proportion of the cause of sports injuries in dragon boat athletes.
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Figure 4: Accuracy rate detection of sports injuries in dragon boat athletes.
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Figure 5: Damage rate of various parts of dragon boat athletes.
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athletes wear inappropriate clothing for training or com-
petition, resulting in lateral wear of the buttocks and thighs,
so we should choose appropriate clothing training and
improve training equipment to reduce wear. Secondly, the
characteristics of this sport, whether it is on the ship or on
the land for specialized endurance training, are repeated
single-player movements at a fixed position, which can easily
lead to local overload and injury. -erefore, before and after
training, special attention should be paid to the relaxation
movement of the muscles in the load zone to avoid excessive
fatigue and prevent injury.

5. Conclusions

(1) In order to solve some shortcomings in the current
IoT heterogeneous data fusion process, an IoT
heterogeneous data fusion method based on an in-
telligent optimization algorithm is designed. -e
improved algorithm is used to analyze the sensor
data in the IoTcluster. Redundant operation reduces
the scale of IoT data and better meets the online
requirements of IoT data fusion

(2) Monitoring the cause of injury through the Internet
of -ings technology, mainly driven by technology
and artificial collaboration, reducing the cost of
human participation, and reducing the cost of
original testing, this model can essentially solve the
wide coverage and high efficiency of scientific
movement, economic, and other goals

(3) -e top three injuries of dragon boat athletes are hip,
hand, and shoulder; the main injury to the hands and
hips is abrasion; the main injury to the wrist is the
tendon sheath; the main injury to the shoulders,
waist, and back is a muscle injury

(4) -e etiological detection system designed in this
paper can analyze the cause of injury of dragon boat
athletes well and can provide a good prevention
method. -e test results are basically consistent with
the actual situation

Data Availability

No data were used to support this study.
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Among the many diseases, the harm of infectious diseases is undoubtedly the first in terms of the scope of the disease and the
threat to humans. In addition, most infectious diseases were regarded as terminal illnesses in the early stage of the outbreak. For
example, smallpox and plague in history have even chosen to isolate patients and abandon them to prevent the spread of infectious
diseases due to the lack of protection and treatment methods. 2erefore, in the treatment of infectious diseases, epidemic
prevention is very important. Based on this, this article discusses the research of special medical clothing design for epidemic
prevention based onmathematical model analysis, hoping to provide strong help and support for epidemic prevention. First of all,
this article understands the application status of mathematical models in the medical field and clothing design industry through
literature research.2en, according to the functional requirements of antiepidemic medical special clothing in terms of protection
from virus invasion and infection by other contact methods, this article established an antiepidemic clothing quality evaluation
index system. 2en, this article designs a simulation penetration test of pathogenic bacteria to test the protective function of the
antiepidemic clothing and uses mathematical models to analyze the molecular structure and physical properties of the anti-
epidemic clothing materials. Finally, this article builds an analytic hierarchy model for the quality evaluation of epidemic
prevention clothing based on the principle of analytic hierarchy process, analyzes the simulated experimental data and predicts the
service life of the epidemic prevention clothing according to the performance degradation so that medical staff can replace it in
time. 2e experimental results show that with the aid of mathematical model analysis, the quality of the epidemic prevention
clothing is higher than the previous antiepidemic clothing design in terms of epidemic prevention performance, and in addition to
the disposable epidemic prevention clothing, the multiple-use epidemic prevention clothing is not serious in the epidemic. Under
these circumstances, it can maintain the antiepidemic performance for more than 2 months.

1. Introduction

1.1. Background and Significance. With environmental
pollution and the use and proliferation of chemical pesticide
products, ecosystems in more and more regions have been
destroyed, which eventually brought the consequences of an
epidemic outbreak to humans. Since the first case of un-
identified pneumonia was discovered on December 8, 2019,
the new crown pneumonia epidemic has been out of control.
In the process of humans fighting the epidemic, the im-
portance of special medical clothing for epidemic prevention
is self-evident [1]. In this protracted struggle between
humans and the epidemic virus, the quality and quantity
requirements of special antiepidemic medical clothing are

increasing day by day. 2e design of special antiepidemic
medical clothing is not only an important strategic resource
in the fight against the epidemic but also a guarantee for the
safety of great medical staff. According to relevant research
on antiepidemic clothing design, the primary requirement of
antiepidemic clothing design is to protect against infections
by viruses and bacteria and other microorganisms and to
isolate the bites of viral vectors and other means of infection
[2]. Secondly, it takes into account the needs of medical staff
for ventilation and heat dissipation, and in the process of
epidemic treatment and protection, due to the needs of
various treatment methods such as medical surgery, the
tightness of the material molecules, electrostatic charac-
teristics, and microorganisms of the epidemic prevention
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clothing must also be considered. And particle dust accu-
mulation [3]. Finally, the performance degradation caused
by the increase in the use time of the antiepidemic clothing
will be divided into different types such as one-time use and
multiple use, and the degradation treatment of the anti-
epidemic clothing after it is discarded is also considered [4].
2erefore, the research on the design of special antiepidemic
medical clothing based on mathematical model analysis is of
great significance.

1.2. Related Research at Home and Abroad. At present, there
are many applications of mathematical models in the
medical field, and their applications in the apparel design
industry are also very popular. However, there are not many
researches on the application of mathematical models to the
design of epidemic prevention and special medical clothing
that combines the medical field and clothing design.
2erefore, this article analyzes the application status of
mathematical models in the field of epidemic prevention and
clothing design. Research Background. Treble used math-
ematical models to predict and analyze the heat treatment of
the crystal design for medical implant applications to sta-
bilize the short-term aging characteristics of the crystal.
Experiments have found that the mathematical model
analysis not only takes into account the reliability of all
aspects but also has higher accuracy in predicting the sta-
bility and aging of the crystal. Gentile used computer
software tools combined with mathematical model analysis
to study drug treatment decision-making under the drug
interaction of elderly depression [5]. Studies have shown
that this method uses new decision support tools for drug
genetic testing, drug interaction evaluation, and therapeutic
drug monitoring, which can improve informed decision-
making on antidepressant prescriptions. Mehmet used a
mathematical model to compare and analyze the success rate
of silodosin and the most commonly used exclusive medical
therapy in the management of ureteral stones. He used the
Review Manager software to calculate meta-analysis and
forest plot data to compare the stone excretion rates of the
two therapies [6]. 2e results showed that good results were
observed for the stone removal rate of silodosin, and its
hazard ratio was 1.33. Eliton used predictive mathematical
models to simulate to obtain information about parameters
such as temperature, relative humidity, and vapor pressure
so as to measure the moisture accumulated in the clothing
insulating materials [7]. Experiments show that the appli-
cation of mathematical models can simulate the heat transfer
and moisture transfer in fabric samples, and the finite
volume method is combined to verify the consistency of the
simulation results with physical reality.

2e application of mathematical models in various fields
in China has also been developing rapidly, and rich research
results have been obtained. Yue et al. proposed the use of
computer technology combined with mathematical models to
design the emergency diagnosis trauma orthopedics con-
sultation strategy during the epidemic of new coronary
pneumonia [8]. 2e investigation found that during the
epidemic of new coronary pneumonia from January 21, 2020,

to February 15, 2020, 128 orthopedic trauma patients in
Wuhan University People’s Hospital sought emergency
treatment in orthopedic surgery, including 71 men and 57
women [9]. 2e timely treatment of these patients benefited
from the admission strategy of the mathematical model based
on the patient’s order of treatment. Cai et al. studied the
construction of many departmental dynamic information
monitoring platforms in Shanghai’s precision epidemic
prevention during the 2019 new crown pneumonia epidemic
[10]. 2e study found that the information monitoring
platform combines the application of mathematical models
and computer communication technology, breaking the in-
formation sharing barriers during the epidemic, and is es-
sential for controlling the source of infection, cutting off the
route of transmission, and protecting vulnerable groups. Xu
et al. proposed the use of the Bayesian inference method to
solve the corresponding inverse problem of textile material
design by reconstructing the mathematical model of heat and
moisture transfer in textiles to verify the transfer of the heat
and moisture transfer model to ensure the thermal comfort of
clothing [11]. Experiments have proved that the Bayesian
inference method can provide more accurate solutions to the
corresponding inverse problems in textile material design.

1.3. Innovations in this Article. In this article, the design of
special clothing for epidemic prevention and medical treat-
ment is taken as the research object, and the mathematical
model analysis method is creatively used to combine the
research of epidemic prevention and clothing design in the
medical field through computer science and technology,
which opens up a new perspective for the design of special
clothing for epidemic prevention and medical treatment [12].
2eoretically speaking, the design of special clothing for
epidemic prevention and medical treatment based on
mathematical model abandons the previous model of me-
chanical design on demand and evaluates and considers the
quality of special clothing for epidemic prevention and
medical treatment from all aspects through the analytic hi-
erarchy process, so as to extract the key factors that should be
considered in the design of special clothing for epidemic
prevention andmedical treatment [13]. From a practical point
of view, the design of special clothing for epidemic prevention
based onmathematical model analysis in this article canmore
accurately find out the shortcomings of the design of epidemic
prevention clothing, help to improve the design scheme of
epidemic prevention clothing in time, change the design
mode that people used to find problems and then improve
after use, and improve the quality of epidemic prevention
work [14]. Finally, this article has carried out the simulated
infiltration experiment of pathogenic bacteria to test and
verify the epidemic prevention function of the epidemic
prevention clothing so as to ensure the excellent function of
the design of the epidemic prevention clothing. According to
the test results of the simulated invasion experiment of
pathogenic bacteria, the design method of epidemic pre-
vention clothing based on mathematical model analysis
studied in this article can better control the protection
function of epidemic prevention clothing.
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2. Mathematical Model of Medical Clothing
Design for Epidemic Prevention

2.1. Molecular Spatial Structure of Materials for Epidemic
Prevention Clothing. 2e most important thing in the de-
sign of antiepidemic medical special clothing is the se-
lection and treatment of clothing fabrics. 2erefore, the
molecular spatial structure of clothing fabrics needs to be
analyzed during the design of antiepidemic clothing. For
the case where the material design of the antiepidemic
clothing has a plane scale that is much larger than the
vertical three-dimensional scale, due to clothing thickness,
molecular diffusion, and other parameters that affect the
material’s molecular structure over time and space, the
change in the vertical direction, that is, the thickness, is
much smaller than the horizontal direction [15]. 2e
change is the tightness change of the material plane [16].
2erefore, the control equation of the three-dimensional
molecular structure of the antiepidemic clothing is studied
by the clothing thickness integral, and the average thick-
ness of the clothing is taken to obtain the two-dimensional
molecular flow control equation averaged along the
clothing thickness. 2e plane two-dimensional molecular
flow continuity equation of the antiepidemic clothing
material is as follows:

zh

zt
+

zv1h

zx
+

zv2h

zy
� Sh, (1)

where h is the thickness of the antiepidemic clothing, v1 and
v2 are the average flow velocity of the antiepidemic clothing
material molecules in the x-direction and y-direction, t is
the use time of the antiepidemic clothing, and S is the size
of the air molecule flow rate at the bonding point of the
material molecular spatial structure. 2rough this equa-
tion, we can understand the change process of the material
molecules of the antiepidemic clothing over time and
analyze the performance degradation of the antiepidemic
clothing over time [17]. Since the accumulation of mi-
croorganisms and dust particles will have absorbed the
ventilation and heat dissipation properties of the epidemic
prevention suit, this article also studied the spatial dis-
persion process of material molecules based on the prin-
ciple of molecular diffusion. 2e spatial dispersion
equation of the surface layer of the epidemic prevention
suit is as follows:
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zy
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(2)

Among them, U represents the plane subdivision of the
antiepidemic clothing material into a large number of
nonoverlapping units and I and J, respectively, represent the
nonviscous flux and viscous flux of the antiepidemic
clothing, that is, the molecular flow of molecules in the air
that diffuse through the antiepidemic clothing. Fx and Fy

denote the cell boundaries in the x-direction and y-direction
in the Cartesian coordinate system, respectively. S(U)

represents the molecular flow of the molecular unit in the
material plane of the antiepidemic suit. 2is molecular space
discrete equation is established based on the finite space
volume method, and integrated by Gauss’s theorem, the
equation can be written as follows:


AΩ

zU

zt
dΩ + 

Γi
(F · n)ds �

zUi

zt

+
1

AΩ


N

i�1
F · nΔΓi � 

AΩ

S(U)dΩ � Si,

(3)

where AΩ is the area of the spatial molecular unit AΩ, Ui and
Si are the average number of molecules and the molecular
flux of i unit, and ΔΓi is the length of the unit. According to
Gauss’s theorem, the time integration can also be used to
obtain the time dispersion equation of the molecular dif-
fusion of the antiepidemic clothing material, where n rep-
resents the number of plane molecular units of the
antiepidemic clothing material and Δt represents the use
time.

Un+1/2 � Un + G Un( Δt/2,

Un+1 � Un + G Un+1/2( Δt.
 (4)

2.2. Establishing Quality Evaluation Index System for Epi-
demic Prevention Clothing. According to the research on
the design of special antiepidemic medical clothing, this
article evaluates the quality of antiepidemic clothing from
the aspects of functionality, material properties, comfort,
ease of handling, and economy [18]. At the beginning of the
design of antiepidemic clothing, this article took into ac-
count the needs of epidemic protection and established a
quality evaluation index system for the design of anti-
epidemic clothing according to various factors such as
policy factors, economic factors, technical factors, man-
agement factors, and disposal of antiepidemic clothing
design [19]. 2rough the above analysis of the influencing
factors of the quality evaluation of epidemic prevention
clothing, this article first establishes the first-level quality
index set A of the epidemic prevention clothing quality
evaluation and the second-level evaluation index set B

under it as follows:

A � a1, a2, . . . , am|m � 7 ,

B � b1, b2, . . . , bn|n � 14 .
 (5)

Among them, ai represents the seven first-level indi-
cators of material molecules, coating technology, special
fabrics, fabric stitching, customized prices, use time, and
disposal, and bi represents the 14 second-level indicators in
the specific design process of epidemic prevention clothing
under the first-level evaluation indicators. According to the
second-level indicators, it can be subdivided into about 30
third-level indicators. After the above analysis, the first-level
indicator weight set W is established.
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W � w1, w2, . . . , wn|n � 7 , 
n

i�1
wi � 1,

Wi � wi1, wi2, . . . , win|i � 1, ...., 14 , 
n

j�1
wij � 1.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(6)

In the design of special antiepidemic medical clothing,
the most important step in evaluating the quality of anti-
epidemic clothing is the determination and calculation of
weights. 2is article mainly draws on the ideas of analytic
hierarchy process and entropy method to determine the
weights of evaluation indicators at all levels [20]. Similar to
the evaluation index set, the second-level index weight set
Wij represents the weight of the j-th second-level evaluation
index under the i-th first-level evaluation index. In addition,
it should be noted that the weight index set needs to meet the
condition that the sum of the weight of each index set is 1.
After the weight set is determined according to the entropy
method, the index evaluation set and the membership

analysis set can be established, which can be expressed in the
following form:

E � e1, e2, e3, e4, e5 ,

M � 1, 3, 5, 7, 9{ }.
(7)

Each element in the antiepidemic clothing index eval-
uation set E represents the quality level from low to high,
namely, five levels of extremely poor quality, poor quality,
average quality, good quality, and excellent quality [21]. 2e
elements of these evaluation sets correspond to the mem-
bership degree set is M. 2rough experimental tests, the
evaluation scores of all levels of evaluation indicators for the
quality of epidemic prevention clothing can be obtained, and
then, the membership vector E

→
of the corresponding first-

level index can be obtained, and the comprehensive eval-
uation set of the second-level quality evaluation index under
the first-level evaluation index can be further obtained U.

E
→

� e1, e2, . . . , en( 
T
, n � 7,

U � W · E
→

� w1, . . . , wn(  · e1, e2, . . . , en( 
T

� u1, u2, . . . , un( ,

⎧⎪⎨

⎪⎩
(8)

wi represents the weight of the i-th evaluation index, ei

represents the evaluation score of the index, and ui repre-
sents its comprehensive evaluation quality. Under the broad
influencing factors such as policy, economy, management,
etc., the quality assessment of epidemic prevention clothing
design can be divided into first-level indicators such as
material molecules, coating technology, special fabrics,
fabric stitching, customized prices, use time, and waste
disposal. 2e quality evaluation index system of anti-
epidemic clothing design in this study is shown in Table 1.

2.3. Constructing the Analytic Hierarchy Model for Quality
Evaluation of Epidemic Clothing. Epidemic-preventing
clothing’s protection requirements for viruses, bacteria, etc.,
and complex functional requirements in various situations
determine that it is difficult to use a single standardized
method to evaluate its quality. According to the analytic
hierarchy process, this article decomposes the quality
evaluation of epidemic prevention clothing into multiple
indicators and then uses linear algebra knowledge such as
matrix operations to calculate the weights of evaluation
indicators at various levels so as to determine the importance
of each quality impact index in the design of epidemic
prevention clothing at different levels [22].2e calculation of
the weight is transformed into the corresponding evaluation
index set, and then, the quality level of the antiepidemic
clothing design is analyzed according to the principle of
membership degree. 2e quality assessment of special
antiepidemic medical clothing can start from the aspects of
protection, comfort, physical properties, chemical

properties, and other durability properties and water
shrinkage of the finished antiepidemic clothing, including
material molecules, coating technologies, special fabrics,
seven first-level indicators such as fabric stitching, cus-
tomized price, use time, and disposal. 2e first-level index
evaluation matrix for the quality of epidemic prevention
clothing in this article is as follows:

E �

Y A1 A2 A3 . . . A7

A1 a11 a12 a13 . . . a17

A2 a21 a22 a23 . . . a27

A3 a31 a32 a33 . . . a37

. . . . . . . . . . . . . . . . . .

A7 a71 a72 a73 . . . a77
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. (9)

2e first-level index judgment matrix E represents the
importance judgment value of two insulation evaluation
indexes compared with each other and aij represents the
judgment value of the importance of the evaluation index ai

compared to the evaluation index aj. In the above judgment
matrix, the left side is the importance level evaluation matrix
of the criterion layer, ui represents the product of each row
element of the importance evaluation matrix, vi represents
the value of the square root of each element in U according
to the matrix order, and then wi represents the value of each
element in V and the ratio of the sum of all elements.
According to the knowledge of matrix normalization op-
erations, their calculation formulas are as follows:
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(10)

In order to verify the consistency of the evaluation in-
dicators of the antiepidemic clothing quality evaluation
hierarchy analysis model in this article, after calculating the
weights of the antiepidemic clothing quality evaluation
indicators through the judgment matrix and the weight
matrix, the model needs to be CR verified. 2e main
principle of CR verification is to calculate the consistency
ratio of the evaluation matrix of the model by the ratio of the
consistency index of the evaluation matrix to the average
random consistency index of the same order matrix and
analyze the evaluation performance of the model [23]. 2e
consistency index of the evaluation matrix also needs to be
obtained by the maximum eigenvalue of the matrix. 2e
calculation formula for the maximum eigenvalue λmax of the
evaluation matrix is as follows:

λmax � 
n

i�1

(E∗W)i

nwi

. (11)

According to the principle of consistency verification,
when the consistency ratio is zero, the judgment matrix has
complete consistency. 2is verification method can also
flexibly grasp the weight of each indicator in the evaluation
indicator system according to one’s own tendency and re-
alize the reasonable distribution of weight through appro-
priate weight adjustment. According to the calculation of the
maximum eigenvalue of the evaluation matrix, the calcu-
lation formulas of the consistency index CI and the con-
sistency ratio CR of the evaluation matrix can be obtained as
follows, where the average random consistency index of the
seventh-order matrix is RI � 1.32 according to previous
studies.

CI �
λmax − n

n − 1
,

CR �
CI
RI

.

(12)

2.4. Verification of Physical Properties and Antiepidemic
Performance of Antiepidemic Clothing. 2e most important
performance of antiepidemic clothing is to protect users
from infection by pathogenic bacteria and other pollution
sources. However, whenmedical personnel use antiepidemic
clothing, the diffusion of molecules in the air and the heat
generated by the users themselves aggravate the movement
of molecules. 2e performance of antiepidemic clothing will
inevitably decline. In addition, medical staff may also be
contaminated during the replacement and removal of epi-
demic prevention suits [24]. 2erefore, it is necessary to
carry out high-precision testing of the physical properties of
the antiepidemic clothing and also to analyze the anti-
epidemic performance of the antiepidemic clothing and
predict the failure time of the antiepidemic performance so
that users can replace it in time. 2e infiltration equation of
dust particles in antiepidemic suits over time is as follows:

zci

zt
+

z uci( 

zx
+

z vci( 

zy
� Pi − Qi. (13)

Among them, u and v represent the components of the
penetration velocity of dust particles in the x- and y-direc-
tions, and ci is the dust particle molecular content of the i th
antiepidemic clothing material plane unit, that is, the relative
volume ratio of all molecules. Pi and Qi indicate the amount
of dust particles attached to the surface of the antiepidemic
clothing and the content of dust particles that penetrate into
the inner layer of the antiepidemic clothing. 2e infiltration
equation of pathogenic bacteria in antiepidemic clothing over
time is as follows [25]:

Table 1: Design quality evaluation index system for epidemic prevention clothing.

First level Meaning Second level Meaning 2ird level Meaning

A1 Material B1 Comfort C1∼C2 Edition type
B2 Fashion C3∼C4 Craft

A2 Coating B3 Skin-friendly C5∼C7 Culture
B4 Protective C8∼C9 Positioning

A3 Fabrics B5 Physical C10∼C12 Policy
B6 Chemistry C13∼C14 Market

A4 Stitching B7 Breathable C15∼C16 Regulation
B8 Tightness C17∼C18 Supervision

A5 Prices B9 Parity C19∼C21 Sales
B10 High price C22∼C23 Promotion

A6 Usage time B11 One time C24∼C25 Durability
B12 Repeated use C26∼C27 Disinfection

A7 Disposal B13 Biodegradable C28∼C29 Pollution
B14 Destruction C30 Degradation
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Ri � 3(1 + λ)di U −
Ui

1.4
 

U
3

Ui/1.4( 
3 − 1⎡⎣ ⎤⎦, (14)

where Ri represents the penetration rate of pathogenic
bacteria in the material plane unit, Ui is the comprehensive
penetration rate of pathogenic bacteria in the unit, λ is the
penetration influence coefficient, and di is the average
particle radius of pathogenic bacteria. According to the
permeation equation of dust particles and pathogenic bac-
teria and related knowledge of physics, the deformation
equation of the antiepidemic suit over time can be obtained
as follows, where Psi is the number of suspected penetrating
molecules of the material plane unit, Pti is the number of
penetrating molecules of the unit over time, zs is the amount
of material deformation, and Cm is the highest molecular
penetration amount that maintains the functional charac-
teristics of the antiepidemic clothing material to prevent
bacterial penetration [26].


n

i�1
Psi Pi − Qi(  + 

n
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λ
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zzs
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� 0.

(15)

2e molecular movement of a larger area close to the
plane of the antiepidemic clothing material will cause the
infiltration of pathogenic bacteria and dust particles to in-
crease, and when the rate of outward diffusion of pathogenic
bacteria on the contact surface is greater than the rate of
sedimentation or inward diffusion, the dust on the outer
layer of the contact surface particles and pathogenic bacteria
will continue to spread and gradually penetrate into the
inner layer. 2e penetration amount of these pollutants can
be determined by the following formula. Among them, ti is
the start time of the antiepidemic clothing, and tci is the
pollutant penetration time.

Pi

Qi

�
1
�
2

√
π


∞
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2
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3. Simulated Penetration Experiment of
Virus in Antiepidemic Prevention Clothing

3.1. Research Object. 2e research object of this article is the
research of special clothing design for epidemic prevention
and medical treatment based on mathematical model
analysis. According to the principle of mathematical model
analysis and analytic hierarchy process, this article considers
and tests various factors, such as the spatial structure of
material molecules and the penetration rate of dust particles
and pathogenic bacteria, of special medical clothing for
epidemic prevention. From this, the key points of the design
of special antiepidemic medical clothing are extracted and
promoted to the production and use of antiepidemic
clothing. 2is article uses the finished product of the anti-
epidemic suit as a sample to conduct a simulated penetration
test of pathogenic bacteria. Under the premise of ensuring

the most important antiepidemic function requirements of
antiepidemic clothing and controlling a certain cost, the
design of special antiepidemic medical clothing through this
research can provide excellent antiepidemic clothing design
options for antiepidemic clothing manufacturers. 2is re-
search proposes designing and improving the performance
of antiepidemic clothing according to the needs of different
users, improving the quality of antiepidemic work, and
saving certain production costs.

3.2. Pathogenic Bacteria Simulated Permeation Experiment
Design. 2e purpose of this research is to analyze, design,
and improve the design of special medical clothing for
epidemic prevention through mathematical models, in-
cluding the evaluation of various factors such as fabric se-
lection, stitching technology, and finished product
production. In this article, the pathogenic bacteria simula-
tion penetration experiment is divided into the following
steps. 2e first step is to understand the key points and
quality evaluation methods of epidemic prevention clothing
design through literature research and consultation with
professionals and establish a quality evaluation index system
for epidemic prevention clothing. 2e second step is to
understand the current application of mathematical models
in the medical field and clothing design, analyze the
problems in the design of antiepidemic clothing in the past,
and establish a hierarchical analysis model for the quality of
antiepidemic clothing based on mathematical model anal-
ysis. 2e third step is to detect the functional characteristics
of the antiepidemic clothing through the pathogenic bacteria
simulation penetration test and predict the performance
failure time of the antiepidemic clothing under different
conditions based on the performance of the antiepidemic
clothing in various aspects over time until it fails to remind
the user to replace it in time. Finally, through the established
analytic hierarchy model for the quality evaluation of epi-
demic prevention clothing, data processing and error
analysis are performed on the results of the simulation
experiment to verify the feasibility of the design scheme and
the reliability of the quality of the epidemic prevention
clothing. Based on this, it can provide manufacturers with
antiepidemic clothing design plans and suggestions on
production factors such as fabric selection and stitching
technology.2emain framework of this research is shown in
Figure 1.

3.3. Experimental Data Processing and Error Analysis.
According to the requirements of the simulation test, this
article improves the detection method of the antiepidemic
clothing material space structure and the pollutant pene-
tration rate and further calculates some important indicators
that need to be used in the analysis of the simulation test
results. 2e service life of the antiepidemic clothing, that is,
the failure time of the antiepidemic performance of the
antiepidemic clothing, is mainly affected by the penetration
of pollutants, temperature, and material deformation. To
this end, this article discusses the detection methods of the
above two factors, mainly through the average rate of
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pollutant penetration and the mechanical stress of the
material deformation of the epidemic prevention clothing to
evaluate the failure time of its epidemic prevention per-
formance. Among them, the mechanical stress Ms of the
deformation of the antiepidemic clothing material can be
calculated by the following formula:

Msx � ρg
u

������
u
2

+ v
2



C
2
s

,

Msy � ρg
v

������
u
2

+ v
2



C
2
s

,
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���������

M
2
sx + M

2
sy



.

(17)

Among them, Msx and Msy represent the component
stress of the mechanical stress of material deformation in the
x-direction and y-direction, respectively. ρ and g are the
density and gravitational acceleration of the antiepidemic
clothing material. 2e pollutant average penetration rate ω
can be obtained by the following formula, where ωmax and
ωmin are the maximum and minimum penetration rates of
the pollutants.

ω �
ωmax + ωmin +

���������
ωmax · ωmin

√
( 

3
. (18)

4. Discussion on Penetration Experiment of
Virus in Antiepidemic Clothing Quality

4.1. Analysis of the Selection of Design Fabrics for Epidemic
Prevention Clothing. Antiepidemic clothing is also called
isolation gown. Its most important functional requirement
is to prevent viruses, bacteria, and other infectious agents
from contacting the human body. 2erefore, the choice of
fabric for antiepidemic clothing should meet the require-
ments of good skin-friendliness and comfortable wearing
and has the advantages of being nontoxic and odorless,
efficient bacteria isolation, high strength, and good

filtration performance and can achieve antistatic, antial-
cohol, antiplasma, and water-repellent properties and
water production and other performance requirements.
2e general components of antiepidemic clothing fabrics
include spun-bonded nonwoven fabric SNF, melt-blown
nonwoven fabric MNF, composite nonwoven fabric CNF,
PE waterproof and breathable film PEF, TPU composite
film, and three-layer thousand mesh TTM. In this article,
the moisture resistance of these fabric components was
investigated, and the results are shown in Table 2.

According to related research, this article analyzes the
moisture permeability of the antiepidemic clothing fabric
components and compares spun-bonded nonwoven fabrics,
melt-blown nonwoven fabrics, composite nonwoven fabrics,
PE waterproof breathable membrane, TPU composite
membrane, and three-layer thousand net. 2e moisture
permeability of the material composition is examined by
evaluating the resistance of the fabric composition under
different humidity. As shown in Figure 2, among all the
fabric components, PE film and TPU composite film have
the lowest moisture resistance and the best waterproof and
moisture permeability, which can be used as an important
reference factor for fabric selection.

4.2.Analysis on SpinningTechnology ofAntiepidemicClothing
Design. According to the survey, the current spinning
technologies for apparel design and production mainly
include five commonly used spinning technologies, in-
cluding electric spinning, liquid crystal spinning, melt-jet
spinning, solution spinning, and electrostatic spinning. As
shown in Table 3, this article compares the heat dissipation
performance, waterproof and breathable performance,
moisture permeability, and bacteria isolation and electro-
static characteristics of clothing made by five spinning
technologies. Antiepidemic clothing is special medical
clothing with special functional requirements. Considering
the needs of isolation of bacteria and viruses and repeated
use of disinfection and sterilization, this article uses elec-
trostatic spinning technology to carry out the antiepidemic

Antiepidemic medical
special clothing design

Epidemic prevention research
and clothing design theory Literature review

Quality evaluation index system
of antiepidemic clothing

Hierarchical analysis model for the
quality evaluation of epidemic

prevention clothing

Calculate the weight of the quality
evaluation index of epidemic

prevention clothing

Refine the key points of the antiepidemic
clothing design and

improve the design plan

Antiepidemic clothing quality
detection virus invasion
simulation experiment

Mathematical
model analysis

Analytic
hierarchy process

Research background

Figure 1: Research framework of antiepidemic clothing design based on the mathematical model.
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clothing waterproof and breathable composite membrane
experiment.

According to survey statistics, among the five spinning
technologies, the antiepidemic clothingmade by electrostatic
spinning technology has the most superior performance. As
shown in Figure 3, this article uses a hundred-point system
to score the performance of the epidemic prevention
clothing under these spinning technologies. 2e heat dis-
sipation performance, waterproof and breathable perfor-
mance, moisture permeability, and bacteria isolation
characteristics of the epidemic prevention clothing under the
electrostatic spinning technology are all rated at 80 points
and above. Its electrostatic characteristics are only 43.86,
which best fits all the functional requirements of epidemic
prevention clothing.

4.3. Protective Function of Antiepidemic Clothing Design.
For the design of medical clothing, the protective function is
an indispensable factor in all considerations, and the design
of special medical clothing for epidemic prevention is even

more so. 2is article studies the protective functions of the
antiepidemic clothing from its antifouling, antibacterial,
anticorrosion, antiradiation, and antistatic properties.
According to the principles of physical and chemical testing,
this study conducted physical and chemical experimental
tests on the above protective functions of the antiepidemic
clothing design. 2e test results are shown in Table 4.

2rough relevant case studies and consultation with
experts, this article tested the main evaluation indicators of
the protective function of the antiepidemic clothing and
ranked the importance of the indicators according to the test
results. As shown in Figure 4, it is obvious that the protective
function of epidemic prevention clothing is mainly reflected
in the performance of antifouling and antibacterial prop-
erties. 2erefore, the advantages and disadvantages of these
two properties are the main factors for evaluating the
protection function of epidemic prevention clothing. On the
whole, the importance of antifouling and antibacterial
properties of antiepidemic clothing reached 0.5764 and
0.4386, respectively, which are the primary evaluation in-
dicators for protective functions.

Table 2: Waterproof and moisture permeability of antiepidemic clothing fabric components.

Humidity SNF MNF CNF PEF TTM TPUF
0 29.87 15.36 6.19 3.88 23.54 27.68
2 34.79 27.44 5.97 4.69 39.86 31.87
4 34.63 29.38 8.96 9.98 20.71 15.54
6 33.06 33.87 10.39 8.99 8.64 13.65
8 35.97 51.65 17.48 9.97 15.69 23.04
10 39.86 58.34 19.86 12.28 26.38 18.97
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Figure 2: Moisture resistance of fabric components of epidemic prevention clothing.

Table 3: Comparison of performance of antiepidemic clothing with different spinning technologies.

Spinning technology Heat dissipation Waterproof and breathable Moisture permeability Bacteria isolation Static electricity
Electric 41.26 42.68 54.42 66.25 91.54
Liquid crystal 54.83 59.86 47.36 51.44 87.63
Melt-jet 46.34 48.75 65.34 68.49 58.76
Solution 78.36 66.87 78.17 71.63 76.49
Electrostatic 89.64 83.62 90.38 88.74 43.68
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4.4. Antiepidemic Clothing Design Quality Evaluation Test.
According to the quality evaluation index system of anti-
epidemic clothing discussed and established in this article,
this paper calculates and counts the weights of all first-level
quality evaluation indexes, as shown in Table 5. Combined
with the introduction of the quality evaluation index system
and the data in the table below, it can be seen that the A1
index, which is the epidemic prevention performance index,
accounts for the most weight among all the first-level quality
evaluation indexes. It can be seen that the evaluation of
antiepidemic performance should be the primary reference
factor for the design of antiepidemic clothing and the first
evaluation index for quality evaluation.

In the method part, this article discusses the index
system for the quality evaluation of epidemic prevention
clothing. 2e quality evaluation is divided into three levels
according to the degree of importance and the different
coverage. In the process of detecting the quality of anti-
epidemic clothing through the simulated invasion experi-
ment of pathogenic bacteria, this article uses mathematical
models and related computer software to calculate and
process the weights of quality evaluation indicators. 2e
weights of the first-level indicators obtained by the exper-
imental statistics are shown in Figure 5. It can be seen from
the figure that the weights of the three indicatorsA1,A2, and
A3, namely, fabric selection, spinning coating, and epidemic
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Figure 3: Performance comparison of antiepidemic clothing spinning technology.

Table 4: Experimental test of the protective function of antiepidemic clothing.

Protection A B C D E F
Antifouling 0.2834 0.2639 0.1706 0.1225 0.1018 0.1008
Antibacterial 0.3416 0.3097 0.2034 0.1674 0.1497 0.1597
Anticorrosion 0.3025 0.2769 0.1627 0.1106 0.0985 0.0875
Antiradiation 0.3837 0.3325 0.2234 0.1577 0.1234 0.1198
Antistatic 0.4386 0.2937 0.1875 0.0908 0.0839 0.0765
Total 0.5764 0.4386 0.3458 0.2147 0.1894 0.1234
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Figure 4: 2e test situation of the protective function of epidemic prevention clothing.
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Table 5: Weights of quality evaluation indicators for epidemic prevention clothing.

Expert A1 A2 A3 A4 A5 A6 A7
1 0.2973 0.3312 0.0525 0.0521 0.2005 0.0605 0.0861
2 0.1976 0.2523 0.0402 0.1245 0.2318 0.1633 0.0713
3 0.3876 0.2791 0.0263 0.0119 0.3195 0.1012 0.0123
4 0.3112 0.2274 0.1076 0.0428 0.1693 0.0655 0.0781
5 0.3745 0.1828 0.1485 0.0345 0.3198 0.0748 0.0432
6 0.1908 0.3968 0.0323 0.1253 0.2291 0.0895 0.0358
7 0.2923 0.1987 0.0709 0.0482 0.4712 0.1179 0.1371
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Figure 5: Weights of evaluation indicators for the quality of antiepidemic clothing.

Table 6: Survey of satisfaction with the quality of antiepidemic clothing.

Objects Style Color Comfort Fabric Sewing Performance
A 54 58 74 78 66 72
B 68 63 82 45 68 69
C 75 74 67 54 61 83
D 66 54 86 63 78 78
E 72 49 91 38 84 94
F 83 66 78 59 71 91
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Figure 6: Satisfaction evaluation of antiepidemic clothing quality indicators.
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prevention performance, are significantly higher than the
other first-level indicators. 2erefore, it is the main factor in
the design of epidemic prevention clothing.

4.5. Satisfaction Survey on the Use of Antiepidemic Clothing.
According to the quality evaluation and analysis of the
antiepidemic clothing, this article randomly selected a part
of medical staff as the survey subjects and conducted an
interview survey on their satisfaction with the quality of the
antiepidemic clothing samples designed in this study. 2is
article mainly uses a hundred-point system to conduct a
satisfaction survey from the aspects of antiepidemic clothing
style, color, comfort, fabric, sewing technology, and per-
formance. Table 6 shows the satisfaction survey results of
some medical staff survey subjects.

In order to understand the medical staff survey subjects
and the satisfaction of more users of the epidemic prevention
clothes with the design of the epidemic prevention clothes in
this study, this article divides the result data of the interview
survey into six groups, each of 20 medical staff survey
subjects, and selects their quality of the epidemic prevention
clothes. 2e median of the satisfaction scores is plotted as a
scatter plot as shown in Figure 6. As shown in the figure, the
satisfaction scores of all the survey respondents for the
antiepidemic performance of the antiepidemic clothing are
higher than 60 points, which shows that the antiepidemic
clothing designed in this study has a higher antiepidemic
performance.

5. Conclusions

2is article focuses on the shortage of medical resources in
the epidemic prevention work of medical staff during the
epidemic of new coronary pneumonia, especially the
shortage of special epidemic prevention medical clothing
and the failure of protection caused by the quality of epi-
demic prevention clothing, and proposes special epidemic
prevention medical services based on mathematical model
analysis. In the research on clothing design, during the
investigation of the epidemic prevention work during the
epidemic, this article found that with the prolonged wearing
time of the epidemic prevention clothing of medical staff, the
deformation of the epidemic prevention clothing is caused
by the heat generated by the medical staff and the stretching
activities of the limbs and the ineffectiveness of the epidemic
prevention function is caused by the invasion of the virus to
the doctors and nurses. 2e personnel caused a great threat
to their lives. In addition, the inconvenience is caused by the
cumbersome disinfection and replacement of antiepidemic
suits and the waste of medical resources caused by accidental
pollution under the exhausted state of long-term work
hinders the smooth implementation of the epidemic pre-
vention work. Based on this, this article proposes a design
plan for special medical clothing for epidemic prevention
based onmathematical model analysis. Under the premise of
ensuring the soundness of the epidemic prevention function
of the epidemic prevention clothing, it further predicts the
time when the epidemic prevention clothing fails to remind

medical staff to replace it in time. On the basis of ensuring
quality, it can also be designed and improved according to
the convenience of wearing, heat dissipation and ventilation,
and comfort to provide technical support and safety guar-
antee for epidemic prevention.

Based on the mathematical model and the analytic hi-
erarchy process, this paper establishes an analytic hierarchy
model for the quality evaluation of epidemic prevention
clothing to evaluate the quality of the design of the epidemic
prevention clothing. 2rough the analysis of the results of
the simulated penetration experiment of pathogenic bac-
teria, the antiepidemic clothing designed in this study can be
used multiple times after disinfection without changing the
molecular structure when the epidemic is not serious, and its
antiepidemic function can be maintained for up to two
months. Compared with the traditional clothing design
method, the quality assessment of the antiepidemic clothing
design method based on the mathematical model in this
study is more accurate, the antiepidemic performance is
more guaranteed, and the failure time of its antiepidemic
function can be accurately predicted, and the designed
antiepidemic clothing is convenient to wear and heat dis-
sipation. 2e performance of breathability and comfort is
also superior.

Since the antiepidemic clothing is designed with special
functional requirements as the goal, this article mainly
discusses the design factors of antiepidemic functions and
performance degradation of the antiepidemic clothing, and
there is no specific consideration for the production, sales,
and disposal of the antiepidemic clothing. 2erefore, this
study still has many limitations. In particular, the impact of
the industrial supply chain and external market environ-
ment, production costs, and sales prices of antiepidemic
clothing operations on the design of antiepidemic clothing is
not considered or analyzed. We hope that in the future, we
can conduct in-depth research from these aspects, make full
use of the characteristics of mathematical model analysis,
and provide better solutions for the design of epidemic
prevention clothing.
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[7] É. Fontana, R. Donca, E. Mancusi, A. A. Ulson De Souza, and
S. M. A. Guelli Ulson De Souza, “Mathematical modeling and
numerical simulation of heat and moisture transfer in a
porous textile medium,” =e Journal of the Textile Institute,
vol. 107, no. 5, pp. 672–682, 2016.

[8] Y. Yue, Y. Aixi, X. Wenxia et al., “Strategies suggested for
emergency diagnosis and treatment of traumatic orthopedics
in the epidemic of COVID-19,” Chinese Journal of Ortho-
paedic Trauma, vol. 22, no. 02, pp. 123–127, 2020.

[9] R. S. Luan, X. Wang, X. Sun et al., “Epidemiology, treatment,
and epidemic prevention and control of the coronavirus
disease 2019: a review,” Sichuan da xue xue bao. Yi Xue
Ban� Journal of Sichuan University. Medical Science Edition,
vol. 51, no. 2, pp. 131–138, 2020.

[10] Q. Cai, Y. Mi, Z. Chu, Y. Zheng, F. Chen, and Y. Liu, “Demand
analysis andmanagement suggestion: sharing epidemiological
data among medical institutions in megacities for epidemic
prevention and control,” Journal of Shanghai Jiaotong Uni-
versity (Science), vol. 25, no. 2, pp. 137–139, 2020.

[11] D. Xu, Y. He, Y. Yu, and Q. Zhang, “Multiple parameter
determination in textile material design: a Bayesian inference
approach based on simulation,” Mathematics and Computers
in Simulation, vol. 151, no. 9, pp. 1–14, 2018.

[12] A. Cay, G. Gurlek, and N. Oglakcioglu, “Analysis and
modeling of drying behavior of knitted textile materials,”
Drying Technology, vol. 35, no. 4, pp. 509–521, 2017.

[13] A. Rahi, “Correction to: crack mathematical modeling to
study the vibration analysis of cracked micro beams based on
the MCST,” Microsystem Technologies, vol. 24, no. 7,
pp. 3217–3223, 2018.

[14] Y. Liuhua, W. Hong-Jiang, W. U. Ai-Xiang et al., “Regulation
and a mathematical model of underflow in paste thickeners
based on a circular system design,” Chinese Journal of En-
gineering, vol. 39, no. 10, pp. 1507–1511, 2017.

[15] S.-B. Tsai, M.-F. Chien, Y. Xue et al., “Using the fuzzy dematel
to determine environmental performance: a case of printed
circuit board industry in taiwan,” PLoS One, vol. 10, no. 6,
Article ID e0129153, 2015.

[16] O. Niculescu, L. Albu, M. C. Loghin, C. Gaidau, L. Miu, and
G. Coara, “New products based on essential oils for the
treatment of medical furs,” Revista de Chimie, vol. 70, no. 3,
pp. 765–768, 2019.

[17] S. Subramanian, “Healthcare impact of COVID-19 epidemic
in India: a stochastic mathematical model,” Medical Journal
Armed Forces India, vol. 76, no. 2, pp. 147–155, 2020.

[18] K. Mumse, “Mathematical modeling of tracer kinetics for
medical applications,” International Journal of Mathematics,
Game =eory, and Algebra, vol. 27, no. 3, pp. 323–358, 2018.
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With the development of computational simulation technology, the need for stable and immersive display effects of space scene
animation in the field of life experience and visual art has gradually increased. In this case, the requirements for immersive
characteristics of space scene animation have also been strengthened. ,e existing 3D space scene animation has a limited degree
of stereoscopic display model and data visualization. However, the current space scene interactive animation adopts a plane layout
as a whole, and the size of the view interface is generally fixed, including the size of virtual elements. However, the immersion in
this paper interactive animation of spatial scene can effectively solve the problems of incomplete display of 3D effects and unstable
view simulation in 3D effects. ,is paper takes immersive space scene animation as the research object and studies the 3D and
characteristics of space scene animation based on computer parallel computing in different immersive space scenes and different
virtual space technologies, as well as the animation effects of different scene transformations and art forms. ,e result of research
shows that, with the continuous increase of the degree of virtuality within a certain range, the immersive effect of spatial scene
interactive animation gradually becomes better. When the color of the space scene animation is below 15, the virtual immersive
effect changes less. When the space scene is in the range of 15–20, the space scene will make people feel the atmosphere of a
beautiful and mysterious illusion.

1. Introduction

Scene interactive animation as a new technology with great
application prospects has attracted the attention of many
scientific researchers and emerging Internet film and tele-
vision companies. Scene interactive animation is also sim-
ulating the visual effects of the human body. In an immersive
space environment, the light and temperature around the
bodymust first be sensed.,e body will process the light that
the eyes can see and feel the image in the brain.,e design of
the animation scene has a great influence on the decoration
and lyric of the animation.,e key to the optimization of the
space control of the animation simulation system is the real-
time detection of the immersive space environment and the
frequency conversion speed control according to the data
flow. Real-time detection of data flow is the prerequisite and
basis for the overall system optimization of spatial scene
control. ,e use of 3D video data stored on the disk requires

a large experience space and low security and stability.
Computer vision technology is used to design an immersive
space scene interactive animation model, combined with
image processing technology, parallel computing the data
flow of the model according to the changing state of the data
flow. ,e LPC fuzzy controller adjusts the output rate of the
animation through the control of the frequency converter to
enable the development of scene interactive animation enter
a new era.

,e image collection data are greatly affected by the in-
ternal factors of the collector, and it is difficult to adapt the
material to the broad population. Lv et al. conducted research
on visual animation modeling algorithms and proposed the
applicability and theoretical basis of visual animation mod-
eling [1]. Ciccone et al. used the multidimensional data
analysis method of space model computer parallel algorithm
theory to study the characteristics of immersive space ele-
ments [2]. Liu et al. proposed GSI’s momentum three-
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dimensional space quantization element theory by studying
the label operation theory of the basic software technology
Internet engineering principles and further processed visual
images on the basis of big data to obtain the supernatural
characteristics of the elements [3]. Buchanan’s application in
3D visual animation mostly focuses on conventional models
and researching space scenes, and the research is not accurate
to the movements of creatures in immersive space scenes [4].
Gottesman used SGP to study the design and realization of the
linkage between physical space and action and proposed a
parallel computing immersive space model to accurately and
objectively analyze and restore the behavior mode of ani-
mation [5].

,e main research direction of scene interactive ani-
mation is to count the running data from the observation
point to the target, the displacement form, and the decent
relative reference value based on the virtual picture. Luo
et al. analyzed the algorithm of the 3D tuple expected target
model based on the GSP technology in the stable operation
stage, did not adjust the speed, and proposed the immersive
space and the Internet of things vision theory [6]. Colleen
and Jones used the spatial distribution data that GSP keeps
running at the power frequency, combined with GIS net-
work analysis to determine the optimal configuration of
service facilities [7]. Guimaraes et al. proposed that, in the
process of actual use of GSP, it is clearly not possible to
achieve the immersive effect of the animation system in this
operating mode [8]. Lee et al. calculated the number and
behavior of models by acquiring images on the spot and
proposed a graph matching model under computer parallel
computing [9]. Fang and Guo proposed that the digital
animation scene is tilted at a certain angle to collect the
animation image containing laser stripes in the set area and
upload the image data to the ground control center infor-
mation processing platform through the Ethernet optical
cable through the network switch [10].

,is paper studies the artistic effects of interactive
animation of immersive spatial scenes based on computer
vision technology. Immersive spatial scene interactive
animation can effectively solve the problems of incomplete
display of 3D effects and unstable view simulation in 3D
effects. ,is paper studies the 3D and characteristics of
space scene animation based on computer parallel com-
puting in different immersive space scenes and different
virtual space technologies, as well as the immersive char-
acteristics of animation effects under different scene
transformations and art forms. ,is paper studies an
immersive interaction method based on virtual spatial data,
which solves the problem of relying on image interaction in
traditional spatial data interaction methods, allowing all
users to immerse all attention in the spatial data visuali-
zation window and enhance the visualization of spatial data
interactive experience.

2. Immersive Space Scene
Interactive Animation

2.1. 3DSpaceLoftingModule. ,e interaction between vision
and light is a typical problem of flexible interactive

animation architecture [11]. ,e changes of the space
scene are divided into different interfaces according to the
different animation architectures, and the extremely high
distribution and modular characteristics of the defor-
mation field show the animation elements of the space
scene and change according to the changes of the space
scene. In the process of the interaction of the lofting
module, the dividing line of the transmission of the light
parameters destroyed the interaction of the space archi-
tecture, and the interface of three key factors soon
appeared [12]. Using CXF software to calculate the
smooth average reynolds equation and the S-shed three-
dimensional space calculation method, using the SST
model as the prototype, because the STK model has a
better ability to capture light passing, the introduction of a
new intermittent transition model can be expressed by the
following equation:

z

zt
ρc  +

z

zxj

ρUjc  � Pc1 − Ec1 − Ec2

+
z

zxj

μ +
μt

σc

 
zc

zxj

 .
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,e reason for the intermittent period characterized by
the equal space of elements c is that the light cannot be
stagnant and cannot remain stationary with the state un-
changed, while Pc and Ec pass through the highly balanced
space of the format, according to the sequence equation
after a certain time [13]. ANSYS software is used to analyze
the immersive space architecture of the computer vision
architecture and perform 3D analysis, so that the com-
ponents that can be driven can adapt to the immersive
space scene and are limited by capacity. ,e dispersion
control equation is

Mu″ + Cu′ + Ku � F(t). (2)

Among them, M, C, and K are the immersive effect
linear table, the parallel calculation table, and the visual
stiffness linear table; F(t) is the transient cohesion of the
animated pixels acting on the 3D architecture. Hb-Jm
multidimensional animation high poly computer MXF
(multifield solver) is used to realize image data transmis-
sion between ordinary computers and professional image
processing computers. In each time state of the state change
process, it is applied to the immersive scene and visual
effect, respectively, and the interface data are calculated
through multiple recursions until the recursive conver-
gence condition is satisfied. In the process of animation
adjustment, the computer visualization simulation calcu-
lation method must visually model the body structure and
deformation parameters of the animation elements and use
function analysis tools to adjust the parameters [14].
Among them, the HiHe function is used the most in tuning
design. ,e HiHe type function is based on the original
animation ancestor vector line, which can digitally char-
acterize all possible animation model bodies in a given area.
It is an intuitive and simple model body digital method. Its
general formula is as follows:
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Y1(x) � Y10(x) + 
n

i�1
d1i × fi(x),

Y2(x) � Y20(x) + 
n

i�1
d2i × fi(x).

(3)

In the above formula, Y1, Y2 are the upper and Y10, Y20
are the lower body parameters of the model body; di1, di2 are
the functions of the upper and lower surfaces of the reference
model body; n is the design variables of the upper and lower
surfaces of the model body; f(x) are the number of design
variables and are the control functions corresponding to the
design parameters.

,e original HiHe function does not have a control
function for the trailing edge of the model posture, making
the digital space of the trailing edge of the model posture
unable to expand, limiting the diversity of model posture
adjustments. ,erefore, the formula for adding a multitype
functional function to the rear edge of the model body is

f(x) �

x
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(1 − x)e
− 20x
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sinp πx
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ln(0.5)

ln(q)
.

(4)

In the above formula, P is the image signal range pa-
rameter of the control function; q is a one-dimensional array
of length n-2, which controls the abscissa of the corre-
sponding position of the peak of the n-1 round function
because the shape of the leading edge of the animationmodel
is in the computer and the spatial scene under vision has a
greater impact, so the design variable points are encrypted at
the front edge of the animation model [15]. Take
q � [0.25 0.35 0.5 0.75]; the change of the slope of the co-
efficient control function, the decay speed of the coefficient
control function, and other parameters depend on experi-
ence. ,e space scene of the animation optimization
mathematical model determines the animation transfor-
mation speed and light efficiency of the space scene, and the
light that the space scene animation can carry is limited, so
the light efficiency is particularly important. For the ani-
mation model, the audio-visual ratio is the most important
performance indicator, which has a great impact on im-
proving the efficiency of animation [16]. ,erefore, taking
the audio-visual ratio of the animation model as the ob-
jective function, a generalized animation model objective
function model is established:

objective:max
CΕ
CD

 . (5)

Animation model optimization methods can be divided
into single-objective optimization and multiobjective opti-
mization. Single-objective optimization refers to the opti-
mization of a certain element in the optimization process;
multiobjective optimization refers to the range of one or

more design intervals. Choose a variety of working condi-
tions in the comprehensive interval of the weight function to
optimize the space scene. Single-objective optimization is
suitable for a relatively single animation model under target
working conditions, and excellent spatial scene conditions
can be obtained under target working conditions.,emodel
parameters need to be tested under different GUIs, and they
need to be considered to maintain better airflow efficiency at
large elevation angles. In this case, multiobjective optimi-
zation is more appropriate.

As shown in Table 1, the multiobjective optimization
idea of the animation model in the immersive space scene
can be expressed as the weight coefficient of the animation
model under different working conditions. It is a vector
corresponding to different design variables. ,e animation
model optimization process is based on the multiobjective
optimization process of the animation model of the im-
proved iterative algorithm. ,e animation algorithm is used
to randomly generate the initial animation; the first gen-
eration animation model set is generated within the design
interval and output to the animation model; the transfor-
mation solver X-fail calculates the performance of the an-
imation model set and then inputs the required data into the
main program to calculate the fitness [17]. ,e performance
comparison chart is shown in Figure 1.

,e accuracy and reliability of the X-type GUI view have
been applied and verified. In the initial stage of optimization,
in order to ensure the diversity of the animation, a larger
frame volume and cross-mutation probability are required.
In the later stage of optimization, the individual differences
of the animation model become smaller, and the operator
and fitness function must be readjusted to ensure the
continuous progress of the animation [18].

2.2. Space Scene Control Equation. ,e space scene control
equation of microanimation model works in an immersive
space scene, where the space atmosphere has a greater
impact. ,erefore, when analyzing the immersion charac-
teristics of the animation model, the influence of the light
effect must be considered, so the control equation of the flow
field uses the stable incompressible Navier–Stokes equation.

,e animation effect equation is
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,e frame number equations in the X and Y directions
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ρ u
zu

zx
+ v

zu

zy
  � μ

z
2
u

zx
2 +

z
2
u

zy
2  −

zp

zx
,

ρ u
zu

zx
+ v

zu

zy
  � μ

z
2
u

zx
2 +

z
2
u

zy
2  −

zp

zy
.

(7)

,e light equation is

zE

zx
+

zE

zy
� Q + W. (8)
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In the above equation, P is the immersion coefficient, u
and v are the components of the 2D animation transfor-
mation speeds X and Y, respectively, E is the total light of the
system, p is the number of pictures passed into the system,
and μ is the parallel calculation coefficient. ,e spatial scene
coefficients suitable for humans are shown in Table 2, and
the corresponding visual simulation coefficient diagram is
shown in Figure 2.

When the H cluster is selected for the opposition of
vision technology, the spatial scene cluster depends on the
parallel computing performance of the computer. Con-
sider that the coefficients of computer resource con-
sumption in the first and second groups are 1 and K,
respectively, 0 < k < 1. In this way, rich animation scenes
are obtained in the X1 and X2 user groups, and the user
visual angle of X2 is

U1 �
s − p1 − x1

x − p2 − 1 − x1( ,


U2 �
s − p1 − kx2

x − p2 − k 1 − x2( .


(9)

Suppose xi(i� 1, 2) is the viewing position outside the
animation scene, and the second-stage opposing solutions
can be obtained from equations (1) and (2) as follows:

Logistics

Logistics value added : 3D services and information flow to GUI

GUI effective demand and utility; choose to filter feedback; information
flow adds value

Suppliers of raw
materials Manufacturer Distributor GUI

Logistics
distributor Logistics

distributor
Logistics

distributor

Figure 1: 3D animation performance comparison chart.

Table 2: Space scene coefficients suitable for humans.

2D 3D 3D
immersive

3D
space scene Space scene change

0.8147 0.3517 0.9058 0.3816 0.8308
0.1576 0.0759 0.9706 0.6797 0.0540
0.6557 0.1622 0.0357 0.2551 0.7943
0.7060 0.4505 0.0318 0.2543 0.0838
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Figure 2: Space scene coefficients suitable for humans.

Table 1: Immersion factor of animation effect.

Number Multiframe Flash Virtual ,ree-dimensional Hand painted
1 3 3 3 7 7
2 4 6 4 2 2
3 5 7 6 1 1
4 3 2 3 3 3
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,erefore, the dynamic functions of 3D space scene A
and 3D space scene B are, respectively,
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So the first-order conditions are
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,us, the optimal immersive effects of the balanced 3D
space scene in the second stage are
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3D space sceneA chooses strategyH, and 3D space scene
B chooses strategy L. ,e immersive space scene experience
obtained by the two types of user experience animations is
the same as in case 1. ,erefore, the second-stage opposite
solution is still

x1 �
p2 − p1 + 1

2
,

x2 �
p2 − p1 + k

2
.

(14)

2.3. Space Scene Interactive Animation Model Architecture.
,e traditional DMax-Mod model mainly uses computer
parallel computing as the basis and uses the associated al-
gorithm view processing system and the analog computing
controller and receiver of the DMax-Mod model to generate
animation effects [17]. In order to improve the real feeling of
space scene animation, the created space scene animation
elements adopt compound computing simulation technology
to generate immersive space scene animation effects [19]. ,e
scene setting of 3D animation is oriented to scenes such as real
space-time, virtual space-time, fantasy space-time, and indoor
and outdoor space-time. ,e visual performance of 3D an-
imation scenes in time and space is affected by factors such as
composition form and perspective relationship. For the
influencing factors in the scene, designers need to design and
operate skillfully to jointly construct a realistic visual expe-
rience and make people feel a special sense of beauty. Light is
an important part of the visual performance of 3D design, and
it is a form of reproducing realistic images through 3D an-
imation data models [20]. Color selection is based on the
characteristics of the elements to be represented in 3D ani-
mation design. ,erefore, the color setting of 3D animation
should be able to fully express the main characteristics of the
design objects in 3D animation, and at the same time, it must
conform to the creativity of 3D animation design. ,e color
design keynote speech of 3D animation is based on the color
of the entire animation scene as its support and performance.
,erefore, when designing the entire 3D animation scene,
color features should be used to express the emotions that the
entire animation wants to express and the ideas the author
wants to convey [21]. When watching the 3D animation
design, the first thing to show the audience is the entire design
scene and color characteristics, whichmakes the images in the
animation more prominent and also reflects the design style
of the animation.

3. Interactive Animation Experiment Design of
Immersive Space Scene

3.1. Research Objects. ,is experiment takes space scene
interactive animation as the research object, adopts a
staggered tower layout of upper and lower layers, and further
researches on the basis of the existing technology 3D
multidimensional animation space scene animation visual
effects and immersive concept. ,e technical scheme
adopted in the practical model includes 4 animation attri-
butes, including basic pictures and images, new vision
technology, computer parallel computing capabilities, and
variable coefficients of immersive space scenes. ,e
immersive effect coefficients of the 3D three-dimensional
design model and the practical model are equally distributed
in the x, y, and z directions. ,e three-dimensional display
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table is circular, and the interactive scene animation is
equally prominent in the three-dimensional direction.

3.2. Interactive Animation Design of Space Scene. Animation
development tools combine many of the chaos of traditional
animation production to help people who do not have
animation development develop new applications. In this
regard, this paper uses Scrartch (a tool for developing video
games) and interactive animation (for developing immersive
spatial scenes) to design interactive animation experiments.
,e advantage of this tool is that it uses a block-based vi-
sualization language and it must be assembled to design new
3D visual animation behaviors. ,is method of animation
has become popular and has been used to create many block-
based microworlds.

Based on Zie and Internet, the 3D remote animation
system is designed, and the low packet loss rate of the node
ad hoc network ensures the reliability of remote data
transmission and remote real-time control. ,e feedback
feedforward linearization decoupling method is used to
realize the decoupling control of the interactive animation
network embedded. ,e integrated use of visual sensor
technology, automatic detection technology, and parallel
computing technology realizes the remote collection of
immersive spatial environment data.,e design is based on
a commercial cloud platform; the visual animation
immersive space environment monitoring system is used
for remote monitoring of cloud platform environmental
data. ,e intelligent 3D character attribute model is
gradually applied to the animation experience process,
which has strong practicality in terms of visual logic feeling.
Design a mobile vision robot for the Internet of things to
realize interactive animation detection and search through
task coordination and control execution of a two-level
coupling hierarchical structure. According to the immer-
sive environment, set the best optimization of the envi-
ronmental variable collection model, monitor the effects of
immersive space models of different heights through
sensors, and use AMSL technology to achieve autonomous
obstacle avoidance. However, in the actual operating design
environment, due to the equipment support, the surface of
the smallest nanohardware is uneven at the nanolevel, and
the unplayed animation interface is easily damaged during
the robot’s travel, which affects the integrity of the de-
tection data acquisition. ,e NU-Spider animation system
is developed for the acquisition of large-scale interactive
animation phenotypes. ,e movement of the carrying
platform is controlled by high-speed immersive space
handles. ,e acquisition of large 3D-APP phenotype data is
achieved through equipment such as multispectral cameras
and spectrometers. It has not been applied in the relatively
closed environment of immersive space. ,e double-col-
umn structure provides longitudinal movement, forming a
four-degree-of-freedom movement platform. ,e bottom
is equipped with a high-definition camera, and the fuselage
is equipped with a high-efficiency visual sensor model for
monitoring the environment, and video, image data, and
control commands are aggregated through a wired and

wireless network bridge. Due to the small size of the basic
control algorithm data, GPRS/3G/4G/Zig technology is
used for transmission. And it is uniformly connected with
the big data center server and loops on the basis of
combining 3D elements to accurately collect unmanned
driving information, so as to realize the unmanned in-
spection of the test block, and finally the results are
uploaded to the mobile phone 3D-APP.

4. Immersive Space Scene Animation Effect

4.1. Effect of Spatial Scene Transformation. As shown in
Figure 3, a realistic 3D visual effect can be created efficiently
by changing various virtual scene models. Give life and
energy to the entire animated film.,e interactive animation
of the entire space scene is built on the virtual space, which is
a technology based on computer parallel computing and
computer vision processing.

As shown in Figure 4, different visual forms and crea-
tivity can be revealed through different transformations of
complex and rich scene spaces. For example, in a wide scene
space, the audience will feel a sense of comfort and tran-
quility, while a closed space will make the audience feel
depressed and nervous. By transforming various scene
spaces, people cannot help but feel a sense of shock.

As shown in Figure 5, people’s perceptions of light and
dark tones are very different, and they have no ability to
clearly recognize places where the sound is not high, and it is
easy to restore the designer’s actual prototype to enhance the
mystery in the fantasy atmosphere. ,e combined element
technology provides a 3D realistic model and has been
simulated in many modern animation production processes,
which has a more convincing performance. Film and tele-
vision animation has developed rapidly in recent years and
soon entered our lives, bringing the joy of our culture. In
order to bring better visual enjoyment to the audience, we
must continuously improve the modeling scene to make
room for better film and television works. In the production
of cartoons, it can be considered that the space has a stage,
and a simple space producer can complete the design
process. Most of the local people’s space disposal methods
are arranged around the horizon in a straight line combi-
nation. Using the combination of multiple layers of space
and creating a stage, the camera can shoot vertically
downwards or pan from top to top to bottom. In the form of
questions, you can leave room for the depth of the upper
four palm spaces and call these materials in the same order as
the stage, and the composition arrangement can be reduced
to the extent that only the most important parts are retained.

4.2. Interactive Animation of Spatial Scenes under Computer
Vision Technology. As shown in Figure 6, C2–C5 represent
different types of immersive spatial interactive animation.
,e current movies and TV animations are not only diverse
in types but also rich in forms. ,ere are two main methods:
two-dimensional animation, where the content of the story
is displayed in a flat form, presenting decorative features,
and appearing early; three-dimensional animation, also
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known as digital animation, which presents powerful
three-dimensional functions and provides the audience
with a true original viewing experience. It mainly depends
on computers and various types of software to complete it.
It is by far the most popular among audiences. ,e visual

perception data of different interaction types are shown in
Table 3.

,e similarity between two-dimensional animation and
three-dimensional animation is the animated form of mo-
tion, not static. As the time and space of the story change, the
scene space also changes. ,e animation space is constantly
changing, and the type of scene can be divided into two
parts: virtual and reality. In order to deeply analyze the
immersive scene in the virtual scene system, we must first
explore its basic elements, that is, how to correctly organize
the scene space. ,erefore, the scene space can be divided
into two types: the real space refers to the real space, and the
virtual space can be easily realized in animation production.
In fact, it does not exist in the actual range. ,is is a sim-
ulated space and cannot be touched. ,is type of space
focuses on the inner feeling of the display space.

As shown in Figure 7, a vivid virtual scene can be ef-
fectively created by changing various virtual scene spaces.
and makes the entire virtual film and television full of vi-
tality, avoiding being too boring. ,e entire virtual film and
television are based on the virtual model, which is a kind of
virtual art. It is mainly manifested in scenes that are not in
real life, such as unrealistic or surreal imagination. To a
certain extent, it brought a visual impact to the audience. By
linking the illusory feeling with the plot, we can create
mysterious and powerful scenes that stimulate the curiosity
of the audience and make them interested in the entire
virtual film and television.

As shown in Table 4, through different transformations
of complex and rich scene spaces, different art forms and
creative feelings can be revealed. For example, in a wide
scene space, the audience will feel a sense of comfort and
tranquility, while a closed space will make the audience feel
depressed and unable to breathe. As shown in Figure 8, the
transformation of various scene spaces can make people feel
scared.

As shown in Figure 9, the immersive animation effect of
computer vision can more accurately convey the emotional
appeal of the work itself, and the multimedia information
presentation method brought by computer vision innova-
tion can be used as a form of multimedia visual display. It
can provide users with a more realistic experience to a
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Table 3: Rich experience of immersive spatial interactive animation.

C2-1.75 C2-2 C2-2.5 C4-1.75 C4-2 C4-2.5 C5-1.75 C5-2 C5-2.5
2 0.02 0.021 0.022 0.0241 0.019 0.019 0.021 0.023 0.026
4 0.03 0.0301 0.0302 0.0305 0.0315 0.0362 0.0396 0.03875 0.03784
6 0.05 0.0569 0.0561 0.0521 0.0526 0.0596 0.0586 0.0523 0.05236
8 0.0705 0.0759 0.0769 0.0743 0.0754 0.0713 0.07265 0.0796 0.07698
10 0.13 0.1385 0.15 0.165 0.123 0.1345 0.152 0.12 0.136
12 0.18 0.186 0.175 0.185 0.195 0.145 0.162 0.169 0.185
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greater extent. Secondly, user immersive experience com-
munication methods can enrich users’ visual experience. As
shown in Table 5, mobile computer vision has changed the
way people watch animation from the classic flat multimedia
way. ,en, there are immersive animations, which means
that technological innovation brings us into the virtual
world, and the additional images generated by this tech-
nology bring rich emotional experience to users.

5. Conclusions

,e current immersive animation uses a lot of new model
algorithms, and this model algorithm can enable users to get
more emotional experience when experiencing animation.
Successful immersive animation is to bring users into the
virtual scene; it can drive the user’s mental feelings to
participate in this animation. Such animation will not only
make the user feel very excited but also more effectively
convey the ideas of the animation designer. In addition to
the above advantages, immersive animation also has some
shortcomings; that is, its data model is relatively large, and
specific hardware equipment is required for demonstration.
However, these problems cannot hinder the development of
immersive animation. It has all the visual characteristics.,e
way of expression is worth experiencing, and immersive
visual animation will also bring people a more multilevel
interactive experience.

Immersive animation is a digital product that we often
see in our daily lives. Immersive scene design is an important
part of immersive animation, providing special time and
space to play roles. Relying on the scene suitable for the
environment, it showed a more substantial and intense
performance. For China, many works are expensive to
produce. In terms of special effects and atmosphere, they lag
far behind the current special effects in Europe and the
United States, and they have a long way to go as in Western
countries many years ago.

Space scene animation is an animation mode that has
emerged in recent years. Due to its advantages of simple
operation and immersion, it is widely used in the civil field.
Interactive animation of spatial scene has the characteristics
of large demand, variable animation size, and variable
number of models. At present, the optimization and
debugging of space scene animation are in the climax of the
world, and the related immersion effect research is one of the
frontiers of space scene animation research. MAV is small in
size and high in speed of running animation. Its entire

simulation calculation loop is usually between tens of
thousands to hundreds of thousands. If the immersion in-
terference coefficient is further reduced, the immersion
effect experience index will be even higher, which is not
available in the previous conventional models.
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As a key element of ITS (intelligent traffic systems), traffic information collection facilities play a key role, with ITS being able to
analyze the state of mixed traffic more appropriately and can provide effective technical support for the design, management, and
the evaluation of constructions. Traffic Infrastructure. Focusing on image processing technology, this study takes pedestrians,
electric motor, and vehicles in mixed traffic flow as the research object, and Gaussian mixed model, Kalman filtering, and Fisher
linear discriminant are introduced in the recognition system. On this basis, the mixed motion flow data acquisition framework
model is elaborated in detail, which includes attribute extraction, object recognition, and object tracking. Given the difficulty in
capturing reliable images of objects in real traffic scenes, this study adopted a novel background and foreground classification
method with region proposal network so as to decrease the number of regions proposal from 2000 to 300, which can detect objects
fast and accurately. Experiments demonstrate that the designed programme can collect the flow data by detecting and tracking
moving object in the surveillance video for mixed traffic. Further integration of various modules to achieve integrated collection is
another important task for further research and development. In the future, research on dynamic calibration of monocular vision
will be carried out for distance measurement and speed measurement of vehicles and pedestrians.

1. Introduction

In mixed urban road traffic, pedestrians and electric
vehicles have a major impact on driving, which not only
threatens road safety but also leads to increased delays
and reduced traffic capacity. How to manage pedestrians
and traffic of electric motors and vehicles through traffic
management and control, effectively improve the ca-
pacity of urban road networks, especially at intersections,
reduce travel time for travelers, and improve passenger
safety has become one of the primary problems facing
urban transport in China. +erefore, more and more
intelligent traffic control systems have been developed
and applied in actual traffic management and control. As
the primary element of ITS, traffic information collection
facilities play a key role in many ITS systems.

Road pricing is one of the most important ways to reduce
the loss of traffic distribution efficiency. Kumar et al. studied
the loss of efficiency of the multi-level traffic balance dis-
tribution with elastic demand at road prices [1]. Barbosa
et al. proposed a novel vehicle detection model named
Priority Vehicle Image Detection Network based on
YOLOV3, for which a lightweight design strategy is adopted
to decrease the execution time of the proposedmodel [2]. Hu
et al. proposed a RepNet network for feature extraction of
vehicle, the focal loss function is adopted to reduce the
weight of simple samples, and the cosine similarity function
is used to judge the similarity between images [3]. +e study
of Pang et al. helps to improve the existing condition of
intersections and provides guidelines for providing adequate
pedestrian facilities at signalized intersections for safe and
comfortable crossing of pedestrian crosswalk [4–6].
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+rough field investigation of typical signalized inter-
sections at commercial hubs in Calcutta, the characteristics
of pedestrian movement are described. +is analysis takes
into account several attributes, such as the width of the road,
the age and gender of pedestrians, and whether they carry
any luggage. +e study found that pedestrians’ age and
gender had an impact on their speed; however, children were
observed to walk faster because they were accompanied by
their parents in most cases [7–10]. At crossroads, panicked
pedestrians like to run fairly fast on zebra signs. Interest-
ingly, it was found that the effect of carrying luggage on
walking speed was not significant at the study site.+erefore,
current research attempts to further investigate this fact by
conducting informal public opinion polls. +e survey of
about 50 road users showed that because most people walk
towards offices or business centers, they usually carry lighter
luggage and are often forced to walk very fast. In addition, at
the crosswalk, the speed will not change significantly with
the increase of traffic flow, which is due to the unrestricted
traffic flow. +e observed flow parameters are plotted, and
the scatter diagram indicates a wide range of data points that
mainly follow the Greenberg logarithmic model.

In this study, a frame model of automatic pedestrian and
nonmotor vehicle flow detection using image processing
technology is designed. On the basis of vehicle detection and
vehicle tracking modules commonly used in traditional vehicle
video acquisition system, for the convenience of data acquisition
of mixed traffic flow, four modules including “feature extrac-
tion,” “object recognition,” “object detection,” and “object
tracking” are developed for pedestrians, electric motors, and
vehicles inmixed traffic flow, and automatic detection system of
flow data. And a case of intersection of Liugong Avenue and
Heping Road was conducted to evaluate the effect of intelligent
traffic systems.

2. Proposed Method

2.1. Object Detection Based on Gaussian Mixed Model.
+e basic idea of the Gauss hybrid model is to use multiple
Gaussian models as a pixel location model, in order to improve
the model solid on the multimodal background. Regarding the
background of waving leaves, when the leaves move outside a
specific location, the pixel information on the site is represented
by aGaussmodel.When the leaves are suspended at the site, the
other is used [11–13]. +e Gaussian model represents the pixel
information of the location, so that the pixels in the new picture
will be regarded as the background regardless of the matching
with the Gaussian model, which can avoid the model taking the
shaking leaves as a moving target and increasing the robustness
of the model.

+e basic steps of the hybrid Gaussian model algorithm
are as follows.

2.1.1. 1e Definition of the Pixel Model

P(p) � wi(x, y, t), ui(x, y, t), σi(x, y, t)
2

  , (1)

I � f W
e
D1 + δe

( , (2)

Da � g W
d
I + δd

 . (3)

Each pixel is described by a number of single models:
i � 1, 2, . . . , k. +e value of k is generally between 3 and 5,
which indicates the number of single models in the mixture
Gaussian model, wi(x, y, t) represents the weight of each
model [14], ui(x, y, t) is the ratio of the height part of the
model to the lower part, and σi(x, y, t) represents the
correlation between the models.



k

i�1
wi(x, y, t) � 1. (4)

+ree parameters (weight, mean, and variance) deter-
mine a single model.

2.1.2. Updating the Parameters and Performing Foreground
Detection

Step 1: if the pixel value of the picture


k
i�1 wi(x, y, t) � 1 in the newly read video image

sequence matches the feature in the training model
library, the new pixel i � 1, 2, . . . , k matches |I(x, y,

t) − ui(x, y, t)|≤ λ · σi(x, y, t) the single model. If
there is a single model that matches the new pixel, it
is judged that the point is the background and enters
Step 2; if there is no model matching the new pixel,
the point is identified as the foreground and enters
Step 3.
Step 2: modify the weight of the single model matched
with the new pixel, dw � α · (1 − wi(x, y, t − 1)), and
the weight increment is expressed as follows [15, 16]:

wi(x, y, t) � wi(x, y, t − 1) + dw, (5)

where dw � α · (1 − wi(x, y, t − 1)), and α is weighting
factor.
Modify the mean and variance of the single model
matching the new pixels, as in the single Gaussian
model.
While Step 2 is completed, the program directly enters
Step 4.
Step 3: if the new pixel does not match any model and if
the current number of individual models has reached
the maximum number allowed, then the single model
with the least value in the current set of multiple models
is removed. +en, delete the original sample attribute
that entered the corresponding library so that the new
sample attribute remains in the specimen library.
A new single model is added. +e weight of the new
model is a smaller value (0.001 in experiment), the
mean value is the new pixel value, and the variance is a
given larger value.
Step 4: weighting normalization is carried as follows:

wi(x, y, t) �
wi(x, y, t)


k
j�1 wi(x, y, t)

, (i � 1, 2, . . . , k). (6)
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2.1.3. Sorting and Deleting of Multiple Single Gaussian
Models. In the mixed Gauss background model, each pixel
model is composed of multiple single Gaussian models
[17–19]. In order to improve the efficiency of the algorithm,
we need to sort the single Gauss model according to the
importance and delete the nonbackground model in time.

We assume that the background model has the following
characteristics: heavy weight with high frequency of back-
ground occurrence and small variance being with little
change in pixel value. Accordingly, we let

sort key �
wi(x, y, t)

σi(x, y, t)
. (7)

+e process of sorting and deleting is carried out as
follows: for each single model, first rank according to the
weight of the feature (sort key). If the weights of the first
N single models are satisfied 

N
i�1 wi(x, y, t)>T, then only

N single models are used as background models, and other
models are deleted; generally, T � 0.7.

2.2. Object Tracking Based on Kalman Filtering. In the
process of tracking a moving target by a mobile robot, the
movement of the target in a unit of time can be thought of
as uniform motion, so that the position and speed of a
target at a given time can be used to represent the target
motion state. To simplify the computational complexity
of the algorithm, two Kalman filters can be designed to
describe changes in target position and velocity in the X-
axis and Y-axis directions, respectively. Next, the ap-
plication of the Kalman filter in the direction of the X-axis
is discussed and the same applies to the direction of the Y-
axis.

+e motion equation of the object is as follows:

xk+1 � xk + vkT,

vk+1 � vk + akT.
 (8)

+e variables of which are the location, speed, and ac-
celeration of the target in the X-axis direction at t� k. xk

indicates the moving distance of the vehicle, vk represents
the instantaneous speed of the vehicle, and ak is acceleration.
Tas the time interval between k frame image and k+ 1 frame
image can be treated as change value. Equation (8) can be
described with matrix as follows:

xk+1 � xk + vk−1 + ak−1T( T. (9)

+e equation of state of the system is as follows:

Xk+1 � H(k)Xk + Wk. (10)

Among them, Xk � [xk + vk]T, the state vectors of the
Kalman filter system are as follows:

H(k) �
1 T

0 1
 ,wk �

0

akT
 , (11)

which are the dynamic noise vector of the system. According
to the observation equation, the observation noise is 0, so it is
0. After establishing the state equation and observation

equation of the above system, we can use Kalman filtering
equation to predict the position of the target in the next
frame by recursion method. At t� k time, the target position
identified by the target recognition algorithm in the K frame
image is recorded [20–22]. When the target appears for the
first time, it initializes the filter� [0], according to the ob-
served position of the target.

+e initial state vector covariance matrix of the system
can get a larger value on the diagonal line, and the value is
obtained according to the actual measurement situation.
However, after a period of filtering start-up, the influence is
not large.

+e predicted position X1′ of the target in the next frame
image is calculated by formula (1). In the vicinity of the
location, the local image of the next frame is searched, and
the centroid position is identified Z1. By updating formula
(2) to formula (5), we can update the covariance matrix of
the state vector and the state vector, prepare for the next step
prediction of the target position, and get the new prediction
location. X2′ Local search is carried out to get the new
centroid position Z2 of the target, which is calculated it-
eratively to achieve the tracking of the target object.

2.3. Feature Extraction Based on Fisher Linear Discriminant
Analysis. +e basic idea of Fisher linear discriminant
analysis (FLD) is to find a projection direction, so that when
the training sample is projected to this direction, the
maximum interclass distance and minimum intraclass
distance can be as large as possible. Later, the FLDmethod of
two kinds of problems was extended to many kinds of cases.
Let the pattern categories have c: w1, w2, . . . , wc, each cat-
egory has ni training samples; X is the collection of N
training samples, X1,. . .,Xn. +e mean subordinates of each
category and the mean values of the total sample are, re-
spectively, as follows [23, 24]:

μi �
1
ni


xk∈ωi

Xk, (12)

μ �
1
n



n

k�1
Xk. (13)

+e within-class scatter matrix Sw of the samples is as
follows:

Sw � 
c

i�1
Si, (14)

where Si � xk∈ωi
(Xk − μi)(Xk − μi)

T is the discrete-time
matrix.

+e between-class scatter matrix Sb of the samples is as
follows:

Sb � 
c

i�1
μi − μ(  μi − μ( 

T
. (15)

Fisher discriminant function is defined as follows:

Mathematical Problems in Engineering 3



JF(w) �
wTSbw
wTSww

, (16)

wherew denotes the transformation vector from the original
sample space to Fisher space. So the system can attain
maximum separability between different classes while
minimizing the within-class scatter by solving the optimi-
zation problem.

3. Key Technology and System Design

Based on the tracking results of the traffic flow data col-
lection from video and image editing, the integrated mixed
traffic flow collection framework is proposed according to
the traffic flow collection workflow and the characteristics of
the mixed traffic objects. Its structure is shown in Figure 1;
based on the object detection and monitoring unit, the
feature extraction unit and the object recognition unit are
used to identify pedestrians, motorcycles and vehicles and
improve adaptive background extraction and object detec-
tion information, as well as obstruction and interference in
the monitoring of mixed motion objects, as shown in
Figure 1.

3.1. 1e Characteristic Expression of Mixed Traffic Moving
Targets. Effective expression of moving target features is a
prerequisite for target recognition and classification. +e
quality of feature expression not only determines the con-
struction and performance of the classifier model in the
subsequent recognition process but also relates to the cor-
rectness of the classification output. Good feature attributes
should be able to increase the differences between different
target categories and narrow the differences between the
same categories. How to extract stable features reflecting the
nature of the target region from the moving region as input
parameters of the recognition system is the key to the study
of feature expression.

In order to design a video detection algorithm suitable
for mixed traffic conditions, the classification between motor
vehicles and nonmotor vehicles must be considered. Al-
though the 3D feature classification effect is good, the algo-
rithm complexity is high and the calculation time is long. It is
difficult to meet the needs of real-time detection. +e plane
image feature extraction algorithm is simple and can meet the
actual needs of real-time detection of mixed traffic flow.

Based on this, this study proposes a feature expression
method based on eccentricity vector for mixed traffic flow.
In view of the specific problems of event recognition, the
morphological characteristics and motion characteristics of
the target are taken into account, respectively, and the form
and motion characteristics of the target are expressed in
order to achieve better target recognition results. As the
movement of objects can cause the translation and
stretching changes of the features, it will seriously affect the
shape recognition of objects. +erefore, it is particularly
important to establish a morphological feature representa-
tion method with translation, expansion, and rotation in-
variance. At the same time, in view of the dynamic state of

moving objects in event recognition system, we choose the
motion on the target time series. Characteristic, further
constraints are added to target recognition. After pre-
processing the video image, the foreground object is
extracted, and the object forms a relatively complete contour.
We define the distance between the point on the contour and
the center of gravity of the object as the eccentricity and use a
set of vectors on the contour as the recognition feature
according to the counterclockwise sequence.

3.2. Object Tracking Model of Kalman Filtering. Filter is an
efficient recursive filter, which is often used for moving
target tracking. It is a data processing algorithm based on
observation information to derive optimal autoregression
for optimal state estimation and state observation, as shown
in Figure 2. First, a time varying transcendental model is
established; then the observation model is established
through observation information [25].

In summary, the implementation of the filter in moving
target tracking is as follows.

First, initialize the Kalman filter, include the initial
position of the moving target, measurement matrix, error
covariance, state transition matrix, and noise covariance,
and predict the state variables of the moving target. +e state
variables and observation variables on the moving target are
used in the Kalman filter equation set to update the error
covariance, gain and predict the position of the current
target, and update and iterate the state of the Kalman filter.

3.3. Image Classification Model Based on Region Proposal
Network. As can be seen from Figure 3, the object detector
by embedding fully convolutional network in Fast R-CNN is
designed, which achieves state-of-the-art intelligent trans-
portation, which decreases the number of region proposal
greatly [26–29]. +e designed detector consists of four parts.

Router

Router

Router

Cloud routing

Monitor

Monitor

Server processing
Pixel information

Pixel
information

Server processing

Router

Figure 1: Structure diagram of vehicle information recognition.
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(1) Convolution layer, VGG-16 network is adopted
which include 13 convolution layers, 13 ReLU layers,
and 4 pooling, the layer’s input is any size image, its
output, i.e., feature map’s size is (M/16)× (N/16),
and its number is 512.

(2) Region proposal network layer, that is fully con-
volutional network which can share weight of CNN,
whose input are feature maps, and the region pro-
posals are obtained, where anchors’ number k is 9 for
each sliding position, which are obtained according
to 3 scales and 3 aspect ratios, the reg layer has 4k
output, i.e., the coordinates of k boxes, and cls layer
outputs 2k scores to estimate each proposal being
foreground or background.
While the RPN is trained, we assign a binary class
label (of foreground or background) to each anchor;
if IoU overlap of an anchor’ is higher than 0.7, let it
be positive; if its IoU ratio is lower than 0.3, assign a
negative label; other anchors (0.3< IoU< 0.7) do not
contribute to the training objective.
+e adopted loss function for RPN is multitask loss,
consisting of the outputs of the cls and reg layers, i.e.,
2-class softmax loss for classification, where Lcls is log
loss over two classes (foreground vs background),
and the smooth L1 loss for regression is Lreg (ti, t∗i ),
which is written as follows:

L pi , ti (  �
1

Ncls


i

Lcls pi, p
∗
i( 

+ λ
1

Nreg


i

p
∗
i Lreg ti, t

∗
i( ,

(17)

where i is the index of an anchor and pi is the
predicted probability of anchor i being an object. If
the anchor is positive, p∗i � 1, and if the anchor is
negative, p∗i � 0. ti is 4 coordinates of the predicted
bounding box, and t∗i is that of the ground-truth box
associated with a positive anchor. +e second term
p∗i Lreg means the regression loss is activated only for
positive anchors. And in order to have the both cls
and reg terms with equally weight during the
training, let λ� 10 in the research [30–32].

(3) RoI pooling layer, whose inputs are feature maps and
proposal, and convert input of different sizes pro-
posals to fixed length representations (7× 7).

(4) +e classification and regression layer, whose inputs
are proposal feature maps, and whose outputs are the
classes and the positions of the proposal regions in
the image.

4. Experiments Conclusions

4.1.TargetQuantity Statistics. When the number of moving
targets is counted, the object detect is carried out, which
can be seen from Figure 4. +e number of moving targets
is counted by the vehicle information feature matching
method, and the detection line is displayed at the ap-
propriate position of the video image. When two moni-
toring frames appear on both sides of the detection line,
the distance between the vehicles is large enough to be
sure to identify the two vehicles, which increases the
number of moving targets. +is system represents the
vehicle with a blue rectangular frame and displays vehicle
information around the rectangular frame. Real scenes
often contain complex features, such as pedestrians and
people pushing cars. +e recognition rate of this system is
not very high and needs to be strengthened. Table 1 is
multiline traffic statistics. From the statistical results, the
marking method can accurately measure the number of
moving targets based on multitarget tracking, as shown in
Table 1.

4.2. Target Density. Density is an important parameter for
traffic management because it can describe the quality of
traffic operation and the proximity between the target and
the target.+e density of traffic flow is the number of moving
targets on the driveway in a unit length, and it can also be
expressed indirectly by the occupancy rate of vehicles. +e
results of the test are shown in Table 2.

+e detection location is multilane one-way lane, and
the time is daylight. +e width of each lane is meters, and
the length of each lane is meters. According to the sta-
tistical method in the previous section, the number of
vehicles is obtained and the density calculation is
realized.

p (x) Prediction
becomes more

uncertain

Correction
becomes more

certain

Measure-
ment

New
estimatePrediction

Old
estimate

(xk–1, Pk–1)⌃ ⌃
(xk, Pk)⌃ ⌃

(xk, Pk)⌃ ⌃
(yk, Rk)

(vk, Qk)
x

Figure 2: Object tracking of Kalman filtering.
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Figure 3: Image classification based on region proposal networks.

Car detections with p (car | box) ≥ 0.1

(a)

Motorbike detections with p (motorbike | box) ≥ 0.1

(b)

Person detections with p (person | box) ≥ 0.1

(c)

Figure 4: Moving target detection. (a) Cars. (b) Motor bicycles. (c) Pedestrians.

Table 1: Multilane traffic statistics.

Video
data

Video length
(minutes)

Equipment
acquisition (vehicle)

Artificial acquisition
(feature number)

Multiple inspection
(frequency)

Leak detection
(frequency)

Accuracy rate
(%)

Video 1 5.86 69 62 0 1 86.9
Video 2 8.64 187 201 0 5 92.3
Video 3 3.95 163 180 1 1 84.2

Table 2: Test results of moving target density.

Frame
number

Vehicle
number (cars)

Car density
(vehicles/sec)

Pedestrian density
(people/sec)

Truck density
(vehicles/sec)

Bicycle density
(vehicles/sec)

Motorcycle density
(vehicles/sec)

3 8 29.94 5.11 2.68 5.46 3.26
10 9 32.56 2.63 3.2 2.7 5.27
15 7 20.92 2.33 1.18 1.51 1.19
23 9 29.65 3.8 3.84 3.41 5.49
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4.3. Target Speed. Velocity calculation of moving target:
before moving target detection and tracking, we need to
calibrate the camera.+e formula for calculating the velocity
of a moving target is as follows:

v �
s

t
. (18)

Among them, the moving time and the moving distance
are considered, so we must find out the moving distance of
the target in the specified time. Pixel 640∗ 480 for video
capture: we need to calculate the actual distance of each row
of pixels in the image. w1, w2, w3, . . . , wN: for each row of
pixels after camera imaging, the distance is not equal in the
actual detection scene. But after the camera imaging, they
should have the same image distance H in the image.
+erefore, we need to map each row of pixels to the actual
distance according to the actual situation of the test scenario.

5. Conclusions

With the continuous development of urbanization and the
continuous growth of people’s travel demand, the travel
problem becomes more and more important to people’s
daily life.+ere are still many problems to be further studied,
including the following aspects. Although there are many
image processing methods, most of them are applied to
vehicle volume acquisition. +erefore, how to learn more
and better experience from vehicle image detection tech-
nology and improve the function of hybrid traffic flow ac-
quisition system based on image processing becomes one of
the tasks of the next stage of research work. Because this
research involves a lot of content, the goal of this study is to
propose a feasible theory and method of video mixed traffic
flow data acquisition. How to develop a more robust shadow
removal algorithm and hybrid traffic object detection
method in high density still needs to be further studied.

In this article, the framework of the mixed traffic flow
data acquisition system is proposed and the operation of
each module is performed. However, this study only pro-
vides the theoretical methods and basis for implementing
mixed motion video traffic, and there is still a gap with the
more mature trading system. +erefore, it is necessary to
further integrate all the modules and make a complete ac-
quisition, which is another important task for further re-
search and development. We will conduct research on the
dynamic calibration of one-eyed vision to measure the range
and speed of vehicles and pedestrians in the future.
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Ubiquitous Internet of*ings includes criteria, applications, and technologies for providing standard data.*e system can be used
to establish a comprehensive data database to facilitate people to better analyze, organize, and use these data, so as to improve the
reliability and sharing of data, to provide better services for users. *e purpose of this study is to propose and establish a specific
and reliable data exchange program to ensure the security of data exchange. Data security is to ensure the reliability of specific
security exchange process. *e emphasis of this study is the reliability analysis method and the verification method of exchange
process behavior. Based on the analysis of all abnormal phenomena in the Internet of *ings traffic, the basic characteristics of
network traffic, the basic properties of network traffic, and the theory of multiterminal power communication network anti-
interference model construction and noninterference model, the simulation experiment of anti-interference and security au-
thentication method is carried out. *e results show that, with the increase of the number of antennas, the false detection
probability decreases from 10−1 to 10−4, which can achieve better performance in the detection of active users. When network is
used in applications, HTTP+ SSL is the most widely used application for data authentication and security authentication. *e
market of anti-interference technology is developing rapidly.*e complex annual growth rate almost doubled in the international
market, and the market scale was significantly expanded, with an annual growth rate of about 50%.

1. Introduction

1.1. Background and Significance. In the process of data
security exchange, the exchange process is vulnerable to
attack. *e invaders use various attack means to destroy,
camouflage, or interfere with the exchange process, so that
the exchange cannot be carried out normally. *e access
process will cause security threats such as information
tampering, leakage, and unauthorized access. For example,
Trojan horse attacks are used to bring sensitive information
or virus files to the data that is allowed to be exchanged, or,
through attack bases, Trojan horses are used to disguise
themselves and establish exchange channels for illegal data
exchange. It can change the normal exchange process di-
rectly and destroy the expected behavior, so that the sensitive
information in the exchange data can be read. *ese

behaviors will bring security risks, such as disclosing sen-
sitive information and spreading malicious code. *erefore,
the anti-interference and security authentication technology
of dynamic user network connection is particularly
important.

1.2. Related Work. *e Internet of *ings will require
ubiquitous information sharing among interconnected
things around the world, which cannot be achieved by
existing systems. *e current research focuses on infor-
mation dissemination solutions, which can lead to single
point of failure and unnecessary communication delay. To
this end, Victor proposed the SENSEable things platform,
which is a fully distributed, open-source architecture for
applications based on the Internet of *ings. *is paper
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introduces the main problems that must be solved by IOT
platform and Victor’s technical solutions to these problems
and evaluates these problems. Victor also introduces the
current progress and a series of demonstrations to show the
wide range of applications supported by the platform. Fi-
nally, Victor shows how the platform will be used for our
future research and potential spin-off companies [1].

*e proliferation of service-based and cloud-based
systems has led to a situation in which software is often
provided as a service and as a commodity through an
enterprise network or global network. *is scenario
supports the definition of business processes as composite
services, which are implemented through static or run-
time combinations of products from different vendors.
Quickly and accurately evaluating the security attributes
of services became a basic requirement at that time, and
now it has become a part of the software development
process. Anisetti shows how to handle the security at-
tribute validation of composite services through test-
based security authentication and build it to be effective
and efficient in dynamic composition scenarios. Anisetti’s
method is based on the existing single chip service security
authentication scheme and extends it to service compo-
sition. It actually authenticates the composite service,
starting with the certificate granted to the component
service [2].

Android provides a permission statement and an au-
thentication mechanism to detect and report potential se-
curity threats to applications. Usually, applications are
authenticated based on their declared permissions, but the
declared permissions are usually coarse-grained or incon-
sistent with the permissions actually used in the program
code. Pei proposes an Android application programming
interface (API) level security authentication (ASCAA) based
on cloud computing. *e framework uses a systematic
method to identify and analyze API level security threats. To
authenticate an application, ASCAA checks all permission
tags in its manifest and API calls extracted from its
decompiled code based on a set of requirements dependent
on security rules. In addition, the author also provides
ASCAA security language to standardize the security rules
and authentication process, which makes ASCAA universal
and extensible.

1.3. Innovation. *is study analyzes the security manage-
ment requirements of modern high security applications and
proposes some new ideas and methods, system architecture,
and key function technologies in the aspects of material
selection and network design by using new Internet of
*ings technology. On the basis of the traditional technology
and algorithm, we improved and innovated and finally
formed a relatively complete experimental design. A variety
of algorithms are proposed to promote the development of
the system and adapt to complex environmental changes. At
the same time, it has the characteristics of high positioning
accuracy and high processing efficiency, which can meet the
needs of experiments, so as to check the error detection rate
of these algorithms for user activity.

2. Based on Mathematical Model

2.1. 2reat Model. *e current intelligent terminal system
stores a large number of user privacy and even confidential
information, which makes intelligent terminal become the
target of more and more malicious users, including side
channel attack against intelligent terminal and malicious
utilization of current control technology fault, which de-
serves special attention [3]. *is research is based on the
following threat models: (1) Aiming at the stage connection
of intelligent terminal user identity control technology, the
intruder observes or captures the process of user’s ID card
input (but cannot directly observe the content displayed on
the smart terminal screen) and steals the stable configuration
information between the user’s finger moving path and the
relevant virtual keyboard getting user authentication cre-
dentials [4]. (2) For the explicit identification technology of
intelligent terminal users in the connection stage, the in-
truder should be able to communicate with the intelligent
terminal naturally and steal the user ID card through the oil
residue or heat residue information on the touch screen [5].
(3) For the user identification technology of intelligent
terminal in the connection stage, the intruder can install
malicious software on the intelligent terminal; the user
terminal system secretly records sensor data, such as the
built-in acceleration sensor and gyroscope, on the corre-
sponding equipment input by the user; according to the
recorded sensor data, it may steal from the identity and user
identity certificate [6]. (4) For the current intelligent ter-
minal, there are certain defects in most of the user ID
technology only after the user connects to the system before
authentication. *e intruder can naturally contact the in-
telligent terminal in the unlocking mode (such as leaving the
unlockedmobile phone in themeeting room, classroom, and
other occasions) or obtain the ability to interact with the
intelligent terminal system through phishing attack. It can
access the user’s privacy and confidential information stored
in the intelligent terminal [7].

2.2. Anti-Interference Model. *e formal analysis of the
security characteristics of data exchange by using strategic
information flow can make us clearly understand the flow
direction of information in the process of data exchange
and observe the actual behavior of data exchange from
another perspective independent of operation [8, 9]. By
analyzing the information flow, we can verify whether the
dynamic data exchange process can meet the security
characteristics expressed by the given policy [10]. *ere are
a lot of researches on information flow analysis, and an-
tijamming is one of the most important research results.
*e anti-interference model can establish the system se-
curity policy model from the operation and operation
results, instead of simply relying on the check of reading
and recording functions to estimate the information flow.
Compared with other information flow strategies, it can
better reflect the dynamic implementation process of the
system and the ability of different systems to communicate.
In the exchange process, it can interact with each other and
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detect the existence of hidden channels to avoid infor-
mation leakage through hidden channels. *erefore, using
an anti-interference model to analyze the reliability of
exchange, process behavior has obvious advantages [11].

*e concept of anti-interference is one of the main
methods to determine or express the causal relationship
between different security departments. It is also the theo-
retical basis for the standardization and analysis of security
policies. *e early research on anti-interference model is
mainly applied to multilevel security system, dealing with
deterministic system and information flow strategy with
partial order relation. In short, this is the domain policy of H
and l security departments [12].*is strategy is a transitional
strategy, and many definitions of antijamming are based on
these limitations. *e anti-interference transfer strategy
successfully provides the basis for multilevel security policy
(MLS) and provides an official proof method [13].

Although the traditional anti-interference models suc-
cessfully solve the multilevel security policy problem, some
practical security problems are beyond the official de-
scription of the original definition, and these models have
great limitations in practical application [14]. For example,
MLS-based battle command systems only allow low-level to
high-level domains, so when existing reports reach the
highest level, they will not disclose information due to
Trojan horse attacks. However, there is a major problem
when a superior must publish business data to coordinate
and manage the overall function. *e system should allow
limited information to flow from high-level domain to low-
level domain [15]. Only through reliable control depart-
ments (e.g., degradation processing, decryption processing
or encryption equipment), it cannot do that directly from the
high-level domain to the low-level domain. *erefore, a
nontransitive information flow strategy is most needed in
the real world [16].

2.3. Dynamic User Network Connection. Taking a typical
NOMA system with base station and user k as an example, it
is assumed that the base station and each user are equipped
with an antenna. After coding and channel configuration,
active user K sends symbol xk from complex constellation
set X, and XK transmits symbols to form SK distribution
sequence with length J. Now we will focus on the case of
J< n; that is, the number of users in the system is greater than
the length of propagation sequence [17]. In this system, the
signal from the active user will be converted and then
transmitted by the k-rectangle OFDM payer [18]. *e signal
received from the base station can be expressed as.

yn � 
N

k�1
gnksnkxk + vn, n � 1, 2, . . . , N. (1)

Among them, snk is the nth component of SK dispersion
sequence, VN is Gaussian noise in subcarriers, the mean
value is zero, and the variance is σ2. gnk is the revenue of
channel user k in the nth subcarrier. All subcarriers are the
same and are distributed independently. Considering the
Rayleigh fading channel in the algorithm, this clock channel

model has been widely implemented [19]. *e received
signals on all subcarriers are combined, and then the re-
ceived signal vector is y� [y1, y2,. . .yN], which can be
expressed as.

y � Hx + v. (2)

When x � [y1, y2,. . .yN] is the channel equivalent matrix
with the size of n × K, the elements in the nth row and K
column are equal to gnksnk, while the noise vector v �

[v1, v2, . . . , vN]T follows the CN (0,σ2IN) distribution [20].

2.4. Anti-Interference Model Construction of Multiterminal
Power Communication Network. On the basis of the above
power communication network channel separation, the
multiterminal network anti-interference model is
established. *e application of artificial intelligence
technology in the ubiquitous Internet of *ings creates
communication connection and rapid networking and
real-time perception and processing of information in
power communication network [21]. Firstly, the multi-
terminal signal model is established, and the relationship
between signal frequency and signal transmission rate is
analyzed:

y � yn

vβ
Vm

cosω, (3)

where yn is the change in the transmission frequency de-
tected by the receiver of a multiterminal network; V is the
signal transmission speed; β is the transmission frequency of
multiterminal power communication network; V is the
transmission power of power grid; cos ω is the angle be-
tween power distribution direction and electromagnetic
wave incidence; and y is the signal frequency of power
communication network [22, 23]. According to the above
signal model, the linear signal in the power communication
network is time-varying. Assuming that the monitoring
error in the power communication network is ex � x-xn, the
impulse response of the channel is a random process, which
needs to be satisfied.

K ak(  � E
w

yn

, ex + a , (4)

where W is the state information of power communication
network; a is the reference signal; and E {·} is the impulse
response of communication signal. On this basis, the scat-
tering function of power communication network signal is
defined as

s(j) �
F d(c, t){ }

K ak( 
, (5)

where j is the scattering signal of power communication
network; F{·} is the total data transmission in the com-
munication network; and D(C, t) is the channel function of
power communication network. On the basis of the above
calculation, the state equation of multiterminal power
communication network after interference suppression is
obtained:
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R(x) � b 
b

i�0
hx

t

2B
− zr , (6)

Here, H is the communication signal bandwidth of
multiterminal power communication network; B is the
sampling interval; and R is the number of power terminals.
When the two state signals in the multiterminal power
communication network are the same, the correlation peak
value is the largest, which can be sent by the correlation
monitor. However, when there are single frequency, narrow-
band, multipath, and multiple access interference, the signal
power needs to be decoupled to filter other signals [24].
*rough the above definition, the anti-interference model of
multiterminal power communication network based on
ubiquitous Internet of *ings is obtained.

3. User Network Anomaly Detection

3.1. Experimental Setup. In order to analyze the abnormal
traffic of all network users, this paper defines the network
traffic sequence according to the basic characteristics of
network traffic and describes the external characteristics of
network traffic comprehensively. According to the network
traffic order, the deep learning method is used to self-study
the anomaly detection features, and the abnormal traffic is
classified, detected and classified. Since the method pro-
posed in this study is only based on the external charac-
teristics of the network flow and does not analyze the content
of the message, it can be applied to anomaly detection of
encrypted traffic.

3.2. Experimental Process. *e experiment outputs the basic
characteristics of network traffic, in which IP address is the
address of remote terminal, and traffic type is specific type of
network mobile protocol, such as TCP and UDP. Message
length is the size of a single message. *e time of receiving
information refers to the time between additional infor-
mation. *e flow of information is divided into personnel
flow and outflow. *e basic characteristics of the output
network traffic are prepared in advance to receive the final
network flow order vector.

Firstly, the time period characteristics of traffic packets
are obtained. Traffic can be regarded as two time lines: a
sequence of incoming packets of different sizes with time
marks and a sequence of outgoing packets. *e number of
bytes transmitted in each time unit of these two time series in
a specified time period is calculated. As a result, each data
stream is converted to a distribution of the same size. *en
the frequency sector characteristics of traffic packets are
obtained. For the initial message length, message receiving
time and other data, the time sequence information is
transformed into frequency domain information by Fourier
transform, and the former value is selected as the network
traffic sorting ability. Finally, normalization is used to make
each presence (such as message duration and time period) of
the same order of magnitude in the feature. *e vector
formed by the final calculation result is the network flow
sequence.

Network flow order vector can be used as input data to
detect abnormal access to terminals. In order to detect the
anomaly in the business process of Internet of *ings ter-
minal, we further understand the anomaly detection features
from the network flow sequence. *e steps to use the self-
learning feature algorithm are as follows. Firstly, the algo-
rithm model is selected and a self-coding network model
with two hidden layers is used. *e whole self-coding
network model includes one input layer, two hidden input
layers, one hidden output layer, and one output layer. Each
level is associated with a fully connected method. *en the
parameters of the model are specified, and the weight W of
the network connection is determined by the adaptive
torque estimation algorithm, and the anomaly detection
features are derived. After the attributes are derived, the
carrier outlet of the second layer of the self-coding model is
taken as the carrier.

3.3. Abnormal Detection Method. After understanding the
characteristics of anomaly detection, the combination of
automatic white list matching algorithm and single class
support vector machine algorithm should be used to detect
abnormal network movement. For the characteristics of IP
address and traffic type, IP address or access type that is not
in the scope of the whitelist is defined as abnormal traffic
directly, and list matching method should be used. If the IP
address and access type are normal, the known anomaly
detection function is used as the input, and the single class
support vector machine algorithm is used to determine
whether it is abnormal. In the training stage, the goal of
single class SVM learning is to construct a discrete function
which can classify data samples as accurately as possible.
*erefore, single class support vector machines should first
correspond to the entry points of high-dimensional space
through core operations and then separate them as far as
possible from their origin in dimensional space. In the
detection phase, only the discrete function obtained in the
training phase is needed to identify the flow detection
characteristics. If the calculation result is 1, the flow to be
measured is considered as abnormal flow; otherwise, it is
normal flow.

4. Security Authentication Simulation

4.1. Software Simulation. By simulating the authentication
process of the new protocol by software, the communication
between the read-write server and the supporting server is
generally considered to be secure, so they can be considered
as a whole. In other words, software simulation only needs to
verify the bidirectional identification process between reader
and tag. *e software simulation adopts the simulation new
protocol, and the data storage should adopt the protocol and
database. Four tables are created in the database, including
illegal tags, illegal readers, legal tags, and legal readers.
Among them, serial number 1–5 is illegal label, and serial
number 5–10 is legal label. Each table in the database
contains field names, bit data, data types, and specific
concepts. Label and reader are shown in Tables 1 and 2,
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respectively. Among them, the illegal tag key is incompatible
with the public read-write key and does not include the key
set created by PUF unit, as shown in Tables 1 and 2.

Firstly, two subroutines are written in Java to represent
the reader and tag, and then four functional units are cre-
ated, which are communication function unit, call database
function unit, encryption function unit, and protocol ver-
ification function unit. *e functional communication unit
is used for communication and data transmission between
two subprograms (reader subroutine and label subroutine).
*e communication unit uses socket technology to ensure
the communication between two subprograms.*e function
data unit should call two subroutines to call and update the
database data. *e function encryption unit is mainly re-
sponsible for processing the encryption and decryption key
of the call data, mainly completes some bit processing op-
erations, and forms a part of the protocol. *e PUF unit on
the label is a physical circuit. Its basic idea is that when a
binary code is inserted into the PUF unit, the latter unit can
create a unique output as the key entry and exit, and there is
no way to retreat. *erefore, the functional software analog
encryption unit contains an irreversible key generation al-
gorithm to replace the PUF material circuit. *e verification
unit is mainly responsible for the information transmitted
according to the protocol to determine whether the reader
and tag are legal.

4.2. Dynamic User Activity. Orthogonal matching pursuit
(OMP) algorithm is a common compressed sensing recovery
algorithm. Compared with curve optimization algorithm,
OMP algorithm ensures the accuracy of signal recovery with
lower algorithm complexity. From the perspective of matrix
association, the synchronous SOMP algorithm, the nor-
malized focus algorithm based on MMV model, and the
correlation orthogonal search algorithm (OMP) are com-
pared. When the number of active users Na and the number
of antennas M� 128, M� 256, the active user detection

efficiency of OMP-KR algorithm changes. It can be seen
from the figure that when the number of active users is
Na≤ 10, the error detection probability of OMP-KR algo-
rithm is zero. It can detect fully active users and inactive
users, while SOMP and m-focus algorithms have errors.
Look at the situation. With the increasing number of active
users Na, the probability of error detection in OMP-KR,
SOMP, m-focus algorithm also increases gradually. How-
ever, it can be seen from the figure that OMP-KR algorithm
is obviously superior to the other two algorithms. Even in the
case of a large number of active users, OMP-KR algorithm
can still guarantee low false detection probability, while in
the other two cases, the error classification probability of the
algorithm is close to 1. *is shows that OMP-KR algorithm
can support more active users than SOMP and m-focus
algorithm. At the same time, when the number of antennas
changes from M� 128 to M� 256, the yield of OMP-KR
algorithm is very considerable. From the shape, OMP-KR
algorithm is wrong when the number of active users Na � 20.
*e detection probability decreases from 10−1 to 10−4, which
shows that OMP-KR algorithm can obtain better active user
detection performance with the increase of the number of
antennas, as shown in Figure 1.

When the number of active users is Na � 5, the detection
efficiency of OMP-KR algorithm varies with the change of
noise, and the number of antennas is m� 128 and M� 256.
Considering the number of antennasM� 256, the OMP-KR
algorithm proposed in this study has zero detection error
probability and can detect fully active users and inactive
users. *e error detection probability of the other two al-
gorithms is not zero, in which the SOMP error detection
probability is 10–1, and the m-focus error detection prob-
ability is 1; that is, the m-focus algorithm is 10log10 (1/
SZ2)� 0 dB, which is completely invalid and cannot be
identified as an active user.

4.3. Verification Vulnerability. Because apps with validation
vulnerabilities are not malicious applications, they are still
popular in the large Android software market. *is study
shows that the sensitivity test is not aimed at large-scale app
dataset detection. *e main research goal is to protect the
real-time detection and security of mobile Internet for the
application of users on mobile devices. One is to use in-
teractive environment analysis unit to dismantle 500 sets of
application programs, analyze the code source code, and use
static detection method to control the use of application
network.*e statistical test shows the statistical results using
500 application networks, as shown in Figure 2.

HTTP+ SSL authentication function is widely used in
current applications, accounting for 38%. Among the 500
applications, 190 applications use HTTP+ SSL for data
verification and security, 155 applications use HTTP for data
communication, 75 applications use receivers for data ex-
change, and 40 applications do not use network data. *en,
using SSL to dynamically detect and analyze 40 applications
determines whether there are security verification vulner-
abilities in these applications. Combined with automatic
testing and dynamic creation of test certificates, it is found

Table 2: *e reader table contains information.

Field Data bits Data type Specific meaning
PID 64 Int Tag number
ID 64 Int Katakana
K1 64 Int Tag id
K2 64 Int Secret key
K3 64 Int Secret key
G1 64 Int Secret key
G2 64 Int Secret key

Table 1: *e label table contains information.

Field Data bits Data type Specific meaning
Tag number 36 Int Tag number
PID 64 Int Katakana
ID 64 Int Tag id
K1 64 Int Secret key
K2 64 Int Secret key
K3 64 Int Secret key
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that 13 of these 40 applications have SSL verification leak
holes through dynamic testing.

4.4. Safety Certification Method. In order to count the delay
of E-SSL network in the process of security detection and
security service, it is necessary to record the average time of
regular visit, access SSL by security detection and security
application, and compare security detection and security
detection network with contract access. Because SSL has the
function of reusing operation cycle, continuous access will
not create a complete SSL handshake process in the specified
time period. *erefore, intermittent access mechanism is
used to calculate the average time. In this study, the test
application and E-SSL client were used to make 20 inter-
mittent visits to the E-SSL server, and the time of each visit
was recorded, as shown in Figure 3.

In order to view the statistical results more conveniently,
we choose to calculate the average time of different visit time
and observe the change trend of the visit time. *e first 5
times, 10 times, 15 times, and 20 times were selected as
observation points. Generally speaking, HTTP time is
equivalent to TCP handshake time, and HTTPS time is
equivalent to TCP handshake time plus SSL handshake time.
SSL handshake time is relatively longer than TCP handshake
time. *rough the observation and analysis of the experi-
mental data, this study draws two conclusions: (1) the se-
curity detection function takes longer than normal access,
because the security detection service performs more SSL
handshake process than normal access. (2) Compared with
the conventional access, the time spent by the security
protection service is almost the same, because the security
countermeasure protection service only carries out the port
switching and forwarding process. In order to ensure the
security of user’s privacy, the network delay is within the
tolerable range without affecting the user’s online
experience.

4.5. Delay and Availability before and after Anti-Interference
Technology. In terms of the development status of anti-
interference technology, among the top 10000 websites in
Alexa’s global websites, the market share of the United States
is far ahead. For example, with the highly distributed content
delivery system deployed in more than 100 countries around
the world, covering more than 2000 networks andmore than
302 thousand servers and providing more than 80 terabits of
web traffic per second every day, it provides nearly 3.5
trillion Internet interactions every day.

As shown in Figure 4, the use of anti-interference
technology has a great effect. *e utilization rate of anti-
interference technology for large-scale websites is higher
than that for small- and medium-sized websites. *erefore,
in order to reduce the operating costs of enterprises, improve
the flexibility of enterprises, and improve the service quality
of companies, many large companies have begun to establish
their own anti-interference systems. On the basis of meeting
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Figure 2: Statistical distribution of network usage in applications.

10 15 205
Na

0.0001

0.001

0.01

0.1

1

U
D

FR

SOMP, M = 128
m-focus, M = 128
OMP-KR, M = 128

SOMP, M = 256
m-focus, M = 256
OMP-KR, M = 256

Figure 1: *e influence of active user detection performance.

0

200

400

600

800

1000

1200

1400

A
ve

ra
ge

 ac
ce

ss
 ti

m
e

10 15 205
Number of visits

Safety precautions
Safety inspection
General visit

Figure 3: Visit time.

6 Mathematical Problems in Engineering



their own needs, it provides anti-interference external
business technical services for the company to expand new
business areas. In terms of domestic development, according
to the statistics of China Institute of Information and
Communications, China’s market for anti-interference in
the technical service industry has developed rapidly, with the
compound annual growth rate almost doubled, and the
international market scale has expanded significantly, with
an annual growth rate of 50%.

5. Conclusions

Generally speaking, with the continuous development and
maturity of antijamming technology, the service it can
provide is more and more comprehensive and intelligent,
which has attracted the attention of many scholars at home
and abroad and is committed to the research and optimi-
zation of anti-interference technology. For example, in order
to optimize the temporary storage and distribution of
content in order to provide services to users, on the one
hand, it reduces the user access delay, and on the other hand,
it improves the access rate performance of the temporary
storage for user access requests; the system has been
designed in theory, applied and tested, and the results have
achieved the expected design goals. *e stability of network
management technology, the applicability of location al-
gorithm, and the low power consumption and effectiveness
of security algorithm all have better performance than
traditional algorithms.

*e simulation results show that the system can meet the
functional and technical requirements of the system.
Compared with the traditional MMV algorithm: SOMP
algorithm and m-focus algorithm, OMP-KR can support
more active user detection. When the number of active users
is the same, OMP-KR algorithm is better than the traditional
MMV algorithm. With the increase of the number of an-
tennas, OMP-KR algorithm may obtain more benefits than
the traditional MMV algorithm.

Aiming at the problem of poor anti-interference per-
formance of traditional multiterminal network anti-inter-
ference methods, the ubiquitous system Internet of*ings is
based on the ubiquitous Internet of *ings, and an anti-

interference method of multiterminal communication net-
work is designed.*is design realizes the anti-interference of
multiterminal power communication network from the
transmission channel segment of power communication
network and the anti-interference of model multiterminal
power terminal communication network. *e experimental
results show that the design method has good anti-inter-
ference performance. In conclusion, the antigrid interfer-
ence method designed in this paper improves the
performance of antigrid interference, has good imple-
mentation value for the management of power communi-
cation network, and can promote the development of power
communication network.
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With the rapid development of information technology represented by the Internet, the economic development of various
countries in the world is closely related to information technology represented by computers. As a new growth point of economic
development, tourism has attracted more and more attention from all parties. Traditional artificial travel agencies can no longer
meet people’s needs. In the network information environment, tourists need systematic and large amounts of online travel
information to provide support for their decision-making. ,is article first discusses the research significance and research status
of wireless sensor networks at home and abroad and analyzes and optimizes the sensor network algorithms. Based on the existing
wireless sensor network hardware experimental system, a tourism management system is designed and developed. Various user
interfaces of the tourism management system are designed, including topology tree structure view, node list, program status and
program package view, data management, real-time curve display, and node positioning functions. ,e simulation experiment
results show that the efficiency of this system for tourism information integration is 20% higher than other systems, and it has
certain practical value.

1. Introduction

1.1. !e Background and Significance of the Design of Smart
Tourism System Based on Wireless Sensor Network.
Internet of ,ings technology has been widely used in the
field of tourism. Many travel-related businesses increasingly
rely on wireless sensor systems. At the same time, the de-
velopment and application of corresponding tourism service
models and related systems have also attracted the attention
of the industry. However, in the face of constant updates and
diversification of customer needs, the simple structure of
traditional travel service websites has gradually exposed the
disadvantages of low concurrency, instability, and difficulty
in expansion, which are far from being able to meet the
growing user base and diverse needs. Changes in tourism,
traditional tourism service models, andmanagement models
cannot meet the business development needs of tourism
operators.,erefore, a safe and reliable tourism information
management system is needed to build a tourism service and
management system with excellent concurrency, stability,

safety, efficiency, and expandability and integrate services
and management to provide reliable services to tourists.
,ere is an urgent need to build high-quality tourism ser-
vice. Convenient and safe payment methods have important
theoretical research significance and practical economic
benefits for tourists and tourism practitioners. At the same
time, the design and construction of the tourism service
management system are of great significance for improving
the application status of the tourism service model and
management system concurrency, stability, security, and
scalability of the application program.

1.2. Related Work on Tourism Management System Design.
With the advancement of science and technology, the de-
velopment and improvement of Internet technology and
smartphones have gradually become popular in daily life,
and the world has realized a rapid transition from the
traditional Internet era to the mobile Internet era. Digital
scenic spots have been established in various tourist areas to
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closely integrate the Internet with the tourism industry. ,e
construction of an Internet-based scenic spot marketing
system is an important part of the construction of digital
scenic spots. Xiao built a mobile Internet tourism marketing
system by analyzing mainstream mobile Internet technol-
ogies and their application in tourismmarketing.,e system
structure of the marketing system adopts MVC model and a
three-tier distributed structure, and the logic layer adopts
JavaBean and EJB structures. Xiao also constructed aWeChat
marketing model based on MM-TIP [1]. It has a certain
reference value for building a tourismmarketing system based
on mobile Internet. Wireless sensor networks are widely used
to collect environmental data from various structural de-
ployments. In densely deployed linear networks, as standard
sensor network protocols try to manage the network as a
mesh or self-organizing infrastructure, problems related to
optimal resource allocation and networking may persist. For
linear sensor networks, problems such as recovering from
loopholes where a node cannot reach another node or
establishing data distribution routing strategies need to be
solved intelligently. Ali et al. proposed a linear sensor network
deployment application that uses customized sensor boards
and algorithms to solve problems related to network creation,
leak detection, and routing of high-priority messages [2].
Bapu’s research work is to develop a reconfigurable hardware
that uses FPGA to enhance the self-healing ability of sensor
nodes. Emphasizing engineering, wireless sensor networks
play a prominent role in successful applications. When there
is a weak link in the node, it is usually discarded, and the
network is reorganized to ensure the normal operation of the
node. ,e maintenance cost and function of the wireless
sensor network will occasionally drop. ,erefore, Bapu de-
cided to design FPGA-based self-healing technology to de-
velop wireless sensor nodes and repair node hardware
failures. By introducing a self-reconfiguration method, the
system is developed using “backup modules”. Bapu considers
the encoding process to integrate data, and FPGA-based self-
healing includes power consumption components such as
data compressors and signal converters. Bapu and Gowd
proposed engineering estimates for lightweight compression
and fault prediction technology in the latest time [3]. Remote
authentication of the application code installed in the wireless
sensor network is the first important step in detecting any
unauthorized changes through buffer overflow attacks. In the
past, software-based remote code verification methods, such
as software-based certification and secure code update
through certification, have been difficult to be deployed in
recent work [4]. Tan proposed and implemented a remote
authentication protocol that uses the small, cost-effective, and
tamper-proof encryption microcontroller TPM to detect
unauthorized tampering of application code running on
sensor nodes.

1.3. Innovations in!isArticle. ,is article first discusses the
research significance and current research status of wireless
sensor networks at home and abroad, then analyzes several
basic and common target location algorithms in detail, and

finally proposes a weighted centroid prediction algorithm.
Based on the existing wireless sensor network hardware
experimental system, a tourism management system based
on a wireless sensor network is designed and developed [5].
Various user interfaces of the tourism management system
are also designed, including topological tree structure view,
node list, program status and package view, data manage-
ment, real-time curve display, and node positioning.

,e design and implementation of the tourism man-
agement system of the wireless sensor network are intro-
duced in detail. First, the function of the wireless sensor
system is designed.,e hardware system of the test system is
based on the cross-node, and the underlying protocol is
designed. ,e basic software is implemented by NESC
programming on the TinyOS system.

,e functions of the test system include: serial port
control, data processing, real-time data display, historical
data query, node ranging, node link quality evaluation, node
energy status monitoring, node positioning, and node to-
pology display [6].

2. Designof the SmartTourismSystemBasedon
Wireless Sensor Network

2.1. Wireless Sensor Network. A wireless sensor network
(WSN) consists of a large number of extremely small sensor
nodes, which are usually deployed in areas that are difficult
for humans to reach, such as mountainous areas, battlefields,
and disaster areas. ,e function of the network is to collect
the data required by the information coverage area, such as
temperature, humidity, and acceleration and transmit the
data to the sink node through the multinode multihop mode
and then to the monitoring center through the sink node.
,e staff can analyze and process the uploaded information
and obtain the desired results [7, 8]. In addition, the
monitoring center can also issue control commands to the
nodes for corresponding processing. ,erefore, the estab-
lishment of a wireless sensor network can reduce the con-
sumption of manpower and material resources and the
difficulty of monitoring in high-risk areas. Wireless sensor
networks usually consist of sensor nodes, receiver nodes, and
monitoring centers [9].

2.2. WSN Tourism Management System Module. ,e hard-
ware system structure used in this article is divided into a
wireless sensor network, a server system, and remote
browsing equipment. ,e node in the wireless sensor net-
work is the coordinator node and acts as the gateway node in
the wireless sensor network. ,e type of node is a router
node, and its main function is to improve network coverage
and increase wireless sensor network access points. Forward
data for terminal nodes and provide data collection func-
tions. ,e type of the node is terminal and has only the data
collection function [10]. At the front end, the information of
wireless sensors and storage areas will be analyzed. ,e
remote browsing device is connected to the server to ob-
serve, manage, and maintain the network.
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,e software system is divided into serial communica-
tion module, protocol conversion module, data analysis
storage module, and visualization system [11, 12]. First, the
software obtains the data collected by the hardware through
the serial communication module. ,e protocol conversion
module unifies the data packet format of different hardware
and then analyzes and processes the data.,e processed data
are stored in the database system. ,e user interface system
obtains different data from the database according to the
requirements of the visualization system. ,e visualization
system is divided into network topology, data packet analysis
view, real-time curve, and node data prediction graph.

,e use of SQLite databases has a certain range. It is a
small database, using embedded devices to complete the
specified functions. SQLite database resource occupancy is
very low, resulting in high database processing speed. One of
the biggest advantages of SQLite is that it has a good dual-
purpose and has become a mainstream embedded operating
system. It is convenient for users to read and write freely
between computers with different byte sequences. It is
characterized by the features of fast database operation and
source code with good annotations.

2.3. Network Topology. Topology refers to how hardware
components are configured and how configuration data are
transmitted [13, 14]. ,ese three network structures can be
used to realize the application of a wireless sensor network
[15, 16]. Some topologies are suitable in some cases but not
in other cases.,e star topology is a single-hop structure. All
terminal nodes communicate directly with the base station.
,e terminals do not send data and commands to each other,
and the gateway is regarded as a coordinator.

,e mesh topology is a multihop structure [17]. All
wireless sensor nodes in the network are routing nodes. ,e
nodes can communicate with each other. One or more
routes transmit data to the gateway. Since the node can have
multiple paths to the base station node, it has strong fault
repair capabilities. ,e system uses multihop instead of
single-hop transmission, thereby reducing the power re-
quired for each node to send data.

,e star-mesh hybrid network has the advantages of
having not only a simple star network and low power
consumption but also long-distance transmission and self-
healing. ,erefore, the establishment, maintenance, and
update of the entire network are more efficient and simple.
Hybrid networks organize sensor nodes to form a star to-
pology while routing nodes will self-organize into a mesh
network [18, 19]. Because sensor nodes can communicate
with each other, the network can be reconfigured if the node
fails or the link interferes.

2.4. Introduction to Sensor Nodes. ,e hardware node used
in this system is based on the study in [20, 21]. ,ere are
three types of nodes in the network, including coordinator
nodes, router nodes, and terminal nodes. ,e hardware
structures of the three nodes are the same, but the

application programs are different. Each node has a unique
address with a bit length. ,e nodes running in the network
are identified by short addresses. ,e address length is in
bits, which is also unique in the network. In the experimental
network, there is only one coordinator node, which is a full-
featured device defined in the protocol. Connect with the
host computer through the communication module. Its
main features are: it can start and establish a network; it can
allow routers and terminal devices to join the network; it can
help route; and it cannot use low power consumption. ,e
main goal of the coordination node is to establish a network.
When the node starts, it avoids conflicts with other sensor
networks and first scans the wireless channel [22]. Choose an
available channel, then set up, and start the network. When
establishing a network, the coordinator needs to configure
the network, channel, and channel duration. If you want to
start a secure network, you also need to configure encryption
options and keys. After the network is established, the co-
ordinator node will start to listen to the channel. After that, it
functions as a router node, which allows other devices to join
the network and forward data packets.

2.5. Structure of the WSN Tourism Management System.
It collects the data of the wireless sensor network and
transmits it to the background management system to
manage the wireless sensor network and monitor the op-
eration and environmental conditions of the wireless sensor
network. In addition, the background management system
can also initiate tasks and notify the wireless sensor network
through the transmission network to complete specific tasks
[23].

,e overall composition of the smart tourism system
based on wireless sensor network database is used to store all
data, including the configuration data of the wireless sensor
network, node attributes, sensor data, and some data of the
background management software. ,e data processing
engine is responsible for data exchange, data analysis, and
data processing between the transmission network and the
background management software. It stores the data in the
database, reads the data from the database, and then
transfers the data to the graphical user interface in a specific
way. Back-end components use the data in the database to
implement certain logic functions or graphic display
functions, which may include network topology display
components, node display components, graphic drawing
components, etc. [24].

2.6. Data Processing Algorithm of the Smart Tourism System
Based on Wireless Sensor Network. ,e weighted average
method is a real-time processing fusion algorithm. Its es-
sence is to perform a weighted average according to the
weight of a single sensor after processing the information
from multiple sensors in the future to obtain the final fusion
result. ,is method is suitable for obtaining the fusion value
in a dynamic environment. ,e difficulty lies in solving the
weight problem of a single sensor. ,e algorithm first
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analyzes the data set and obtains the information of each
dimension of the data set, including the span of each di-
mension. Analyze the data set to obtain the minimum and
maximum values of each dimension in the record set. In
order to promote grid clustering, the maximum and min-
imum values need to be modified. ,e maximum and
minimum values of each size are corrected according to the
following formula. Its expression is as follows:

mini � mini − k × steplen(i),

maxi � maxi + k × steplen(i).
(1)

Bayesian network reasoning is a tool for decision support
and causal discovery in the case of incomplete information. It
is based on probability distribution and considers that the
values of all variables are controlled by the probability dis-
tribution. Based on the observed data, the correct decision can
be made by calculating these probabilities. Because it provides
a quantitative hypothesis method based on evidence support,
it provides not only a theoretical basis for algorithms that
directly manipulate probability but also a theoretical
framework for analyzing algorithms that do not have a clear
probability calculation formula. ,erefore, probability in-
ference in Bayesian learning plays an important role in
machine learning [25]. ,e core of Bayesian network infer-
ence is to calculate the posterior conditional probability
distribution [22, 23]. If the set of all variables is X, the set of
evidence variables is E, and the set of query variables is Q, the
task of Bayesian network inference is to calculate Q ∈ q

conditional probability distribution under a given set of ev-
idence variables. It can be formally described as follows:

p(Q | E � e) �
p(Q, E � e)

p(E � e)
. (2)

Cluster analysis is the process of dividing data objects
into subsets. Each subset is a cluster. ,e objects in the
cluster are as similar as possible but different from the
objects in other clusters. Clustering analysis divides the data
objects into meaningful or useful clusters according to the
information describing the objects and the relationships
found in the data set to discover the natural groupings
hidden in the data set. ,e cluster analysis of the data set can
help us understandmore clearly the entire data structure, the
distribution law of data objects, and the development trend
of the data. Its expression is as follows:

d xi(  � 
n

i�1
d xi, xj . (3)

,e algorithm divides the data space into a limited
number of elements, which form a grid structure. ,e data
set is gathered on a grid. ,e clustering time of this method
does not depend on the number of data objects but on the
number of units in each dimension of the partition space, so
the calculation speed is faster.

3. Simulation Test of the Smart Tourism System
Based on Wireless Sensor Network

3.1.DataSources. ,eRESSET Domestic TourismDatabase
(RESSET/TOUR) has 93 data tables and more than 4,500
indicators, including the number of inbound tourists,
domestic tourism complaints, ticket price data for major
attractions, listed companies, residents, gold per week,
tourists, and travel agencies. ,e reset international travel
database contains travel data from the United States,
Britain, Canada, France, South Korea, Japan, Finland, and
New Zealand, as well as from the United Nations and
ASEAN. ,e United States includes the number of tourists,
tourism economy, tourism import and export, US states
and cities; the United Kingdom includes monthly overseas
travel, the number of overseas tourists, overseas travel
expenditures, etc.; Canada includes Canadian residents’
travel surveys, travel accommodation, travel service
agencies, and international tourism expenditure, trans-
portation, etc.; Finland includes hotels, hotel accommo-
dation, overnight stays, accommodation capacity of
accommodation institutions, travel time of Finnish resi-
dents, etc.; United Nations statistics include inbound
tourism and outbound tourism of various countries, do-
mestic tourism expenditure and travel expenditures of
inbound tourism, transportation expenditures of inbound
tourism, outbound tourism departures, volume and ex-
penditures of outbound tourism, and travel expenditures of
outbound tourism; outbound tourism data are compre-
hensive and rich in content.

3.2.TestProcedure. ,e test mainly involves two aspects: one
is the spectrum monitoring function that includes sensor
node data collection and transmission and task management
center end spectrum data storage, processing, and display,
and the second is network management function. ,ere are
network initialization of sensing node and network man-
agement agent functions, including the collection and upload
of node attributes and response to network management
commands. ,e task management center implements man-
agement functions, including topology display, node attribute
display, and network management command issuance.
Network management function also includes system re-
liability testing.

3.2.1. Network Initialization Function Test. ,e sensor node
will automatically search for the gateway and randomly visit
the subnets of the two gateways. ,ese two gateways are
automatically connected to the task management center.,e
sensor node is used together with the module in the gateway
node to obtain node attribute values.,en, the agent module
automatically reports the attributes to the task management
center.
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3.2.2. Network Command and Fault Monitoring Test.
According to the order of restart, sleep, delete node, at-
tribute query, change, and change gateway, observe the
status of the node receiving the command in turn. Test
expectations are as follows: command test results are
attribute information, and message output boxes dis-
played according to the corresponding results. For fault
monitoring, when a node is restarted, a gateway is
replaced, or a node is changed, the node will temporarily
disconnect from the network. At this time, the fault
monitoring module will notify the task management
center in the form of a fault report.

3.2.3. Network Management System Reliability Test. As a
reliability test, there are two main aspects. One is that it can
be detected when a failure occurs. On the other hand, when
the fault can be recovered, can it be repaired correctly? From
these two aspects, we use the method of repeatedly con-
necting equipment and power for testing.

3.3. Hardware and Software Test System. ,e hardware
system adopts a self-developed network joint node station, a
sensor node station, and a notebook computer as the task
management center, with modules, network cable roots,
routers, and DC power supplies. Connect the power supply,
insert the module into the slots of the sensor node and the
gateway node, and then connect the laptop and the network
through the cable of the router.

4. Analysis of Simulation Test Results of the
Smart Tourism System Based on Wireless
Sensor Network

4.1. Analysis of System Data Processing Results. When ana-
lyzing the performance of the algorithm, the simulation adds
some objective factors. ,e results are shown in Table 1; this
set of data is used to build a node data prediction model. In
the node stage of data prediction, we assume that the node
fails. Make effective forecasts using previous forecast models
and surrounding node data information. ,e relative errors
of the weighted average method, Bayesian network inference
algorithm, and clustering analysis algorithm are 0.3465,
0.2749, and 0.1784, respectively. When the data of the node
is in a relatively stable state, the algorithm can always

maintain a low relative error. ,e prediction algorithm that
uses the average value of neighbor nodes fluctuates greatly.

Among them, the clustering analysis algorithm effec-
tively uses the node data rules in the algorithm to com-
pensate for the inaccuracy of adjacent node data information
and effectively reduces the fluctuation range and the relative
error of data prediction. As the data processing intensity of a
node increases, the relative error of the clustering analysis
algorithm suddenly increases, degrading the performance of
the algorithm. At this time, in this algorithm, neighbor
nodes’ perception of sudden changes in surrounding en-
vironment information is used to reduce the relative pre-
diction error. ,e average relative error rate of the group
data is 0.35–0.41, and the cluster analysis algorithm can
effectively integrate the algorithm and the neighbor node
method.

4.2. Node Load Performance Test Analysis of the Smart
TourismSystemBasedonWireless SensorNetwork. As shown
in Figure 1, any unique record data is inserted into the
database every minute. ,e memory capacity provided by
each child node and the length of each record is in bytes.

As shown in Figure 2, compared with the test results of
the memory database, we can see that in the case of a single
node, although the performance is slightly lower, it is still in
a comparable range.

4.3. Data Storage Performance Test Analysis of the Smart
TourismSystemBasedonWireless SensorNetwork. As shown
in Figure 3, the main problem in wireless sensor network
design is coverage. For the application of wireless sensor
networks, the first problem to be solved is the deployment of
network nodes. ,e deployment of wireless sensor network
nodes can solve resource constraints, including node energy,
computing power, and wireless network communication
bandwidth. In order to optimize the resources of the wireless
sensor network and improve the quality of services such as
perception, perception, monitoring, and communication, it
can be achieved through node deployment and routing
selection.

As shown in Figure 4, this test shows simultaneous
performance testing of queries from 1 child node, 2 child
nodes, 3 child nodes, and 4 nodes, respectively, and 10,000
single-point data without indexes.

Table 1: Comparison of prediction results.

Performance index
Algorithm

Weighted average method Bayesian algorithm Clustering algorithm
Estimate 93.5 94.2 78.4
Relative error 0.3465 0.2749 0.1748
Actual value 84.3 74.5 79.4
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5. Conclusion

Traditional artificial travel agencies can no longer meet
people’s needs. In the network information environment,
tourists need systematic and large amounts of online travel
information to provide support for their decision-making.
,is paper discusses the research significance and research
status of wireless sensor networks at home and abroad and
analyzes and optimizes the sensor network algorithms. A
tourism management system was designed and developed
based on the existing wireless sensor network hardware
experimental system. Various user interfaces of the tourism
management system were designed, including topology tree
structure view, node list, program status and program
package view, data management, real-time curve display,
and node positioning functions.

,e design and implementation of the tourism man-
agement system of the wireless sensor network are intro-
duced in detail. First, the function of the wireless sensor
system is designed.,e hardware system of the test system is
based on the cross-node, and the underlying protocol is
designed. ,e basic software is implemented by NESC
programming on the TinyOS system. ,e functions of the
test system include: serial port control, data processing, real-
time data display, historical data query, node ranging, node
link quality evaluation, node energy status monitoring, node
positioning, and node topology display. ,e results show
that the tourism management system of the wireless sensor
network has achieved the expected results in terms of
concurrency, reliability, and scalability.

Finally, in future development, we need to do some work
and solve the following problems: the use range of the system
has to be expanded so that the test system can be applied to
different types of nodes, for example, through additional
hardware or components. ,e function of the system can be
expanded to realize the function of the remote control node.
By integrating analysis software into a unified software
system, data can be directly analyzed and processed, and the
required theory or simulation model can be obtained.
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Today, with the continuous sports events, the major sports events are also loved by the majority of the audience, so the analysis of
the video data of the games has higher research value and application value. )is paper takes the video of volleyball, tennis,
baseball, and water polo as the research background and analyses the video images of these four sports events. Firstly, image
graying, image denoising, and image binarization are used to preprocess the images of the four sports events. Secondly, feature
points are used to detect the four sports events. According to the characteristics of these four sports events, SIFT algorithm is
adopted to detect the good performance of SIFTfeature points in feature matching. According to the simulation experiment, it can
be seen that the SIFT algorithm can effectively detect football and have good anti-interference. For sports recognition, this
document adopts the frame cross-sectional cumulative algorithm. )rough simulation experiments, it can be seen that the
grouping algorithm can achieve a recognition rate of more than 80% for sporting events, so it can be seen that the recognition
algorithm is suitable for recognizing sports events videos.

1. Introduction

In recent years, with the improvement of peopleʼs living
standards, more and more attention has been paid to sports
and video processing has been gradually deepened in the
field of sports. A large number of sports and national fitness
information, as well as video and image forms, are stored in
various fitness guidance systems. In order to better promote
public fitness and facilitate learning and viewing, image
segmentation motion video player has become a hot topic of
digital image processing. To overcome the slow split, ir-
regular movement, and susceptible to the influence of light
of the shortcomings of the moving object, the researcher
based clustering presents a motion video sequence moving
foreground object extraction algorithm. Experiments show
that the algorithm is effective, simple, workable, and has less
calculation, and the effect is satisfactory.

Motion video object exercise posture has relatively
random and blurred image change tendency, and the di-
vided region is not easily determined. Moving video images
may present segmentation exercise posture, unnecessary
region of the object, pixel area divides into foreground and
background, and extracts the movement of the object.

Launched in 2000, with an increase in MPEG-4 video
content semantic search feature, you can split the back-
ground and foreground images into different semantic
objects. Coding efficiency is improved, but the noise in the
encoding process is not quickly eliminated. Temporal seg-
mentation and frequency domain are the first segmentation
method for segmentation of moving video images presented
specifically. After a lot of experiments, both methods can not
accurately describe the attitude of the object, and the image
segmentation is not clear. )erefore, research on sports
video images based on clustering extraction has greatly
changed sports videos and will help make better use of sports
video analysis and images.

As research deepens, sports video image segmentation
technology hasmade great strides. In 2009, David and Zhang
Shensheng used a binary grouping method, which showed a
good recognition rate in various images and achieved good
results in the experiment. However, there are also some
weaknesses in the method. )e result is not obvious when
the brightness of the object surface is affected by many
lighting factors, such as dimming reflection, high light re-
flection, and fuzzy texture. Fan Cuihong proposed a seg-
mentation method of video moving objects based on
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regional differences. )e RGB space of video image is
transformed into HSV space. )e closed contour of moving
object is extracted by chroma, saturation, and brightness.
According to the moving area, background area, and oc-
clusion area of video, the edge of moving object is detected
by edge detection operator, and finally the moving object in
video is segmented. Experiments show that the improved
algorithm can improve the segmentation accuracy and meet
the real-time requirements. Ouyang Yi proposed a method
based on Markov chain Monte Carlo (MCMC) to track
human posture in monocular video images. Firstly, the
projection maps of human appearance in basic human
motion database acquired by motion capture equipment
were clustered under different perspectives. Using HOG to
detect human body in monocular video images can segment
the position of human limbs more accurately. Finally, the
appearance model of the three-dimensional human posture
reasoning algorithm is used to analyze each frame, and then
the time-constrained analysis model is used to track the
target. Constraint graph-driven MCMC and basic action
library are combined to construct a model for video data
modeling, and the model is applied to data driven online
behavior recognition to improve human pose modeling
ability. Zhang Jiawen et al. proposed a convenient and
practical method for human motion tracking and motion
reconstruction in video and initially achieved the goal of
obtaining human motion data from video resources such as
video surveillance and video recordings. )is paper is a
useful attempt to track and acquire human motion in
monocular video, and some satisfactory preliminary re-
search results have been achieved. In the last part of this
paper, the author puts forward his own opinions on the
problems of human motion tracking and motion recon-
struction methods and their further improvement. Wu
Tianai, Yang Ling, and others have proposed a moving
human body detection algorithm based on space-time
combination in color environment. )e algorithm combines
temporal segmentation with spatial segmentation to obtain
the moving human body with precise edges and eliminates
the shadow of the moving human body. )e experimental
results show that the above algorithm can detect the moving
human body from the color image sequence in real time and
effectively, eliminate the shadow of the moving human body,
and finally detect the moving human body is the color. With
more and more people researching sports video images,
many achievements have been made in recent years.

Because of the complexity of the algorithm and the great
difference between the segmentation results and the reality,
the application of the segmentation results is limited. )e
main reason is that the change of the blur factor of the image,
the uncertainty of the segmentation, and the time-con-
suming information loss. )is loss is often due to the
boundary information generated in the classification pro-
cess. Clustering extraction as a clustering method has been
successfully applied in many research classifications. Liu
Guodong et al. proposed a threshold adaptive online clus-
tering color background reconstruction algorithm and ob-
jectively evaluated the reconstructed color background.
Finally, the background subtraction method was used to

extract moving objects. Jiang Yuan et al. put forward that
clustering is an important tool for data mining. According to
the similarity of data, the database is divided into several
categories, in which the data should be as similar as possible.
Based on possibilistic C-mode clustering, the main tone and
subtone were selected to describe the features of video
images so that the key frames of video could be extracted
directly without shot segmentation. Experiments show that
this method can effectively extract the most representative
key frames according to the complexity of video content and
has high timeliness. Leskovec et al. proposed the K_SC
clustering algorithm for topic time series in 2010, which has
high accuracy and can better describe the inherent trend of
topic development. However, the K_SC algorithm is highly
sensitive to the center of the initial class matrix and has high
time complexity, which makes it difficult to apply in the
actual high-dimensional large data sets.

Due to the advantages of the cluster extraction algo-
rithm [1], cluster extraction has been used as a classification
tool in many areas of clustering research, and good results
have been achieved. )e extraction algorithm proposed
sequential cross-sections of cross-based video frames that
form moving foreground objects. )e simulation experi-
ment is performed under the simulation environment of
MATLAB 2014 B. )e experiment proves that the algo-
rithm is efficient, simple, and feasible, with fewer calcu-
lations and can have more satisfactory results. Due to the
inherent noise in the original frame, it is necessary to
reduce the noise in the original video sequence to improve
the accuracy and efficiency of moving objects in video
segmentation, to reduce noise, and to enhance the effect of
calculating the frame difference. )is algorithm uses the
most common square median filter module for pre-
processing, which is fast and feasible, can reduce the loss of
image details, optimize image quality, and be suitable for
the next segment. It can also better protect the edges of the
image and effectively remove noise. Research on sports
video images based on clustering extraction and these fast
3D camera modeling broadcast court network sports
videos, deep learning models and transfer learning sports
videos, mixed reality systems, and hyperparameter opti-
mization based on convolutional neural networks. In
comparison with the sports video summary scene classi-
fication algorithm based on classification and transfer
learning, the clustering extraction algorithm can be more
convenient, fast, safe, and reliable.

2. Proposed Method

2.1. Binary Processing Based on Sports Video Image.
Among many image segmentation methods, binarization is
a simple and effective method. )e purpose of image
binarization [2] is to separate the moving object and
background from the image and to provide a basis for
subsequent classification, detection, and recognition. Typi-
cally, the method of threshold segmentation [3] is used for
binarization. Its principle is to select an appropriate
threshold to determine whether each pixel in the image
belongs to the target or the background by making use of the
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difference between the object and the background in the
image so as to get the target to be detected.

Set the input image as f(x, y) and the output image as
fb(x, y), then

fb(x, y) �
1, f(x, y)≥T,

0, f(x, y)<T,
 (1)

where T represents the threshold of the binarization process.
In actual processing, 255 is used to represent the background
and 0 is used to represent the moving target. )e process of
binarization is relatively simple. )e key problem is the
selection method of binarization. In this paper, the OTSU
algorithm [4] is used to improve the selection of binarization
image threshold.

2.2. Morphological Processing of Sports Video Image. )e
binary image has some misjudgement points; that is, there
are a small number of “burrs” or “holes,” which requires
further refinement. In order to get more accurate seg-
mentation results, this paper chooses appropriate structural
elements and uses mathematical morphology to filter the
corrosion and expansion. In fact, it uses image open and
close operation.

In corrosion operation, the result of etching a binary
image is to narrow the edge of the image and shrink inward,
which seems to be eroded by the surface. Its principle is to
define a subimage whose size is negligible and relative to the
image to be processed as a structural element. Typically, a
2 ∗ 2 or 3 ∗ 3 pixel size template is selected, which specifies
a pixel in the template as the origin and assigns a value (1 or
0) to each position in the template. )e structure elements
are used to scan the image to be processed point by point and
perform matching operations. Whenever a subimage
identical to the structural element is found (no matching of
the zero pixels in the structural element), the location of the
corresponding pixel in the subimage corresponding to the
original position of the structural element is marked. )e set
of all such pixels is the result of the corroded operation of the
binary image, which is defined as formula (2)

If I is the image to be corroded and B is the selected
structure “probe,” then the definition of target image I
corroded by probe B [5] is as follows:

IΘB � x|(B)x ⊇ I . (2)

Among them, X represents the displacement of set
translation, Θ represents the operator of corrosion opera-
tion, and (B)x represents the translation of structural
elements.

Morphological corrosion means that every time the
translation structural element detects the image to be
processed; if a subimage identical to the structural element
is found, the location of the pixels in the subimage and the
origin of the structural element is marked. )e set of all the
marked pixels is the result of corrosion. In fact, in the image
to be processed, the original pixels of the subimage with
exactly the same shape of the structural elements are
marked and retained. Expansion operation corresponds to

corrosion operation. Expansion processing of a binary
image often enlarges the edge of the image. )erefore, if
there are black spots in the white foreground area of the
image or two white areas are blocked by very thin black
lines, then the black pore in the corroded image will be
filled into a white image block which is similar to the
surrounding image block, and the two image blocks which
are not connected by themselves will also become a
complete connected block. )e principle of image ex-
pansion is to define a subimage whose size is negligible
relative to the image to be processed as a structural element.
Typically, a template with 2× 2 or 3× 3 pixel size is selected
to specify a pixel in the template as the origin. And a value
(1 or 0) is assigned to each position in the template, the
image is scanned to be processed point by point, and
matching operation is performed by using structural ele-
ments. Whenever a pixel point intersecting with the
structural element is found (only one position in the
structural element and the image to be processed are
foreground points), the point of the image to be processed
relative to the original of the structural element is marked
as foreground points. )e set of all these marker points is
the result of image expansion. )e definition of image
expansion is as formula (3).

If I is the source image to be processed and B is the
selected structural element, then the mathematical definition
of the expansion of the target image I by the structural
element B is as follows:

I⊕B � x|x � i + b, i ∈ I, b ∈ B{ } � ∪ b∈BIb. (3)

Among them, i+B denotes that I is translated by vector
b, x denotes the two-dimensional value after operation, and
⊕ is the symbol of expansion operation.

)e meaning of morphological dilation is that as long as
the intersection point with the structural element is not
empty in the image, the pixels corresponding to the original
position of the structural element in the image to be pro-
cessed are marked. )e set of all the symbolic conditions is
the result of the dilation operation.

Corrosion and expansion operations have different ef-
fects. Expansion can connect two separate regions and make
two isolated “islands” connected. Corrosion can eliminate
the pore in the image, make the original isolated “island”
disappear in the image, and play the role of filtering noise.

2.3. Feature Point Detection. In feature point detection [6],
what kind of feature is used to describe objects is an im-
portant part of feature matching. Whether the feature se-
lection is appropriate or not is the decisive factor affecting
the success or failure of the next matching work. In this
paper, we use feature points, but there is no definite concept
at present. Generally speaking, we represent points with
feature properties in images, such as extreme points, points
with zero second derivative, intersection points of lines, and
lines in images. )e feature points represent the important
local feature information in the image, which effectively
reduces the image information and plays a great role in the
analysis and understanding of the image. Using feature
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points for image matching can enhance the validity and
reliability of image matching.

2.3.1. Harris Feature Point Detection. )e core idea of the
Harris feature point detection algorithm is to use small
windows to judge the gray level change by moving on the
image. If the gray level changes obviously in the process of
moving, there will be feature points in the window.

If the gray level does not change or does not change in
one direction, there is no feature point in the window. By
constructing a mathematical model, the problem can be
expressed as follows:

E(u, v) � 
x,y

w(x, y)[I(x + u, y + u) − I(x, y)]
2
. (4)

In formula (4), (u, v) represents window translation
transformation, E(u, v) is gray level change, w(x, y) is
window function, and I(x, y) is image gray level. )e
window function is Gauss function as follows:

w(x, y) �
1

2πσ2
e

− x2+y2( )/2σ2 . (5)

)is function can be understood as calculating the
weight of gray level in the window, which changes with the
direction from the center point to the edge smaller and
smaller, so as to eliminate the influence of noise on it.

)e Taylor expansion for formula (10) can be expressed
as follows:

E(u, v) � 
x,y

w(x, y) Ixu + Iyv + o u
2
, v

2
  

2
. (6)

M is the partial derivative sparse matrix and it is
expressed as

E(u, v) � [u, v]M
u

v
 . (7)

In this formula, Ix is the difference in direction x, Iy is
the difference in direction y, and M is the partial derivative
sparse matrix and is expressed as follows:

M � 
x,y

w(x, y)
I
2
x IxIY

IxIy I
2
y

⎡⎢⎢⎣ ⎤⎥⎥⎦. (8)

For Harris feature point monitoring, the size of two
eigenvectors of M matrix can be used. )e two eigenvalues
represent two directions of the fastest and slowest change,
respectively. Both of them are large and can be judged as
characteristics. One is the edge, and the other is the edge.
Both of them are small and flat areas without change. So, we
can express the problem as follows:

R � detM − k(trM)
2
, (9)

where detM is the determinant of a matrix M which is the
product of two eigenvalues, trM is the trace of a matrix M

which is the sum of two eigenvalues, and k is a constant.
From the analysis, it can be seen that the judgment of Harris

feature points is related to the value R. When the value R is
larger and positive, it can be judged as the feature point.
When the value R is larger and negative, it can be judged as
the edge, and when the value R is smaller, it can be judged as
the flat area without change. In practical applications, the
horizontal and vertical difference operators are used to
evaluate the matrix M of the pixels, and then the Gauss filter
is used to determine the feature points directly by R. )e
algorithm is simple, efficient, insensitive to illumination
changes, and has rotation invariance. However, it does not
have scale invariance; when the threshold is too large, the
sensitivity of focus detection is not enough and the number
of feature points is too small, and false feature points are easy
to appear when the threshold is too large.

2.3.2. ORB Feature Point Detection. ORB feature point
detection [7, 8] is a SIFT algorithm for extracting and de-
scribing image features. FAST (Features from Accelerated
Segment Test) is used to extract feature points. In the al-
gorithm based on image feature detection and matching,
through the GLAMpoints paper, we can learn the exact
matching points greedily learned. And through the feature
detection and description of image matching, we can learn
from manual design to deep learning. It is best to talk about
key point detectors and descriptors based on random
samples through RSKDD-Net. )e core idea of the FAST
algorithm is as follows: for a pixel, a circular region is
constructed with the center of the pixel, and the gray value of
the pixel in the center of the circle is compared with that of
all the pixels in the circle. When the pixel value of enough
points is larger or smaller than that of the center of a circle,
the pixel is considered to be a feature point. It can be
expressed as follows:

D � 
circle(p)

|I(x) − I(p)|> ε.
(10)

In formula (10), I(x) is the gray value of any point in the
circle, I(p) is the gray value of the central pixel, and ε is the
set thresholds. If theD value is greater than the set threshold,
the corner can be judged.

In view of the fact that FAST features do not satisfy
scale changes, the ORB algorithm establishes scale pyra-
mids, similar to the SIFTalgorithm in building scale pyramids.
For each layer of image, FAST feature points are extracted.
Finally, the extracted features are regarded as a set of features
extracted from all layers, so as to meet the scale invariance.
Aiming at the problem that FAST feature points have no
direction, the ORB algorithm gives the gray centroid position
in the neighborhoodwhere R is the center of feature points and
the direction of gray centroid is the direction of feature points,
and then the formula for calculating centroid C is as follows:

mpq � 
x,y∈r

x
p
y

q
I(x, y),

C �
m10

m01
,
m00

m00
 .

(11)
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In formula (11), I(x, y) is the gray value of the neigh-
boring pixel, and the direction of the vectorOC of the feature
point O and the center of mass C is as follows:

θ � arctan
m01

m10
. (12)

Since FAST feature is only an algorithm for feature
detection and does not involve the formation of feature
descriptors, the ORB algorithm uses Rbrief algorithm for
feature description. )e Rbrief algorithm is that the de-
scriptor generated by the Brief algorithm [9] adds rotation
angle information.)e Brief algorithm takes n pairs of pixels
randomly around the position of the extracted feature points
to form an image block and then compares the two pixels in
the image block, the result of which is expressed by 0 or 1. A
series of binary digit strings with length n are generated, and
the generated binary digit strings are the Brief descriptors of
the feature points. In order to enhance the descriptorʼs
robustness to noise and illumination, the image block is
smoothed by Gauss filtering. )e gray level of 5 ∗ 5
neighborhood of a point in its 31 ∗ 31 neighborhood is
compared with that of point pair. )e comparison criterion
of the ORB algorithm after Gaussian smoothing of image
blocks can be expressed as follows:

τ(p; x, y) ≔
1, p(x)<p(y),

0, p(x)≥p(y).
 (13)

In formula (13), the average gray levels of the two pairs of
pixels X and Y in the image block p are, respectively, p(x)

and p(y). )e generated binary digit string can be repre-
sented as follows:

fn(p) � 
1≤i≤n

2i− 1τ(p; x, y). (14)

In formula (14), n can generally be taken as 128, 256, and
512. It can be seen that the Brief descriptor does not have
rotation invariance. In order to describe the direction of the
generated feature points using the descriptor, ORB improves
the Brief descriptor. Let the original Brief algorithm rep-
resent a 2 ∗ n matrix by selecting n pairs of points around
the feature points:

S �
x1, . . . , xn

y1, . . . , yn

 . (15)

According to the angle θ between FAST feature points
and centroid, the rotation matrix Rθ is constructed, and then
the corresponding direction of rotation of the point set
matrix can be expressed as follows:

Sθ � RθS. (16)

At this time, the original Brief descriptor can be
expressed as follows:

gn(p, θ) ≔ fn(p)| xi, yi(  ∈ Sθ. (17)

In order to ensure the separability of feature point de-
scriptors, the ORB algorithm improves the original Brief
algorithm by using statistical principles, namely, Rbrief

algorithm. Each point is arranged in columns according to
the binary digits taken above, and the matrix Q is generated.
)e average value of Q of each column is calculated.)e first
column in the matrix R is rearranged according to the
distance from the draw value to 0.5. )e correlation between
Q of all the columns and all the columns in the matrix R is
calculated. If the result is less than the set threshold, put the
column in the matrix R, until 256 columns in R stop. )e
feature points extracted by the ORB algorithm and the
descriptors generated by the ORB algorithm are fast and
have good rotation invariance. However, when adapting to
scale change, the effect is general. Because its descriptor is
binary digit string, the matching process is not stable
enough, which will cause some difficulties in matching.

2.3.3. SIFT Feature Point Detection. )e SIFT algorithm
[10] is a computer vision feature extraction algorithm which
satisfies our needs very well. )e feature extracted by this
algorithm is a scale rotation invariant, so it has excellent
robustness and is convenient for feature matching.)emain
idea of SIFT is to collect images in continuous scale, find
extremum points in continuous scale space, remove unstable
extremum points, and extract and acquire local features of
rotation and scale invariance around stable extremum
points. Finally, 128-dimensional descriptors are generated.

SIFT features have the following advantages: strong
robustness and good adaptability to geometric deformation,
image noise, and brightness change. An image can generate a
large number of SIFT feature points, which are rich in data.
)e local invariant features corresponding to the two images
have good repeatability. Firstly, we consider the scale in-
variance of SIFT features. In order to adapt to scale trans-
formation, feature points need to be detected in all image
scales. )erefore, it is necessary to establish the scale space,
and the Gaussian kernel function [11] is the only smoothing
function in the scale space, so the Gaussian kernel function
can be used to build the scale space.)e scale transformation
of an image can be expressed as follows:

L(x, y, σ) � G(x, y, σ)∗ I(x, y), (18)

where I(x, y) is expressed as an image, (x, y, σ) is a
Gaussian kernel function, and L(x, y, σ) is an image in
different scales, and it is a scale space. )e Gauss kernel
function can be expressed as follows:

G(x, y, σ) �
1

2πσ2
e

− x2+y2( )/2σ2[ ], σ ≥ 0. (19)

In order to improve the reliability and stability of feature
points, the preliminary identified feature points are
screened. )e screening steps are divided into two steps. )e
first step is to remove the low contrast points, i.e., some
noise-sensitive points, and Taylor expansion is carried out
for equation (21):

D(x) � D +
zD

T

zx
x +

1
2
x

Tz
2
D

zx
2 x. (20)

Seeking extreme points,
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x � −
z
2
D

−1

zx
2

zD

zx
. (21)

In formula (21), x is the position of the extreme point
and x is the offset of the extreme point. D(x) can be used as a
basis for judgment. Generally, feature points of D(x) less
than 0.3 are removed. )e second step is to remove the edge
response. )e points at the edge are very sensitive to noise,
and the Gauss difference function has a large principal
curvature for a peak across the edge, so the SIFT algorithm
excludes the edge response by calculating the principal
curvature. )e principal curvature can be calculated by a
2 ∗ 2 Hessian matrix H as follows:

H �
Dxx Dxy

Dxy Dyy

⎡⎣ ⎤⎦. (22)

Since the principal curvature is proportional to the ei-
genvalue of matrixH, if the two eigenvalues of matrix H are,
respectively, α or β, then there are

Tr(H)
2

Det(H)
<

(r + 1)
2

r
. (23)

In formula (23), Tr(H) is the trace of matrix H, Det(H)

is the determinant of matrixH, and r is the constant which is
generally taken as 10 to determine whether the principal
curvature is in a certain range.

After the stable feature points are selected, the appro-
priate descriptor is generated for the feature. In order to
make the descriptor rotate invariant, the gradient modulus
and direction can be expressed as follows:

m(x, y) �

�����������������������������������������������

(L(x + 1, y) − L(x − 1, y))
2

+(L(x, y + 1) − L(x, y − 1))
2



,

θ(x, y) � α tan 2
[L(x, y + 1) − L(x, y − 1)]

[L(x + 1, y) − L(x − 1, y)]
 .

(24)

In formula (24), L is expressed as the scale of each point.
)e gradient value of each point represents the main di-
rection of the neighborhood gradient and takes the main
direction as the direction of the feature point. After de-
termining the main direction, the position, scale, and di-
rection of each feature point have been reflected. At this
point, a descriptor is generated for each feature point. To
solve the gradient value on the image smoothed by the
corresponding Gauss feature points, each feature point can
generate a 128-dimensional descriptor, that is, a 128-di-
mensional feature vector. In order to remove the influence of
illumination changes, the feature vector can be normalized
and SIFT features can be extracted.

2.4. Cluster AnalysisMethod. Cluster analysis is a method of
quantitative classification with mathematical tools. Cluster
analysis algorithm [12] is a typical unsupervised learning
algorithm and one of the important algorithms of data
mining. It is mainly used to study classification problems;
that is, similar data are automatically divided into the same
category. When using the clustering algorithm, we usually
analyze the similarity relationship between data to group
data and divide data into different classes. )e greater the
similarity between similar data, the smaller the similarity
between different classes of data; that is, the greater the
difference, the better the classification effect.

2.4.1. Clustering Algorithm Based on Cumulative Frame
Difference Intersection. )e basic idea of the clustering al-
gorithm based on the intersection of the cumulative frame
difference is based on the calculation of the cumulative
frame difference and cross and cluster the two cumulative

frame differences so that the changing area can accurately
converge to the foreground edge, and then the area binarizes
themask to obtain a differential image frame that is to ensure
the real-time performance, and greatly improve the seg-
mentation effect. It is also suitable for sports video sequences
with fast-moving objects. )e main steps of the algorithm
are as follows:

(1) After the median filtering, the image processing
sequence difference between adjacent frames and
frame interval difference is as follows:
If the current image frame n can be expressed as f (k),
the frame image k+1 and k+2 can be expressed as f
(k+ 1) and f (k+ 2), and the interframe difference of
the adjacent difference categories can be expressed as
follows:

fk+1(x, y) − fk(x, y)


,

fr+1(x, y) − fr(x, y)


.
(25)

)e cumulative results of the n frames are as follows:

D1 � 

k

r�1
fr+1(x, y) − fr(x, y)


 � E∪N1,

D2 � 
k

k�1
fk+2(x, y) − fk(x, y)


 � F∪N2,

(26)

where E and F are the change areas in the cumulative
results and N1 and N2 are noise.

(2) By intersecting the two cumulative frame differences,
the pixels belonging to the change area in the two
cumulative results can be effectively concentrated
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around the foreground contour, thereby obtaining
an ideal moving foreground contour.

D1 ∩D2 � A∪N1( ∩ B∪N2(  � EF∪ EN2 ∪FN1 ∪N1N2( .

(27)

Since EN2 and FN1 are clustering of moving re-
gions and noises, formula (5) can be rewritten as
follows:

D1 ∩D2 � AB + N. (28)

(3) For further clustering method to remove back-
ground pixels, clustering step procedure is described
as follows:

Step 1. Randomly determine two points and set
5 ∗ 5 and cycle number 1P as the centers.

Step 2. For each pixel in a rectangular window,

D1 �
1

N
2
K


N1∩N2∪EF∩EN1

) xi − x( − yi − y( . (29)

Step 3. Compare the distance D1 with the thresh-
old Di. If Di ≤D1, binning of pixels moved
to the edge of the moving foreground ob-
ject. Otherwise, the pixel will be merged
into the background noise edge pixel.

Step 4. Move the rectangular window from the
horizontal and vertical directions, increase
the number of pixels and follow Step 2 until
all the binning classes they belong to, that is,
the number of cycles reaches the specified
number, and the cluster ends.

3. Experiments

In this document, the experimental platform configuration
is based on a 64 bit flagship version of the Win7 operating
system, 8G physical memory, a 2.2GHz quad-core Intel
Core I5-5200U CPU, andMATLAB 2014b-based simulation
software.

In order to reflect the universality of the experiment, the
material used in this document comes from the network and
not from a dedicated video library. )e sports video used in
the simulation experiment comes from sports gates of large
gates. )e video frame rate is 5 frames per second, and the
output image resolution is 480× 360. Tennis, volleyball,
water polo, and baseball were selected as the four sports
videos. In this article, the SIFTalgorithm is used to derive the
characteristics of the sport, and then the cumulative cross-
sectional algorithm is used to identify sports, as shown in
Figure 1.

4. Discussion

Before the simulation experiment, it is necessary to pre-
process the actual video object to improve the video frame
characteristics. Firstly, all four types of motion video frames
are gray, as shown in Figure 2.

In the image processing process, the presence of noise is
inevitable. In this article, denaturing is also required in the
preprocessing process. )is document enhances traditional
filter average processing, saves processing time efficiently,
and improves processing results, which are useful for
detecting and tracking images in the later stages of football.
In this paper, we simulate and analyze the noise added to the
gray image and use the traditional median filter and the

Figure 1: Four kinematic video frames.

Figure 2: Grayscale of video frame image.
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improved median filter, respectively, to avoid the noise
influence in the process of processing, as shown in Figure 3.

After filtering, we edge the image with the result of
filtering. After gray level processing, there are 256 gray levels.
By choosing appropriate threshold, the gray level of the gray
image can be divided into two parts, and then the binar-
ization of the image can be obtained. It keeps the region of

interest in the image to the greatest extent and shields all the
irrelevant information as shown in Figure 4.

After the preprocessing results, the first step is to carry
out simulation experiments on sports detection. )e pro-
cessed video frame images are recognized, and the accuracy
and recognition rate of the four kinds of motion are
compared, respectively, as shown in Table 1.

Figure 3: Video frame image noise and filtering.

Figure 4: Two values.

Table 1: Motion recognition rates.

Volleyball (%) Tennis (%) Baseball (%) Water polo (%)
Accuracy 86.5 91.2 87.4 83.2
Recognition rate 82.3 93.4 88.4 84.3
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From this table, we can see that tennis has the highest
recognition rate, while the rest of the sports are relatively
low, which may be related to the video background.

5. Conclusions

In recent years, with the improvement of peopleʼs living
standards, more and more attention has been paid to sports.
)e research of video data processing has high theoretical
significance and commercial value. In this paper, four kinds
of sports videos are analyzed, and four kinds of sports images
are extracted. After image graying, image denoising, and
image binarization, a detection method based on SIFT
feature points is designed. In the simulation experiment,
image preprocessing, sports item detection, and sports item
recognition are analyzed, respectively. By comparing the
accuracy and recognition rate of these four sports, we can
conclude that the recognition rate is more than 80%. It can
be seen that the recognition rate is still very high, and the
tennis recognition rate is the highest. )is shows that the
SIFT algorithm and cumulative cross-section grouping al-
gorithm proposed in this paper are suitable for sports video
recognition.
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Sports video is loved by the audience because of its unique charm, so it has high research value and application value to analyze
and study the video data of competition. Based on the background of football match, this paper studies the football detection and
tracking algorithm in football game video and analyzes the real-time image of real-time mobile devices in sports video augmented
reality. Firstly, the image is preprocessed by image graying, image denoising, image binarization, and so on. Secondly, Hough
transform is used to locate and detect football, and according to the characteristics of football, Hough transform is improved.
Based on the good performance of SIFT algorithm in feature matching, a football tracking algorithm based on SIFT feature
matching is proposed, which matches the detected football with the sample football. +e simulation results show that the
improved Hough transform can effectively detect football and has good antijamming performance. And the designed football
tracking algorithm based on SIFT feature matching can accurately track the football trajectory; therefore, the football detection
and tracking algorithm designed in this paper is suitable for real-time football monitoring and tracking.

1. Introduction

Nowadays, more and more people accept various kinds of
information in the form of multimedia data, which requires
the storage and analysis of various multimedia data. Because
the most important way for humans to perceive and un-
derstand the world is vision, visual information is the most
important information in multimedia data, which contains
the largest amount of information. In multimedia data,
visual information is represented as image data and video
data.+e analysis and processing of image and video data is a
hot issue in real-time image analysis of augmented reality
mobile devices. In most cases, the moving target in a video
sequence is the most concerning part of human eyes. In fact,
the biggest feature of video image is that it has rich original
data, strong correlation between adjacent near frames, and
dynamic time-varying mode in time domain, which makes
moving objects easy to detect, segment, and recognize.
Compared with static images, the greatest advantage of
image sequence and video is to capture motion information.

+e object detection and tracking algorithm of video
image began in the middle of the 20th century. At that time,
people began to study the computer representation of object
image and developed optical character recognition (OCR)
system, license plate recognition system in fixed scene, and
so on. By the end of the 20th century, face detection, vehicle
detection, and aviation military target detection have be-
come popular research fields.

At present, many national departments and scholars
have done a lot of research on motion target analysis and its
technology. In 1997, the Defense Advanced Research
Projects Agency of the United States established the Visual
Surveillance and Monitoring (VSAM) system, which was led
by Carnegie Mellon University Robot and participated by
Sarnoff Company and so on [1]. +e system can be used for
battlefield situation analysis, safety monitoring in important
places, and monitoring of refugee flow. From 1998 to 2002, a
system named ADVISOR was developed and studied by the
French National Institute of Computer Science and Control,
the University of Reading, and the University of Kingston in
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the United Kingdom under the support of the IST (Infor-
mation Society Technology) research institute. +e system
improves the management level of public transport network
by establishing an intelligent monitoring system and
guarantees personal and property safety [2]. In addition,
there are also Maryland University real-time visual moni-
toring system W4 [3], the video surveillance technology
project AVITRACK, and the intelligent embedded system
ObjectVideo, which are jointly studied by the European
Union and Austria. It also shows that, with the development
of society, the demand for sport target analysis is higher and
higher.

Video moving object analysis system can be widely used
in public safety protection, such as regional monitoring,
terrain matching, urban safety, and traffic management.
However, in reality, the background is most complex and
changeable, such as the brightness change of light, the
movement of objects in the background, or the existence of
objects similar to the characteristics of the target, shadow
problem, target occlusion, and so on. All these have brought
some difficulties to the accurate detection and tracking of the
target.

In modern life, sports video is a kind of important video
loved by the majority of the audience, which occupies a large
proportion in the existing television programs and the In-
ternet. With the continuous improvement of people’s quality
of life and the rapid progress of science and technology, all
aspects of sports video requirements are also rising. For
example, in the aspect of watching sports matches, now this
passive, flat viewing mode will gradually fail to meet the
demands of television viewers. Broadcasters need to add
various visual special effects to meet the visual requirements
of the audience. In many sports competitions, football
matches have the largest number of spectators and the highest
degree of concern. +erefore, detecting, extracting, locating,
and tracking the moving objects in football matches video
have very high practical value and practical significance.

Target extraction and tracking in video is a hotspot in
image and video processing. +e technology applied covers
many fields of image processing analysis and computer
vision. Generally speaking, a video scene is composed of
background and target, in which target is an important part
of video sequence and contains important information.
+erefore, fast and effective segmentation of objects in video
and tracking of interesting objects are the basis of subse-
quent video image analysis.

+e core of augmented reality mobile devices is to realize
the seamless integration of virtual objects (3D models,
videos, images, audio, etc.) and real scenes. How to make the
virtual objects and real scenes reach an agreement on time,
location, and illumination is a technical difficulty. In recent
years, with the continuous improvement of hardware and
software of mobile devices, augmented reality technology
can be applied to mobile devices. However, mobile devices
are usually limited by memory, computing power, com-
munication speed, hardware architecture, and other aspects.
How to research the technology suitable for mobile devices
on the original basis has become a research hotspot in the
field of augmented reality.

In the past two decades, researchers have done a lot of
research on video analysis and processing and put forward
many valuable theories and methods. Sports video has a
certain structure and regularity. +e analysis and research
of sports video have high theoretical value and wide ap-
plication value, which makes sports video attracted the
attention of many scholars [4–6]. In the analysis and
processing of football video, players and football are two
very important goals. In many applications, it is urgent to
detect and track players and football, such as event de-
tection, tactical analysis, automatic summary generation,
and target-based video compression. As a hot issue in video
and sequence image processing, detection and tracking has
always attracted the attention of researchers. In recent
years, many famous universities and research institutes at
home and abroad have made in-depth research on football
video analysis and processing technology and put forward
some effective methods for football video target detection
and tracking.

It is a very challenging task to detect and track football
effectively in football videos. +e main reasons include the
following: (1) In football videos, the number of pixels oc-
cupied by football targets is small. (2) +e position and
direction of the camera are always changing, so the football
movement in football video includes the movement of the
ball itself and the movement of the camera. (3) Because of
the influence of the light and the speed of the ball, the color,
size, and shape of the football will change, so it is difficult to
build an effective model to detect and track the ball. (4)
When soccer is tied to the ground or shielded by players, it is
more difficult to detect and track [7–10].

In this paper, the detection and tracking of football is
studied, and an algorithm of football detection and tracking
in football matches video is proposed, which can in real time
analyze football matches video images. +e work of this
paper is as follows:

(1) +e image is preprocessed by image grayscale, image
denoising, and image binarization, and an improved
median filtering method is proposed.

(2) Hough transform is used to locate and detect foot-
ball, and according to the characteristics of football,
Hough transform is improved.

(3) Based on the good performance of SIFTalgorithm in
feature matching, a football tracking algorithm based
on SIFT feature matching is proposed, which
matches the detected football with the sample
football.

2. Proposed Method

2.1. Image Preprocessing

2.1.1. Image Denoising. In video image processing, the main
noise comes from image sensors. +ere are two kinds of
noises from image sensors: salt-and-pepper noise and Gauss
noise [11, 12]. In order to eliminate sensor noise, there are
two kinds of mean filtering [13] and median filtering [14]. In
this paper, an improved median filtering method is used to
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denoise the system from the point of view of real-time
performance and detection effect.

For the traditional median filtering algorithm, if the
number of pixels in the slidingwindow is n, eachwindowneeds
to be compared (n(n − 2)/2) times, and the time complexity is
O(n2). In general filtering algorithm, the window needs to be
sorted once every time it moves. If image size is N × N, the
time complexity of the whole algorithm is O(n2N2).

In this paper, an improvedmedian filtering algorithm is used
to improve the real-time performance of soccer video pro-
cessing, in which the time complexity of each sliding window is
O(n), and the overall time complexity is O(nN2), which meets
the real-time requirements of volleyball video detection.

For illustrative purposes, the pixels in the 3 × 3 window
are defined as P0 − P8, respectively, as shown in Table 1.

+e process of implementation of the algorithm is as
follows: first, the maximum, median, and minimum values
in each column are calculated, and the maximum, median,
and minimum groups can be obtained. +e calculation
process is as follows:

Max group: Max0 � max[P0P3P6], Max1 � max
[P1P4P7], Max2 � max[P2P5P8].
Middle-value group: Med0 � med[P0P3P6], Med1 �

med[P1P4P7], Med2 � med[P2P5P8].
Minimum group: Min0 � min[P0P3P6], Min1 � min
[P1P4P7], Min2 � min[P2P5P8].

It is concluded that the maximum value and the min-
imum value in the maximum value group and the minimum
value group must be the maximum and minimum values of
the nine-pixel values, the maximum value in the median
group is at least 5 pixels, and the minimum value is less than
5 pixels. If the median in the maximum group is at least 5
pixels, and the median in the minimum group is less than 5
pixels, then

Maxmin � min Max0,Max1,Max2( ,

Medmed � med Med0,Med1,Med2( ,

Minmax � max Min0,Min1,Min2( ,

Winmed � med(Maxmin,Medmed,Minmax),

(1)

and with this algorithm, the number of median calculations
is nearly twice as much as that of the traditional algorithm,
and it is very suitable for image smoothing in video
sequence.

2.1.2. Image Binarization. Among many image segmenta-
tion methods, binarization is a simple and effective method.
+e purpose of binarization of image [15–17] is to separate
the moving object from the background in the image and to
provide the basis for the subsequent classification, detection,
and recognition. Set the input image as g(x, y) and the
output image as gb(x, y); then,

gb(x, y) �
1, g(x, y)≥T,

0, g(x, y)<T,
 (2)

whereT represents the threshold of binary processing. In actual
processing, the background is represented by 255 and the
moving object is represented by 0. +e process of binarization
is relatively simple, and the key problem is the selectionmethod
of binarization. In this paper, the OTSU algorithm is used to
improve the selection of binarization image threshold.

2.2. Research onSoccer LocationDetection. Hough transform
essentially transforms the spatial domain of an image into a
parametric space and describes the curve of an image in a
parametric form satisfied by most of the pixels. In the
process of geometric image detection, standard Hough
transform (SHT) requires the following steps to achieve
detection [18–21]:

(1) Allocate buffer: the process is to allocate the pa-
rameter buffer to prepare the mapping.

(2) Parameter space transformation: the feature points
are scanned, and each feature point satisfying a
specific relationship corresponds to the parameter
space.

(3) Accumulation and storage: the image parameters
satisfying the specific relationship are accumulated
and stored, and the pixels satisfying the specific
relationship in the image space are added together.

(4) +e location of the largest point on the plane of the
location parameter, which is the parameter of the
image on the original image.

+e equation of known circle is

(x − g)
2

+(y − h)
2

� r
2
, (3)

where (g, h) is the center of a circle and r is the radius. +e
formula represents the equation of the circle. Because it is in
the image space, the point (x, y) is regarded as an unknown
number, and the center (g, h) and radius r are regarded as
known numbers. If the image in image space coordinate
system (x − y) is mapped to three-dimensional parametric
space (g − h − r), the equation of circle in parametric space is
as follows:

(g − x)
2

+(h − y)
2

� r
2
. (4)

In the parameter space, the known and unknown pa-
rameters are reversed, the coordinate information of the
feature points (x, y) becomes known, and the corre-
sponding center (g, h) and radius r are unknown. After
transformation, each effective feature point (x, y) in the
image space corresponds to a cone in the parameter space
one by one. Different points on the same circle in the image

Table 1: Pixel sort order.

Zeroth columns First columns Second columns
Zeroth lines P0 P1 P2
First lines P3 P4 P5
Second lines P6 P7 P8
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space correspond to the same point of intersection of cones
in the parameter space. +is process records the number of
repeated points with the same parameters by initializing a
three-dimensional accumulator in the parameter space. +e
expression is as follows:

A(g, h, r) � A(g, h, r) + 1, (5)

where A(g, h, r) represents a three-dimensional accumu-
lator, counting every three-element array (g, h, r) and ac-
cumulating the results. By setting a threshold, when the
value of the accumulator exceeds the threshold, the point is
considered to be the center coordinate of the circle in the
image space.

After preprocessing the video frame, the Hough
transform is realized. However, directly using SHT to
perform loop detection on an image requires mapping the
pixels of the entire image into the parameter space and
then making judgments point by point, which affects the
efficiency and accuracy of the algorithm. +erefore, the
basic idea of this paper is to replace multiple loops with
multidimensional arrays while reducing the dimension-
ality of the accumulator. At this point, we need to know
the radius of the circle to be detected; that is, the circle
radius r must fall in the range of (rmin, rmax). It is known
that, in the image space, the circle can have the following
parameter expression:

x � g + r cos θ,

y � h + r sin θ.

⎧⎨

⎩ (6)

Symbol θ is the angle between the point (x, y) and the
line of the point and the x-axis. +e corresponding point in
the image space is mapped to the parameter space, and the
formula of the circle is as follows:

a � g − r cos θ,

b � h − r sin θ.

⎧⎨

⎩ (7)

+e specific steps for improvement are as follows:

(1) After the image is preprocessed, the initial Hough
array matrix in the pixel space is used to set the initial
variables, and according to the actual position of the
circle, it is determined that its radius is (rmin, rmax),
and the step length is θ.

(2) According to the parametric formula (5), the value of
calculation (a, b) is set as a nonnegative integer, and
the valid value is recorded to determine the index
value of the Hough array.

(3) Hough arrays are constructed according to Hough
index values, which are mainly realized by accu-
mulators. At this time, the number of layers of the
arrays is rmin − rmax.

(4) In the Hough array, the layer with the largest ac-
cumulative value is found, which corresponds to the
circle with the largest number of pixels in the image
space, and the corresponding radius of the array is
the radius r of the circle.

(5) +e center of the circle is obtained. +e mean value
of all the (a, b) in the maximum value layer is the
center of the circle.

2.3. Research on Soccer Tracking Algorithm. In this paper,
based on the good performance of SIFTalgorithm in feature
matching, a football tracking algorithm based on SIFT
feature matching is proposed, which matches the detected
football with the sample football. Firstly, SIFT feature points
need to be extracted. +e details are as follows:

2.3.1. Detection of Extreme Points in Scale Space. In scale
space, the concept of local extreme contains two meanings:
one is image space extreme; that is, the extreme points are
local extreme points in 9 points of 3 × 3 neighborhood on
the same level; the other is scale-space extreme, that is, the
local extreme points of 27 points in the neighborhood 3 × 3
of the point and its corresponding points in two adjacent
layers. To sum up, the extraction steps of scale-space extreme
points are as follows.

Step 1. +e input image I(p, q) is convoluted with the Gauss
functionG(p, q, σ) to generate the corresponding scale space
L(p, q, σ), which is represented by a Gauss pyramid.

Step 2. Subtract the two adjacent layers of the Gauss Pyr-
amid to generate the Gauss differential Pyramid D(p, q, σ).

Step 3. In the Gaussian difference pyramid, themaximum or
minimum point in the neighborhood of the same layer 3 × 3
and the neighborhood of the adjacent layer 3 × 3 is detected.

2.3.2. Precise Location of Key Points. +e image data stored
by computer are discrete pixel value, but the extreme point
of discrete data may not be the extreme point of real con-
tinuous space. +erefore, it is necessary to fit the DOG
function in scale space with a three-dimensional quadratic
curve, so that the extremum points can be accurately located
at subpixel level. For a general differentiable function, the
extreme point is the point whose first derivative is 0. So the
Taylor expansion of Gauss difference function DOG in scale
space is as follows:

D(P) � D +
zD

T

zP
P +

1
2
P

Tz
2
D

T

zP
2 P. (8)

Solve the derivative, and let ((zD(p))/zP) � 0; then, the
maximum point obtained in the image row, column, and
scale of the three directions offset is

P �
zD

T

zP

z
2
D

T

zP
2 . (9)

Since the DOG function is expanded at the origin of the
extreme point P � (p, q, σ), the range of offset in three
directions is found to be between 0 and 1. Formula (5) is
substituted into formula (4):
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D(P) � D +
1
2

zD
T

zP
P. (10)

Lowe’s experiment shows that, for the extreme point of
|D(P)|< 0.3, it is considered as an unstable candidate with
low contrast and is eliminated.

In order to obtain stable subpixel accurate positioning
coordinates of key points, the following positioning criteria
are adopted in this paper:

(1) If the three components of P (i.e., the offset in the
row, column, and scale directions of the image) are
less than 0.5, then the point is regarded as the ex-
treme point, and the noninteger coordinate value
after the offset is taken as the precise positioning
coordinate of the key point.

(2) If a component is greater than or equal to 0.5, it
means that the real extreme point is closer to the
detection point of another integer; then the coor-
dinates of the extreme point in this direction are
moved to an integer coordinate value in the offset
direction.

(3) Repeat the above operations (Taylor expansion and
offset calculation) until the offset of a detection point
is found to satisfy three component values less than
0.5.+e number of repeated operations is not greater
than 5; otherwise, it is considered unstable.

For two-dimensional discrete data images, the key points
of the Hessian matrix are

K �
Dpp Dpq

Dpq Dqq

⎡⎣ ⎤⎦. (11)

+e derivative is estimated by the difference between
adjacent sampling points; that is,

Dpp � I(p, q + 1) + I(p, q − 1) − 2∗ I(p, q) Dqq � I

(p, q + 1) + I(p − 1, q) − 2∗ I(p, q),

Dpq � ((I(p + 1, q + 1) − I(p + 1, q − 1) − I(p − 1,

q + 1) + I(p − 1, q − 1))/4), I(p, q) represents the size
of the pixel value at coordinate (p, q).

α is a larger eigenvalue of K and β is a smaller eigenvalue.
For the two-order matrix K, the trace of the matrix is

Tr(K) � Dpp + Dqq � α + β. (12)

+e determinant of the matrix is

Det(K) � DppDqq − Dpq 
2

� αβ. (13)

In order to avoid directly calculating these eigenvalues,
we only consider the ratio between them to represent the
ratio of the principal curvature of the extreme point. Let
r � (α/β); then,

Tr(K)
2

Det(K)
�

(α + β)
2

αβ
�

(r + 1)
2

r
. (14)

It can be seen that the upper form reaches the minimum
when the eigenvalues of α and β are equal and increases with
the increase of r. So the intensity of the edge response can be
expressed by the size of formula 10. +e larger the value, the
stronger the edge response. Lowe recommends that the value
of r be 10. When the Hessian matrix of the extreme point
satisfies (Tr(K)2/(Det(K)))< ((r + 1)2/r), r � 10, the ex-
treme point is retained; otherwise, it is considered to be the
extreme value of the edge response which is easy to be af-
fected by noise and so on.

2.3.3. Key Point Assignment. +e direction of the feature
points will be used in the key point descriptor, so the
characteristics of the feature points need to be described. We
assign a direction to each feature point. +e gradient di-
rection distribution of the neighborhood pixels of the key
points is used to assign direction parameters to each key
point, so that the operator has rotation invariance.

m(p, q) �

����������������������������������������������

(L(p + 1, q) − L(p − 1, q))
2

+(L(p, q + 1) − L(p, q) − 1)
2



,

θ(p, q) � arctan
L(p, q + 1) − L(p, q − 1)

L(p + 1, q) − L(p − 1, q)
 .

(15)

Formulas (11) and (12) are the formulas for the modulus
and direction of gradient at (p, q). +e scale used by L is the
scale of each key point.

In practical calculation, when the direction is the weight
and the gradient is the weight value, for the convenience of
calculation and statistics, we use 0.5 as the dividing line to
take integers to both sides of the radian direction angle
which exists in decimal form. For example, 1.25 takes 1 and
2.75 takes 3. With this method, the angles can be grouped
into 8 arrays of 0–7, and the corresponding gradient values
can be added up as the important data for subsequent
calculation and matching.

2.3.4. Generating Key Points Descriptors. After obtaining the
local feature points, the key step is to use the local feature
points to describe the information of the surrounding area,
which can reduce the impact of the key points by per-
spective, rotation, illumination, and so on. By assigning the
direction of the key points, we have been able to get the main
direction of the key points. +en we rotate the region to the
main direction within a certain radius with the key point as
the center of the circle, so that the key point has rotation
invariance. When describing, the region is divided into 4∗ 4
subregions. In each subregion, the gradient histogram of 8
directions is used to make statistics. From this, a descriptor

Mathematical Problems in Engineering 5



of 4∗ 4∗ 8 � 128 dimension is formed. We call this de-
scriptor of 128 dimensions a SIFT descriptor.

After extracting SIFT feature points, in order to deter-
mine whether a sample in the tracking sample set is the same
target as the football detected in the current frame, this paper
uses the matching degree of the two to measure, that is,
matching degree. Assuming that the tracking sample Mk

i has
N1 SIFT feature points and the target detected in the k + 1
frame image has N2 SIFTfeature points. +e matching point
pair of the SIFTfeatures is N, and thematching degree rate is
calculated according to the following formula:

Rate �
N

max N1, N2 
. (16)

According to whether the matching degree is greater than
thematching thresholdTR, the current detection target and the
corresponding sample are tracked for the same target. Dice
similarity coefficient calculation formula is as follows:

DICE �
2|SEG∩GT|

|SEG| +|GT|
,

y � αWy + β1X − Wβ2X + ε,

ln g dpit � a0 + a1 du∗ dt + 
N

i�1
bjXu + εu.

(17)

Video coefficient calculation formula is as follows:

SEN �
|SEG∩GT|

GT
,

lssim � 1 −
2μxμy + C1  2σxy + C2 

μ2x + μ2y + C1  σ2x + σ2y + C2 
,

ψ � 
θ

x�1
Vx � 

ϑ

x�1

Wx


n
1 WI

Sx .

(18)

VOE coefficient calculation formula is as follows:

VOE � 1 −
|SEG∩GT|

|SEG∪GT|
,

U2 �

s − p1 − kx2,

x − p2 − k 1 − x2( .

⎧⎪⎨

⎪⎩

(19)

RVD coefficient calculation formula is as follows:

RVD � 100% × 1 −
|SEG| − |GT|

|GT|
 . (20)

WhenDice, Jaccard, and SEN are close to 1, it means that
the segmentation result is closer to the expert annotated
image; when RVD and VOE are close to 0, it means that the
segmentation error is small or there is basically no seg-
mentation error. Among them, Dice is used to express the
similarity between the network segmentation map and the
expert’s annotation map, and it is a very important seg-
mentation image evaluation coefficient.

3. Experiments

In this paper, SIFT algorithm is used to track football, but
now there are many SIFT algorithm derivatives, whose
performance is not inferior to SIFTalgorithm, such as PCA-
SIFT, GLOH, and SURF. In this paper, the performance
comparison of four algorithms is given, and the reason why
SIFT algorithm is chosen to track football is explained by
comparison.+e performance comparison results are shown
in Table 2.

Because the projection matrix of each generation de-
scriptor must have a set of representative and similar image
learning in advance, the generated projection rectangle is
only valid for the same type of image key descriptor. As a
result, the applicability of PCA-SIFT is far less than that of
SIFT algorithm, and the formation of SIFT descriptor has
nothing to do with image type, which is suitable for almost
all images and easy to form and develop. In GLOH algo-
rithm, because it also uses PCA technology to reduce the
dimension of the feature vector, it also needs to obtain the
projection matrix through representative image learning in
advance. +e function of the algorithm is not strong. +e
time efficiency of sift-sift is slightly better than that of PCA-
SIFT. In the implementation of SURF algorithm, integral
image and box filter are used to approximate the Gauss
Laplace transform, which leads to the loss of image details.
As a result, the uniqueness of the descriptor of the neigh-
borhood information of the interest point is much worse
than that of the SIFT descriptor, which leads to the poor
matching effect and the processing ability of the complex
scene cannot meet the requirements. Based on the above
analysis, SIFT algorithm is applied to real-time video
tracking of football match.

4. Discussion

Before the simulation experiment in this paper, we need to
preprocess the video frame object to enhance the image
feature information. Firstly, the image is grayed, and the
result is shown in Figure 1, where Figure 1(a) is the original
image and Figure 1(b) is the result of graying. From Figure 1,
we can see that the image information is basically preserved,
but the image is dimensionality reduced from three di-
mensions to two dimensions.

As shown in Table 3, in this paper, we improve the
traditional median filter processing, effectively save
processing time, and enhance the processing results. It is
helpful for image detection and tracking in the later stage
of football. In this paper, we simulate and analyze the gray
image with Gauss noise. +e original pixels, probability
output, pixel prediction, and output pixels of the three
colors of red, blue, and yellow are, respectively, given in
the table. It can be seen that the probability of yellow is the
highest at 92%, while the original pixels, predicted pixels,
and output pixels of yellow are the lowest at 280, 8%, and
390, respectively.

As can be seen from Figure 2, the improved median filter
noise processing proposed can effectively restore the gray
image information. Avoid noise effects during processing.
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As can be seen from Table 4, the data information is
blurred after adding Gauss noise, which is disadvantageous
to the subsequent image processing. Although the tradi-
tional median filter has a certain effect on noise filtering with
Gauss noise image, the effect is not obvious.

As can be seen from Table 5, we use the traditional
median filter to denoise and the improved median filter to
denoise. +e results are shown in Figure 3. Figure 3(a) is the
grayscale image, Figure 3(b) is the image after adding Gauss
noise, Figure 3(c) is the result of traditional median filtering,
and Figure 3(d) is the result of improved median filtering in
this paper.

Image binarization processing results are shown in
Figure 3. It can be seen that the image after the binarization
process has less data calculation and the sensitive area of the
image is obviously prominent. +is shows that reducing the
gray level of the entire image to a two-valued dimension can

Table 2: Performance comparison of four algorithms.

SIFT algorithm PCA-SIFT algorithm GLOH algorithm SURF algorithm
Antiscale Good Preferably Good Commonly
Antirotation Good Preferably Good Commonly
Antilight Commonly Preferably Commonly Good
Antiaffine Preferably Preferably Preferably Commonly
Time efficiency Commonly Commonly Commonly Good
Universality Good Commonly Commonly Good

(a) (b)

Figure 1: Grayscale processing. (a) Original image. (b) Grayscale image.

Table 3: Gaussian noise simulation and analysis of grayscale images.

Color Raw pixels Probability output (%) Pixel prediction (%) Output pixel
Red 290 85 15 450
Blue 310 77 23 420
Yellow 280 92 8 390
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Figure 2: Comparison of video effects after image processing.

Table 4: +e traditional median filter processing.

Median Filtering Denoise Dimensions A-
treatment

Grayscale 48.5 76.1 112.7 99.2 66.3
Processing 56.8 71.4 67.3 86.3 92.6
Simulate 91.2 89.8 88.6 76.7 63.4
Tracking 63.2 49.3 99.6 49.3 32.3
Football 82.4 49.3 91.3 39.5 91.3
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greatly simplify the subsequent feature extraction algorithm.
+e results are shown in Figure 4.

After the preprocessing results, first of all, the football
detection is simulated to illustrate the performance of the
proposed football detection algorithm. In this paper, Hough
transform is used to detect the location of football.
According to the characteristics of football, Hough trans-
form is improved.+e Hough transform before and after the
improvement is used to detect football. +e number of times
is 100. +e average comparison of the results is shown in
Table 6.

As can be seen from Figure 5, based on the good per-
formance of SIFT algorithm in feature matching, a football
tracking algorithm based on SIFT feature matching is
proposed, which matches the detected football with the
sample football. +e football tracking algorithm designed in
this paper is compared with other methods such as optical
flow method and background modeling method. As can be

seen from Table 7, the football tracking in video is 100 times
and the average is obtained.

As can be seen from Figure 6, the tracking accuracy is
6.2% higher than that of the optical flow method and 4.8%
higher than that of the background modeling method. As
shown in Table 8, the tracking time is 0.57 s shorter than that
of the optical flow method and 1.04 s shorter than that of the
background modeling method.

As shown in Figure 7, in order to verify the effectiveness of
the algorithm proposed in this paper, the method proposed in
this paper is verified on the data set. As shown in Table 9, the
data set contains a total of two subsets, each of which contains a
training video sequence and a test video sequence.

As shown in Figure 8, the shooting scene this time is on
the campus walkway, and the training video sequence is
shown in Table 10, All events are normal events, each test
video sequence contains one or more abnormal events, and
frame level and pixel level are provided.

(a) (b)

(c) (d)

Figure 3: Filtering processing of grayscale image. (a) Grayscale image, (b) adding Gauss noise, (c) traditional median filtering processing,
and (d) improved median filtering processing.

Table 5: Comparison of denoising effects between traditional median filter and improved median filter.

Number Clear (%) Carry out (%) Accurate prediction (%) Reliable
A 92 80 94 Y
B 89 76 72 N
C 75 74 84 Y
D 88 79 90 Y
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Table 6: Comparison of test results before and after Hough improvement.

Football radius Average accuracy rate (%) Average detection time (s)
Standard Hough 11 90.1 4.1
Improved Hough 11 93.5 1.5

(a) (b)

Figure 4: Binary processing after filtering. (a) Filtered result graph. (b) Binary processing result graph.
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Figure 5: Comparison of class algorithms HTCL and OEA.

Table 7: Comparison and analysis of several tracking methods.

Football radius Average tracking accuracy (%) Average tracking time (s)
Optical flow 11 86.7 0.78
Background modeling method 11 88.1 1.25
Method of this paper 11 92.9 0.21

Mathematical Problems in Engineering 9



+e test results are shown in Figure 10, and the histo-
gram is drawn as shown in Figure 9. Combining Figures 10
and 9, we can see that the soccer tracking algorithm based on

SIFTfeature matching in this paper is superior to the existing
optical flow method and background modeling method in
both tracking accuracy and tracking time.

15%

28%
25%

32%

57%

The performance of the proposed football detection algorithm

Football radius

Average tracking
accuracy (%)

Average tracking
time (s)
PIC-after

Figure 6: +e performance of the proposed football detection algorithm.

Table 8: +e influence of redundant information in video on computational efficiency.

Item Algorithm proposed Method proposed Verified Subsets Video sequence
1 48.5 76.1 112.7 99.2 75.9
2 56.8 71.4 67.3 86.3 75.2
3 91.2 89.8 88.6 76.7 79.8
4 83 84.9 75.7 40 84.4
5 60 30 20 76.1 20
6 84.8 84 83.6 79.2 82.2
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Figure 7: Test video sequence contains one or more abnormal events.
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Table 9: Judge abnormalities in the region of interest in the video.

Pic2 Genomic Descriptive Radiologist Imaging
Lipoma 4.3 2.4 2 2.82 2.92
Diversity impact 2.5 4.4 2 4.18 4.3
L-conditions 3.5 1.8 3 5.45 5.41
Tumor 4.5 2.8 2 4.83 5.44
Treatment 2.9 2.98 3.45 1.2 3.38
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Table 10: Test results of each method on UsED2 subset.

Item Late relapse Patient survival rate Early relapse patients Lipoma patients Ablation therapy
Early 4.3 2.4 2 3.7 3.4
Timely 2.5 4.4 2 5.6 6.5
Improve 3.5 1.8 3 6.4 3.4
Effective 4.5 2.8 5 4.3 9.2
Predict 5.9 2.6 6.4 1.9 3.7
Relapse 3.8 4.6 2.6 9.2 6.21
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Figure 9: Continued.
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5. Conclusions

With the rapid development of multimedia information, the
research on video data processing has higher theoretical
significance and commercial value.+is paper takes themost
watched football video among sports videos as the analysis
object. +e football detection and tracking algorithm in
football video is studied, and the football video image is
analyzed in real time. In order to achieve enhanced display of
mobile devices based on real-time image analysis, this paper
designs a football detection method based on improved

Hough changes and a method based on SIFT features after
preprocessing the image gray image denoising and image
binarization. In the simulation experiment, image pre-
processing, football detection, and football tracking were
analyzed, respectively. +e results show the effectiveness and
superiority of the improved Hough change football detec-
tion method and the football tracking algorithm based on
SIFT feature matching. +is also shows that the proposed
football detection and tracking algorithm is suitable for real-
time football monitoring and tracking [22].
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No data were used to support this study.
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+e application of intangible cultural heritage cultural elements and traditional crafts in modern design, especially in modern
fashion design, is not to flatter the public but to integrate the artistic language of intangible cultural heritage into modern fashion
on the basis of deeply understanding the connotation of intangible cultural heritage and mastering its traditional crafts, so as to
meet people’s demand for fashion and aesthetics. It can also promote the inheritance and development of traditional intangible
cultural heritage culture and technology. +e purpose of this study is to analyze the intangible cultural heritage elements in the
innovative design of fashion design by using interactive evolutionary computation. According to the composition characteristics
of cultural elements, this research uses interactive evolutionary calculation to analyze the current status of intangible cultural
heritage elements in clothing design.+en, 30 fashion designers are selected to evaluate the design situation and judge the effect of
the method on the design. +e results show that the neural network has evaluated 36 generations, that is, 256 times of moderate
value. Compared with the general IGA algorithm, adding neural network IGA can reduce the fatigue caused by user reference
score and improve the quality of the optimal solution, and the cultural image attributes whose perception frequency is more than
50% are favored. It is concluded that the research method in the intangible cultural heritage elements in fashion design can
improve user satisfaction and the effect is good. +is research contributes to the application of intelligent algorithm in the field of
fashion design.

1. Introduction

Our country has a long history and has created brilliant
civilization and culture. Among them, the intangible heri-
tage culture is the essence culture left by our ancestors. It is a
priceless treasure. It has attracted the attention of all sectors
of society, and the protection and inheritance of intangible
heritage culture have become a social consensus. Faced with
this kind of cultural heritage resources with artistic char-
acteristics, it is favored by fashion designers when it is
applied in modern fashion design and becomes the creative
source of clothing design. In order to make the intangible
cultural heritage cultural elements or traditional crafts
perfectly combined with modern clothing design, it is
necessary to grasp the intangible cultural heritage tech-
nology and flexibly use it in the clothing design process, so
that the intangible cultural heritage elements can shine

brilliantly in the modern clothing design, pay homage to and
inherit the traditional culture, and let the humanistic feelings
and exquisite skills of the intangible cultural heritage re-
radiate infinite vitality and vitality.

Interactive evolutionary computing is developed from
evolutionary computing, which is an evolutionary com-
puting method based on human subjective evaluation to get
the fitness of evolutionary individuals. It combines human
intelligent evaluation with evolutionary computing organ-
ically, breaking through the limitation of establishing ex-
plicit performance indicators of optimized systems, and
greatly expands the application scope of evolutionary
computing. Interactive evolutionary computing has been
widely used in graphic art and animation, facial image
generation, optimization control, virtual reality, and so on.
+e use of traditional cultural elements, to a large extent, is
conducive to the promotion of China’s excellent traditional
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culture, and the continuous innovation research in fashion
design is conducive to the realization of cultural innovation
and the rapid development of the fashion design industry.

In the research of the combination of fashion design and
intelligent algorithm, Zhu et al. proposed an interactive
fashion design method and a personalized virtual display
system with the real face of users. Taking suit as an example,
they analyzed a customer interaction fashion design method
based on genetic engineering. +erefore, customers can
rearrange the style elements of clothing, choose available
colors and fabrics, and put forward their own personalized
suit style. At the same time, based on unity3d and VR
technology, they developed a web 3D customization pro-
totype system for personalized clothing. Combined with the
system flow, the system gives the structure and function
layout of the system. +e test of the prototype system shows
that the system can truly show the effect of clothing fabrics
and provide an effective visual and customized experience
for users. +eir method is not stable [1]. Yamashita and
Arakawa proposed a color matching method considering the
brightness contrast and design characteristics of adjacent
regions. +eir method also allocates color components from
color combination samples to achieve the optimal color
design for normal people.+ey used interactive evolutionary
computation to design the brightness and color so that the
brightness and color components are properly allocated to
each region according to the subjective judgment of human
beings. Here, they first designed the brightness and then
specified the color component to keep the brightness un-
changed. Because they used fine color combination samples,
the color design was fine and harmonious. Computer
simulation verifies the high performance of the system.+eir
method is not practical [2]. Taking cultural heritage as the
breakthrough point, Yen and Hsu extracted relevant cultural
image elements from traditional handicraft, tinware, and
integrated with product design through knowledge inte-
gration, which promoted the transformation and upgrading
of the local tin culture industry. Leong and Clark put for-
ward a framework for the study of cultural product design.
+e cultural space is divided into three layers, the outer layer
is the visible culture, the middle layer is the behavioral
culture, and the inner layer is the intangible culture, forming
a new perspective of cultural design research. +eir method
is imprecise [3].

+is study first introduces the principle of interactive
evolutionary computing and then describes the basic
characteristics and components of fashion design in detail,
including three features and four elements. +e main al-
gorithms of this study are interactive evolutionary com-
putation, the composition characteristics of cultural
elements, and behavioral interactive product design. In this
study, 30 fashion designers were selected to investigate the
design effect of intangible cultural heritage elements in this
research method. Based on the experimental results, this
paper conducts interactive evolutionary computing design
analysis, nonheritage element cultural image attribute
classification analysis, nonheritage element interactive
evolutionary algorithm clothing design analysis, and in-
teractive evolutionary algorithm evaluation analysis of

clothing design effects. +e conclusion is that the interactive
evolutionary calculation in this study has a good effect on the
clothing design of intangible cultural heritage elements, and
many users prefer it to create a new development direction
for the field of fashion design.

2. Interactive Evolutionary Computation and
Clothing Design of Intangible Cultural
Heritage Elements

2.1. Principles of Interactive Evolutionary Computing.
Interactive evolutionary computation is proposed mainly on
the basis of genetics, which includes selection, crossover,
mutation, and other typical genetic operations. +e main
difference is that interactive evolutionary computation
combines genetic algorithm with human subjective evalu-
ation and replaces selection operation in genetic operation
with human subjective evaluation [4, 5]. Figure 1 shows GA
and IEC evolution strategy.

Looking at Figure 1, we can see that the evolutionary
strategy of interactive evolutionary computing is roughly
similar to genetic algorithm.+e difference is that there is no
quantitative calculation of fitness function and selection
operation in IEC. Instead, there is a human-computer in-
terface and the user himself, which is equivalent to replacing
the machine’s function of fitness calculation with human’s
subjective judgment. Users of IEC do not directly judge the
prototype of EC individuals but judge the output of the
system described by EC individuals; that is to say, they are
not directly exposed to the coefficients, but the images or
sounds obtained by inputting the coefficients. In this way,
users can combine their own preferences and emotions to
select the satisfied generation as the father of evolution, and
at the same time, they can also timely judge whether they
have obtained satisfactory output results, so as to terminate
the evolution operation [6, 7].

2.2. Basic Characteristics of Fashion Design

2.2.1. Two-Dimensional Features. +e two-dimensional
characteristics of fashion design are explained from the
plane and outline. Clothing vision expresses the two-di-
mensional characteristics of clothing vision through the
plane drawing or effect drawing and the most intuitive
outline. Clothing silhouette is the reference frame of clothing
vision. +e clothing visual display in the paper magazine
posters, the clothing visual display in the window and on the
stage, and the clothing visual display on the electronic screen
and other media all show the two-dimensional character-
istics of clothing vision. What needs to be explained here is
that when the clothing is placed on the stationary stage,
although it is a three-dimensional form of clothing, because
of the human visual function, only one plane can be seen.
+erefore, it is very intuitive to convey the two-dimensional
characteristics of clothing [8].

In the early stage of fashion design, the effect drawing
and style drawing fully reflect the two-dimensional plane of
clothing vision. +rough the clothing effect drawing and the
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clothing style drawing, we can clearly convey the clothing
design idea and the design goal to the pattern maker, the
sample clothing teacher, and the tailor. In the promotion of
clothing and expression of creativity, the clothing plan is the
most direct, prepared, and rapid communication tool [9, 10].

2.2.2. 3D Features. Clothing presents a three-dimensional
form of clothing vision on the human body. From the front,
the human body image is a symmetrical body centered on
the central axis, and from the side, it is an asymmetric body.
Because human is an active living body, so the body position
changes when walking, which makes the visual effect of
clothing different. First of all, there are many differences in
human activities based on the speed, direction, and form of
movement. For example, there are large-scale running
movements, gentle walking movements, and so on. When
people are still, their shoulders, hips and waist, legs, and so
on form a clear silhouette; when people are in motion, the
shoulders, hips and waist, legs, and so on twist with the
human body, which makes the clothing silhouette change.
+ere is a close relationship between clothing materials and
human body. When people move, the power and gravity of
human body and the gravity of clothing materials produce
different visual effects [11, 12].

2.2.3. Comfort Features. Clothing is used by people in daily
life, so clothing will change with the dynamic of human
body. People’s pursuit of clothing comfort and design is
increasing. +e dynamic characteristics of clothing are
shown in the exhibition activities of fashion models in the
field (such as runway and daily walking) through the human
body movement. At the same time, with the development of
science and technology, clothing through the new media
technology can also be very good performance of its dy-
namic characteristics. +e dynamic of clothing reflects the
comfort of human body and clothing. Clothing is the second
skin of human beings. It should be comfortable to wear on
the human body. If it is not comfortable, it is very practical.
+e dynamic characteristics of clothing vision are explained
from the aspects of fitness and comfort [13, 14].

2.3. Elements of Fashion Design

2.3.1. Modeling Elements. Silhouette is the silhouette of the
garment’s external shape and the abstract expression of the
overall shape of the garment. +e outer contour of the
garment reflects the fashion style and design concept. +is

paper introduces five types of profile: H, x, a, V, and s. +e
silhouette of clothing not only reflects the style of clothing
but also highlights the beauty of the human body. In par-
ticular, the shoulder, waist, and buttocks, these parts for
decoration and emphasis, can bring a lot of different aes-
thetic feeling.+e style of clothing plays a decisive role in the
visual perception of clothing [15].

2.3.2. Color Elements. Color is the visual feeling that light
stimulates human eyes. Generally, it involves three fields: the
physical field of light, the physiological field of visual organ,
and the psychological field of spirit. +e color element in
fashion vision is one of the important factors in fashion
design. +e color of a dress first stimulates the human visual
nerve. Fashion designers will express different psychological
feelings when using different colors for combination and
collocation. Color itself has no emotional meaning defined
by human beings. It is because of the ideological activities
caused by human visual senses that give color meaning.
People’s imagination and sensibility give color emotional
meaning [16].

Color itself does not show beauty and ugliness; each color
has its own certain beauty. Only when the colors are well
matched and the proportional relationship between colors and
colors are handledwell, can the beauty of harmony be achieved.
Different colors bring different visual feelings to people, which
makes people have various feelings and edifies people’s sen-
timent. Different colors make people have different emotions,
thus causing changes in people’s hearts [17, 18].

2.3.3. Pattern Elements. Pattern element is an important
factor that cannot be ignored in fashion visual design, and it
is the basic medium to convey emotion and culture.
Clothing is a combination of practicality and artistry.
Practicability is the basic demand of people to wear clothing.
It is important to create a comfortable visual image.
+erefore, the decorative pattern design, profile design,
fabric pattern design, and accessories design of clothing
belong to the category of clothing pattern. +at is to say, the
local pattern of clothing is the pattern, and the whole outline
formed by the local pattern and other elements is also the
pattern [19].

Pattern is a decorative art. Pattern elements are not
independent art but attached to the object of clothing, which
can show its artistry. +erefore, the pattern design in fashion
visual design must be targeted. +e artistry of the pattern is
shown in the novel pattern design, which enables people to
fully enjoy the visual and psychological aspects while
wearing clothes. Patterns are closely related to people’s daily
life [20, 21].

2.3.4. Material Elements. Fabric is the material that reflects
the main characteristics of clothing and is the carrier of
clothing design concept put into practice. Clothing material
is the material basis of clothing, which is the material carrier
of clothing color, pattern, and style. With the development
of textile technology, clothing material as a component of
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Figure 1: Evolution strategy of GA and IEC.
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clothing is also developing rapidly. Clothing materials play a
decisive role in the style expression and quality of clothing
vision. +e softness, thickness, stiffness, and weight of
clothingmaterial elements play an important role in clothing
visual perception [22].

Using different clothing materials, the three-dimen-
sional and weight sense of clothing is also different. In the
clothing material elements, the fabric with good shape re-
tention will keep the fabric shape in a good state. Fabric with
poor shape retentionmay lead to irregular edges, unexpected
wrinkles, offsets, waves, and so on. Deformability refers to
the deformation of clothing fabric under the condition of
receiving external force [23].

2.4. Interactive Evolutionary Computing

2.4.1. Select Action. Selection operation is to select which
individuals can survive or which individuals can be
produced to generation so that their genes are retained in
the population. +e selection operation is based on the
fitness evaluation of individuals in a population. +e
general practice is that the higher the fitness of individ-
uals, the greater the probability of being selected to
produce the next generation. At present, the commonly
used selection operators include the fitness ratio method,
best individual preservation method, and sorting selection
method. In this paper, the fitness ratio method is used to
preserve the best individual. In this method, the selection
probability of each individual is proportional to the fitness
function value, and the best individual is directly copied to
the next generation without crossover and mutation
[24, 25].

2.4.2. Cross Operation. In nature, higher organisms often
achieve gene exchange through crossing. After crossing, the
offspring will mix the characteristics of their parents. +e
purpose of crossover is to create new individuals with pa-
rental advantages. However, it is not possible to eliminate
the defects by natural selection at the same time. In practice,
mating methods mainly include single point crossing,
double point crossing, multipoint crossing, uniform cross-
ing, and arithmetic crossing. In this paper, a two-point
arithmetic crossover operation in accordance with real code
is adopted. Let chromosome Xt

1 � (x11, x12, ..., x1t), Xt
2 �

(x21, x22, ..., x2t) perform two-point arithmetic crossover
between the two randomly generated crossover sites i, j to
produce the next generation

X
t+1
1 � x11, . . . , x1i

′, . . . , x1j
′, . . . , x1t ,

X
t+1
2 � x21, . . . , x2i

′, . . . , x2j
′, . . . , x2t .

(1)

+e gene x1k
′(i≤ k≤ j) in vector Xt+1

1 is obtained by the
following linear combination:

x1k
′ � ax1k

′ +(1 − a)x2k
′. (2)

+e gene x2k
′ (i≤ k≤ j) in vector Xt+1

2 is obtained by the
following linear combination:

x2k
′ � ax2k
′ +(1 − a)x1k

′ . (3)

Here, a is a parameter from 0 to 1.

2.5. Composition Characteristics of Cultural Elements.
Identifying the characteristics of cultural elements is an
important research content in the study of culture and
product design. In the integration process of a cultural
concept, a variety of cultural elements are focused. +ese
elements work together to make the culture present colorful
light. Moreover, cultural elements can be further divided
into cultural components or specific cultural element
characteristics.+ere are two concepts in a component: if the
component does not contain cultural elements, then it is a
noncultural component; if the component contains cultural
elements, it is a smaller feature element.

Cultural image elements are Ce and noncultural image
elements are Ue:

Ce � CE, UE , (4)

where CE, UE is a collection of cultural and noncultural
components.

CE � Ce1, Ce2, Ce3, . . . , Cei; i≥ 0 ,

UE � Ue1, Ue2, Ue3, . . . , Uej; j≥ 0 .
(5)

2.6. Behavioral Interaction Product Design

2.6.1. Establishment of Matrix. +e relationship between the
explicit semantic features of cultural image clock and be-
havioral pragmatics is obtained and the correlation matrix
R1 is established

R1 �
D1, D2, . . . , Dn

C1: r11, r12, . . . , r1n

C2: r21, r22, . . . , r2n

. . . . . .

Cm: rm1, rm2, . . . , rmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(6)

+e relationship between the implicit semantic features
of cultural image clock and behavioral pragmatics is ob-
tained, and the correlation matrix R2 is established

R2 �
P1, P2, . . . , Pk

D1: r11, r12, . . . , r1k

D2: r21, r22, . . . , r2k

. . . . . .

Dm: rm1, rm2, . . . , rmk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(7)

+e relationship between explicit semantic features and
implicit semantic features of cultural image clock is obtained
by multiplying two incidence matrices:
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R � R1 · R2,

R �
P1, P2, . . . , Pk

C1: r11, r12, . . . , r1k

C2: r21, r22, . . . , r2k

. . . . . .

Cm: rm1, rm2, . . . , rmk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(8)

2.6.2. Basic Steps of Calculation. In the matrix R, an ideal
sequence is found as X(0), which is multiplied by the weight
value of the dominant semantic features of cultural products
to obtain the ideal sequence value X′(0). Finally, based on
the sequence X′(0), each series in the matrix is calculated
with grey relational degree to obtain the closest implicit
semantic of cultural products. +e calculation steps are as
follows.

Step 1. Determine the analysis sequence.

Let the reference sequence be Y � Y(k)|k � 1, 2,Λ, n{ },
and the comparison sequence (also called subsequence)
X1 � X1(k)|k � 1, 2,Λ, n , i � 1, 2,Λ, m.

Step 2. Determine the variable

x1(k) �
X1(k)

X1(l)
, k � 1, 2,Λ, n; i � 0, 1, 2,Λ, m. (9)

Step 3. Calculate the correlation coefficient

+e correlation coefficient of x0(k), x1(k) is as follows:

ζ1(k) �

min
i

min
k

y(k) − xi(k)


 + ρmax
i

max
k

y(k) − xi(k)




y(k) − xi(k)


 + ρmax
i

max
k

y(k) − xi(k)



,

(10)

Δi(k) � |y(k) − xi(k)|, then

ξ1(k) �

min
i

min
k
Δik + ρmax

i
max

k
Δik

Δik + ρmax
i

max
k
Δik

. (11)

ρ ∈ (0,∞), p is called the resolution coefficient. +e
smaller the value of P, the greater the recognition power.
Generally, the value range of P is (0, 1), and the specific value
can be set according to the research environment and sit-
uation at that time. In general, the researcher will take the
value of P as 0.5.

Step 4. Calculate the correlation degree.
+e formula of correlation degree is as follows:

ri �
1
n



n

k�1
ξi(k), k � 1, 2,Λ, n. (12)

3. Clothing Design Model Based on Interactive
Evolutionary Computation

3.1. Experimental Sample Data. +is questionnaire invited
30 fashion design students or designers to carry out the
experiment, including 13 girls and 17 boys, whose age range
is 20–34 years old. +e data were collected by the combi-
nation of mobile network questionnaire and field test
questionnaire. 30 questionnaires were sent out and 30 valid
questionnaires were recovered. After collecting the ques-
tionnaire, the data were processed by statistical method to
obtain the relevance matrix between the explicit semantic
features of clothing culture and behavior pragmatics.

3.2. Control Parameter Setting. Interactive IGA is a search
algorithm with “generation + detection,” which improves
the deficiency of simple genetic algorithm that cannot find
the global optimal solution, and its convergence is too early.
+erefore, it is necessary to solve the problem of how to set
the optimal solution and how to get into the optimal so-
lution. +e specific parameters are as follows:

(1) Population range: +e number of population ranges
is related to the extreme value and calculated ratio of
interactive genetic algorithm. +e population range
is selected from 10 to 200 according to the actual
situation. Large or small scale will easily cause slow
calculation speed or fall into local optimum. +e
population size is 8 and the search algebra is 50.

(2) Crossover probability: in evolutionary process,
crossover probability controls the dominant role of
crossover operator and affects the frequency of
crossover operation. If the crossover probability is
too low, the genes will be passed to the offspring one
by one. +en, the optimization crossover will lose
operability, and the larger crossover will lead to a
larger generation gap, and the search will be
randomized.

(3) Mutation probability: Mutation operation not only
improves and fills the missing genetic individuals but
also reduces the convergence speed of local optimal
solution. In practice, when the value of nap is large,
the diversity of population is increased, but the
performance mode is destroyed. If the value is too
small, the effect of generating new individuals will be
poor. +erefore, dynamic M can be used in the
solution process. +e larger the value is, the larger
the search space is, and the smaller the value is, the
faster the convergence is. Generally, it is suggested
that the value range of nap is [0.05, 0.2], hoping to get
more innovative solutions, so choose 0.1 and 0.2 to
complete the optimization process of the optimal
problem with good search performance.

3.3. 7ree Elements of Interactive Context Model of Cultural
Products. Behavior subject: +e object of behavior subject is
mainly people who consume and experience cultural
products, and its main information is composed of gender,
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class, regional attribute, ideal value, lifestyle, and so on. It is
the perceiver and evaluator of product behavior and cultural
image behavior in the whole behavioral interaction context.

Behavior object: +e object of behavior object is mainly
cultural products. In this paper, the effective expression of
line and middle level can be used as the attribute bridge
connecting the lower level and the metaphysical level and
finally constitute the expression of cultural image and artistic
conception in products. In the whole context of behavior
interaction, cultural products are the carrier and carrier of
cultural image behavior.

Behavior environment: +e objects of behavior envi-
ronment are mainly the technology of cultural products, the
environment of behavior experience atmosphere, and so on.
+e main distribution refers to the experience environment
and popular trend atmosphere distributed in specific time
and space. In the whole interaction situation, it is the
constraint condition that makes the behavior subject and
behavior object behave more fully and concretely.

3.4. Interactive Evolutionary Computing Analysis

(1) IEC integrates EC’s global convergence ability and
human’s subjective judgment. In the process of
global convergence, human’s subjective judgment is
added. According to the output of virtual character’s
expression, whether it needs to continue to evolve
forward is judged, and then the particles are operated
appropriately. +e user decides to leave the particles
with high fitness, eliminate the particles with low
fitness, and continue to evolve. +erefore, it can
guarantee the evolution from a relatively good po-
sition every time.

(2) Due to the need for subjective judgment in the
evolution process, users will inevitably produce
preference and emotional fluctuations in the IEC
process. Fortunately, evolutionary computing is very
robust to noise, so the emotional fluctuations from
users have little effect on interactive evolutionary
computation.

(3) IEC has a strong global optimization capability be-
cause the outputs that users cannot distinguish will
be considered psychologically the same. IEC’s
global optimization capability is not limited to a
point, but a scope of general future evolutionary
computation.

4. Intangible Cultural Heritage Elements of
Interactive Evolutionary Computation in
Fashion Design

4.1. Interactive Evolutionary Computing Design

4.1.1. Training Model. Set the five fuzzy sets to 0.125, 0.25,
0.5, 0.75, and 0.875 (corresponding to the corresponding five
fuzzy sets “very low,” “low,” “medium,” “high,” and “very
high”). +en, you can get 25 training samples. Table 1 shows
the training sample set.

Figure 3 shows the change curve of the objective function
of the two learning algorithms.

It can be seen from Figures 2 and 3 that the PSO al-
gorithm is used to train the TSK fuzzy neural network, and
the changes of the fuzzy set parameters in the membership
function before and after the adjustment of the two input
parameters are observed. By comparing the change curves of
the objective function of the two algorithms, it can be seen
that the change curve of the objective function of the tra-
ditional BP algorithm is relatively gentle and has not reached
the convergence when index� 120, while the PSO algorithm
has a faster convergence speed and has basically converged at
index� 20. Although the accuracy cannot reach the degree of
the BP algorithm, it is also approximate optimal within the
allowable range. +e results show that the PSO algorithm is
effective in interactive evolutionary computation.

4.1.2. Comparison of Algorithms. +e selection probability is
not set in IEC because it is based on the subjective judgment
of people to determine whether the requirements of users
have been met, in order to facilitate the comparison with the
BP algorithm and GA algorithm. Figure 4 shows the change
diagram of the objective function of the three learning
algorithms.

According to the curve in Figure 4, the BP algorithm has
a gentle decline and a slow convergence speed, while IEC
and GA algorithms have a faster convergence speed. At the
same time, it can be seen that the IEC curve is basically under
the EC curve, which shows that IEC not only has the ability
of EC Global optimization but also has faster convergence
speed than the traditional EC due to the addition of human
subjective judgment in the learning process.

4.1.3. Model Interaction. After decomposing the reachability
matrix, it is necessary to divide the levels. Based on the
principle of reachability matrix, all the elements in the set are
divided, and the hierarchical interaction diagram for
explaining the structural model is obtained. Figure 5 ex-
plains the hierarchical interaction diagram of the structural
model.

4.2. Classification of Cultural Image Attributes of Intangible
Cultural Heritage Elements. +e initial data of the tester are
collected, and the software is used for statistical analysis. +e

Table 1: Training sample set.

Expected input Expected output
occFear occHope outFear outHappiness
0.875 0.125 0.875 0.125
0.875 0.5 0.875 0.75
0.75 0.125 0.75 0.125
0.75 0.25 0.75 0.25
0.5 0.25 0.5 0.25
0.5 0.75 0.25 0.75
0.25 0.125 0.25 0.125
Figure 2 shows the membership function of fuzzy set in training.
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frequency and frequency of attribute perception of the
cultural image at various cultural levels are obtained from
the data. It retains the cultural attribute that the frequency of
perception is higher than 50. Table 2 shows the frequency
and frequency of attribute perception at each cultural level.

Figure 6 shows the number and frequency of attribute
perception.

According to the results of Figure 6, the cultural image
attributes with more than 50% perception frequency include
the color of cultural image, the decoration of cultural
image, the material of cultural image, the modeling of
cultural image, and the structure of cultural image. +e
color of cultural image can be the unique grey-green color
of Chinese bronzes, which is polished by horse stepping on
flying swallow over the years; the pattern of cultural image
can be the peach and longevity bat in paper-cut works; the
material of cultural image can be the smooth texture of
Longquan celadon. +e modeling of cultural image can be
the form of galloping horse in the colorful pottery figurines.
Among them, the difference between cultural image
modeling and image decoration is that modeling is more
focused on three-dimensional and overall performance,
while the decoration is more focused on plane and local
performance. +e structure of cultural image can be the
tenon and mortise structure of Ming style official hat chair.
At the middle level, the cultural image attributes with more
than 50% perception frequency include the production
technology of cultural image, the interactive form of cul-
tural image, and the functional characteristics of cultural
image

4.3. Clothing of Intangible Cultural Heritage Elements Based
on Interactive Evolutionary Algorithm

4.3.1. Cultural Image Attribute Weight of Intangible Cultural
Heritage Elements. In the study of product satisfaction, if
the traditional Karnaugh model is used, the frequency of
charm quality is slightly higher than that of indifference
quality in the evaluation of the attribute quality of these
cultural images. +is result shows that most of the cultural
image attributes in the design of cultural products, if
properly expressed, can greatly improve product satisfac-
tion. But in the charm quality, the designer cannot judge
which attribute is more advantageous in the design process.
When designing, the designer has doubts about which kind
of cultural image quality is selected for product
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optimization. Table 3 shows the calculation results of the
element to improve the degree of product satisfaction.

It can be seen from Table 3 that G5 design behavior and
modern design behavior are not mutually exclusive
(EI� 0.193). It can be concluded that when applying cultural
image attributes to product design, priority should be given
to the sense of design and modernity of image attributes in
the expression of these products. Instead of completely
reproducing the tradition, we should integrate the attributes
of the product itself and cultural image to maintain har-
mony. +is is the core of cultural product design.

4.3.2. Factor Analysis of User Preference Image. First of all,
the specific words of user preference image were removed,
and 13 groups of perceptual semantics with discrimination
were analyzed by factor analysis. +en, KMO and Barrett
measures are used to test whether the factor model can be
used. +e KMO value is 0.754, greater than 0.5; according to
the score results of the Bartley method, the average score is
less than 0.01, so it can be considered that there is a sig-
nificant correlation between variables, which is suitable for
garden analysis. +e correlation coefficient matrix R is used
for factor analysis based on principal component analysis,
and the eigenvalues and contribution values are obtained.
+e general extraction method of the number of common
factors: according to Kaiser criterion, the cumulative con-
tribution of eigenvalues is more than 60%, and the number

of common factors is suitable to select 2.3. Table 4 shows
factor analysis characteristic contribution rate.

It can be seen from Table 4 that the cumulative con-
tribution value of the above three common factors is
64.074%. +e load matrix of the three factors is solved, and
they are divided into three groups according to the load level
of corresponding factors. +e third factor can be selected as
the third one.

4.4. Effect Evaluation of Interactive Evolution Algorithm on
Fashion Design

4.4.1. Interactive Evaluation of User Preference Image.
First of all, three target users are selected to train BP neural
network. After the 13th generation, the accuracy error is
close to 0.2, and the range is not changing. +e users’
cognition of watch modeling tends to be stable, so it can be
automatically evaluated by computer. +erefore, it is re-
quired that the target user can carry out “automatic eval-
uation” after 13 generations, and the computer can simulate
the user evaluation. If the user is not tired of the interactive
evaluation, the interactive evaluation can be continued until
the termination conditions are met. Figure 7 shows the error
accuracy value and moderate value curve.

Table 2: Frequency and frequency of attribute perception at different cultural levels.

Intangible cultural heritage elements Attribute Gn Frequency of perception Perception frequency (%)

Form but lower level

Color G1 33 100
Ornamentation G2 33 100
Material quality G3 31 94

Modeling G4 33 100
Structure G5 28 85

Form and middle level
Technology G6 24 72
Interactive G7 21 63
Function G8 25 76

Metaphysical level

Customs G9 24 72
Emotion G10 27 82
Taste G11 24 72

Significance G12 27 82
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Figure 6: Frequency and frequency of attribute perception.

Table 3: Calculation results of element to improve product
satisfaction.

Attribute
α� 0.4 C-FKM model

M A O I R EI value
G1 0 23 0 104 1 0.032
G2 0 37 0 99 0 0.038
G3 1 41 1 102 2 0.062
G4 2 78 1 42 0 0.121
G5 0 66 18 29 0 0.194
G6 0 29 1 80 0 0.044
G7 1 65 2 48 0 0.150
G8 2 66 0 44 0 0.140
G9 0 76 1 30 0 0.181
G10 1 76 2 44 0 0.160
G11 1 78 1 31 0 0.158
G12 0 67 1 83 0 0.074
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It can be seen from Figure 7 that, in the process of
interactive evaluation, it is found that four target users have
not obtained satisfactory solutions after 29 generations on
average. In order to optimize the accuracy of neural network,
the incremental learning samples are expanded. It can be found
that the convergence starts after the 40th generation, and the
evaluation value is higher than 4.4. When the satisfaction value
of watch modeling for three consecutive generations is higher
than 4.4, the satisfactory solution can be considered. Compared
with the general IGA algorithm, adding neural network IGA
can reduce the fatigue caused by user parameter score and
improve the quality of the optimal solution.

4.4.2. Satisfaction Evaluation. We can get the overall sat-
isfaction degree trend of intangible cultural heritage ele-
ments and modern fashion. Taking the first 25% of the
sample’s overall satisfaction degree as the low group sample
and the later 25% sample as the high group sample, the
samples of the low group are S5, S2, S9, S17, S22, and S24, and
the samples of the high group are S12, S1, S6, S19, S20, and
S21. Figure 8 shows the difference of satisfaction evaluation.

It can be seen from Figure 8 that the t-statistics
TL � −3.370, T2 � −3.598, and T3 � −5.249, P of signifi-
cance probability values of the tests at the lower, middle
and metaphysical levels of the samples with low and high
scores is all less than 0.05, indicating that there are sig-
nificant differences in the satisfaction of the high score
group and the low score group at these three levels. +e
satisfaction of the high score group is higher than that of
the low score group in these three levels. Table 5 shows the

independent sample t-test of high-low grouping under
three levels.

It can be seen from Table 5 that the mean of low group
samples at the lower level of form is 3.55, that of middle level
is 3.12, and that of metaphysical level is 3.49, indicating that
there is no significant difference in product satisfaction of
low score samples at these three levels. On the metaphysical
level, the high score sample, mean� -6.77, is higher than that
at the lower level, and the mean value of the middle level is
higher; that is, the higher the satisfaction degree of the high
group on the metaphysical level to the product application of
traditional cultural elements, the easier the traditional cul-
tural attribute quality at the metaphysical level to improve
the product satisfaction.

5. Conclusion

With the rapid development of modern society and the
continuous improvement of economic level, people aremore
and more pursuing the satisfaction of spiritual life, and the
requirements for clothing are also higher and higher. +e
dichotomy and semantic analysis are used to investigate the
clothing form and its perceptual vocabulary expression, and
the form description evaluation method is used to explain
the design modeling. Grasp the perceptual characteristics of
users and reduce their cognitive differences. For the analysis
of the relationship between the user’s favorite image and the
modeling category, the product modeling element set based

Table 4: Characteristic contribution rate of factor analysis.

Ingredients
Initial eigenvalue

Total Variance % Accumulate %
Dynamic 5.184 39.872 39.872
Fashionable 2.088 16.054 55.926
Simple 0.891 6.848 70.922
Novel 0.539 4.140 91.230
Delicate 0.339 2.604 93.832
Trendy 0.289 2.216 96.047
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Figure 7: Error accuracy and moderation curve.
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Table 5: Independent sample t-test of high and low groups under
three levels.

Intangible cultural Group N Mean Deviation t

Form but lower level
Low score 6 3.55 0.846

−3.370High
score 6 5.15 0.829

Form andmiddle level
Low score 6 3.12 0.900

−3.598High
score 6 5.97 1.722

Metaphysical level
Low score 6 3.49 0.820

−5.249High
score 6 6.77 1.299
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on the clothing perceptual image is cited to guide the de-
signer’s relevant clothing modeling design scheme.

On the basis of fashion design, according to the category
of clothing modeling, this paper presents a method of
clothing modeling optimization based on user interaction
genetic algorithm platform and user image evaluation.
According to the category processing of clothing modeling
library, coding it, and combining with the evaluation results
of semantic image, the calculation method of fitness is given.
+e neural network is used to simulate the evaluation of user
image, and the efficient integration mode of simulating
“human” perceptual knowledge is studied to realize the
automatic solution of product form design scheme.

It is an important direction for the development of
modern fashion design to integrate traditional pattern ele-
ments into fashion design, which reflects the strong artistry,
humanity, and epochal nature in modern design, which is
loved by many consumers and concerned by many de-
signers. In modern fashion design, through the application
of traditional cultural elements, clothing and culture are
deeply combined, which is conducive to the inheritance and
promotion of traditional culture. In the practice of fashion
design, designers need to find innovative means of fashion
design through continuous exploration and practice, so as to
promote the vigorous development of the clothing industry.
Culture and clothing promote each other, complement each
other, and can progress and develop together.

Data Availability

+e data that support the findings of this study are available
from the corresponding author upon reasonable request.
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Prostrate growth 1 (PROG1) gene is vital in controlling the prostrate growth habit of rice. Studying the effect of PROG1 gene on
rice canopy structure is crucial in elucidating the molecular mechanism of rice plant type evolution. Herein, the morphological
characteristics of different rice genotypes were collected at different growth stages and leaf nodes using image processing
techniques. +e morphological characteristics included leaf length, leaf width, and leaf area. +e image processing techniques
involved boundary mean oscillation (BMO) filtering and minimum bounding rectangle extraction of the target image. On this
basis, the effect of the PROG1 gene on rice leaf morphology was quantitatively assessed. Also, the feasibility of image processing
techniques in detecting the morphological characteristics of rice leaves was discussed. Under the influence of the PROG1 gene, the
length, width, and area of rice leaves decreased by 45.1%, 12.7%, and 44.8%, respectively, at the booting stage. Similarly, the length,
width, and area of flag leaves decreased by 15.8%, 32.0%, and 33.7% at the heading stage and by 25.4%, 16.2%, and 19.7% at the
filling stage, respectively, and that of secondary leaf reduced by 23.2%, 13.6%, and 54.2% at heading stage and by 24.1%, 17.3%, and
37.0% at filling stage, respectively. Furthermore, the length, width, and area of other leaves reduced by 32.3%, 9.8%, and 51.6% at
the heading stage and by 28.6%, 7.3%, and 36.7% at the filling stage, respectively. +e leaves in the rice canopy were shorter,
narrower, and smaller in leaf area. Notably, no significant differences were found between image processing technology and
manual measurement methods regarding the values of leaf morphological characteristics obtained (P< 0.05). +us, these results
show that image processing technology is effective in studying the morphological characteristics of rice leaves.+is study provides
a reliable foundation for molecular breeding studies and will guide the application of the PROG1 gene in molecular breeding.

1. Introduction

Rice is the largest grain crop in China in terms of pro-
duction and a staple food for more than 60% of the
Chinese population. At present, increasing the output of
major grain crops is a top priority in China, owing to the
alarming rise in population and sharp reduction of arable
land. According to FAO [1], the rice yield in China
mainland has increased by 121.1% since the Green Rev-
olution in the 1960s. +is can be attributed to the im-
provement of rice plant type [2]. Plant architecture refers
to the size, shape, and orientation of the shoot compo-
nents, including plant height, tiller number, leaf shape,
panicle shape, and other factors. Rice plant architecture is
a critical factor in rice yield [3].

Rice yield mainly depends on photosynthesis at the
reproductive stage and carbohydrate accumulation in the
stem before heading [4]. Dry matter production in rice after
heading results from photosynthesis in the leaves, followed
by temporary storage in the stems and sheaths [5]. +us,
morphological characteristics and physiological functions of
rice leaf vastly affect the final yield [6]. +e leaf is the main
photosynthetic and respiratory organ in rice canopy and the
main influencing factor of plant type. Leaf characteristics,
such as leaf length, leaf width, leaf angle, leaf area, and leaf
color, determine the photosynthetic efficiency per unit leaf
area, thus affecting the final rice yield.

Several studies on DNA molecular marker and bio-
informatics models [7–10] have relied on QTL to map genes
specific for most rice traits, including yield, plant type, and
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stress resistance. Among these, TAC1 [11] and PROG1
[12, 13] are related to plant type. PROG1 gene is located on
the short arm of chromosome 7 and expressed as a Cys2-
His2 zinc finger protein which controls the creeping growth
of wild rice [12]. During rice evolution, a mutation in the
coding region of the PROG1 gene resulted in the loss of gene
function. +is altered the rice growth habit from prostrating
in the wild rice to erectile in the cultivated rice [12]. +e
change in rice growth habit significantly increased rice yield,
suggesting that the PROG1 gene was vital in the evolution of
rice yield. A three-dimensional structure model of rice with
PROG1 gene was reconstructed using 3D digital technology
in a previous study. +is enabled quantitative evaluation of
rice canopy structure, including tiller angle, leaf inclination
angle, and leaf area index [14]. It was observed that PROG1
inflicted significant effects on tiller angle, leaf inclination
angle, and leaf area index of rice canopy [14]. However,
changes in leaf morphology, such as length, width, and leaf
area at different stages and leaf nodes, have not been studied
in detail.

Traditional breeders usually adopt manual measurement
methods to determine the characteristics of rice plant type.
+ese include measuring plant height, leaf length, and leaf
width using a ruler and leaf angle and tiller angle using an
angle meter. However, this approach is time-consuming and
cannot accurately describe the characteristics of canopy
structure. At present, large phenotypic data are mainly
obtained through high-throughput phenotypic analysis [15].
Image processing technology is one of the most convenient
and rapid digital measurement methods used to obtain
phenotypic data of rice. +e method mainly acquires rice
phenotypic characteristics through image acquisition, image
preprocessing, image segmentation, target contour recog-
nition, and target pixel statistics [16, 17].

In this study, Indica varieties Teqing (TQ) and YIL18 (O.
sativa L.) were used. TQ is a conventional Indica variety with
excellent yield, whereas YIL18 is a variety with TQ PROG1
gene. TQ exhibits an erect stature, whereas YIL18 has a
prostrate growth habit. Digital images of the leaves at dif-
ferent nodes of the two rice varieties were obtained at various
growth stages, including the booting stage, heading stage,
and grain filling stage. +e images were preprocessed using
boundary mean oscillation (BMO) filter for denoising and
enhancement [18–20] and binarized with adaptive threshold
[21]. +e minimum bounding rectangle extraction of target
and target pixel statistics were used to obtain the mor-
phological characteristics of the leaves (leaf length, leaf
width, and leaf area) from preprocessed images. Based on
these data, the effect of PROG1 gene on leaf morphology of
rice was quantitatively analyzed. In addition, the feasibility
of image processing technology was discussed.

2. Materials and Methods

2.1. Experimental Materials. Indica varieties Teqing (TQ)
and YIL18 (O. sativa L.) were used in this study. TQ is a
super high-yielding conventional Indica cultivar with erect
plant type. It is bred in China and is an important parent of
two-line hybrid rice. +e YIL introgression lines used an

accession of YJCWR (Oryza rufipogon) from Yuanjiang,
Yunnan, China (23°37′N, 102°01′ E), with a creeping growth
habit as the donor and the Indica variety TQ with erect
growth habit as the recipient [22]. +e YIL18 line is one of
the introgression lines that harbor two YJCWR chromo-
somal segments on the long arm of chromosome 3 and the
short arm of chromosome 7. PROG1 gene is located on the
short arm of chromosome 7 and expresses a Cys2-His2 zinc
finger protein which controls the creeping growth habit of
wild rice [12]. During evolution, mutation of the PROG1
gene resulted in gene function loss, therefore altering the
growth habit of rice from prostrate to erectile. +is had a
significant impact on the rice canopy structure and yield.

Field experiments were conducted from May to Sep-
tember of 2012 and 2013 at Shangzhuang experimental station
of China Agricultural University in Beijing (40°08′N,
116°10′E). +e sowing time was May 5th of each year. Seeds
were propagated on a seedbed and then potted (one plant per
pot) after they grew to the trifoliate stage (May 20th). +e
planting area of each rice variety was 30m2with a north-south
planting direction. Plant spacing was 0.20m, and row spacing
was 0.25m. Fertilizer was adequately supplied according to
the local standard of rice cultivation. Weeds were artificially
removed. No pests and diseases were observed during the
growth period.+e canopy structure of rice was not disturbed
by artificial or strong wind during the experiment period.

2.2. Acquisition of Digital Images. Digital images of rice
leaves were acquired at the booting stage (BS), heading stage
(HS), and grain filling stage (FS) on July 28th, August 29th,
and September 9th, respectively. Leaves from nine randomly
selected plants were collected at each rice growing stage to
represent the average growth condition in the field. +e
leaves were classified into three categories based on node
position, i.e., flag leaf, secondary leaf, and other leaves. +e
flag leaf and secondary leaf were not collected at the booting
stage; therefore, all leaves collected at this stage were clas-
sified as other leaves. Leaf area was measured using a leaf
area meter (LI-3000C Portable Area Meter, LI-COR, USA).
+e length and width of the leaves were determined using a
ruler. +e leaves were then placed on a scanner (ScanMaker
i800 Plus, Microtek) and covered with a transparent plate to
make them flat for scanning. +e gray sale scanning mode
was used, and the images were saved in a TIF file format.+e
pixels of the captured digital images were 2400× 3435 with a
resolution of 0.01 cm/pixel.

2.3. Morphological Characteristics of Rice Leaf. To study the
leaf morphology of different rice genotypes, image pro-
cessing technology was used to perform image pre-
processing, minimum bounding rectangle extraction of
target leaf, target leaf pixel statistics, and leaf length, leaf
width, and leaf area calculations.

+e digital images of rice leaves were preprocessed
through image graying, image denoising and enhancement,
and image segmentation. After converting color images to
gray images, BMO filter was used to denoise and enhance the
edges of the image using the formula below [18]:
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where Q (x, r) is a square neighborhood with x as the
midpoint and 2r as side length and u (x) is a function on the
image plane.

After image denoising and enhancement, the Otsu
threshold segmentation method was used to segment the
images and obtain the binary images (Figures 1(a)–1(d)).

+e leaf morphological characteristics measured from
the images were leaf length, leaf width, and leaf area. Binary
images were obtained after preprocessing the digital images
by extracting the minimum bounding rectangle of the target
leaf [23]. +e length and width of the leaves were calculated
by multiplying the total number of pixels in the direction of
length and width in minimum bounding rectangle by the
resolution (Figure 1(d)). Leaf area was the total area of pixels
on the leaf. Previous studies have shown that the interannual
variation does not significantly musk the effect of PROG1
gene on rice canopy structure [14]. +erefore, data on
morphological characteristics from different years were
averaged and presented as the final results in this study.
Manual measurement results were considered as a control.

3. Results

3.1. Application of Image Processing Technology on Evaluation
of Rice Leaf Morphology. Image processing technology has
been extensively used in measuring plant phenotypic traits. In
this study, BMO filter was used to denoise and enhance the
edge of the target leaf image. Morphological characteristics of
rice leaves, including leaf length, leaf width, and leaf area, were
determined from binary images by calculating the minimum
bounding rectangle and target leaf pixel statistics. +ere was
no significant (P> 0.05) difference between image processing
technology and manual measurement methods regarding the
values of leaf morphological characteristics obtained from
various leaf types at different growth stages (Table 1).
However, the values obtained using the image processing
technology were slightly lower than those obtained using the
manual measurement methods.

BMO filter was accurate and stable in processing digital
images of the rice leaves. However, there was a slight dif-
ference between the values obtained using image processing
technology and manual measurement methods. +is can be
attributed to the loss of some edge information during
digital image acquisition. Moreover, subjective judgment
while taking manual measurements of the leaf length and
width could have slightly affected the final results.

3.2. Effect of PROG1 Gene on Rice Leaf Morphology.
Given that there was no significant difference in the values of
morphological characteristics of rice leaves obtained using
image processing technology and manual measurement

methods, this study assessed the effect of PROG1 gene on
rice leaf morphology based on data obtained using the image
processing technology. At the booting stage, the average
length and width of YIL18 leaves were 45.1% and 12.7%
shorter than that of TQ (Table 1). +e length and area of the
rice leaves were significantly reduced. +e YIL18 leaves were
shorter and narrower, and the leaf area was only 44.8% of the
TQ leaf area. +e flag leaves of rice canopy emerged during
the heading stage. +e length, width, and area of flag leaves
in the YIL18 canopy were 15.8%, 32.0%, and 33.7% lower
than that of TQ. +e length, width, and area of the second
leaf from the top were 23.2%, 13.6%, and 54.2% lower in
YIL18 than in TQ. Regarding the other leaves, the length,
width, and area were 32.3%, 9.8%, and 51.6% lower in YIL18
than in TQ (Table 1). At the heading stage, the difference
between the leaf length of YIL18 canopy flag leaf and that of
TQ was reduced, but the leaf width of YIL18 was smaller
than that of TQ. Furthermore, the decrease in leaf length of
the second leaf from the top and the other leaves was sig-
nificantly larger than that of leaf width, directly affecting the
leaf area. At the grain filling stage, the growth of rice canopy
leaves peaked and then declined gradually due to senescence.
Indeed, most leaves at the bottom of the rice canopy turned
yellowish and drooped. At this stage, leaf length, width, and
flag leaf area in YIL18 canopy were 17.93 cm, 1.09 cm, and
16.07 cm2, respectively.+ose of the second leaf from the top
were 25.48 cm, 0.91 cm, and 18.09 cm2, while those of other
leaves were 26.48 cm, 0.76 cm, and 15.52 cm2, respectively.
Compared with TQ, leaf length of these three types of leaves
decreased by 25.4%, 24.1%, and 28.6%, leaf width decreased
by 16.2%, 17.3%, and 7.3%, and leaf area decreased by 19.7%,
37.0%, and 36.7%, respectively. At the grain filling stage, the
decrease in leaf length of all leaf types in YIL18 canopy was
similar. However, changes in the leaf width of the flag leaf
and the second leaf from the top were larger than in the other
leaves.

4. Discussion

Divergence in plant growth characteristics of rice from
prostate to erectile was a crucial event in rice domestication.
PROG1 gene is one of the vital genes controlling rice growth
characteristics. Quantitative analysis of leaf morphology
variations between different rice genotypes is essential for
understanding the effect of PROG1 gene on leaf morphology
and applying it in the molecular breeding of rice. In this
study, BMO filter was used to denoise and enhance images.
Minimum bounding rectangle extraction and target pixel
statistics were employed to analyze binary images and reveal
the differences in morphological characteristics of rice
leaves, such as leaf length, leaf width, and leaf area.

4.1. Application of Image Processing Technology in Crop
Phenotype Measurement. A fast, accurate, and reliable
method is essential in evaluating rice phenotypic traits. Most
of the existing measurement methods are manual, involving
various tools, such as a ruler, caliper, and protractor.
However, manual measurement methods are labor-intensive
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and prone to errors.+us, there is a need to apply alternative
measurement methods to improve the accuracy of obtaining
statistical data [24].

+e rapid development of modern computer, machine
vision, and information and automation technology has
accelerated the development of phenotyping technologies.
High-throughput phenotyping technology has been exten-
sively used in the acquisition of massive crop phenotypic
data. For example, LiDAR [25], CT technology [26, 27], and
helicopters have been applied to monitor the canopy
characteristic [28]. Most of these techniques are based on
image processing technology. However, due to equipment
and technology limitations, much noise gets captured during
the image acquisition process. +is affects further image
analysis. +erefore, denoising and edge enhancement of
digital images are important in image preprocessing. At
present, a denoising method based on partial differential
equation (PDE) is commonly used in image processing
technology that belongs to the anisotropic diffusion model.
+e diffusion speed is determined by image gradient, which
considers both noise elimination and feature preservation
[29]. +e BMO filter used in this study was constructed
based on the bounded mean oscillation model and partial
differential equation. It detects edge features by determining
new derivative format and uses integral averaging to
eliminate noise influence [19, 20]. +e algorithm is simple
and can detect more fine edge features involving less
computation and calculation steps. +us, BMO filter can not
only achieve noise cancellation but also retain the edge
details. +is has led to the extensive application and con-
tinuous development of the BMO algorithm in recent years
[18]. In this study, BMO filter was used to denoise and
enhance the digital image of rice leaves. +is study lays a
solid foundation for future research on accurate acquisition
of leaf morphological characteristics. Notably, no significant
difference was found between leaf morphological charac-
teristics obtained using image processing technology and
manual measurements (P> 0.05). Moreover, its filtering

effect was stable for leaf images of different rice varieties.
However, the values obtained using image processing
technology were slightly lower than those obtained using
manual measurement methods. +is might be due to image
resolution or subjective error caused by manual measure-
ment. In addition, the discrete format is an important factor
for the accuracy of the results. In this study, the BMO filter
was discretized by 3∗ 3 discrete format. An appropriate
discrete format for the BMOmodel should be selected when
dealing with different objects. +e larger the scale, the better
the processing effect; however, this also increases the cal-
culation required.

In addition to leaf size, rice leaf morphology includes leaf
curl degree, thickness, and leaf color. However, because
digital images are two-dimensional, obtaining this addi-
tional information from digital images is practically im-
possible. +erefore, future research should focus on
combining image processing technology with other high-
throughput phenotypic techniques. +is is necessary for the
development of an advanced and comprehensive digital
technology for rice leaf morphology evaluation.

4.2. Effect of PROG1Gene on Rice Yield. Light is required for
photosynthesis, which is vital for rice growth and devel-
opment. Photosynthesis in rice canopy is essential to energy
accumulation, which ultimately affects the quality of rice
grains. Leaf morphology of rice is directly related to the
spatial distribution of canopy leaves and leaf photosynthetic
area, thus affecting the utilization rate of light energy in rice
canopy and yield per unit area. IRRI studies on IR8 at the
milky stage demonstrated that 93.6% of total CO2 assimi-
lation was through green leaves, and the rest was through
leaf sheath and stem (4.3%) and ear (2.1%) [30]. +e upper
three leaves (flag leaf, second and third leaf from the top) are
the main sources of grain assimilates, accounting for about
80% of rice grain assimilates. +e flag leaf is the most im-
portant among the upper three leaves, providing about 40%

(a) (b) (c) (d)

Figure 1: Images of the TQ leaf at booting stage after image preprocessing. (a–c) Iimages of the whole leaf after image graying, BMO
filtering, and image segmentation. (d) Minimum bounding rectangle extraction of the target leaf.
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of photosynthetic products required for grain formation
[30]. A study showed that the contribution rate of flag leaf
towards yield per plant is 44%–48%, of which the contri-
bution rate to seed setting rate is 40%, and that to a thousand
seed weight is 10% [31]. Indeed, the thousand seed weight
increases with the growth of flag leaves. +us, rice leaf
morphology is an important factor in the development of
high-yielding rice plant types.

Previous studies have shown that PROG1 gene plays a
significant role in rice canopy structure. Under the influ-
ence of PROG1 gene, rice canopy characteristics include
shorter plant height, more tillers, shorter and narrower
leaves, and lower leaf area index [14]. In this study, the

effects of PROG1 gene on leaf morphology of rice canopy
were analyzed. Under the influence of PROG1 gene, leaf
length, leaf width, and leaf area of flag leaves reduced by
15.8%, 32.0%, and 33.7% at the heading stage and 25.4%,
16.2%, and 19.7% at the filling stage, whereas those of the
second leaf from the top reduced by 23.2%, 13.6% and
54.2% at heading stage and 24.1%, 17.3%, and 37.0% at the
filling stage, and those of other leaves decreased by 32.3%,
9.8%, and 51.6% at heading stage and 28.6%, 7.3%, and
36.7% at filling stage. +e leaves in rice canopy were shorter
and narrower with a smaller leaf area. Loose canopy
structure, shorter plant height, and more tillers increase the
leaf cover area in the canopy, which is not beneficial in

Table 1: Morphological characteristics of leaves of TQ and YIL18 at three growth stages obtained by image processing technology and
manual measurement.

Growth
stage Cultivar Measurement

method

Flag leaf
Leaf length Leaf width Leaf area

Mean
(cm)

SD
(cm)

P

value
Mean
(cm)

SD
(cm)

P

value
Mean
(cm2)

SD
(cm2)

P

value

BS TQ — — —YIL18

HS
TQ Image 21.25 3.10 0.265 1.25 0.11 0.305 19.56 4.28 0.928Manual 22.30 4.04 1.28 0.10 19.77 4.34

YIL18 Image 17.90 3.22 0.210 0.85 0.09 0.088 12.97 2.99 0.581Manual 19.20 2.32 1.08 0.13 13.68 3.38

FS
TQ Image 24.03 4.22 0.073 1.30 0.15 0.339 20.04 6.39 0.253Manual 25.15 4.03 1.34 0.17 21.93 6.53

YIL18 Image 17.93 2.51 0.149 1.09 0.13 0.296 16.07 3.88 0.777Manual 19.68 2.69 1.18 0.11 16.26 3.69

Growth
stage Cultivar Measurement

method

Secondary leaf
Leaf length Leaf width Leaf area

Mean
(cm)

SD
(cm)

P

value
Mean
(cm)

SD
(cm)

P

value
Mean
(cm2)

SD
(cm2)

P

value

BS TQ — — —YIL18

HS
TQ Image 28.99 4.01 0.165 1.03 0.11 0.464 24.82 3.95 0.416Manual 30.84 4.42 1.12 0.10 25.94 4.50

YIL18 Image 22.26 3.87 0.148 0.89 0.08 0.896 11.36 3.77 0.120Manual 23.11 4.55 0.93 0.10 12.85 4.05

FS
TQ Image 33.59 7.63 0.546 1.10 0.14 0.431 28.73 6.55 0.132Manual 34.18 7.47 1.15 0.13 30.23 7.54

YIL18 Image 25.48 5.94 0.248 0.91 0.06 0.635 18.09 5.49 0.413Manual 26.10 5.48 0.97 0.10 18.94 5.74

Growth
stage Cultivar Measurement

method

Other leaves
Leaf length Leaf width Leaf area

Mean
(cm)

SD
(cm)

P

value
Mean
(cm)

SD
(cm)

P

value
Mean
(cm2)

SD
(cm2)

P

value

BS
TQ Image 25.93 10.52 0.574 0.71 0.11 0.321 11.94 6.36 0.367Manual 26.74 10.93 0.80 0.16 12.83 6.89

YIL18 Image 14.24 5.37 0.412 0.62 0.15 0.795 6.59 3.48 0.080Manual 14.77 5.21 0.66 0.13 7.17 3.51

HS
TQ Image 35.12 5.87 0.298 0.82 0.09 0.674 22.81 6.84 0.895Manual 36.34 6.65 0.87 0.10 23.06 7.16

YIL18 Image 23.79 5.84 0.132 0.74 0.31 0.486 11.03 3.29 0.764Manual 24.62 5.75 0.80 0.30 11.79 3.86

FS
TQ Image 37.11 6.64 0.646 0.82 0.14 0.874 24.51 6.12 0.445Manual 37.70 6.68 0.89 0.12 25.26 7.61

YIL18 Image 26.48 5.12 0.365 0.76 0.13 0.187 15.52 5.78 0.318Manual 27.30 5.79 0.83 0.15 16.29 5.69
Here, BS refers to booting stage, HS refers to heading stage, and FS refers to grain filling stage, while SD means standard deviation.
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improving photosynthetic efficiency. Although leaf area
index of YIL18 increased gradually with the growth period,
no significant difference was observed between YIL18 and
TQ. +e number of grains per panicle and thousand seed
weight of YIL18 was significantly lower than that of TQ
[14].

PROG1 gene is vital in controlling rice plant type. In this
study, the effect of PROG1 gene on rice leaf morphology was
quantitatively analyzed. Data obtained in this study provide
a reliable foundation for molecular breeding research, which
will guide the application of PROG1 gene in breeding
programs.

5. Conclusions

In this study, leaf morphological characteristics of two rice
genotypes were obtained from digital images using image
processing technology. Further, the feasibility of applying
the image processing technology in evaluating rice leaf
morphology was assessed and discussed. Also considered
was the effect of PROG1 gene on rice leaf morphology.
PROG1 gene is critical in controlling the prostrate growth
habit of wild rice. Herein, image processing technology was
used to quantitatively evaluate the effect of PROG1 gene on
rice leaf morphology. Under the influence of PROG1 gene,
leaf length, leaf width, and leaf area of the flag leaf, second
leaf from the top, and other rice leaves decreased by various
degrees at different growth stages. +e leaves in rice canopy
were shorter and narrower, with a smaller leaf area. +ese
results show that the PROG1 gene significantly affects leaf
morphology and validate the potential application of the
gene in the molecular breeding of rice. Notably, no sig-
nificant difference was found between the leaf morpho-
logical characteristics obtained using image processing
technology and manual measurement methods. +is finding
suggests that image processing technology can be applied in
studying rice leaf morphology. However, due to the limi-
tation of two-dimensional digital images, the method cannot
be used to examine all the phenotypic characteristics of the
leaf. +us, future research should focus on combining image
processing technology with other high-throughput pheno-
typic characterization techniques. +is will ensure a more
accurate and comprehensive evaluation of leaf morpho-
logical characteristics.
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PROG1: Prostrate growth 1
TQ: Teqing
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BMO: Boundary mean oscillation.
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With the continuous development and progress of virtual reality technology in recent years, the application of virtual reality
technology in all aspects of real life is no longer limited to the military field, medical, or film production fields, but it gradually
appears in front of the public, into the lives of ordinary people.,e human-computer interaction method in virtual reality and the
presentation effect of the virtual scene are the two most important aspects of the virtual reality experience. How to provide a good
human-computer interaction method for virtual reality applications and how to improve the final presentation effect of the virtual
reality scene is also becoming an important research direction. ,is paper takes the virtual fitness club experience system as the
application background, analyzes the function and performance requirements of the virtual reality experience system in the virtual
reality environment, and proposes the use of Kinect as a video acquisition device to extract the user’s somatosensory operation
actions through in-depth information to achieve somatosensory control. ,is article adopts a real human-computer interaction
solution, uses Unity 3D game engine to build a virtual reality scene, defines shaders to improve the rendering effect of the scene,
and uses Oculus Rift DK2 to complete an immersive 3D scene demonstration.,is process greatly reduces resource consumption;
it not only enables users to experience unprecedented immersion as users but also helps people create unprecedented scenes and
experiences through virtual imagination. ,e virtual fitness club experience system probably reduces resource consumption by
nearly 70%.

1. Introduction

Virtual reality (VR) is a new type of information technology
that has emerged since the 1990s. It is based on computer
technology as the core and combined with related science
and technology. Experimenters use related equipment and
objects to interact in the digital environment so that they can
vividly feel and experience the real environment. ,erefore,
the human-computer interaction of virtual reality tech-
nology provides a new interactive medium. It is the process
of mankind’s understanding and exploration of nature and
gradually forms a scientific method and technology for
simulating nature, to better understand, adapt, and use
nature.

Zhang Qinggao believes that many high-tech technol-
ogies have been developed in scientific research in recent
years. ,is includes computer graphics, multimedia

technology, artificial intelligence, human and machine
equipment, genetic technology and forensic technology,
high-throughput technology, and some other human psy-
chology technologies. He first introduced the basic concepts
of virtual reality and some existing technologies, then in-
troduced a virtual reality modeling language VRML based
onWEB, and used it to realize a simple virtual reality space K
virtual data room. However, his method is too simple to
meet the needs of users [1]. Liu Ying believes that virtual
reality reflects the virtual world. Virtual reality refers to the
creation of computer technology. ,e user interacts with
virtual reality through reaction control in the real world. He
is always studying the latest future technology to influence
customers’ electronic products and guide the future devel-
opment work, which will improve each other’s theory and
practice through “mutual communication” teaching. He
discussed the conclusions of the outer space structure from
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“VaA” to the model and put forward the conclusions and
suggestions of resource development and follow-up research
related to development. However, his ideas are too advanced
and cannot be realized by current technical means [2].
Zhang Xiaoyu believes that virtual reality technology is a
multidimensional simulation and simulation of computer
technology. In the modern display art with multimedia
technology as the main technical means the application of
virtual reality technology has brought it a kind of
“immersive,” expressive method, and he analyzed the
technical application and artistic expressiveness of virtual
reality to highlight the superiority of this technology in
modern display art. Virtual reality will become a new de-
velopment direction of modern display art, but he has no
actual data to support and needs to do a large number of
experiments to verify the feasibility of the theory [3].

,is article takes the virtual reality experience of the
fitness club as the application background, deeply analyzes
and studies the friendly human-computer interaction and
realistic scene presentation methods in virtual reality scenes,
applies the technical methods of intelligent video to the
virtual reality technology, and analyzes and compares with
some current human motion recognition methods, a so-
matosensory human machine, which uses Kalman filtering
and joint point reliability detection to perform joint point
recognition position correction, based on the joint point
position through an improved angle measurement method
to recognize human motion instructions’ interactive system.
To recreate realistic virtual reality scenes, this article assumes
two aspects of scene construction and rendering optimi-
zation to create excellent and performance-optimized scene
materials in consideration of system efficiency and resource
consumption control. Some Unity 3D comes with Shader
(shader). By controlling the rendering pipeline to simulate
the real optical imaging process, the rendering effect of
bump texture and specular reflection is greatly improved.
And, adapt the latest virtual reality display device Oculus Rift
DK2 to provide immersive virtual reality presentation affects
so that people can achieve their goals through virtual reality
and can also greatly reduce costs and losses. In this article,
the virtual fitness club experience system reduces resource
consumption by nearly 70%.

2. Processing Methods of In-Depth Data
Analysis and Action Recognition

Collision is an engineering method that can determine
whether two objects collide with each other in a virtual
environment. In a virtual reality system, the accuracy of
conflict conflicts with incompetence. An accurate and effi-
cient method can improve the user’s sense of experience and
real-time interaction in the virtual environment. Since many
objects, in reality, have complex shapes, collision detection
often consumes a lot of processing time and storage space.
As a result, the real-time and accuracy requirements of the
virtual reality environment are often far from being ob-
tained. Research on collision detection methods is often to
find a balance as much as possible between accuracy and real
time. Based on the summary of the previous collision

detection methods, this paper will propose its own im-
provement method from the perspective of reducing the
system’s memory consumption during the collision detec-
tion process [4, 5].

2.1. SpaceDecompositionMethod. ,e basic idea of the space
decomposition method is to divide the detected virtual space
into narrow cells, then specify the cells according to the
geometric data, and only intersect the cases in the same grid
or two adjacent grids. Currently, commonly used methods
are octree, BSP tree, K-D tree, etc. ,e space decomposition
method is suitable for a simple environment where the
geometric blocks are evenly dispersed and uniform. It is
inadequate for relatively concentrated geometric objects in a
complex environment, and the results achieved are often
difficult to meet the requirements [6, 7].

2.2. Hierarchical Bounding Box Method. Hierarchical
bounding box method is currently the most widely used
collision detectionmethod, and it is suitable for more complex
collision environments. One of the principles of the ladder
enclosure is to express complex objects in simple shapes and
construct more complex object structures until the shape of
the geometric model is completely retained. Someone com-
pares a cladding tree to the test of a border intersection, which
can release extremely unstable geometric elements for the first
time and reduce many unnecessary calculations. During the
traversal process, we will cross-test the two elements within the
triangle, compare the number of geometric tests, and improve
the efficiency of the collision test [8, 9].

2.3. Implementation and Characteristics of the Hierarchical
Bounding Box Method. Collision detection algorithms
mainly include three methods based on Voronoi diagram,
distance calculation, and bounding box. ,e method based
on bounding box is currently the most widely used and has
great research value. In actual research, the common
bounding box methods mainly include bounding sphere
method, bounding box method along the coordinate axis,
and direction bounding box method [10, 11].

,e principle of the original collision detection method
is very simple, that is, all basic triangle faces between two
geometric objects are intersected one by one. Although this
method can correctly detect collisions between objects, when
the model becomes increasingly complex, the amount of
calculation increases exponentially, which clearly cannot
meet the real-time requirements of the VR system. With the
development of the times and the deepening of research, to
improve the accuracy and speed of collision detection be-
tween two objects, the existing improved collision detection
algorithms mainly include spatial decomposition method
and hierarchical bounding box method [12, 13].

2.4. Comparison of Advantages and Disadvantages of Hier-
archicalBoundingBoxes. Bounding ball is the simplest of the
above three methods. When the model object is not de-
formed and distorted, the bounding sphere does not need to
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recalculate the center of the sphere and the radius of the
sphere [14] so that a satisfactory effect may be obtained.
However, the scope of application of the bounding box is still
relatively limited. On the one hand, because the types of
models are complex and diverse and, on the other hand,
because the wrapping of the surrounding ball is the worst, its
accuracy is the lowest among the three. ,e encapsulation of
the bounding box established by the AABB method which is
better than that of the bounding sphere, and it only needs to
be established along the coordinate axis, so the construction
process is not complicated, and the intersection test is also
very simple, and only six scalars are required for calculation.
Since it is also not suitable for all objects, it has poor
compactness for sharp geometric models [15, 16]. ,e OBB
bounding box is more complicated than the other two
bounding boxes due to its arbitrary orientation, but its
compactness is the best. ,e optimization of the AABB
bounding box hierarchy tree seems to have great research
value. In addition, this method can significantly reduce the
number of intersections of the two bounding boxes, so it can
obtain a better detection effect than the other two methods
[17, 18].

2.5. AABB Bounding Box Hierarchy Tree Optimization.
In the implementation process of the “smart park” roaming
system, the design and implementation of scene roaming is
the last step of the whole problem, and it is also the most
critical step. Different roaming strategies and methods will
have obvious differences in the realization of roaming in the
actual scene, which is directly related to the user’s experience
of the entire system. Under normal circumstances, the
quality of the collision detection method directly affects the
accuracy and effectiveness of the entire roaming system.
During the implementation of the scene walkthrough, each
geometric object that will be collision detected is represented
by a triangular facet. ,en, two data tables of attributes and
geometry are used to store the spatial information of geo-
metric objects to ensure that the information of the detected
geometric objects is dynamically stored and updated in real
time.,is article is based on the discussion and optimization
of the efficiency of the traditional AABB collision detection
method and adopts the two-step AABB detection method to
obtain good experimental results [19, 20].

3. ApplicationResearchExperimentofCollision
Detection Technology in Roaming System

3.1. Recognition Algorithm Based on Hausdorff Distance.
,e Hausdorff distance is a set of two points
A�(a1,a2,...,am), and a measure of the similarity between
them, that is, the Hausdorff distance between A and B is

H(A, B) � max(h(A, B), h(B, A)), (1)

which is generally defined as the Euclidean distance. ,e
function h (A, B) is the directed Hausdorff distance from A
to B. Hausdorff is proportional to the distance between A
and B. ,e two sets are farther apart. Since the Hausdorff
distance is susceptible to sudden noise, the result has a large

deviation that affects the recognition result, so a part of the
Hausdorff distance [21] is proposed, namely,

HLK(A, B) � max hL(A, B), hK(B, A) . (2)

0≤ L≤m and 0≤K≤ n are not necessarily equal. If the
matched image contains strong noise or the target is oc-
cluded, part of the Hausdorff distance may be mismatched.
To solve these problems, themeanHausdorff distance (Mean
Hausdorff Distance, MHD) is proposed, which is defined as

H(A, B) � max(h(A, B), h(B, A)). (3)

UseMHD to determine the posture [22].,e five sample
sequences and the sequence to be recognized are reduced to
a three-dimensional space, and five sequences S(i� 1,2, ...,
5)Λ and the sequence to be recognized S are obtained.
Calculate the earliest date of the five sequences and the
sequence to be identified. ,e distinguishing criteria are as
follows:

B � argmin H S, Si( ( , (i � 1, 2, . . . , 5). (4)

3.2. Recognition Algorithm Based on Joint Points. Kinect can
recognize the human bone by recognizing the positions of 20
key joints in the human body, ultimately realizing the bones
depicted in three-dimensional space and thus realizing the
tracking of human bone. In this article, Kinect is used to
detect the spatial position of human joint points [23, 24].
Solving the angle between the joint points of the human
body mainly uses three joint points, and the actual spatial
position of the three joint points is used to calculate the
Euclidean distance between the three joint points:

D(X, Y) �

�����������������������������

x1 − y1( 
2

+ x2 − y2( 
2

+ x3 − y3( 
2



. (5)

And, use the law of cosine to find the angle between the
joint points:

θ � cos−1 θ
a
2

+ b
2

− c
2

 

2ac
. (6)

For a random event, there is an observation sequence
O� {o1, o2,...,oT} [25, 26] and an implicit state sequence Q�

{q1,q2,...,qT}:

P q1 | qi−1 · · · q1(  � P q1 | qi−1( . (7)

Among them is a finite set of states:

N � q1, q2, . . . , qN . (8)

A Hidden Markov Model (HMM) is described by a five-
tuple:

λ � (N, M, A, B, π). (9)

In a simple hidden Markov model, hidden state N� 2,
observation state M� 3, A constitutes an M×N matrix A, B
constitutes an N×M observation matrix B [27, 28], and the
initial state probability distribution constitutes a probability
vector:
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πi � P q1 � si . (10)

,e recognition process is divided into the learning
process and the estimation process of the hidden Markov
model. Five sets of discrete training data are used to train five
sets of Markov model parameters to obtain i� 1,5, then
calculate to generate the discrete sequence to be the rec-
ognized probability, P(O | λ), i� 1, ..., 5, and finally choose
the one with the largest probability as the result of the best
matching gesture recognition [29, 30]. ,e initial model
parameter settings are


i

πi � 1,

aij ≈
1
N

.

(11)

,en, the criterion is

B � argmaxP(O | λ)i. (12)

4. Design and Analysis of Virtual Reality
Interactive System

4.1. Human Body Gesture Recognition. ,is system uses a
posture recognition algorithm based on the angle mea-
surement of joint points to recognize the user’s command
actions. As mentioned in Section 2, the three joint points are
relatively unstable in space, and the measured angles will
vary. Large error: in response to this problem, this article
proposes an improved method. To reduce the large error
caused by measuring the angle through the three joint
points, this article first selects a breakpoint as the starting
point and then selects a breakpoint to be connected or
separated from the other side so that the two nodes and the
origin of the x-axis can be an obtained angle. In doing so, the
feedback point is kept relatively stable during the action, the
number of control points is reduced, and the dispatch of
multiple hits is controlled by more precise control of the cut
size, as shown in Table 1.

,e recognition of human posture is mainly through
matching the detected joint point angles with the set action
instruction library, scanning all angles first, and then judging
whether these four angles meet all angles within the specified
range. If it is the opposite, then the current successful co-
operation will be achieved, and if neither of these two aspects
can be achieved, then success will be achieved and then
achieved again.

As shown in Figure 1, A is the actual measured value, I is
the set desired angle, and T is the threshold. Using the angle
measurement to recognize the posture of the human body, it
can be seen in the figure that when all angles are within a
certain threshold range, the various postures of the human
body can be correctly recognized. (a–d) denote putting
down your hands, raising your hands flat, raising your
hands, and raising your left hand which are the simplest
movements.

4.2. Improvement of Kinect Algorithm for Human Posture
Recognition. To test the performance of the improved hu-
man gesture recognition algorithm, this article will complete
the improved human gesture recognition algorithm in the
same experimental environment: using Windows 7 Pro-
fessional 64 bit operating system and using Intel Xeon
E1231v3@3.40GHz processor and Kinect for Windows SDK
1.7 version development kit. ,e Kinect-based human
posture recognition algorithm flowchart proposed in this
paper mainly includes human tracking and detection, joint
point correction, joint angle calculation, and posture
recognition.

As shown in Figure 2, the system adopts human body
detection and tracking technology, uses the obtained depth
map to extract the articulation points of human bone, and
obtains the preliminary bones of the human body. Joint
point correction is mainly divided into joint point credibility
calculation and joint point correction. ,e length of the
human skeleton and the continuity of motion and the limit
of the joint point angle are used to judge the credibility of the
joint point, and according to the motion, continuity esti-
mates the spatial position of the joint points and uses the
Kalman filter to correct the coordinates of the joint points.
,e posture recognition system uses the angle measurement
method to recognize the human posture. As long as the angle
between the joint points is within the specified threshold
range, the human posture can be correctly recognized. In the
previous section, six command actions suitable for human-
computer interaction in virtual reality have been defined.

,e experimental training samples come from 10 lab-
oratory members and perform 50 gesture recognitions,
respectively, for a total of 500 times. What is made in the
experimental samples are all meaningful action instructions,
as shown in Table 2.

,e data in the table show that the improved gesture
recognition algorithm achieved better recognition results
when six command behaviors were recognized, with an
overall recognition rate of 98.9%. ,ere are several main
reasons for the analysis: the six predefined behavior in-
structions, the distinction is clear, and it is not easy to cause
misrecognition; by calculating the credibility of the joint
points and correcting the joint points, the error rate of
gesture recognition can be effectively reduced; during the
process of switching between actions, because the T posture
is the initial command posture, it is easy to be recognized, so
if the action is slow during the command action switch, it
may be recognized as an initialization command.

As shown in Figure 3, in the traditional application that
uses Kinect to recognize the action of entering a hole, there is
no process of joint point reliability detection and correction.
For the method based on joint point angle measurement, the
virtual human body obtained through Kinect for Windows
SDK is directly used. ,e position of each joint point of the
bone, the angle of the angle formed by the connection
between thee joint point and its neighboring joint points, is
calculated to determine the posture of the human body, as
mentioned above.
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In traditional methods, the joint point detection and
correction are not performed before the joint point angle is
calculated. ,e human body posture is determined by cal-
culating the angle formed by the joint point and its adjacent
joint point without introducing system X-axis as a reference.
,e measurement results obtained using the same action
definition and threshold are shown in Table 3.

From the data in the table, it can be seen that the
traditional gesture recognition algorithm based on angle
measurement has achieved a recognition accuracy of
more than 90% when recognizing the six instruction
behaviors, but the recognition rate of each action and
the overall recognition rate are lagging behind this
article.

As shown in Figure 4, an improved human gesture
recognition algorithm is used in the Kinect human-com-
puter interaction of the system to evaluate the credibility of
the position of human joint points. According to the
credibility of the position of the joint points, the Kalman
filter is used to correct the position of the joint points.
Finally, the posture recognition of the human skeleton
formed by the joint points is performed, and the reference
point angle measurement method is adopted. ,e ability of
human body gesture recognition is improved. Experiments
show that the improved gesture recognition algorithm can
measure the angle of human joints in real time and accu-
rately judge interactive commands.

4.3. Research and Implementation of Global Illumination
Rendering Engine Architecture. ,e virtual reality scene in
this paper is constructed using the scene editor of the Unity
3D game development engine. Among them, the quality of
the materials used to construct the virtual display scene is
directly related to the quality of the final scene presentation.
,erefore, this paper has also invested a lot of energy in the
production and optimization of three important materials of
3D models, materials, and texture. To ensure the realistic
effect of the scene presentation, the use of cameras and lights
and the physical effects in the scene has also been studied
and practiced in this round.

Excessive number of polygons in the model and too fine
textures can provide better rendering effects, but will seri-
ously affect the rendering efficiency, and are also limited by
the Unity 3D game engine for the maximum number of
polygons and the maximum texture resolution of the model.
,erefore, it is necessary to optimize the model while
minimizing the impact on the rendering effect to reduce the
number of unnecessary polygons and the excessively high
texture resolution.

As shown in Figure 5, texture mapping refers to a two-
dimensional image that is mapped to the surface of a three-
dimensional model. In a virtual reality scene, simply relying
on the volume and surface of the three-dimensional model
cannot achieve a good virtual effect. ,erefore, after the
establishment of the 3D model is completed, a series of

Table 1: ,e angle condition that each instruction action satisfies.

Post 1/c 2/c 3/c 4/c T/c
Lift 180 180 0 0 15
Raise 180 90 0 90 15
Put 270 270 270 270 15
Lift left 180 90 270 270 15
Lift right 180 180 0 90 15

a b c d
A 143 125 235 450
I 124 144 180 280
T 200 200 300 500

143 125

235

450

124 144
180

280

200 200

300

500

0

100

200

300

400

500

600
D

at
a

Group

Figure 1: Recognition of human posture using angle measurement.
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patterns and materials need to be created for it so that it can
produce a simulated real scene effect.

,ree-dimensional model mapping includes two types:
texture mapping and normal mapping. Texture mapping is
to "paste" the two-dimensional plane graphics to the surface
of the three-dimensional model so that the rendered three-
dimensional model looksmore real. Before creating a texture
map for the model, you need to create a flattening map for
the texture coordinates of the model to determine the
correspondence between the points on the texture map and
the points on the 3D model. To obtain a more realistic
performance effect, you first need to use a digital camera to
extract the texture of the real object to obtain a texture
photo, process the texture photo through Photoshop, cut off
the extra part of the photo, and adjust the brightness,
contrast, and color temperature of the photo to make the
texture photo as consistent as possible with the surface color
of the real object and then save as a texture photo file in RGB
format. ,en, use the texture map maker to correspond the
points on the processed texture photo with the points on the
3D model to obtain the real texture map.

Collision detection is an important basis for realizing the
physical interactions between three-dimensional models.
Under the combined action of the collider and the rigid
body, the object produces physical effects.,e rigid body can
make the object be controlled and affected by the physical
effect, and the collision body can cause objects to collide with
each other.,e collision body does not need to be bound to a
rigid body, but when a rigid body collides with one of the
collision bodies and at least one of them has a rigid body
added, three collision messages will be sent to the objects
bound to them, and the behaviors related to these events are
handled through scripts. Although the mesh collision body
with convex parameters can collide with other mesh colli-
sion bodies, the mesh collision body sets the position and
size ratio of the collision body according to the transform
component properties of the attached object, and the col-
lision mesh is to save processing resources and use the
backside blanking method, so if an object collides with a
network that uses backside blanking visually, but because its
transform component does not load the full size range of the
grid, they will not actually happen collision.

Kinect

Depth map
extraction 

Detection and
tracking of

human bodies 

Calculate the
angle of the

node 

Obtain a
human

skeleton 

Measure the
angle of the

joint 

Joint
correction Gesture recognition

Angle
matching 

Figure 2: Flowchart of algorithm experiment.

Table 2: ,e recognition results of the improved pose recognition algorithm.

Result Initialize Acquisition control Prepare Move right Angle left Move left Angle right
Initialize 100％ 0 0 0 0 0 0
Acquisition control 0 100％ 0 0 0 0 0
Prepare 0.5％ 0 99.5％ 0 0 0 0
Move right 1.4％ 0 0 98.6％ 0 0 0
Angle left 1％ 0 0 0 97％ 1.6％ 0.4％
Move left 0.9％ 0 0 0.8％ 0 98.3％ 0
Angle right 0 0 0 0.4％ 0 0 99.6％
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As shown in Figure 6, it is the rendering effect diagram of
VXGI, LPV, and the algorithm of this paper and ray tracing.
,is experiment mainly considers the indirect lighting ef-
fects of diffuse reflection and specular reflection. ,erefore,
the photon mapping algorithm is not considered, and the
other three algorithms are compared with the most realistic
ray tracing algorithm. ,rough comparison, it is found that
the lighting effect of VXGI is stronger than the LPV algo-
rithm, which is the closest to the ray tracing effect, and
achieves higher visual quality.,e lighting effect rendered by
the algorithm in this paper is almost the same as that of
VXGI. Even at a distance from the observer, the rendering
effect is close to the real effect, and there is no big deviation

in the rendering effect due to the voxel specification
problem. ,is shows that this paper is suitable for large-
scale, judgment of the distribution of scene lighting is
correct. After using cascaded voxel texture + improved cone
filter + improved voxelization strategy, not only the effi-
ciency is significantly improved, but also the rendering effect
can be guaranteed, which meets the goals of this article.

As shown in Figure 7, if high-precision 3D models and
textures are directly applied to a virtual reality scene, al-
though theoretically good results can be achieved, too many
polygons and too high texture resolution will affect the
computer performance causing a serious burden, even ex-
ceeding the processing power of the game engine and
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Figure 3: ,e traditional use of Kinect for the hole movement recognition.

Table 3: ,e same action definitions and thresholds are used to obtain the measurements.

Detection (%) Correct Rectify Adjust Monitor Test
Calculate 96.2 2.4% 1.2% 1.2% 0 0
Count 2.2 97.8% 0 0 0 0
Compute 1.4 0 98.6% 0 0 0
Numeration 1.8 0.8% 0 94.8% 0 0
Figure up 3.2 1.2% 1.2% 0 90.2% 4.2%
Angle 2 0 0.5% 1.5% 0 96%
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Man 2.4 4.4 1.8 2.8 2.8

4.3

2.5

3.5

4.5

3.7

2.4

4.4

1.8

2.8 2.8

0

0.5
1

1.5
2

2.5
3

3.5
4

4.5
5

D
at

a

Group

Interaction Computer Machine Recognition Posture

Figure 4: ,e Kinect human-computer interaction in this system.
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graphics processing unit, causing rendering errors. Since the
application background of this topic is the virtual reality
experience of household products, it requires high real-time
performance of the system, which makes the optimization of
the three-dimensional model essential. ,erefore, the op-
timization of the model is one of the key steps to improve the
overall performance of the system. Whether the model is
properly optimized is directly related to the effect of the
virtual reality scene presentation and the real-time
performance.

As shown in Figure 8, the performance of the voxeli-
zation stage has been discussed in Section 2. ,e cascaded
voxel texture voxel storage structure is better than the sparse
octree storage structure in terms of voxel scale, voxelization
speed, and memory consumption. Both have advantages.
,is section mainly analyzes the frame rate of the illumi-
nation, injection, and cone tracking stages. ,e comparison
between the VXGI algorithm and the VCT global illumi-
nation improvement algorithm of this article in the reali-
zation of each global illumination effect takes time to render
each frame.

Each time Unity 3D prepares data and notifies the GPU
to render, and the process is called a Draw Call. In general,

once an object with a mesh and a material is rendered, a
Draw Call will be used. For these objects in the rendering
scene, in addition to the time-consuming notification of the
GPU rendering in each Draw Call, switching the material
and the shader is also a very time-consuming operation.
Using Draw Calls too frequently will cause the CPU to
perform a lot of work to access the graphics API, resulting in
significant performance overhead on the CPU. ,erefore,
the number of draw calls is an important indicator for
determining performance. To reduce the number of times
Draw Call is used in Unity 3D, some objects with the same
material are merged through “batch processing” so that a
Draw Call is used to render them, and the execution effi-
ciency is improved, as shown in Table 4.

In summary, compared with other advanced algorithms,
the algorithm in this paper has achieved very big advantages
in terms of operating performance and rendering effects, but
it is lacking in memory consumption, but it will not cause
problems for the performance of today’s PCs. Great influ-
ence: in addition, compared with the VXGI algorithm, the
algorithm in this paper has better performance in the il-
lumination, injection, and cone tracking stages and is faster
when drawing different global illumination effects.

10 20 30 40 50 60

VXGI 28 28 30 25 45 54
LPV 24 44 18 35 40 34
PM 43 25 35 45 30 26
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Figure 5: Comparison of memory consumption of four global illumination algorithms.

Figure 6: Improved VCT Global Illumination Algorithm for Large-Scale Scenes (the picture comes from https://image.baidu.com/).
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5. Conclusions

With the rapid development of e-commerce and the gradual
maturity of virtual reality technology, online shopping malls
based on virtual reality technology have an incomparable
sense of reality and three-dimensionality that are incom-
parable to traditional online shopping malls. At the same
time, a series of hardware products such as virtual reality
display devices, 3D TVs, and somatosensory game devices

have also been developed and popularized, and virtual reality
technology is stepping into people’s daily lives. In this theme,
the fitness club is used as the application background and
combined with intelligent video technology to capture the
user’s somatosensory interaction information through
Kinect to achieve humanized action control. ,is paper
combines intelligent video technology with virtual reality
technology to provide a virtual and abstract fitness club with
a real and intuitive experience based on intelligent video
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Figure 7: ,e voxel data takes up a large portion of memory.
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Figure 8: Improved local illumination algorithm for global illumination effect.

Table 4: ,e paper algorithm is compared with other advanced algorithms.

Rasterization Light injection Direct Free Specular Reflection
VXGI 1.0 16.5 3.0 9.2 8.0 36.7
Arithmetic 1.0 12.1 1.8 6.5 5.2 26.5
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technology to provide users with a simple and easy-to-use
somatosensory operation mode, making the experience of
virtual reality expand from the front of the computer to an
immersive experience. Although the action recognition
method based on intelligent video technology discussed in
this paper has a good response speed and recognition ac-
curacy to the designed action instructions, the actions are
relatively not rich enough to meet the needs of human-
computer interaction in complex scenes. ,erefore, it is
necessary to further design and improve the motion control
of somatosensory. It is hoped that, in the future, the activities
of human somatosensory control can be detected, and new
hardware devices can be used to provide a driving force for
the improvement of the virtual reality experience and the
expansion of the scope of application.
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Promoting economic development and improving people’s quality of life have a lot to do with the continuous improvement of
cloud computing technology and the rapid expansion of applications. Emotions play an important role in all aspects of human life.
It is difficult to avoid the influence of inner emotions in people’s behavior and deduction. ,is article mainly studies the
personalized emotion recognition and emotion prediction system based on cloud computing. ,is paper proposes a method of
intelligently identifying users’ emotional states through the use of cloud computing. First, an emotional induction experiment is
designed to induce the testers’ positive, neutral, and negative three basic emotional states and collect cloud data and EEG under
different emotional states. ,en, the cloud data is processed and analyzed to extract emotional features. After that, this paper
constructs a facial emotion prediction system based on cloud computing data model, which consists of face detection and facial
emotion recognition.,e system uses the SVM algorithm for face detection, uses the temporal feature algorithm for facial emotion
analysis, and finally uses the classification method of machine learning to classify emotions, so as to realize the purpose of
identifying the user’s emotional state through cloud computing technology. Experimental data shows that the EEG signal emotion
recognition method based on time domain features performs best has better generalization ability and is improved by 6.3% on the
basis of traditional methods. ,e experimental results show that the personalized emotion recognition method based on cloud
computing is more effective than traditional methods.

1. Introduction

Emotion recognition has become the research field of ar-
tificial intelligence [1]. With the improvement of cloud
computing technology’s ability to perceive human emotions,
the interaction between humans and computers has also
been improved, especially in human-computer interaction,
virtual reality, and computer-assisted application in edu-
cation. In the research of emotion recognition, many aspects
are included, such as the recognition of facial emotions, the
recognition of sound emotions, the recognition of body
emotions, and the recognition of physiological signal
emotions. ,e communication between people is to convey
information through language, and the emotional infor-
mation conveyed through sound signals is an important
source of information and an indispensable part of people’s
perception and judgment of things. Information

transmission in the spatial dimension is to convey richer
emotional information through the understanding of cloud
computing [2].

,e purpose of emotion recognition is to extract,
analyze, and understand people’s emotional behavior
characteristics and use pattern recognition to realize the
process of emotion recognition. Emotion recognition has
many practical meanings [3, 4]. First of all, understanding
emotions can help improve people’s health. In the medical
field, research on identifying the emotional state of pa-
tients through physiological signals and improving hu-
man health through specific emotional states is ongoing.
Second, understanding emotion recognition helps im-
prove the interaction between humans and machines.
Machine equipment can identify the emotional state of
users and provide users with better quality and humanized
services [5, 6]. Finally, by determining the emotional state
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of the user, it is also possible to provide the user with
individual recommendations that match the emotional
state.

At present, many scholars have deepened their research
on emotion recognition. Jenke R uses EEG signals for
emotion recognition, which can directly assess the user’s
“internal” state, which is considered an important factor in
human-computer interaction [7]. He has studied many
feature extraction methods and usually selects suitable
features and electrode positions based on neuroscience
findings. He used a small number of different feature sets
and tested them on different (usually smaller) data sets to
test their suitability for emotion recognition. He reviewed
the feature extraction methods for emotion recognition in
EEG signals based on 33 studies. An experiment was con-
ducted to compare these features using machine learning
techniques to perform feature selection on a self-recorded
data set, giving results about the performance of different
feature selectionmethods, the usage of selected feature types,
and electrode position selection. ,e elements selected by
the multivariate method are slightly better than the uni-
variate method. However, his conclusion is not supported by
corresponding data, so it is not authoritative enough [8].
Atkinson J’s research concluded that the current emotion
recognition computing technology has successfully corre-
lated emotion changes with EEG signals. He believes that if
appropriate stimuli are applied, they can be identified and
classified from EEG signals. However, due to signal char-
acteristics and noise, EEG constraints, and topic-related
issues, automatic recognition is usually limited to a few types
of emotions. In order to solve these problems, he proposed a
novel feature-based emotion recognition model for the
brain-computer interface based on EEG [9]. Kaya H uses an
extreme learning machine (ELM) to model modal features
and combine the scores to make final predictions. Use deep
neural network (DNN) or support vector machine (SVM) to
obtain the latest results of auditory and visual emotion
recognition. He proposed that the ELM paradigm is a fast
and accurate alternative to these two popular machine
learning methods. ,anks to the rapid learning advantage of
ELM, he used moderate computing resources to conduct
extensive tests on the data. In the video modality, the
combination of regional visual features obtained from the
inner face is tested. In audio mode, tests are performed to
enhance training with other emotional corpora. ,e ap-
plicability of several recently proposed feature selection
methods to tailored acoustic features is further investigated
[10]. ZhengW L introduced the Deep Belief Network (DBN)
to build an EEG-based emotion recognition model for three
emotions: positive, neutral, and negative. He developed an
EEG data set obtained from 15 subjects. Each subject
conducted two experiments every few days. ,e DBN is
trained using differential entropy features extracted from
multichannel EEG data. Check the weights of the well-
trained DBN and study the key frequency bands and
channels. Choose from four different profiles for 4, 6, 9, and
12 channels. ,e key frequency bands and channels de-
termined by using the well-trained DBN weights are con-
sistent with existing observations [11].

,emain innovations of this paper include the following
aspects. (1) We analyze and investigate the movement
characteristics of expressions in various emotional states,
analyze the existence time and expression differences of
expressionlessness under positive, neutral, and negative
emotions, and analyze gender differences. (2) ,is paper
uses two feature extraction methods, SVM multi-
classification algorithm and temporal feature algorithm.
After training and testing, the correct emotion recognition
rate in different states can be calculated.

2. Personalized Emotion Recognition Based on
Cloud Computing

2.1. Emotion Recognition. Emotion recognition is the use of
computers to detect human faces and analyze the charac-
teristics of the performance information [12, 13]. ,e ma-
chine realizes the purpose of human beings’ recognition and
understanding of emotional expression. From the point of
view of the expression recognition process, emotion rec-
ognition can be divided into three main steps, namely, the
detection and position of the face, the feature extraction of
the expression, and the classification of the expression [14].

2.1.1. Face Detection and Positioning. ,e detection and
localization of facial images is the first step in facial ex-
pression recognition. ,e content of this step is to find the
correct position of the face from the acquired image or image
sequence [15]. In face detection, a statistical method is used
to model the face, and the detected face area is compared
with the face model to obtain the possible face area.

2.1.2. Extraction of Facial Features. An important part of the
facial expression recognition process is facial expression
feature extraction, and its main function is to extract in-
formation features that can characterize human facial ex-
pressions. Expression feature extraction methods can be
divided into deformation features and motion features
[16, 17]. ,is paper uses geometric feature-based methods to
extract expression features and introduces a method of
extracting expression features based on still images. When a
person’s facial expression changes, important information
features will be extracted from the deformation process of
the face. Methods of obtaining facial features: that is, as an
expression feature vector, the main distance between facial
features is obtained, the shape changes, and relative posi-
tions of various organs are analyzed to achieve the purpose
of obtaining facial features. Geometric deformation is an
obvious response to changes in human facial expressions
and can handle still pictures and animated expressions [18].
However, the geometric feature method ignores other subtle
changes when extracting feature information of multiple
expressions, so the overall recognition rate is not high.

2.1.3. Facial Expression Classification. Expression classifi-
cation analyzes the relationship between expression func-
tions and assigns them to corresponding categories. Next,
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the method based on neural network will be explained. ,e
neural network is composed of various parallel units. ,e
change of expression drives the change of the neural net-
work.,e output node of the neural network corresponds to
10 general basic corresponding points. ,e output node
connects multiple processing neurons to form the entire
neural network structure [19, 20]. Artificial neural networks
can learn repeatedly and obtain invisible effects from the
corresponding point rules. After feature extraction,
according to the performance classification method of ar-
tificial neural network, an extremely obvious expression
classification effect can be obtained [21].

2.2. Cloud Computing Features. Cloud computing mainly
has the following characteristics:

(1) Dynamic resource allocation: Cloud computing can
dynamically allocate or release some physical and
virtual resources according to user needs. As user
needs increase, available resources can be allocated
and released after reducing user needs [22]. Provide
users with surplus resources of flexible resources.
Cloud computing can provide unlimited services
through the expansion of resources.

(2) Self-service provision of services: Cloud computing
can automatically provide users with resource ser-
vices, and users can obtain the resources they need
without having to talk to suppliers. ,ere are mainly
service descriptions and catalogs, and services can be
selected based on this information.

(3) Services can be measured on general-purpose
computers: Cloud computing provides services
through the Internet. As long as users have com-
puters and Internet, they can get the services pro-
vided by cloud computing. ,erefore, cloud
computing is universal. When cloud computing
provides services, meters can be used to configure
resources according to the services required by users.
In other words, because cloud computing resources
can be monitored and controlled, they can be used
immediately if the service is charged.

(4) Resource pool and transparency: For suppliers, cloud
computing can protect the differences in basic re-
sources such as computing, storage, and business
logic. You can perform comprehensive scheduling
and management of cloud computing resources
across resource boundaries [23, 24]. ,is is a “re-
source pool” that can provide services to users on
demand. For users, cloud computing is transparent,
as long as they care about whether they can meet
their needs, and they do not have to care about its
structure.

(5) High-performance price ratio: ,e high-perfor-
mance computing function provided by cloud
computing is the integration of multiple computing
resources, and the hardware requirements are in-
appropriate. Users do not need to purchase a large

amount of hardware and software resources, which
can greatly save consumption costs [25, 26].

(6) Flexibility: According to virtualized computing,
cloud computing can quickly build infrastructure
and dynamically increase or release resources as
needed. Cloud computing provides users with
flexible purchase time (time, day, month, etc.).

(7) Reliability: Cloud computing is a service provided by
multiple nodes. Data storage and data calculation are
scattered in different nodes. Even if a node fails, new
nodes can be dynamically allocated to provide ser-
vices. Cloud computing also uses multiple technol-
ogies such as data fault tolerance technology to
ensure service reliability.

2.3. Brain Operating Mechanism of Emotions. In the human
brain, the prefrontal lobe accounts for about 40% of the
cerebral cortex. ,e cerebral cortex is mainly composed of
the motor cortex, the premotor cortex, the forebrain cortex
(forebrain cortex, PFC), and the full medial part of the
forebrain [27]. ,is is the operating center of the brain
function. It is connected to other parts of the brain to process
and integrate information while selecting appropriate
emotional and motor responses. It will not only change the
disease function, action, and decision-making ability of the
scene in front, but also affect feelings andmood.,e cerebral
cortex is an important area of emotion induction and
regulation. ,ere are three opinions on the role of the front
desk in emotional processing.

(1) ,e orbitofrontal area of the prefrontal lobe is related
to reward processing and reinforcement learning. In
particular, nerve cells in this field can perceive
changes in stimuli, reverse the compensation of
stimuli, and change this response [28]. ,e cortex
plays an important role in the connection between
external stimuli and reward enhancers.

(2) ,e ventromedial prefrontal lobe can be used as a
communication platform between visceral responses
and high-level cognitive functions, that is, the
“physical identification hypothesis.” Somatic cell
markers are peripheral responses to stimuli. ,e
ventromedial prefrontal lobe will be processed as
part of the guided advanced cognitive system.

(3) ,e “asymmetry of power hypothesis” in the pre-
frontal cortex, that is, the tendency to form biological
motivation, can be defined from the perspective of
approaching the avoidance level. If the motivation of
this method is activated, organisms will have a strong
motivation to pursue compensation goals. On the
contrary, emphasizing the activation of avoidance
motivation is not to get compensation, but to avoid
harmful situations. ,e central proposition of the
asymmetric value hypothesis is that the right anterior
lobe activates the evasive motive, and the left anterior
lobe activates the approach motive to form adaptive
actions.
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2.4. SVM Multiclassification Algorithm. SVM is a two-type
model, which is a linear classifier with a maximum interval
defined by a feature space. ,e goal is to find the largest gap.
,e kernel method of support vector machine is the main
manifestation of its advantages. Linear inseparable data is
mapped to high-dimensional feature space through kernel
technology and can be classified into high-order element
space.,e principle is that, in the case of a brief introduction
to the binary classification problem, the following format
records the training data set on the feature space.

T � x1, y1( , x2, y2( , . . . , xN, yN(  . (1)

Among them, xi ∈ x � Rn, yi ∈ Y � [−1, +1],

i � 1, 2, . . . , N means that the total number of samples is N.
,e characteristic parameter of each sample data is a column
vector, and the vector is n-dimensional. In the case of sample
i, the distance to the separation hyperplane when the dis-
tance is less than 1 is represented by x. ,erefore, the re-
striction conditions are appropriately relaxed, x can be
manually assigned, and its value represents the final SVM
classification, and the result is the tolerance for misclassi-
fication. When the value of y is larger, it means that the
sample data allows higher misclassification. In general, when
the amounts of positive data and negative data of the sample
data set are extremely unbalanced, by changing the value of
this variable, the classification result of the support vector
machine will be more strict for the sample type with less
data.

2.5. Time Domain Feature Algorithm Extraction. ,is article
starts with the cloud computing analysis method and ex-
tracts the statistical parameters of the expression signal from
the time domain as the analysis feature. Extract expression
features from the following 6 statistical methods:

(1) ,e mean value of the original signal.

μE �
1
N



N

n�1
E(n). (2)

(2) ,e standard deviation of the original signal.

σE �

����������������

1
N



N

n�1
E(n) − μE( 

2




. (3)

(3) ,e first-order difference average absolute value of
the original signal.

δE �
1

N − 1


N−1

n�1
|E(n + 1) − E(n)|. (4)

(4) Standardize the signal first, and then find the average
absolute value of the first-order difference.

δE �
1

N − 1


N−1

n�1
|E(n + 1) − E(n)| �

δE

σE

. (5)

After the original signal is normalized,

E(n) �
E(n) − μE

δE

. (6)

(5) Take the average absolute value of the second-order
difference to the original signal.

λE �
1

N − 2


N−2

n�1
|E(n + 2) − 2E(n + 1) + E(n)|. (7)

(6) Normalize the signal to find the average absolute
value of the second-order difference.

λE �
1

N − 2


N−2

n�1
|E(n + 2) − 2E(n + 1) + E(n)|. (8)

,e above-mentioned time features are classified as
single-featured emotions based on cloud computing analysis
and calculation methods and are used as standard quantities
for emotion recognition research. Next, the six extracted
time-domain features are combined into a fusion feature
vector. After emotion classification, the classification per-
formance is compared with the standard quantity to draw
experimental conclusions.

3. Facial Emotion Recognition Experiment
Based on Cloud Computing

3.1. Experimental Environment and Configuration. ,is ar-
ticle will be based on cloud computing, the programming
experiment of facial expression recognition experiment will
be carried out in MATLAB 2016 software. At the same time,
there is a Java language programming that supports VBA
applications, as shown in Table 1.

3.2. DataCollection. ,e data set used in the experiment is a
facial emotion recognition data set composed of 4679 facial
expression photos. Among them, 953 people have angry
faces, 547 people are bored, 512 people are scary, 969 people
are happy, 657 people are sad, 412 people are surprised, and
629 people are expressionless. ,e data set consists of three
parts. ,e first part is a training set containing 2154 images.
,e second part is the verification set containing 1536
images. ,e third part is a test group containing 989 images.

3.3. ExperimentalProcedure. ,is article next mainly verifies
how the server side of the emotion recognition system re-
alizes the communication connection with the cloud. After
the connection is successful, the server starts to receive and
save EEG data. When the received data reaches a certain
time (60 seconds), the program will automatically perform
the emotion recognition process. As shown in Figure 1. ,e
communication process between the server and the cloud
experimental data set will be summarized into the following
three steps.
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(1) At the beginning of the emotion recognition ex-
periment, first execute the MATLAB program to
detect the specific port stored by cloud computing on
the expression server side. If there is data sent from
the data set on the port, the server starts to receive
and save the data. Like the API included in the
Android operating system, the program also comes
with a communication package for the expression
prediction system. Since the related functions can be
used directly after import, the development process
is extremely simple. ,e first step in using the
program communication function is to create an
object that needs expression detection. ,e program
udpc� dsp.UDP receiver (local IP port, 9999) creates
a receiving object. ,e local port used to receive and
transmit data is 9999, and the udpc object is used to
save the received data. To prevent the port from
being occupied, the object must be released after the
program ends. ,e end function to be used is
udpc.release().

(2) ,e data received by the program is of string type. To
convert to a directly processed number type, type
conversion is required. ,e function used is str2
double(). According to the judgment condition, after
the received data reaches 30,000 (60 seconds), the
emotion recognition algorithm program is called,
and the result is executed. ,en, use the program
res� uint10(num2str(res)) to convert the value of the
result, and use UDP to return the result to the cloud.

(3) Finally, use udpe� dsp.UDP Sender (‘Remote IP
address’, Android IP,’Remote IP port’, 9999) to
create an experimental emoticon sending object. ,e
IP address of the sending device is Android IP, and
the sending remote port is 9999. We need to send
this. ,e data is stored in the udpe object. Similarly,
the object must be released after the program ends,
and the function used is udpe.release().

,e above process is a complete cycle of the EEG data
collected by the EEG device and the analysis result, and the
result is displayed on the cloud as the final symbol. After
continuing the above process, the cloud can continue to
display the analysis results in the background until the EEG
device no longer collects EEG data.

4. Analysis of Facial Emotion Recognition Data

4.1.MixedDataFeatureFusionEmotionRecognitionAnalysis.
In the experimental verification part, the data is divided into
two types for comparison experiments. One is a mixed data
set composed of all volunteer data, and the other is a

personal data set composed of volunteer data with more
complete personal data. Two different types of data will be
used to recognize user emotions based on feature fusion, and
the recognition results will be compared and analyzed. ,e
seven classifiers of mixed data fusion are GTB, Random
Forest, Ada Boost, Decision Tree, KNN, and SVM. Using
mixed data for classification and recognition, the experi-
mental results are shown in Figure 2. It can be seen from the
results in the figure that when the basic emotion model is
used as the emotion classification standard, the KNN
classifier has the highest recognition accuracy, reaching
66.24%; when the ring emotion model is the recognition rate
of the GTB classifier, it can reach 69.63%.

By comparing the accuracy of the two classification
models, it is found that, in themixed data experiment, the six
classifiers use the ring emotion model to identify the results
that are higher than the basic emotion model. According to
the experimental results, the reason why the circular
emotion model has a higher recognition rate than the basic
emotion model is that continuous emotion is a vague
measurement method, which is more humane than the
specific classification of emotions into a certain category,
which is convenient for users to measure and select.

4.2. Analysis of SVM Emotion Recognition Classification
Results. SVM classifier is used for these 11 single features.
,is article is designed on the SVM toolkit. Perform opti-
mization of penalty parameter C and kernel function r to get
the classification result, and perform 5 times of 5-fold

Table 1: Experimental environment and configuration.

Lab environment Environment configuration
Operating system 64-bit windows 7 flagship version
CPU Intel-i5
RAM 4GB
Programming language MATLAB

Cloud
computing end

Service-terminal

Run MATLAB
program

Monitoring port

Receive data

Data format
conversion

Do you accept enough
data for 30s?

Run emotion recognition
algorithm

Return analysis results

Yes

No

Send EEG
data

Figure 1: Flow chart of emotion recognition function realization.
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crossover operation. Take the average classification accuracy
obtained as the final classification result. ,e average ac-
curacy rate of the subjects’ two emotional valence classifi-
cations is shown in Figure 3.

When using SVM as a classifier, the study found that 1st,
2nd, std, FD, and SE performed extremely well. Since the two
features of 1st and 2st have high similarity, this also confirms
the effectiveness of the two time-domain signals, the mean of
the absolute value of the first-order and second-order dif-
ferences, in the two-classification task of emotional valence.
At the same time, it can be concluded that the nonlinear
characteristics are superior in EEG signal processing.
Combined with the single feature classification results of
ELM, 2st, FD, and SE are selected as the best three features
for analysis. But at the same time, it is found that the dif-
ferential entropy of ADE, BDE, CDE, and GDE in the four
different frequency bands has little difference in the clas-
sification task.,e classification accuracy difference between
the best-performing GDE and the worst-performing ADE is
5.012%.

4.3. Comparison of Sentiment Prediction Results. ,e time-
domain feature algorithm can obtain appropriate data by
training and learning EEG data samples, distinguishing the
characteristics of EEG data samples that contribute differ-
ently to emotions, then more accurately measure the sim-
ilarity of EEG data samples, and finally achieve improved
emotions, which is the purpose of forecast accuracy. ,e
classification algorithm still uses the SVM algorithm for
comparison, and a five-fold cross-validation experiment is
performed on the training samples and test samples of the
EEG data of 8 subjects. ,e comparison of the accuracy of
emotion prediction based on time domain features is shown

in Table 2, and the analysis of emotion prediction based on
time domain features is shown in Figure 4.

Table 2 and Figure 4 show the prediction accuracy rates
of the positive, neutral, and negative emotions of 8 subjects.
It can be seen that, compared with the traditional method,
after adding the time domain feature to the EEG signal
emotion recognition, it can improve the accuracy of emotion
recognition to a certain extent. Among them, the EEG signal
emotion recognition method based on time domain features
performs best and has better generalization ability. It is
improved by 6.3% on the basis of traditional methods. ,is
shows that EEG data samples will be in the new feature
space. After the different features that contribute to emotion
prediction are treated differently, the similarity between
EEG data samples can be measured more accurately; that is,
it can be highly classifiable. In addition, the SVM algorithm
in Chapter 2 of this article is used to process abnormal
samples on the original training set, detect and remove
samples with wrong emotion labels, and improve the ac-
curacy of emotion prediction by 6.5% on the basis of tra-
ditional methods, further verifying the effectiveness of the
method.

4.4. Analysis of Emotional Classification Model. ,e model
training of emotional classification in this paper adopts the
experimental part of the low score database. ,e training
method is as follows: first, input the data stored in cloud
computing, extract the expression features transmitted by
brain waves, and then reduce the dimension of the extracted
expression features and input them into the SVM. Train the
emotional classification model in the classifier, and finally
obtain amodel with higher accuracy byminimizing the error
method. ,e test set uses the data corresponding to the

0.00 10.00 20.00 30.00 40.00
(%)

50.00 60.00 70.00 80.00

SVM

KNN

Decision tree

Adaboot

Randomforest

GTB

Ring emotion model
Basic emotion model

Figure 2: ,e accuracy of mixed data feature fusion emotion recognition.
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Table 2: Comparison of the accuracy of sentiment prediction based on temporal features.

Participant ID SVM PCA ITML LMNN Time domain characteristics
1 51.7 30.9 24 76 58.2
2 65 63 64.1 72.1 73.9
3 70.1 69.9 72.8 75.9 78.6
4 85.4 64.1 82 88.4 89.2
5 53.9 54.6 30.7 69.1 45
6 74.6 75.2 74 79.4 77.1
7 75.9 68 75.2 75.7 56.7
8 72.6 73.7 74.6 72 93.6
Average 73.3 73.4 73 78.6 79.8
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Figure 4: Comparison of the accuracy of sentiment prediction based on temporal features.
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Figure 3: ,e average accuracy rate of two classifications of valence of 18 subjects with different single characteristics of SVM.
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image sequence in the self-built database, and the experi-
mental results on the test set are shown in Table 3.

Because the emotional samples of each category in the
data set are not uniform, the amount of learning data of
various samples in the model is inconsistent. ,erefore, the
classification effect of each category is different. It can be
concluded from Table 3 that the classification accuracy rate
of happy and sad emotions is low, because emotions are
more noisy in emotions when they are more excited and are
easily misidentified as emotions such as anger and surprise.
When sad, they are easily misidentified as neutral, disgust,
and fear. In future experiments, some methods of removing
noise interference are needed to improve the recognition
rate of these two emotions. ,e data obtained in the above
experiment is processed with software. ,e processing
method for the prediction results of image sequences and
audio data in the same time period in the same video is the
use of weighted fusion image sequence expression recog-
nition results and emotional classification results. ,e ex-
perimental results are shown in Figure 5.

From Figure 5 it can be concluded that since the ex-
pression prediction result of the image sequence in the video

and the emotional prediction result of the audio are two
independent results, the weighted fusion image sequence
expression recognition result and the audio emotional
classification result significantly improve the expression
recognition accuracy. Compared with a single mode of facial
expression recognition, this method of judging facial ex-
pressions fully considers various influencing factors of facial
expressions and assigns different weights to different de-
terminants. ,is method is more robust and has wider
applicability.

5. Conclusions

,is paper uses the expression characteristic signal pa-
rameters as the basis of emotion recognition and uses cloud
computing network algorithms to realize emotion recog-
nition. Similarly, the expression file is divided into a training
set and a test sample set. ,e input uses the selected training
sample set to determine the input, the number of hidden
layers and the number of neurons contained in each layer,
the learning rate, and other parameters to train the deep
belief network, so that the deep belief network can respond
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Figure 5: Area comparison chart of various emotion recognition.

Table 3: Accuracy of the model for various emotion recognition.

Angry Disgust Fear Happy Sad Surprise Neutral
Angry 5.33 1.21 7.25 4.26 15.29 1.82 6.07
Disgust 2.67 7.25 1.03 3.61 1.91 1.9 3.07
Fear 9.1 1.15 3.31 2.68 9.01 7.05 2.59
Happy 1.6 3.5 1.02 2.88 1.22 0.4 2.88
Sad 6.25 2.13 1.02 5.01 8.42 0.73 12.82
Surprise 2.1 0.66 8.01 1.52 1.92 5.75 0.3
Neutral 2.01 0.9 1.5 7.5 12.11 12.1 73.02
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to the input training sample set and learn the characteristics
of each emotion.We use the constructed emotional model to
recognize the picture and text file of the test and obtain the
recognition rate corresponding to each sample of the test
sample set. ,is paper uses the final test data of the SVM
multiclassification algorithm to investigate which of the
SVM multiclassification algorithms has the highest emotion
recognition rate. It mainly compares the emotion recogni-
tion algorithms based on cloud computing from the rec-
ognition rate, the number of optimization parameters, the
optimization algorithm, and the energy consumption of the
two algorithms.

According to the facial emotion recognition model
proposed in this paper, a facial emotion prediction system is
developed. ,e system uses cloud computing to capture the
video stream, uses the SVM algorithm to detect the facial
images in the video of the read video, and delivers the
intercepted facial images to the emotion model for recog-
nition and analysis, and the graphical user controller dis-
plays it on the scroll interface. ,e system can analyze facial
information in real time, and the model can perform ex-
cellently. In addition, based on cloud computing, a light-
weight model is used. ,is model uses a small amount of
memory and has a small amount of calculation, and its
application prospects are excellent.

For the channel selection problem in emotion recog-
nition based on cloud computing, this paper introduces the
SVM method with high spatial resolution as an auxiliary
method and proposes a channel selection method based on
cloud computing emotion model. First, we learn from the
problem-solving method, establish the emotional model of
cloud computing, and obtain the transmission matrix be-
tween the signal source and the electrodes on the head
surface of the cerebral cortex. As a result, the activation
result of the emotion experiment can be mapped to the
surface of the head, and an EEG pattern reflecting the degree
of emotional correlation can be obtained. ,e analysis of
experimental data shows that the emotion correlation rec-
ognition map obtained from the activation status reflects the
relationship between emotion signals and emotions of dif-
ferent electrodes to a certain extent and can provide a
specific theoretical basis for cloud computing emotion
recognition methods.
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As one of the most challenging topics in the field of artificial intelligence, soccer robots are currently an important platform for
humanoid robotics research. Its fields cover a wide range of fields, including robotics, artificial intelligence, and automatic control.
Kinematics analysis and action planning are the key technologies in the research of humanoid soccer robots and are the basis for
realizing basic actions such as walking. +is article mainly introduces the real-time evaluation algorithm of human motion in the
football training robot. +e football robot action evaluation algorithm proposed here designs the angle and wheel speed of the
football robot movement through the evaluation of the angular velocity and linear velocity of the center of mass of the robot. +e
overall system of the imitation human football robot is studied, including the mechanical system design. +e design of the leg
structure, the decision-making system based on the finite state machine, the robot vision system, and the image segmentation
technology are introduced.+e experimental results in this article show that the action of the football training robot model is very
stable, the static rotation movement time is about 220ms, and the fixed-point movement error is less than 1 cm, which fully meets
the accuracy requirements of the large-space football robot.

1. Introduction

Humanoid soccer robot is an important platform for hu-
manoid robot technology research and an effective way to
promote the transformation and industrialization of sci-
entific and technological achievements. Currently, RoboCup
and FIRA have developed humanoid robot football games.
+is project provides a good research platform for hu-
manoid robot technology and multirobot collaboration
technology. +e humanoid robot football game has good
real-time and dynamic characteristics.+is not only requires
the robot to have a stable and fast walking ability but also
requires the robot to complete various complex actions and
be able to accurately and real-time identify multiple static
and dynamic target environments. In addition, the robot can
perform task planning, route planning, and action planning
based on the recognition and placement results, which may
lead to confrontation with another group through cooper-
ation with team robots.

As the highest form of soccer robots, humanoid soccer
robots with multiple moving positions have very important
research significance. First of all, it is a key factor in de-
termining the performance of a soccer robot and determines
whether the soccer robot can continue to play. Secondly, due
to the characteristics of soccer, extremely high requirements
are placed on the motion, control, and intelligence of such
robots. +erefore, as a concentrated expression of the theory
and technology of intelligent robots, this is one of the most
representative and obvious manifestations of whether a
country has a world-class level in this respect; finally, the
development of robots can also drive many related industries
and crossovers. +e development and progress of technol-
ogy: if robots can play football like humans, then robots can
replace humans in any dangerous, difficult, or even inac-
cessible place.

Xiong used an artificial intelligence control algorithm to
optimize the parameters of the artificial intelligence control
algorithm, simulated the control signal output of each
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steering part of the wheeled football robot in the experiment,
and controlled the steering action of the wheeled football.
+e experiment verifies the robot using an artificial intel-
ligence control algorithm. However, due to the complexity of
the simulation process, the results are not very accurate [1].
Azadeh proposed an integrated algorithm based on fuzzy
simulation, fuzzy linear programming (FLP), and fuzzy data
envelopment analysis (FDEA) to deal with the layout design
of workshop facilities in special circumstances with unclear
environmental and health indicators. First, the software
package to generate feasible layout alternatives is used, and
then quantitative performance indicators were calculated.
LP evaluates weights to make pairwise comparisons
(through language terms) when evaluating certain qualita-
tive performance indicators. +en, fuzzy simulation is used
to model different layout alternatives with uncertain pa-
rameters. Next, the impact of environmental and health
indicators from the standard questionnaire was retrieved.
However, due to the fact that there are too many uncon-
trollable factors in the parameter evaluation, the results have
a large error [2]. Khan explored the usefulness of conditional
random fields in the challenging task of head pose estimation
through the idea of semantic face segmentation. A multitype
face segmentation algorithm based on the conditional
random field is implemented, and a model is built for each
discrete pose. When a new test image is used as the input of
the face segmentation framework, the trained model will
predict the probability of each face part. However, estab-
lishing the posture model is very difficult, leading to the
completion of the experiment beyond the expected time [3].

+e first part of this article introduces the concept,
origin, and development history of soccer and soccer robots
and outlines the purpose and significance of soccer robot
research. +e second part uses the robot action algorithm to
introduce the two basic actions of the robot. In addition, the
robot pose evaluation algorithm is used to control and
evaluate the robot’s pose from the linear velocity and the
angular velocity. +e third part describes the working mode
of the soccer robot and constructs the soccer robot system.
In the fourth part, the basic actions, technical actions,
combined actions, and tactical actions of the soccer robot are
explained in detail, and several typical actions of the
microsoccer robot are tested and analyzed. Finally, the
soccer robot action evaluation algorithm is analyzed. +e
fifth part summarizes the action evaluation algorithm of the
football training robot and points out the shortcomings of
this article and the expectations for future research.

2. Football Training Robot Action
Evaluation Algorithm

2.1. Robot Pose Evaluation Algorithm. +e posture of the
robot refers to the position and direction of the robot in the
plane. As a vector, it can control the robot by adjusting the
linear velocity and angular velocity of the center of mass of
the robot to achieve the effect of adapting to different
postures [4].

+e pose Q of the robot can be expressed as

Q � f(x, y, θ). (1)

+e robot in the robot soccer system has two driving
wheels, and the pose of the robot in the Cartesian coordinate
system can be easily calculated. In addition, the relationships
between the linear velocity of the two wheels of the robot and
the center of mass and the angular velocity of the center of
mass are also demonstrated [5].

Suppose the linear velocity of the left and right wheels of
the robot are defined as va and vb, respectively. +en, the
linear velocity vc of the center of mass of the robot is
expressed as follows:

vc �
va + vb

vc

. (2)

If the wheelbase of the two wheels of the robot is R, the
angular velocity wc of the center of mass of the robot is
expressed as follows:

wc �
va − vb

vc

. (3)

2.1.1. Wheel Speed Evaluation. +e linear speed of the two
wheels of the robot is referred to as the wheel speed of the
robot, and their size depends on the speed information of the
host [6]. +e host computer issues specific wheel speed
commands to the robot in a certain format according to the
task of the decision, the robot interprets the command as the
output of the pulse width modulator, and the motor driver
drives the motor according to the output of the PWM [7].

2.1.2. Angle Evaluation. +e angle control of the robot can
be understood if the rotation gain Kq of the center of mass is
the wheel speed of the robot during rotation as follows:

va � −Kq • θ e,

vb � Kq • θ e.
(4)

+e distance and rotation angle between the robot and
the target point are expressed as r e and θ e, respectively.
+en,

r e �

��������

rx
2

+ ry
2



,

θ e � θ d − θ r.
(5)

If the wheel acceleration of the robot and the angular
acceleration of the center of mass are expressed as Kpd and
Kpa, respectively, the robot’s pose control is

vA � Kpd • re − Kpa • θe,

vB � Kpd • re + Kpa • θe.
(6)

2.2. Football Robot Action Algorithm. In robot motion, ro-
tation and stable point motion are the two most basic
motions. It is mainly divided into the following three steps:
the first is the removal of space, that is, the transformation of
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the coordinate system; the second is the determination of the
movement mode, that is, how to move forward or backward;
the third is to determine the wheel speed [8].

(1) Space movement is mainly realized through the
conversion of the coordination platform system and
the coordination trolley system [9]. +e formula is as
follows:

X � x cos(θ) + y sin(θ),

Y � −x sin(θ) + y cos(θ).
(7)

Among them, x, y is the coordinate system of each
stage, that is, the coordinate system with the
lower-left corner of the field as the coordinate
origin. X, Y is a coordinate system with the center
of the robot as the origin, and the positive di-
rection of the robot is the coordinate system of the
OX axis. +e angle between the robot and OX is
represented by θ [10].

(2) +e motion mode is divided into rotation judgment
and fixed-point direction judgment.

In the rotation determinationmode, θ< 180° means
rotating to the right and θ≥ 180∘ means rotating to
the left, that is, fuzzy rotation and and rotation to
the target angle in the fastest way [11]. After the test,
the average time for this method to rotate at any
angle is 240ms.
According to the different movement modes of the
target point in the four quadrants of the target
coordinate system, when the rotation is complete,
the fixed-point motion is usually a curved motion.
+is is true linear motion.

(3) Finally, determine the wheel speed [12]. According
to the dynamic principle, the following formula can
be obtained:

VdF � wL,

VL �
V − VdF

2
,

VR � VL + VdF,

(8)

where V is the speed parameter passed by the upper strategy
function; VL, VR, w, L have the same meaning as in the al-
gorithm analysis; VdF cylinder is the speed difference be-
tween the left and right wheels [13].

According to the model defined in the algorithm anal-
ysis, the wheel speed is not difficult to achieve. However, we
must consider the initial cycle of the truck and the ever-
changing safety distance and use them to determine the final
wheel speed [14]. When the speed of the car robot changes, it
makes the trolley more expensive to move. Stability is better.

+e combination of actions based on the above two main
action algorithms can form a robot monitoring algorithm
and a receiving algorithm. +ese two algorithms are not

critical actions and must be combined with predicting the
speed and position of the football [15].

2.3. Application of Fuzzy System in the Field of Soccer Robots.
Any method of controlling a dynamic system requires
knowledge about the controlled system-“model.” For the
robot system, in addition to the model of the robot itself, it
also includes the model of the environment where the robot
is located. +e robot model can be easily obtained, but the
real-time environment model cannot be easily established
[16]. While the technology in the field of robotics is
booming, many problems remain to be solved:

(1) Information fusion, including the consistency of
sensor information fusion and knowledge extraction,
is all affected by different types of uncertain factors
[17].

(2) In the case of limited prior knowledge, such as the
obstacle avoidance behavior activated by the robot
when facing unpredictable obstacles, robust behavior
control is established.

(3) Coordination of synchronous behavior or compet-
itive behavior, that is, which behavior should be
activated in different situations and how to execute
the commands of different behaviors, remains an
issue to be solved [18].

(4) Integration of different levels of knowledge, such as
knowledge-based planning, includes the problems of
uncertainty, unpredictability, and unpredictable
measurement. +erefore, the application of fuzzy
logic is possible [19].

2.3.1. Fuzzy Control Technology. Fuzzy control belongs to
intelligent control. As a kind of intelligent control, fuzzy
control is a very active field in automation technology. +e
basic idea of fuzzy control is to use machines to simulate
human control of the system. It is a method of system
control using approximate inference opaque controllers
according to the fuzzy type of the controlled object [20]. +e
fuzzy model uses fuzzy language and rules to describe the
dynamic characteristics and performance indicators of the
system. It does not need to know the mathematical model of
the controlled object or process, and it is easy to check
uncertain objects and processes. It is a strongly nonlinear
object. It has strong resistance to changing the characteristic
parameters of the controlled object. Moreover, the inter-
ference has the advantages of strong suppression. And, all
the decisions of the robot system are ultimately transformed
into the realization of the underlying control. +erefore, the
robustness, stability, and rapidity of the control are all key
issues. In many works in the literature, fuzzy control
technology is used to improve the “combat power” of robots
based on the characteristics of robot soccer.

2.3.2. Uncertain Expression of Fuzzy Logic. In recent years,
intelligent information systems have attracted more and
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more attention. Many models of this system are based on
first-order predicate logic, which are usually called data
reasoning systems. In an uncertain environment, the in-
formation provided by the database is often used as input
information for decision-making and problem solving [21].
In practical applications, approximate reasoning is usually
used to deal with uncertain transactions or inaccurate data.
+erefore, the intelligent information system needs to ef-
fectively deal with the uncertainty when used in decision-
making. +is requires the system to be able to simulate
human approximate reasoning methods.

+e decision-making of the robot soccer system is de-
rived from the analysis of information from different
sources. +is information is disturbed to varying degrees or
has inherent uncertainties. +erefore, an intelligent infor-
mation system is needed to extract knowledge from this
special information database in order to make reasonable
decisions and command the operation of the robot soccer
system. Fuzzy logic provides a fuzzy mechanism based on
nondeterministic data and approximate reasoning using
nondeterministic inference rules [22, 23].

2.3.3. Blur Image Processing. In the soccer robot system, the
vision subsystem is the main information source of the
decision-making system. +e accuracy of image collection
and the speed of image recognition directly affect the final
result of the game. When processing and recognizing im-
ages, we must fully consider the characteristics of the image
itself and human visual characteristics. +e image display
process is a mapping process from diversity to unity. +e
three-dimensional scene is only expressed in the form of
levels, which determines that the image itself has many
uncertainties; that is, uncertainty and human vision change
from black to white. Unclear gray levels are difficult to
distinguish accurately. +erefore, vague set theory can be
used as a model and method to effectively describe image
features and human visual features and can be applied to
analyze human crisis, perception, and recognition behaviors
[24]. In recent years, in the research of image processing and
recognition technology, many students have devoted
themselves to introducing fuzzy set theory into image
processing and recognition technology and have achieved
remarkable results. Experiments show that the processing
and recognition technology based on vague set theory are
better than traditional methods in some cases, especially
when the image is very noisy [24].

3. Football Training Robot Action Evaluation
Algorithm Experiment

3.1. Robot Material Selection. Considering the dual re-
quirements of strength and weight reduction, aluminum
alloy is mainly used as the body material of the robot, and
some parts with low strength requirements, such as the arms
and front and rear chest cavity, use carbon fiber materials.
Considering the factors of control, torque, and volume,
Dynamixel RX-28 high-performance servomotor produced
by ROBOTIS of Korea [25] is selected.

RX-28 motor integrates reducer, driver and communi-
cation interface, compact structure, and small size and offers
strong power output. It has standardized mechanical and
electrical interfaces to facilitate system expansion. It adopts a
closed-loop position and speed servo control. +e encoder
can realize real-time feedback monitoring of the action
process, with high control accuracy and an angular dis-
placement resolution of 0.3° [26]. With strong custom-
izability, users can customize the attributes of the motor by
modifying the system parameters stored in its EPROM area.
For example, when multiple motors in the system are
connected in series via cables, in order to enable the con-
troller to uniquely identify the motors, each motor can
modify the data in the corresponding position in the
EPROM area to set its own unique ID number and only need
to specify the ID of the receiving motor in the command
packet to ensure the correct transmission of the command.
Other motor parameters that can be customized include
baud rate, rotation angle limit, maximum output torque, and
maximum internal operating temperature [27].

3.2. Working Mode of the Robot Soccer System. +e robot
soccer system basically includes robots, vision systems,
computers, and communication systems. +e choice of
hardware, execution agents, sensors, and software control
strategy algorithms is closely related to the overall working
mode.

According to the location of the decision-making part,
the working mode is divided into the following two types:
vision-based robotic soccer system and robot-based robotic
soccer system [28].

According to the robot’s intelligence, it can be divided
into a vision-based remote control nonintelligent robot
soccer system, referred to as a remote control robot and a
vision-based intelligent robot soccer system [29].

In fact, we got three working modes:

(1) Nonintelligent robot soccer system based on visual
remote control

Generally speaking, each robot in the system has a
driver, a communication unit, and a control panel.
It can control its movement direction and speed
according to the data received from the central
computer. Visual data processing, strategic deci-
sion, and robot position control are all done on the
central computer, just like a remote control car
[30].

(2) Intelligent robot soccer system based on vision

In this system, the robot has functions such as speed
control, position control, and automatic obstacle
avoidance. +e central computer processes coun-
termeasure decisions through optical data and then
issues instructions to the robot, and the robot re-
sponds to the instructions. In order to avoid au-
tomatic obstacles and perform position detection,
the robot itself is equipped with sensors.

(3) Robot-based robot soccer department
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In the system, the robot has many autonomous
behaviors, and all calculations, including decision-
making, are done by the robot itself. +e host only
processes the visual data and transmits the relevant
position and other information to the robot, in-
cluding one’s own party, the other party, and the
ball. In fact, the role of the host in processing visual
data is equivalent to a sensor [31].

3.3. Football Robot SystemStructure. From a structural point
of view, the centralized control microsoccer robot system
can be divided into two parts: the upper computer and the
lower computer. Most of the software work of the system is
concentrated in the upper computer.+e overall structure of
the upper computer program system is divided into 6
modules: master control, virtual stadium, vision, strategy,
communication, and simulation. +e task of the master
control is responsible for the process of system initialization,
creation of data exchange memory area between modules,
task scheduling, time allocation, and system unloading; the
virtual arena draws objects on the designated screen position
based on the visual feedback data, and in the virtual venue, a
memory area is opened for data exchange with the vision or
simulator; the simulation module calculates the pose of each
object on the field at the next moment according to the
command sent by the strategy to the vehicle body and
mainly deals with the calculation of the object’s trajectory
and collision processing; the module completes the pre-
processing and real-time identification of information; the
decision-making module converts the strategic thinking of
the decision-maker into an insinuation relationship from the
state space to the action space. +e lower computer refers to
the walking mechanism of the robot car system, which
concentrates most of the hardware workload and is re-
sponsible for the control and processing of the robot car.
From the perspective of the geographical location of the
hardware, the MiroSot football robot system includes four
major subsystems: vision subsystem, communication sub-
system, trolley subsystem, and decision-making subsystem.
+e system includes hardware devices: host, vision interface,
communication interface, CCD camera, image capture card,
communication transceiver, single-chip computer system,
drive device, and energy system. +e overall framework of
the system is shown in Figure 1:

4. Analysis of Action Evaluation Algorithm for
Football Training Robot

4.1. Analysis of Football Training Robot Effect. +e analysis
will be simulated and verified by Matlab. We will compare
the kicks after training with the manually adjusted pa-
rameters before training, and the experimental results will
fully reflect the effectiveness of enhanced learning. For the
results of walking optimization, we will compare the effects
of the manually adjusted parameters and the optimized
parameters and analyze the comparison between the com-
prehensive parameters of the hierarchical learning and the
parameters of each training task. It can be seen how

hierarchical learning can effectively avoid the overfitting
characteristics of reinforcement learning and ensure the
flexibility, speed, and stability of walking to the greatest
extent. Note that we have turned off server noise and visual
restrictions when training to play football or walking so that
the simulation results of the agent are not affected by the
server to produce unnecessary data noise. In the experiment,
in order to detect the performance of the robot in the real
game, all the experimental structures are the average values
of multiple experiments under the noise environment.

Both long shots and kicks used 100 samples per gen-
eration, 200 iterations of training, and the penalty value
gradually converged. Table 1 shows the comparison of the
kicking effect after training and before training.

Figure 2 shows the comparison of the position error and
orientation error of the robot before and after the kick. +e
blue curve represents the position and orientation error
before optimization, and the red curve represents the po-
sition and orientation error after optimization using the
method in this chapter. It can be seen from the figure that
after the optimization, the position of the robot basically
does not change, and the orientation angle also changes
slightly, which shows the effectiveness of this method.

4.2. Analysis of Action Real-Time Evaluation Algorithm

4.2.1. Time Performance Analysis. For the environment
where the soccer robot is located, the ICP (iterative closest
point) algorithm and the algorithm in this article are used to
compare the estimated time of the robot’s pose. Randomly
select 20 consecutive frames of data from the data frames
tested by the test instrument, and the time unit is recorded in
seconds. +e result is shown in Figure 3.

From the data analysis in the figure, it can be seen that
the average time for the ICP algorithm to realize the robot
pose estimation is 0079 s; the average time for the pose
estimation proposed in this paper is 0.004 s, which is much
shorter than the ICP algorithm in comparison. +e differ-
ence in the smoothness of the time curves between the two is
related to the matching method. If the corresponding point
is selected correctly in the ICP algorithm, the matching time
will be very short. If the corresponding point is selected
incorrectly, the matching time will be very long; the algo-
rithm in this paper only selects obstacles +e central point
coordinate feature of the object participates in the calcu-
lation, which reduces the amount of data for environmental
matching, and the obstacle repetition rate is high, making
the pose estimation time relatively short and relatively stable.

4.2.2. Accuracy Performance Analysis. For the environment
where the soccer robot is located, the ICP algorithm and the
algorithm in this paper are used to compare the accuracy of the
estimated values of the robot’s pose (x, y, a). Randomly select
10 consecutive frames of data from the data frames tested by
the testing instrument, and the results are shown in Figure 4:

From the data in the figure, it can be seen that the
maximum deviation of the Y displacement estimation result
of the algorithm in this article and the ICP algorithm is 0.3m,
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and the X displacement estimation value appears to be obvious
deviation at 6 frames.+is is mainly due to the calculation step
of the ICP algorithm, 1/15, resulting in a larger cumulative
error. +e maximum deviation of an estimated value between
the ICP algorithm and the algorithm in this paper is 0.05 rad.
+e results show that the accuracy of the proposed algorithm is
very close to that of the ICP algorithm.

4.3. Analysis of Action Algorithm of Football Training Robot.
+e SCRAM algorithm is used to optimize the player’s
position of Nanyou Apollo2D. +e state when the offensive

and defensive transition occurs is used as the root node of the
Monte Carlo tree model, and the simulation experiment is
carried out in combination with the defense strategy under the
MCTS algorithm. First of all, in order to eliminate the inter-
ference of other factors as much as possible, the experiment
selects a known action convergence area and position as the
root node of the experiment to reduce the influence of different
action choices on the results; second, on this basis, the training
method is used to obtain the return value of the evaluation
function as the evaluation value of the role assignment under
the SCRAM algorithm to evaluate the three algorithms. +e
experimental results are shown in Figure 5:

Table 1: Comparison of soccer robot kicking results.

Kick Average penalty Average distance (m) Time (seconds)
Far kick (before training) −3.6 8.7 2.5
Far kick (after training) −3.2 14.5 2.5
Quick kick (before training) 2.5 5.5 1.5
Quick kick (after training) 4.8 8.1 0.8
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+e abscissa of the chart is the number of experiments,
and the ordinate is the average return value during the
experiment. We can find that in the actual training
process, the performance of the MSD̂2 algorithm, which is
the fastest in place, is not satisfactory. Because in this
algorithm, in order to ensure the speed, the motion of the
agent cannot meet the dynamic consistency, which leads
to a certain unreasonable situation in the path allocation.
At this time, the player’s position may cause certain er-
rors, resulting in a low final return value. +e accuracy
requirements of the perfect matching algorithm enable the
agent to keep running according to the optimal path
during the process of returning to the defense. +e time
problem of a perfect matching in normal defensive tasks
can be allowed.

Another defensive case that needs to be specifically put
forward is the situation where the opposing player steals
the ball to counterattack quickly. +rough the game, it was
found that when the enemy player steals the ball and
quickly scores into our half, our defenders often experience
heavy physical exertion and slow return to defense. +is is
because in this case, the players need to quickly return to
our side to defend in order to solve the problem of the
enemy’s many offensive players and our own defensive
players as soon as possible. +erefore, the above evaluation
value will no longer apply to this situation. After con-
ducting multiple simulation experiments on this special
situation, the result is that in the case of a fast counter-
attack, the MSD̂2 algorithm has good adaptability because
of its speed advantages.

5. Conclusions

In this article, only kinematics analysis is performed, and
dynamics analysis is not performed.+e research on robot
walking in a stable manner needs to be further deepened.
+is article has carried out a simple gait planning for a
biped robot moving at low speed.+e biped robot needs to
increase the walking speed of the robot in order to achieve
anthropomorphic walking. +is puts forward higher re-
quirements for gait planning. At present, the academic
community needs further research to confirm whether the
proposed gait planning method can meet the require-
ments of high-speed walking, and the dynamic walking
method proposed in this article needs to be further
improved.

+e development trend of the soccer robot system is a
completely autonomous multiagent system. Each robot in
the system has many functions and autonomous behaviors.
It can observe the situation on the field according to its own
eyes, make strategic choices through the strategy library,
automatically avoid according to sensor data, and com-
municate with other robots through the communication
system. In other words, all calculations, decisions, and
control are done by the robot itself.

Aiming at the pose estimation problem of mobile robots,
this article proposes a robot pose estimation algorithm based
on the analysis of the advantages and disadvantages of
current commonly used estimationmethods, combined with
the characteristics of the data tested by the tester. Experi-
mental results show that the algorithm can efficiently and
accurately realize the pose estimation of mobile robots.
However, this algorithm still has a serious problem. When
there are obstacles in the environment that cause the lidar to
measure the width at different angles, the center coordinate
position of the obstacle may change greatly, leading to the
position of the algorithm in this article. +e pose estimation
result is not accurate.

Data Availability

+e data underlying the results presented in the study are
available within the manuscript.
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,is article uses a software architecture model that combines two architectures, based on the traditional Android environment.
,rough comparative research on network technology today, Java technology has been selected as a tool for developing network
education systems for future research and maintenance upgrades. ,e underlying network education technology relies on APP to
enable education between teachers and students.,is technology can not only give play to the advantages of computers in network
data transmission, but also embody a new teaching model with teachers and students as the main body. It can solve various
practical problems in teacher and student education and educate teachers and students by simulating the actual educational
environment of the classroom and educational process using a variety of practical education management strategies. ,e ex-
perimental results prove that with the help of this virtual classroom platform for ideological and political education, it can provide
students with more ideological and political learning resources, increase students’ interest and time in learning, and promote the
diversification of ideological and political learning methods. ,e quality of teaching is more conducive to the learning of
knowledge points for students. At the same time, the system is operating in good condition. Switching between different interfaces
is maintained at about 0.1 seconds.,e system performance is also perfect.,e overall analysis function is basically designed. It is a
better learning platform.

1. Introduction

With the rapid progress of network technology and mul-
timedia technology in today’s society [1] and the increasing
popularity of the Internet, the education model of various
universities in our country is constantly innovating and
changing. ,e current advanced professional classes pose a
very obvious problem: traditional classrooms are a combi-
nation of knowledge classes and skill classes. “Knowledge
class” means that students learn theoretical knowledge in the
classroom, and “skill class” means learning skills in the
classroom. Mobile devices and the Internet are two inno-
vative platforms that have accelerated the process of com-
puterization and facilitated the lifestyles of most people
today. Rebuild a new classroom environment, break the

face-to-face limitation, and build a model suitable for
modern students [2]. ,e new intelligent environment for
learning is very meaningful. It is also an inevitable trend and
choice that must be faced when the informatization of the
social education industry develops to some extent.

,e virtual classroom platform for ideological and po-
litical education in my country tends to gradually become a
popular form of education, which further develops the
virtual classroom platform in my country. Proposals have
been made to apply network technology to university ed-
ucation in combination with the educational needs of the
university, which provides an important foundation for the
future application and development of network technology
in university education. In particular, the outbreak of the
new Crown Pneumonia epidemic this year has reached the
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peak of development for virtual classroom platforms,
allowing students across the country to continue their own
learning using a variety of virtual classroom platforms. ,e
system is operating in good condition, and the switching
between different interfaces is maintained at about
0.1 seconds; the page loss rate is less than 0.5%, the operation
interface is simple and clear, easy to operate, and the data
with limited format and data type are verified, including
client verification and server verification, using an error
reminding mechanism to prompt the user to enter the
correct data and the correct operating system.

,e main work of this paper is divided into two parts.
,e first part is aimed at the ideological and political ed-
ucation virtual classroom platform to make it comply with
the characteristics of high cohesion and low coupling. In-
troducing some functional technology and feasibility anal-
ysis, the second part is the design idea of the virtual
classroom platform of ideological and political education
and the construction of the platform, and testing it. ,e first
chapter briefly introduces the overall background and de-
velopment prospects of the project, including the technology
to build the platform and the origin and role of virtual
technology, and points out the innovations of this article.
Chapter 2 provides a detailed introduction to the relevant
functional technologies and feasibility analysis that underlie
the project, while analyzing similar topics at home and
abroad. Chapter 3 is to design the functional configuration
of the platform and the design of the platform. Chapter 4
analyzes the platform implementation and the tests per-
formed when the platform is built. At the same time, it
summarizes the system execution status and performance.
Chapter 5 is the conclusion part, which is a summary based
on the experimental results of this article.

2. Design of an Intelligent Virtual Classroom
Platform for Ideological and Political
EducationBasedon theMobileTerminalAPP
Mode of the Internet of Things

2.1. Related Work. Based on the concept of the Internet of
,ings, the American Power Grid Association has also set a
prospect for the future development of the Internet of,ings
technology [3]. In 2005, the International Telecommuni-
cation Union expanded the concept of the Internet of,ings
and warned of the arrival of the Internet of ,ings era. ,e
era of the Internet of ,ings makes it possible to share large
amounts of data between different devices and transmissions
on the network. ,e Internet of ,ings can be applied to all
aspects of our life, work and study. For example, in the case
of virtual classrooms, the Internet of ,ings uses middle-
ware, network service technology, and event-based sensors
to propose new solutions for virtual classrooms [4]. Abu-
Sharkh et al. use a broadband network to communicate with
smart devices, thus ensuring the reliability of the system [5].
Tiwari et al. implement sensor network applications in the
dynamic virtual classroom learning environment and pro-
vide more energy-saving and sensitive intelligent control
systems for virtual classroom learning equipment [6].

Virtual home education technology started late. Since
the 1990s, with the support of national government agencies,
some first-class cities have begun to pilot digital virtual
classroom plans and initially introduced virtual classroom
education technology in the sense of digital virtual class-
rooms. However, the home computer technology at that
time was still very backward.,e system using digital virtual
classrooms as a demonstration project only performed
simple automatic control, and there was still a long way to go
before digitalization. However, according to the technology
platform at that time, the telephone network was the only
home network interface, and related digital technologies
have been ingeniously studied based on the telephone
network [7]. Raes et al. explore the virtual classroom
learning technology by studying the home gateway con-
troller [8]. Radovan and Kristl believe that the virtual
learning classroom structure composed of gateways and
Internet servers; the concept of the Internet of ,ings has
been officially mentioned in China [9]. Yilmaz propose that
as far as the current virtual classroom technology in family
education is concerned, although we started late, its de-
velopment is relatively fast [10].

2.2. Internetof,ings. ,e system of the Internet of,ings is
very complex. It includes various applications such as
electronics, communications, computers, and agronomy. By
using IoT technology for data collection and reception,
reliable transmission, intelligent processing, automatic
control, etc., various production and transmission links can
be established. Wait for the complete follow-up [11, 12].
However, if the network environment is different, the
communication protocols may not be completely compat-
ible. Traditional wireless networks include mobile networks
and LAN wireless networks. ,ese network communication
plans are aimed at point-to-point or multi-point-to-point
transmission and have higher communication goals and
countermeasures [13].

2.2.1. IoT Architecture. Current IoT system models are not
universal and lack a complete system structure. When
building an IoT system, you need to consider network
performance such as scalability, reusability, and security. It is
necessary to summarize the research results of the Internet
of,ings architecture and the related theories and models of
the wireless network architecture model. ,e main basis for
designing and verifying the structure of the Internet of
,ings is still to simulate the actual scenarios of the Internet
of ,ings, which should be combined with the existing
examples of Internet of ,ings applications for summary
and improvement, understanding the development direc-
tion of the Internet of ,ings. Finally, for different types of
terminal equipment, it is necessary to consider relevant
parameters, application technologies, and relevant standard
specifications [14, 15], and a specific plan for the needs of
users and the implementation of their functions is required.
According to most research results at home and abroad, the
Internet of ,ings system is divided into perception layer,
network layer, and application layer, as shown in Figure 1.
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2.2.2. Perception Layer. ,e perceptual layer is the lowest
structure of the Internet of ,ings. ,ese are used for node
analysis, processing, automatic management, and data
collection during transmission of data to heterogeneous
networks [16, 17]. Most of the changes in information in the
environment are continuous and simulated. ,e informa-
tion on the network is completely different, but different
types of sensor devices are required to process the type of
information retrieved [18], to be able to find and retrieve
information and provide strong support for production and
guidance.

2.2.3. Transport Layer. ,e IoT layer acts as a bridge be-
tween the perception level and the application level. ,e
relevant information collected from the perception level is
wirelessly transmitted to the terminal device. Commonly
used are IEEE802.3-based Ethernet transmission technol-
ogy, IEEE802.11-based Wi-Fi transmission technology and
IEEE802.15.1xFoundation-based Bluetooth transmission
technology, IEEE802.15.4-based ZigBee transmission tech-
nology, and 6Lan multitransmission technology and 6Low
transmission technology mobile transmission technology,
such as GSM, GPRS, and 3G, based on IEEE802.16, Mi MAX
transmission technology, etc. Both 802.3-based Ethernet and
802.11-based Wi-Fi are IP-based network communication
protocols, and 802.3-based Ethernet is the most widely used
communication technology and multilayer structure in the
IP protocol architecture. It can be implemented through
other communication protocols and can also be applied to
the Internet of ,ings architecture [19, 20].

2.2.4. Application Layer. Process the data transmitted by the
network layer and send the results obtained after algorithm
analysis to different systems [21], which facilitates the op-
eration and use of end users, including production, man-
agement, and maintenance. ,e application layer is the
outermost layer of the three-tier structure of the Internet of
,ings, and its most important function is processing, which

is to use cloud computing platforms for data processing.,e
application layer and the lowest perception layer are the
most important cores of the Internet of ,ings. ,ey have
their own distinctive features [22]. ,e application layer
needs to perform calculations, processing, and deep
knowledge application on the collected data of the per-
ception layer to perform data real-time control, manage-
ment, and scientific judgment processing.

2.2.5. Virtual Classroom Process Based on the Internet of
,ings. In the Internet of ,ings, various things in the real
world are deleted as processes, and relationships between
different things are also deleted as connections between
processes. ,e Internet of ,ings provides a more intuitive
way to monitor networks of real-world relationships [23].
,ere are usually two ways to build the Internet of ,ings:
top-down and bottom-up [24, 25]. ,e top-down con-
struction method is an ontology-based construction
method, which uses high-structure encyclopedias and other
websites as data sources, extracts the constraints and rules of
the ontology from them, and supplements them in the
knowledge base, while the bottom-up construction method
is simple. Identify entities, attributes, and relationships from
data collected through pattern recognition, rulemaking, etc.
,en add it to the flowchart, as shown in Figure 2.

2.3. APP Mode. Nowadays, mobile devices such as smart-
phones and tablets are becoming more and more popular,
and people are gradually learning how to live with a variety
of APP clients. Currently, all major e-commerce companies
in the country have their own APP clients. ,e aspect is that
APP mode has entered people’s lives and has begun to shine.
APP is not as monotonous as a smartphone client. Today,
many smartphones allow you to wirelessly control your
home appliances by downloading APP software with dif-
ferent features from different manufacturers [26–28]. Not
only that, with the sudden emergence of the mobile Internet,
more and more Internet companies and e-commerce plat-
forms regard APP as one of their main directions for their
sales promotion. A large amount of data show that the
current flow of APP customers to e-commerce companies
far exceeds the traditional Internet flow, and profiting
through APP applications is also the development direction
of large e-commerce platforms. ,ere is evidence that the
tendency of large e-commerce platforms to favor mobile
applications is also obvious [29]. ,e reason is not only the
increase in daily traffic, but most importantly the conve-
nience of mobile phones and mobile terminals has added
more users to enterprises and accumulated more users. Apps
with a good user experience greatly increase loyalty and
activity. Users thus play a key role in the company’s revenue
generation and future development.

2.3.1. APP Structure Design. ,e management application
assumes the functional requirements of the application-level
application; matches the functional requirements with the
physical device layer, transport layer, and Android system;

IoT applications

Cloud computing

Telecomnet work/Internet

Sensor GPSR FID

Application layer

Network layer

Perception layer

Figure 1: Internet of ,ings system composition diagram.
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and manages the specific execution of the functional
functions. Service management level application is the core
of system management service function. Its role is to per-
form a top-down mapping function, and this mapping re-
lationship must have flexibility and long-term storage before
it can be modified [30]. When the management service level
application is installed and started for the first time, an
associated function allocation table will be created through
SQLite. At this time, since the terminal and device node
information has not been received, the table only contains
the corresponding Android operation data.

When the application-layer application wants to im-
plement a specific function, the application layer application
will access the SQLite function mapping correlation table
and obtain the required data by reading, writing, etc., and
transfer them to application-level management applications.
In application management, the application level controls
external devices according to the corresponding items in the
SQLite table or performs corresponding Android operation
functions. If there is no function between the management
service level application and the application-level

application, the content of the associated SQLite function
table entry remains unchanged [31]. ,e first logical value of
each function parameter or operating parameter is 0 or 1,
which represents the completed operation or the incomplete
operation, respectively. ,e system creates a top-down
functional relationship mapping relationship based on the
above functions.

2.3.2. APP Design Process. When the system is running, the
logical relationship between the App application layer and
the App management service layer, and the App manage-
ment service layer and the terminal node is the request
feedback process. When the user wants to use the man-
agement service level application, they move the mobile
smart device close to the NFC tag to the terminal node to
receive terminal node and device information. When an
application-level application wants to perform terminal,
device or Android node functions, it will send a request to
the service-level application through the SQLite mapping
correlation table [32].,emanagement service layer receives
the corresponding data information in the table according to
the request and converts it into an executable terminal node.
,e functions and parameters are sent to the terminal node
via Bluetooth.,e terminal node executes the corresponding
function after receiving the content and sending the result.
,e operation in the application is managed at the level via
Bluetooth. As shown in Figure 3.

After the management level application receives the
operation result information, it will update the corre-
sponding items in the SQLite function mapping correlation
table. After the application-level application receives the
feedback, it will learn the execution mode of the operation
mode and support the corresponding application-level
functions in sequence. It is not difficult to see that the
application-layer application only needs to perform iden-
tification-based operations without excessive participation
in the physical device layer and the transport layer. ,e
packaging of Android functions is similar to this [33]. Each
related Android function is assigned a unique function
number. When an application-level application needs to call
a function, it will pass the function number and corre-
sponding parameters to the service management applica-
tion.,emanagement service level application will complete
the corresponding function accordingly and return the re-
sult to the application layer App.

2.4. Virtual Technology. ,e concept of virtuality can be
traced back to 1959 when Christopher Strachey, a professor
of computer science at Oxford University, first proposed the
concept of “virtuality”. ,e virtual technology at this time is
still in the initial stage, which is quite different from what is
now called the narrow virtual technology, but it is still
regarded as the earliest discussion on virtual technology
[34, 35]. VMM abstracts computer hardware resources to
form an abstract software layer above the physical hardware
layer and realizes the duplication of a computer system
originally owned by a single user into multiple copies and
supports simultaneous interaction of multiple users. ,e
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virtual technology at this time has become the prototype of
modern narrow virtual technology. According to different
levels of abstraction, virtuality is divided into five levels.

(1) ,e instruction set architecture level is virtual: It
refers to the simulation of I/O devices such as
processors, memories, buses, and timers of different
architectures through software. ,e software con-
verts the instructions running on the virtual machine
into the instructions that can be executed by the
machine to run on the hardware of the machine.
Since each instruction needs to be simulated by
software, performance may be affected to some
extent.

(2) Hardware abstraction-level virtualization: Hardware
abstraction-level virtualization is a virtual machine

in the general sense. ,e hardware abstraction level
has a very high degree of virtual isolation, supports
different operating systems, has low risk, and
maintains the same way as general hosts. However,
since this level of platform can access the bottom
layer of the host operating system, the effort required
for users to install such a virtual machine is almost
the same as installing a brand new computer, so the
deployment cost of such a virtual machine is rela-
tively high.

(3) Operating system-level virtualization: Operating
system kernel virtualization minimizes the cost of
adding new virtual machines. Hardware abstraction-
level virtualization is an abstraction of the actual
physical hardware, and operating system-level vir-
tualization is an abstraction of the host machine’s
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operating system kernel, providing an isolated op-
erating environment for virtual entities. I will. ,e
operating environment for application software
within these virtual entities consists of the host
operating system, libraries, dependent software,
specific data structures and file systems, and other
preferences. If these operating environments have
not changed, it is almost impossible for application
software to find the difference between that envi-
ronment and the actual operating system environ-
ment. ,is is the key to operating system-level
virtualization.

(4) Programming language level virtual: ,is level of
virtual platform is responsible for directly translating
high-level programming languages into hardware
execution instructions, which has the advantages of
cross-platform and cross-language.

(5) Library-level virtualization: Most applications rely
on a large number of runtime APIs for design. ,e
use of dynamic linking to hide the implementation
details of the library API can enable programmers to
directly call the API, eliminating the need for un-
derstanding API implementation and overcoming
different language bands, trouble coming.

2.5. Feasibility Analysis

2.5.1. Technical Feasibility. ,e ideological and political
education virtual classroom APP mainly uses java tech-
nology, based on the Android environment and MySQL
database, familiar with network protocols such as tcp, IP,
socket, etc. For application development, it has complete
functions and simple use characteristics and establishes a
data integrity and security stable database. ,e development
technology of the ideological and political education virtual
classroom APP has high feasibility, and the developers have
mastered certain development technology, so the develop-
ment of the system is feasible.

2.5.2. Operational Possibility. ,e login interface of the
ideological and political education virtual classroom APP is
simple and easy to operate.,e common interface window is
used to log in to the interface, and the mobile phone APP is
used for access operations. Users can access and operate as
long as they use their mobile phones. ,e development of
this system adopts java language development; based on
Android environment, these development environments
make the system more perfect. ,is system has the char-
acteristics of easy operation, easy management, and good
interaction, and it is very simple in operation. So this APP
can be developed.

2.5.3. Economic Feasibility. ,e dynamic nature of the
creation of the ideological and political education virtual
classroom APP service function chain is manifested in the
use of container-borne security functions that can be
deployed in seconds. When the request arrives, first

dynamically create container function instances according
to the needs, and then connect the function instances into
chains in order according to the service requirements to pass
the specified flow. ,e required hardware and software
environment are easy to buy in the market, and the program
development is mainly the development and maintenance of
the management system. ,erefore, the program does not
require high human and financial resources, and the system
is not very complicated, the development cycle is short, and
it has high economic feasibility.

3. Experimental Research on the Design of
Intelligent Ideological and Political
Education Virtual Classroom Platform
Based on the Mobile Terminal APP Mode of
the Internet of Things

3.1. System Function Composition. ,e design of virtual
classroom environment must have high ecological effec-
tiveness and must be combined with newer
human-computer interaction technology, so that ordinary
students can interact with students, objects, and virtual
classroom environment in a relatively humanized way. In
order to achieve the above goals, it is necessary to first collect
the rich teaching experience of all professional teachers and
collect all professional teachers through questionnaire sur-
veys, discussions, and self-reports. Ordinary students should
have more consistent knowledge and teaching experience
and design corresponding classroom virtual teaching situ-
ations as much as possible based on the collected opinions.
,e experiment platform is mainly composed of a main
system and four subsystems to create a teaching application
experiment system, which combines interactive simulation,
situational interaction, teaching interaction, resource
management, and teaching evaluation.

,e system platform supports the introduction of scene
packages into the classroom, supports the natural envi-
ronment system, supports the time system, can express the
change of time, light, and shadow, and has something in
common with the classroom environment. Teaching ma-
terials, audiovisual equipment, etc. support the display of
graphic teaching materials in classroom lessons. Users
support image editing and teaching text content.

,ey support importing, managing, and deleting 3D
characters; support adding and modifying character ani-
mation; support IK character animation technology to
achieve special effects, support multiple UI switching sets;
support 2D and 3DII systems; and support mouse and
gesture functions.

3.2. Platform Design Process. From the start of demand
analysis to the final use of the platform, the development of
virtual classroom projects has gone through multiple links.
,e main software used is Unity 3D software and SteamVR
software. After confirming the start of the project, perform
the project requirements analysis. According to the speci-
fications of the virtual classroomwebsite, it is combined with
the actual educational needs and actual educational videos of
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the interactive virtual reality department with professional
teachers in the classroom. ,rough questionnaire surveys,
discussions, and self-reports, we collect the needs of teachers
and students of different professions, design the corre-
sponding virtual education situation in the classroom as
much as possible based on the collected opinions, and an-
alyze the prediction content and position: I will. Classroom.
,e basic process is shown in Figure 4.

3.3. Metrics for Platform Evaluation. ,e indicators for
evaluating a system are generally evaluated according to two
points. One is its system performance and the conversion
flow between pages is not smooth; the other is the running
status problem, which is stable and unstable and can accept
the maximum number of visits. Of course, the beautiful page
is the most basic. ,ese are the key indicators for evaluating
the quality of a system.

3.4. Test Subject. In this experiment, we will test the system
performance of the platform and experiment on different
models, each model operating system 10 times, a total of
1000 times. ,e second is to test the running status and
constantly test the maximum amount of visits it can accept
in the background. At the same time, a questionnaire is
issued to users to investigate the user’s experimentation on
the APP interface and the aesthetics of the page and conduct
experimental analysis and postsystem optimization.

3.5. Experiment Procedure

3.5.1. Experiment Preparation Stage. We will test the system
performance and operating status of the platform, select
students from the Political College of X University, and let
them use the software for a period of time to learn related
video courses online. ,en according to the needs of the
topic, according to the research information, combined with
the interviews of political experts and network technology
experts, and refering to related books and theoretical
knowledge for preparation, the video tutorials familiar with
the topic content are designed as questionnaires.

3.5.2. Experimental Stage. Questionnaires are issued to users
to investigate the user’s experimentation on the APP in-
terface and the aesthetics of the page and organize the data
for experimental analysis and subsequent system
optimization.

3.5.3. End of Experiment. After testing the overall level of the
experimental class and the control class, make sure that the
type of question and the difficulty of the test paper are the
same. Compare the performance differences of the two
classes and investigate whether the level of the experimental
class is significantly improved relative to the control class to
determine the advantages of our online multimedia edu-
cation platform for college physical education compared
with the original learning system of X University.

3.6. To Gather Data. In order to obtain accurate data to
compare and analyze the feasibility and effectiveness of this
experiment, this paper uses the Cora dataset and the IMB
dataset. Cora data set is used as a common entity analysis
and evaluation data set. For example, the entity analysis
process based on Markov logic network adopts Cora.
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Figure 4: Platform design flow chart.
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4. Design Experiment Analysis of Virtual
Classroom Platform for Intelligent
Ideological and Political Education Based on
the Mobile Terminal APP Mode of the
Internet of Things

4.1. Platform Testing

4.1.1. System Function Test. ,e function test of the system
mainly includes the main functions such as registration,
login, device search, adding mode, adding courses, viewing
the classroom list, and viewing the teacher information list,
as shown in Table 1.

In the process of testing the monitoring effect, through
the use of specific video formats for background sampling,
encoding and other technical tests, the server and other
hardware are repeatedly tested until satisfactory test results
are obtained.

4.1.2. Running Status Test Analysis. Here we test the running
status of the system and test the maximum number of users
who log in to the background system at the same time. We
select 100, 500, 1000, and 2000, respectively, for testing. Will
it cause system lag or error? (0 means no, 1 means yes) Draw
conclusions, analyze, and put forward corresponding
countermeasures and suggestions on this basis, as shown in
Figure 5.

From Figure 5, you can see that when 500 people per-
form system login operations at the same time, they start to
feel that the system is a little stuck. When 1000 people do the
system login operation at the same time, the system starts to
make a little error, but at least 100 people do it at the same
time Taiwan system login operating system seems to be
unstacked and causes an error.

4.1.3. System Performance Test Analysis. After confirming
that the fixed port network is turned on, connect to the
central controller of the system and set the Wi-Fi routing
parameters of the central controller. System performance

monitoring mainly includes web page loading speed, system
data loss data rate, return speed, and other parameters, as
shown in Figure 6.

It can be seen from Figure 6 that the page loading speed
and return speed of the system are within 0.1 seconds.
According to the patience of humans using software refresh,
it can be known that the interface efficiency of the system is
qualified, and the loss rate of the 4 groups of pages is 0.3% on
average. ,is may be a problem of the system itself, or it may
be a problem of the network, but this is a direction of system
optimization in the later stage.

4.2. User Satisfaction Analysis. In order to verify the effec-
tiveness of the coordination strategy based on the maximum
operability proposed in this article, a questionnaire was
issued to users to investigate the user’s experimentation of
using the APP interface and the aesthetics of the page and
collected data for analysis, which is a later system ,e op-
timization put forward corresponding countermeasures and
suggestions, as shown in Figure 7.

From Figure 7, we can see that users are happy with the
experiment using the APP interface and page aesthetics, and
students are happy to use this APP. With the help of this
virtual classroom platform for ideology and politics edu-
cation, it provides students with more ideology and politics
learning resources and increases learning interest and time
and a variety of ideology and politics learning methods,
while it can promote politics.

4.3. Analysis of the Development of Virtual Classroom Plat-
form inRecentYears. Over time, the integration of emerging
technologies and virtual classroom platforms has continued
to increase. More andmore online course apps are emerging,
and more and more colleges and universities choose some
courses to teach in the form of online courses. Here we
analyze the development of virtual classroom platforms in
recent years and draw a picture, as shown in Figure 8.

It can be seen from Figure 8 that, with the continuous
advancement of technology, the functions of the virtual

Table 1: System function test table.

Functional module Function name Test steps Test results

Login/registration module
Registered Register operation Successfully

registered

Login Perform login operation Successfully logged
in

Add/query information about courses, teachers,
teachers

Add class Add management Added successfully
Query classroom number Query teacher number operation Search successful
View teacher information Query teacher information Search successful

Delete/modify course information
Delete course information Delete course operation Successfully deleted

Modify course
information Modify course operation Successfully

modified

Other functional modules

Add room Add room operation Added successfully
Add keyword information Add keyword information operation Added successfully

Manage keyword
information

Manage keyword information
operations Management success

Upload avatar Upload avatar Upload successfully
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classroom platform are becoming more and more mature.
Just when the epidemic broke out this year, the already
mature system completely replaced the face-to-face in-
struction.,e virtual classroom platform this year is also the

fastest growing time. Although face-to-face teaching has
been restored now, with this technology, the virtual class-
room platform will gradually replace the face-to-face
teaching mode in the future.
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5. Conclusions

,is system is an Android-based virtual and virtual class-
room learning platform. ,e system can operate household
appliances and perform remote control. ,e material is easy
to install and has excellent expandability. For software, you
can perform remote control and design. ,e interface is
simple and easy to use, and the graphics features are easy to
learn and use. Internet of ,ings is designed to meet
communication and control requirements, smooth switch-
ing of various interfaces is maintained, and system per-
formance is perfect. After designing the system operation,

complete the system implementation interface and complete
the system operation test and system performance test re-
lated work to confirm that the system operates normally.,e
focus of this design is to design intelligent control software
on the Android platform. ,is design uses XML technology,
the Android SDK development kit, and MyEclipse devel-
opment tools.

,e intelligent virtual classroom developed using IoT
technology and IoT mobile technology interconnects the
physical classroom and the virtual platform in the classroom,
eliminating time and space constraints and conducting
interactive teaching, evaluation, communication, and real-
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time interaction. Providing students with convenience to
study anywhere will help them increase their interest and
enthusiasm for learning.,is is a bold effort in education. At
the same time, it solves the current situation that students in
traditional classrooms do not listen to classes, but just lower
their heads to play with mobile phones, making mobile
phones a necessity in the classroom, effectively helping
teaching activities, and arousing strong interest among
students. Used for learning, active classrooms, real-time
resource exchange without learning and communication can
improve the teaching effect of teachers. ,is is a good way to
reform education and teaching, and it is worthy of research
and promotion in universities.

By improving the performance of virtual reality
equipment, technological advancement and educating
teachers in virtual reality technology, virtual reality tech-
nology is expected to drive the development of education for
a period of time. In order to help students create better
knowledge for teacher education, the virtual classroom
systemmust solve two main problems, namely, the design of
the virtual classroom environment and the realization of the
virtual environment that users can operate.,e design of the
virtual learning environment represented by virtual class-
room research has entered the stage of practical research,
and the structure of the virtual classroom has gradually
become clear. ,is new teaching method has gradually been
highlighted, and there is still much room for improvement
and perfection. ,is paper confirms the design idea of the
virtual classroom environment by analyzing the require-
ments of the virtual classroom environment and combining
the development process. We hope to provide a practical
reference for the design of virtual classroom environment
and help future virtual classrooms conduct practical
research.
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Interbank offer rate is the interest rate at which banks lend money to each other in the money market. As a market-oriented core
interest rate, Shibor can accurately and timely reflect the capital supply and demand relationship in the money market, and its
changes will quickly transmit and affect China’s financial market. +erefore, the purpose of this paper is to predict and study the
fluctuation and trend of Shibor. In this paper, the overnight varieties of Shibor were studied and predicted from two time
dimensions, namely, daily fluctuation and monthly trend. In the prediction of overnight Shibor daily data, a comparison
prediction model based on BP neural network algorithm was first established, and then WNN was applied in the prediction, and
the effect was found to be better. When predicting the monthly mean value of overnight Shibor, nine indicators were selected and
tested for correlation based on the factors affecting the trend of interest rate, and a regressionmodel of support vector machine was
established. Particle swarm optimization algorithm was used to improve the SVR algorithm, and the PSO-SVR prediction model
was established to improve the prediction accuracy.+emodel could basically predict the trend of overnight Shibor. Furthermore,
a prediction model ofWNN based on cuckoo search (CS) optimization was proposed, which improved the prediction accuracy by
78% and fitted the daily fluctuation of overnight Shibor well.

1. Introduction

As China’s economic situation continues to improve, the
importance of establishing and improving a strong financial
market has become increasingly obvious. In particular, the
gradual introduction of market interest rates is the top
priority of the reform of the financial sector, which directly
affects the stability of China’s financial market and its po-
sition in the international financial market [1, 2]. +e key to
interest rate liberalization is to establish benchmark interest
rate [2, 3]. Benchmark interest rate refers to the interest rate
with general reference significance in the money market.
Pricing or rate of return of other financial products in the
financial market can be determined based on this bench-
mark interest rate, and monetary authorities can also make
and implement monetary policies based on this interest rate
[4, 5]. Interbank offered rate, also known as inter-bank
offered rate, is the rate at which commercial banks finance
funds in the money market. Compared with other interest
rates, the open, market-oriented, and transparent interest
rate formation mechanism enables it to accurately and

timely reflect the capital supply and demand relationship in
the money market. In view of the importance of Libor, it is
usually selected as the benchmark interest rate interna-
tionally, such as Libor [6–8].

Ivanov, Ivan T, studied how the introduction of market
pricing, which links lending rates to credit default swaps,
affected bank funding. Ivanov, Ivan T, found that market-
based pricing was associated with lower interest rates, both
at the beginning of the loan and over the life of the loan.
Ivanov and Ivan T’s results also show that banks have
simplified market-based loan pricing contracts, suggesting
that the decline in bank debt costs can be explained, at least
in part, by a fall in monitoring costs. +erefore, in addition
to reducing the cost of bank debt, market pricing may also
have adverse consequences due to the reduction of bank
monitoring [9]. Gianfranco Giulioni analyzed how changes
in policy rates affect bank-related variables by changing the
composition of loan portfolios. Using a calculation that takes
full account of the heterogeneity of borrowers, Gianfranco
Giulioni shows how the diversity of bank customers has
changed and how this has affected the bank’s cash inflows,

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 9931539, 11 pages
https://doi.org/10.1155/2021/9931539

mailto:xiews@wxu.edu.cn
https://orcid.org/0000-0001-9429-0771
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9931539


making them more volatile. Gianfranco Giulioni also shows
how the composition of loan portfolios is affected by the rise
in policy rates when policy rates remain low. Safer borrowers
were the first to exit the loan portfolio, leading to a gradual
increase in the risk of the loan portfolio. As riskier borrowers
pay less, interest payments flow in less. In addition, we find
that the shortening of loan term will increase the volatility
clustering of bank interest payment inflow [10]. A stock loan
is a loan secured by shares [11]. +ey are modern financial
products designed for investors with large equity holdings.
Mathematically speaking, stock loan can be regarded as an
American call option with time-effective strike price.
Wenting Chen’s research is the first study in the literature to
consider equity loan value under the framework of stochastic
interest rate. Based on portfolio analysis, the partial dif-
ferential equation of stock loan value is established. An
appropriate set of boundary conditions, especially in the
interest rate direction, is proposed to close the pricing
system. +e reasonable mathematical and financial proofs
are provided for the proposed boundary conditions. For the
proposed nonlinear PDE system, the predictive-corrected
finite difference method is used. Wenting Chen adopts al-
ternating directional implicit method to improve computing
efficiency. Numerical results show that this method is re-
liable, and the stochastic interest rate makes the optimal
execution price of stock loan relatively high [12].

Based on an in-depth study of existing literatures, Shibor
was determined as the research object in this paper, mainly
because since the official operation of the interbank lending
market in 2011, the transaction volume of the lending
market has dramatically increased, from over 2 trillion yuan
in 2010 to over 10 trillion yuan in 2011, and continued to
grow rapidly thereafter. Among the eight types published by
Shibor, overnight varieties had the largest trading volume,
and commercial banks used them more, which had the
greatest impact on the interest rate market. +erefore, this
paper studies the overnight Shibor prediction model based
on artificial intelligence algorithm.

2. Artificial Intelligence Algorithm

2.1. Overnight Shibor Prediction Based on Artificial
Intelligence

2.1.1. BP Neural Network Prediction Model. Traditional time
series models, such as ARMA model and VAR model, ba-
sically assume that the research objects are linear [13, 14].
However, most of the research objects in the economic
market are difficult to meet the assumption that the
Shanghai interbank offered rate is a chaotic, high-dimen-
sional nonlinear time series data. +e prediction of the daily
data time series of the interest rate is based on the data
analysis and the rule of fluctuation, and the scientific re-
searchmethod is used to measure the fluctuation and predict
the level of the interest rate on the next day. With the rapid
development of artificial intelligence, neural network has
been applied in many researches due to its excellent per-
formance in dealing with high-dimensional nonlinear
problems. Among them, BP network is the best, most

essence, and core part of the forward neural network. Data
shows that more than 80% of the networks are using BP
network or its related deformation and optimization. +e
related deformation and optimization are different in dif-
ferent research objects and purposes. +e research object of
this chapter is the overnight variety day data of Shibor, and
the research method is artificial neural network. +erefore,
BP neural network prediction model is firstly established as
the basic model, so as to serve as the reference standard for
the model performance in further studies.

BP network is a kind of multilayer feedforward neural
network [15]. In its network training process, the signal is
transmitted forward. +e most critical step is to adjust the
weight of the network through error backpropagation. BP
neural network can learn and remember a large number of
pattern mapping patterns between input and output, but it
does not need to explicitly express the mathematical
equation of such pattern mapping pattern in advance. In the
forward signal transmission, the input signal from the input
layer passes through the hidden layer to reach the output
layer. Neurons in each layer are not connected to each other,
and the state of neurons in the lower layer is affected by the
way of full interconnection. If the desired output cannot be
obtained by the output layer, the backpropagation process
based on gradient descent is carried out to update the
network weight and prediction and continuously improve
the network performance, so that the output gradually
approximates the desired output. +e topological structure
of BP neural network (a hidden layer) is shown in Figure 1,
and the algorithm training process is shown in Figure 2. +e
relevant expression is as follows.

(1) +e hidden layer excitation function f is as follows:

f(x) �
1

1 + e
−x. (1)

(2) +e hidden layer output His as follows:

Hj � f 
n

i�1
ϖijxi − aj

⎛⎝ ⎞⎠, j � 1, 2, . . . , l. (2)

(3) +e predicted O output is as follows:

Ok � 
l

j−1
Hjϖjk − bk, k � 1, 2, . . . , m. (3)

(4) Calculate the prediction error e; Y is the expected
output:

ek � Yk − Ok, k � 1, 2, . . . , m. (4)

(5) Weight ϖij, ϖjk is updated as follows:

ϖij � ϖij + ηHj 1 − Hj  ×(i) 

m

k−1
ϖjkek, i � 1, 2, . . . , n,

ϖjk � ϖjk + ηHjek, j � 1, 2, . . . , l, k � 1, 2, . . . , m.

(5)

(6) Update thresholds a and b:
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aj � aj + ηHj 1 − Hj  

m

k−1
ϖjkek,

bk � bk + ek.

(6)

In the previously mentioned expression, n is the number
of nodes in the input layer, m is the number of nodes in the
output layer, and l is the number of nodes in the hidden
layer.

2.1.2. WNN Prediction Model. +e continuous wavelet co-
efficients of CWTneural networks are especially suitable for
prediction or classification due to their redundancy and
strong anti-interference ability.

(1) Basic Principle of WNN. In the WNN structure based on
the BP network topology principle, the transfer function of
its hidden layer node is used to replace the wavelet basis
function. +e basic principle is the same as that of the BP
network. Although its signal transmission will cause error
back propagation, the use of gradient correctionmethod and
wavelet basis function of the network weights and param-
eters can make WNN prediction gradually achieve the ex-
pected output effect.

Assuming that the hidden layer output value is y, the
output layer yn is the desired output, ϖij represents the
weight value connecting the input layer and the hidden layer,
ϖjk represents the weight of the hidden layer to the output
layer, hj is the wavelet basis function, b is the conversion
factor, and l Is the number of hidden layer nodes, m is the
number of output layer nodes, e is the prediction error, n is
the learning rate, and the related expressions are as follows:

+e wavelet basis function is as follows:

y � cos(1.75x)e
−x2/2

. (7)

Calculate the output value of the hidden layer:

h(j) � hj


k
i−1 wijxi − bj

aj

⎡⎢⎣ ⎤⎥⎦, j � 1, 2, . . . , l. (8)

Calculate the output layer of the predicted output:

y(k) � 
l

i−1
ωikh(i). (9)

+e prediction error is as follows:

e � 
m

k−1
yn(k) − y(k), k � 1, 2, . . . , m. (10)

Algorithm training steps overview is as follows.

Step 1. Network initialization: random initial assign-
ment was made to the scaling factor and translation
factor of the wavelet base function and the link weight
between the network layers, and the learning rate of the
network was selected, and the number of nodes in the
input layer, output layer, and hidden layer were set
according to the task situation.
Step 2. Sample classification: the dataset is properly
divided into two parts for training and testing. +e
training set is used for network training, and the test set
is used to verify the training effect of the network.
Step 3. Predicting the output: the training data is input
into the network, the predicted value is calculated
according to the output expression of the output layer,
and the error value is obtained by comparing with the
expected output.
Step 4.Weight correction: according to the error value,
the weights of the network and the parameters related
to the wavelet basis function are modified again and
again.
Step 5. Judge whether the algorithm has stopped
running according to the set error value. If not, return
to step 3 to continue iteration.

2.1.3. Cuckoo Optimization of WNN Prediction Model.
WNN training is an optimization process with multiple local
extreme values, which makes the network eventually con-
verge to the local optimal rather than the global optimal.+e
effect and performance of network training are greatly af-
fected by the primary value. In this paper, a predictionmodel
of cs-WNN is established, which is based on the meta-
heuristic algorithm cuckoo search optimization wavelet
network. In cs-WNN, each egg represents the initial weight
and threshold of the wavelet network. In the iterative
process, CS algorithm is used to continuously update the
position, optimize the initial weight and threshold, and
satisfy the adaptive value function until the optimal. During
the training of WNN, the cuckoo search algorithm con-
tinuously optimizes the weights and thresholds of the net-
work until the convergence condition is satisfied (when the
number of iterations or MSE meets the set condition). +e
empirical analysis of the cs-WNN prediction model shows

�e input layer

Xn

X2

X1
Wij

Wjk Y1

Hidden layer
Output layer

Ym

… … …

…

Figure 1: Topology structure diagram of BP network.
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that the optimization model overcomes the local minimum
problem and has good generalization ability.

(1) 5eoretical Basis of Cuckoo Search (CS). Cuckoo search
(CS) is a new optimization metaheuristic algorithm con-
structed on the basis of swarm intelligence technology,
which simulates cuckoo’s nest parasitism and flight be-
havior of other host birds. In this bionic optimization
algorithm, cuckoo eggs are mapped into solutions to actual
problems, with each egg in the nest representing a potential
solution and the next generation of cuckoo eggs repre-
senting a new solution, with the goal of replacing the worse
solution in the nest with a better solution. +e process of
updating the solution is carried out through the flight
behavior of levy. +e actual algorithm operation makes
three idealized assumptions as follows: first, each cuckoo
can lay only one egg at a time and then randomly put it into
a nest to hatch, second, high-quality eggs from randomly
selected nests survive into the next generation, third, the
number of nests that can be used as parasitic nests is fixed,
and the probability of parasitic cuckoo eggs being identified
and picked out by the host bird is Pa∈ [0, 1]. If found, the
host bird can either discard the cuckoo’s eggs or simply
abandon its nest and find a new location to build a new
nest.

Definition 1. +e update of the equation of cuckoo bird’s
nest selection process is as follows:

X
(i+1)
i � X

(l)
i + α⊕ Levy(λ), i � 1, 2, 3, . . . , n, (11)

where X
(t)
i is the position of the nest in the t-th search; ⊕

stands for point-to-point multiplication; A is a step factor;
Levy (λ) is a random search vector generated by a Levy
distribution with a compliance parameter of λ (1≤ λ≤ 3).

To sum up, the cuckoo optimization iteration mode is as
follows.

Step 1: randomly initialize the positions of nests, de-
termine the optimal adaptive value of the algorithm,
and set the maximum number of iterations and the
probability of being discovered by the host bird and
other parameters.
Step 2: calculate the fitness value of each nest, and
record the current best solution and the corresponding
nest location
Step 3: learn how Levy flies, update the position of the
nest with the update equation, and test and record the
nest in the new position with the objective function.
Step 4: compare the newly produced bird’s nest posi-
tion with the optimal bird’s nest position of the pre-
vious generation, and according to the elite selection
rule, keep the optimal bird’s nest to the next generation.
Step 5: randomly generate a number from 0 to 1,
compared with the probability of cuckoo bird eggs
being found by the host. If the random number is
larger, then randomly generate a group of nest posi-
tions. Otherwise, the nest location with the optimal test
results is still retained.
Step 6: when the recorded result of the best nest lo-
cation has met the set accuracy requirements or
reached the number of iterations, then the nest is the
global optimal location, and the search process is over;
otherwise, return to step 2.

2.2. Daily Fluctuation of the Lending Rate. +e prediction
process of the model is based on the daily data time series of
the interest rate, starting from the fluctuation of the interest
rate level itself, without involving other relevant factors,
which is similar to the technical analysis in the financial
market.+e assumption contained in this paper is that all the
influencing factors will eventually be reflected in the change
of interest rate level. In the study of interest rate fluctuation
with “daily” as the time dimension, this assumption is ba-
sically satisfied.

(1) For interbank interest rates such high-dimensional
nonlinear time series data, the overall prediction
effect of the BP neural network prediction model is
average. In the test set fitting process, once the in-
flection point is variable, it will greatly affect the
prediction effect of the test sample after the turning
point, and the prediction accuracy will be greatly
reduced as a whole.

Start

Are there any
unlearned samples?

Network
initialization

Calculation 
error

Calculate output
layer output

Update weights and
thresholds

Calculate hidden
layer output

End

Yes

Yes

No

No Error < predetermined
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Figure 2: BP algorithm training flow chart.
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(2) Using the cuckoo search algorithm to optimize the
WNN parameters, its prediction effect on loan in-
terest rate fluctuations is quite good, and the pre-
diction accuracy of the prediction model is
significantly improved. +e optimized prediction
model shows excellent performance in the prediction
of overnight Shibor daily data, which is of great help
to decision-making assistance.

(3) +e error of BP neural network, WNN, and cs-WNN
for overnight Shibor prediction is shown in Table 1.

3. Experimental Research on the Interbank
Offered Rate Based on Artificial
Intelligence Algorithm

3.1. Experimental Data Sources. Before establishing the
model, Shibor related variables were preselected in this
paper. As economists have different understandings of the
determinants of interest rates and the ways in which these
determinants affect interest rates, different theories of in-
terest rate determination have been formed. According to
the research results of relevant theories and the current
situation of China’s financial environment, there are many
factors that affect the interest rate, such as a country’s
economic situation and economic policies, the supply and
demand of money, savings and investment, price level,
international interest rate level, and average profit rate.
According to the available data and the main acquisition of
money supply (M2), the dollar is equal to the average value,
the trading volume of the China Stock Exchange, the RMB
deposits and loans of non-performing financial institutions,
the consumer price index (CPI), the purchasing managers
index (PMI) bank pledged repo rate, new credit data, foreign
direct investment (FDI) these nine indicators, the relevant
analysis is as follows:

(1) Money supply (M2): “liquidity preference” is the
tendency of investors to hold the same amount of
cash currency based on the portfolio framework.
Economic equilibrium theory points out that the
interaction of money supply and demand determines
the level of interest rates. Considering the size of
opportunity cost, the holding of money by rational
economic man is mainly driven by three factors:
prevention, speculation, and trading. +e quantity of
money supply is an exogenous variable determined
by the monetary authority. When the two are equal,
it is the equilibrium interest rate. For the purpose of
macromonitoring and regulation, the central bank
divides the money supply into three levels according
to the size of liquidity, namely, M0 (cash in circu-
lation), M1 (narrow sense of money supply), and M2
(broad sense of money supply). With the rapid
development of the economy, the money supply of
our country has been increasing, and the return on
capital has been declining on the general trend, and
whether the growth of the money supply is consis-
tent with the growth of the economy is the most
critical. +erefore, M2 is selected as the preselected

variable in this paper, and the data is from the official
website of the People’s Bank of China.

(2) Consumer price index (CPI): there is a strong cor-
relation between changes in the price level and
changes in interest rates. On the one hand, the high
and low prices affect the amount and cost of social
funds absorbed by commercial banks through af-
fecting enterprises and individuals and ultimately
affect the source and amount of bank credit funds.
On the other hand, since price and currency de-
preciation are often mutually causal relations, when
currency depreciation takes place, banks must take
into account the actual value of the currency rather
than the nominal value when taking deposits and
issuing loans. +e problem of currency preservation
also exists on the other side of the credit relationship,
where people are more concerned about the real
interest rate. +erefore, the market-oriented interest
rate will make corresponding adjustments according
to the changes in the price level to ensure that both
credit parties will not suffer losses due to price
changes. Consumer price calculation of China’s
social products and services activities, measuring
China’s price situation, not only is closely related to
the people’s living costs but also has an important
position in the domestic production price system.
CPI index is an important index for judging eco-
nomic situation, testing, and controlling price level.
+e rate of change in the CPI index largely reflects
the extent of deflation or inflation. +erefore, CPI is
selected as the preselected variable in this paper, and
the monthly data is from the official website of the
People’s Bank of China.

(3) Turnover of the stock exchange: the stock market is
an important bridge connecting the real economy
and the financial market. A large number of em-
pirical studies and relevant theories have shown that
the stock market situation of a country is closely
related to the country’s economic situation, and it
also reflects the level of listed enterprises financing
for wealth creation and appreciation.+e effect of the
stock market on the interest rate is based on two
considerations: on the one hand, the situation of the
stock market is related to the economic prosperity
degree, and the economic prosperity degree is related
to the level of interest rate; on the other hand, the
attractiveness of the stock market is essentially de-
termined by a firm’s return on capital, which is
closely related to the level of interest rates in the
market. According to statistics, the turnover of our

Table 1: Comparison of model prediction errors.

+e evaluation index
Prediction model

BP neural network WNN cs-WNN
MAPE 2.3978 1.8689 1.4072
MAE 0.0388 0.0281 0.0216
MSE 0.0028 0.0017 0.0012
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country’s Shanghai and Shenzhen stock exchanges is
basically the same. As an important indicator to
measure the stock market, turnover reflects both the
corporate popularity index and capital status.
+erefore, this article chooses the stock exchange
turnover as the main variable to analyze the monthly
data of the stock exchange website.

(4) Purchasing managers’ index (PMI): the expected
return on funds in the macroeconomy largely de-
termines the level of interest rate, while the return on
funds is directly determined by the economic con-
ditions of a country. Normally, when the economic
cycle is in a boom stage, people and enterprises are
full of confidence in the development of the econ-
omy, the money market is in short supply, the ex-
pected rate of return on capital is rising, and the
interest rate of interest will rise with the prosperity of
the economy. On the contrary, when the economic
cycle of a country is in a depression, people and
companies are pessimistic about the prospect, people
and companies will be more cautious when they
engage in investment, savings will increase, bor-
rowing costs will be lower, money market shows a
phenomenon of oversupply, and interest rates will
usually fall. GDP growth rate is an accepted indicator
to measure economic conditions from a macro-
perspective. Relevant empirical analysis shows that
PMI is highly correlated with GDP, and it is a leading
indicator in economic monitoring. +e inflection
point of its trend change is often ahead of the GDP
growth rate for a period of time. Considering that the
monthly data of relevant indicators are used as the
dependent variable in this paper to predict the level
of the interest rate of the next month, it is more
appropriate to preselect PMI index as the variable in
this paper. +e monthly data are from the official
website of the People’s Bank of China.

(5) Foreign direct investment (FDI): with the continu-
ous progress of economic globalization, as well as the
deepening of China’s reform and opening up and
market economy, the cross-border investment of
foreign investors in order to obtain investment
returns has a growing impact on China’s economic
environment. Relevant studies show that a large
amount of international hot money enters China
through foreign direct investment, which has a huge
impact on the fluctuation of China’s real economy
and financial market, thus affecting the level of in-
terest rate. In this paper, foreign direct investment
(FDI) is selected as the preselected variable, and the
monthly value is from the official website of the
People’s Bank of China.

(6) New credit data: credit refers to credit loans, during
which the debtor does not need to provide capital
guarantee and the creditor issues funds according to
the credit of the demander. Credit loan has always
been the most commonly used loan method by
Chinese commercial banks.+e change of new credit

data indicates that the demand level of money
market for funds is rising or falling. On the one hand,
it will affect the relationship between capital supply
and demand; on the other hand, it will affect the cash
reserves of commercial banks and then indirectly
affect the level of interest rate through interbank
lending market. In this paper, the monthly data of
new credit was selected as the preselected variable,
and the data came from oriental fortune.

(7) Interbank pledged repo rate: in bond repo transac-
tions, buyers and sellers agree to carry out reverse
transactions of bonds at a certain time in the future
when buying and selling bonds, which is essentially a
financing behavior with bonds as collateral. Pledge-
type repo and interbank disconnection are the main
channels for commercial banks to maintain cash
liquidity. Since these two channels can replace each
other to some extent, there is a direct interaction
between the repo rate and the open and release rate.
In this paper, the one-day weighted average interest
rate of nationwide interbank pledge-type repo is
selected as the preselected variable. +e relevant data
are from the official website of the People’s Bank of
China.

(8) Difference between deposits and loans of financial
institutions in RMB: during the period when the
average profit rate remains certain, the level of in-
terest rate in the financial market is basically de-
termined by the supply and demand of borrowing
funds in the money market. +is is because interest
rates are essentially the time cost of borrowing
money and the pricing of risk. In general, interest
rates fall when there is a surplus of cash and rise
when there is a shortage of cash. Of course, the
interest rate also acts against the supply and demand
of funds. When the interest rate rises, the increase in
borrowing costs reduces the demand, and when the
interest rate falls, the decrease in borrowing costs
also increases the demand. According to the classical
interest rate determination theory, savings and in-
vestment are the two main determinants of the in-
terest rate level. +erefore, when studying the
interest rate level, it is inevitable to choose relevant
indicators that can reflect savings and investment.
Savings can be reflected through deposits, while
investment is closely related to the loan scale. Based
on the previously mentioned analysis, the difference
between deposit and loan is an important variable
that affects the level of interbank lending rate. In this
paper, the difference between deposit and loan of
financial institutions is selected as the preselected
variable, and the monthly value is from the official
website of the People’s Bank of China.

(9) Us dollar equivalent to the average of RMB: with the
progress of China’s interest rate liberalization and
the approval of the inclusion of RMB into the SDR,
China’s monetary policy will increasingly need to
pay attention to the impact of the exchange rate in
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the future. In the international financial market, the
relative change of interest rates between the two
countries reflects the relative change of returns be-
tween the two countries, which naturally has an
impact on the change of exchange rate. At the same
time, the fluctuation of exchange rate will also have a
certain impact on the level of interest rate. +e ex-
change rate has an indirect effect on interest rates,
mainly through unbalanced changes in global
transactions. +e balance of capital account and the
balance of current account are the two major
components of the balance of international pay-
ments. When a country has a persistent surplus
under its current account and a large amount of
foreign exchange inflows, the local currency will
continue to appreciate externally. On the one hand,
in order to cope with the continuous pressure of
appreciation, the monetary authorities tend to lower
the interest rate and reduce the domestic foreign
exchange supply through capital outflow under the
capital account so as to divert the upward pressure.
On the other hand, the appreciation of the local
currency leads to the contraction of net exports and
the expansion of the supply of goods in the domestic
market. +e price of goods and the interest rate fall.
In addition, in order to stabilize the domestic cur-
rency, the balance of payments surplus is converted
into foreign exchange reserves. Once the foreign
exchange reserves increase, a corresponding amount
of local currency must be released. +e monetary
policy is too loose, and the money supply increases,
resulting in the decrease of interest rate. +e US
dollar is the most important currency in the inter-
national currency market and is the main part of
China’s foreign exchange reserve structure. +ere-
fore, this paper selects the average value of US dollar
converted into RMB as the preselected variable, and
the monthly data comes from the official website of
the People’s Bank of China.

3.2. Selection of Experimental Variables. Based on the theory
of interest rate determination and the availability of monthly
data, nine indicators of interest rate impact have been pre-
selected. Correspondingly, overnight Shibor predictionmodel is
based on interest rate as an influencing factor, because this
article focuses on the overnight interest rate in a longer time
dimension because this articlemainly deals with data such as the
trend of overnight interest rates in a longer time dimension, we
will use the overnight Shibor quotation algorithm to calculate
the monthly average, the average represents Shibor overnight
interest rates in this month. +us, during the nine years from
2011 to 2019, data of 108 months of overnight Shibor were
obtained, and the preselected variables also selected the data of
108 months.

Pearson correlation test was conducted on nine indicators
and 10 variables of overnight Shibor monthly data, and the
results were shown in a table. Since the predicted time indicators
correspond to overnight Shibor with a one-month lag, Pearson

correlation test was conducted on nine indicators and the
monthly data of overnight Shibor (with a one-month lag), and
the results are shown in Table 2.

According to the correlation of the test results in Table 2,
the monthly average of the overnight Shibor and the 9
preselected indexes at the 0.01 level show a significant
correlation. +e Pearson correlation coefficients of M2, FDI,
deposit/loan difference, and exchange rate are −0.884,
−0.545, and −0.833, respectively, all of which are strongly
correlated. +erefore, the repo rate, exchange rate, and CPI
were finally selected as the input variables affecting the
interest rate.

4. Analysis of Results

4.1. BP Neural Network Prediction Model Analysis. +e
evaluation of measurement performance error is as follows.
In the process of establishing the prediction model of the
Shanghai interbank offered rate, in addition to the com-
parison and analysis of the figures, an intuitive and quan-
tifiable evaluation standard of prediction accuracy is also
required. +e evaluation system should be able to simply
measure the predictive performance of the model. For
different models, due to the difference of research object and
research purpose, there is no unified system for prediction
evaluation at home and abroad. Combined with the research
purpose and method in this paper, mean absolute error
(MAE), mean square error (MSE), and mean percentage
error (MAPE) are selected as the indicators to measure the
prediction error.

From 2011 to 2019, a total of 2248 days of overnight
Shibor data were generated. +e first 2100 days of over-
night Shibor data (January 4, 2011, to May 29, 2019) were
taken as training samples, and the remaining 148 days
(January 1, 2019, to June 31, 2019) were taken as test data.
According to the implementation steps of BP neural
network, the number of nodes in the hidden layer is firstly
determined. +e number of nodes in the input layer is
five, and the number of nodes in the output layer is one,
which means that, in the training of mapping, the first to
the fifth data of the time series are used to predict the
sixth data, the second to the sixth data correspond to the
seventh data, and the remaining data are similarly re-
curred. Figure 3 is the prediction effect of BP neural
network on overnight Shiobr.

It can be seen from Figure 3 that, in the prediction of
Shiobr’s time series overnight, the first 60 data points of BP
neural network fit the fluctuation of the interest rate well in
the stable stage, and the fitting performance was average
when the fluctuation was large. When the prediction is
deviated, the fitting of nearly 90 data points in the future is
deviated greatly. On the whole, the BP neural network
prediction model has basically fitted the fluctuation trend of
the interest rate, but the error is still relatively large. Among
them, the value of MAPE is 2.3978, MAE is 0.0388, and MSE
is 0.0028.

4.2. Analysis of Prediction Effect of WNN. Similarly, the first
2100 (January 1, 2019, to June 31, 2019) daily data points of

Mathematical Problems in Engineering 7



2248 overnight Shibor’s time series were taken as training
samples, and the remaining 148 (June 1, 2011, to December
31, 2011) data points were taken as test data.

According to the implementation steps of the WNN,
the structure of 5-9-1 is adopted in this paper. +ere are
five nodes in the input layer, representing the corre-
sponding interest rate level of the first five time points of
the predicted time node, nine nodes in the hidden layer,
and only one node in the output layer of the predicted
interest rate output from the network. +e wavelet basis
function and the network weight are obtained randomly

when initializing the parameters, and the number of it-
erations of the algorithm is 180. +e trained WNN is used
to predict the interest rate of the test set. Figure 4 is the
prediction result of the WNN on the overnight varieties of
interbank offered rate.

It can be seen from Figure 4 that the 50–75 data points in
the time series prediction of the overnight Shibor by the
WNN are relatively large, and the accuracy of the prediction
in the other 100 or so data points is very high, the relative
error is small, and it is basically in line with the daily actual
data of the actual interest rate.

Table 2: Correlation test (a).

Supply of currency (M2) Consumer price index (CPI)

Overnight
Shibor

Pearson correlation
significance (bilateral) N

0.318 0.362
0.001 0
0.108 0.108

Purchasing managers’ index (PMI) Foreign direct investment data (FDI)

Overnight
Shibor

Pearson correlation
significance (bilateral) N

−0.213 0.3500
0.027
0.108 0.108

Weighted average interest rate of nationwide
interbank pledged repo (one day)

+e difference between deposit and loan
of RMB in financial institutions

Overnight
Shibor

Pearson correlation
significance (bilateral) N

0.989 0.289
0 0.002

0.108 0.108
Correlation test (b)
Supply of currency (M2) Consumer price index (CPI)

Overnight
Shibor (lag)

Pearson correlation
significance (bilateral) N

0.315 0.373
0.001 0
0.107 0.107

Purchasing managers’ index (PMI) Foreign direct investment data (FDI)

Overnight
Shibor (lag)

Pearson correlation
significance (bilateral) N

−0.088 0.3600
0.369
0.107 0.107

Weighted average interest rate of nationwide
interbank pledged repo (one day)

+e difference between deposit and loan
of RMB in financial institutions

Overnight
Shibor (lag)

Pearson correlation
significance (bilateral) N

0.712 0.296
0 0.002

0.107 0.107
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Figure 3: Prediction effect drawing: BP network model.
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4.3. Analysis of Cuckoo Optimization of WNN Prediction
Model. Similarly, the statistics of the test data can be ob-
tained, the input layer has five nodes, which represent the
corresponding overnight Shibor interest rate level five time
points before the predicted time node. +e hidden layer has
nine nodes, and the predicted overnight Shibor is the
output layer of one node. +e well-trained cs-WNN is used
to predict the opening and release rates of the test set.
Figure 5 is the prediction result of cs-WNN on Shibor
overnight.

It can be seen from the Figure 5 that, compared with
WNN, cs-WNN model has a better fitting effect in the
prediction of the data of the first 25 days. +e fitting of the
data of 25 days, between 50 and 75, is better than that of
WNN.+e extreme points of the catch and the strong ability
of fitting and the deviation and lag appear less, which further
improved the ability to predict.

4.4. Regression Support Vector Machine (SVR) Prediction
Model. Shibor has only been in operation since 2011, and
monthly Shibor data overnight are very limited. In view of
the situation of the data in the prediction task and the
characteristics of the research object, the support vector
machine for regression (SVR) was selected to establish the
prediction model in this paper. +is is because support
vector machine (SVM) has obvious advantages in solving
small sample, nonlinear, nonstationary, and high-di-
mensional tasks, with the following significant
advantages.

(1) +e principle of structural risk minimization, a statis-
tical learning theory, has a solid theoretical foundation.

(2) +e algorithm is put forward specifically for the small
sample of the research problem, which is finally
reduced to a quadratic programming problem.
+eoretically, the global optimal solution can be
obtained under the condition of limited samples,
which improves the local extremum problem of the
traditional neural network.

(3) Support vector determines the topology structure of
SVM and avoids the excessive dependence of tra-
ditional neural network on user’s trial-and-error
network topology structure.

(4) SVM maps the actual problem data to the high-di-
mensional feature space through the nonlinear
transformation. +en, in the high-dimensional fea-
ture space, the linear function realizes the processing
function of the nonlinear function of the original
space and avoids the “dimension disaster,” and the
model has strong generalization ability.

In solving practical problems, SVM is first used for
classification and pattern recognition and other fields, while
regression support vector machine (SVR) introduces an
insensitive loss function into the SVM classification process,
which often achieves good performance and effect in the
application of regression problems. When SVM is used for
classification problems, an optimal classification surface is
constructed to separate the two samples. When we use SVM
for regression fitting, the idea is to construct the optimal
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Figure 4: Prediction effect diagram: WNN model.
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classification surface that minimizes the distance of all
training samples from this classification surface and convert
the nonlinear regression task into linear regression in high-
dimensional space, so as to approximate the input and
output. +e basic idea of SVR is shown in Figure 6.

5. Conclusions

+e prediction process of the model is based on the daily
data time series of the interest rate, starting from the

fluctuation of the interest rate level itself, without involving
other relevant factors, which is similar to the technical
analysis in the financial market. +e assumption contained
in this paper is that all the influencing factors will eventually
be reflected in the change of interest rate level. In the study of
interest rate fluctuation with “daily” as the time dimension,
this assumption is basically satisfied.

In this paper, the overnight varieties of Shibor were
studied from two time dimensions. When the research focus
is the short-term fluctuation of overnight Shibor, we directly
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Figure 5: Prediction effect diagram: cs-WNN model.
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model the daily time series data through an artificial in-
telligence algorithm. In terms of the selection of algorithm,
this paper first applied BP neural network as the basic
prediction model algorithm and then proposed applying
WNN algorithm to overnight Shibor prediction and further
proposed a prediction model based on cuckoo search op-
timization, based on WNN, which improved the prediction
accuracy. When the research focuses on the long-term trend
of overnight Shibor, we start from the factors affecting the
trend of interest rate, select CPI, quarter-on-quarter growth
rate of pledge-type repo rate, quarter-on-quarter growth rate
of exchange rate, and last month value of overnight Shibor as
independent variables to establish the SVR prediction model
and further improve the SVR algorithm with PSO to im-
prove the prediction effect.

+e prediction model has markedly improved the pre-
diction precision and the optimized prediction model in
overnight Shibor. Data prediction shows good effect and can
forecast the auxiliary decision-making. In the trend study of
Shibor, the regression support vector machine (SVR) al-
gorithm was selected for the feature that Shibor was officially
launched only in 2011 andmonthly data was very limited. By
analyzing the performance of the SVR prediction model
established by the influencing factors of the interest rate on
overnight Shibor monthly data, it can be found that the
model has a general prediction effect on the monthly average
value of overnight Shibor, and the predicted value fluctuates
too much. +e prediction algorithm of particle swarm op-
timization (PSO) is used to optimize the extreme value of
nonlinear function in solvable space through dynamic ad-
justment of particles. In the empirical analysis of overnight
Shibor prediction based on interest rate influencing factors,
PSO-SVR prediction model shows better prediction ability
than SVR model. In the short-term daily data forecast of the
interest rate, the prediction model performs very well and
can basically be used to predict the volatility. In the long-
term monthly data prediction of the interest rate, the
monthly data points of the interest rate influencing variable
showed a relatively average performance in the prediction of
the overnight Shibor monthly mean value of the next month,
which were unable to reflect the response of the interest rate
to some emergencies. +erefore, emergency observation was
added into the framework design of the decision-making
system to assist decision-making.
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At present, China’s economic development has made unprecedented progress, but it is also facing a severe situation, and the
environmental carrying capacity has almost reached its limit. For this reason, the government vigorously promotes the con-
struction of ecological civilization and advocates green development, circular development, and low-carbon development.
Enterprise green operation is a business activity that integrates environmental protection into the whole process of enterprise
operation and management. It requires the guiding ideology of business operations and every link of business management to be
based on environmental protection. .e purpose of this article is to solve the problems between the development of corporate
GDP and green protection and analyze the impact of green business development policies on China’s corporate GDP. In order to
further clarify the impact of green development on social development of Chinese enterprises, this paper investigates the
economic and environmental aspects of green transformation enterprises nationwide. .e research results show that China’s
green enterprise development has achieved remarkable development achievements. .e average growth rate of China’s green
development GDP in recent years has begun to significantly exceed the average growth rate of green GDP over the same period.
.e average annual growth rate of the enterprise’s total economic growth of green environmental protection GDP has reached
11.58%, surpassing the average growth rate of the green GDP economy of the same period of 0.12%. Chinese companies have also
achieved impressive corporate achievements following the implementation of the national guidelines for green development. For
the first time in 31 inland provinces, municipalities, and autonomous regions in China, chemical companies have achieved green
production, and the average GDP growth rate has reached 8.75% for the first time.

1. Introduction

.e 16th National Congress of the Communist Party of
China proposed to build a resource-saving and environ-
ment-friendly society, and the 17th National Congress of the
Communist Party of China proposed to build an ecological
civilization. .e .ird Plenary Session of the Eighteenth
Central Committee will establish a green management
system for enterprises, emphasizing and deepening the re-
form of the ecological civilization system [1,2]. It is clearly
pointed out that mankind should combine environmental
issues with economic and social development, establish a
new green economic development concept, and harmonize
the environment with development. As a brand-new de-
velopment model, the concept of eco-friendly sustainable
development has been widely recognized by all people [3]. In

the process of modern enterprise construction, the green
development model is mainly reflected in green manage-
ment [4].

In China’s long-term economic and social development,
it has been severely affected by China’s traditional economic
model of rapid development of Western GDPs and pursues
rapid economic growth [5]. Against the background of the
increasingly serious environmental problems of the world ’s
major resources and the world’s ecological pollution, the
green economy GDP system is reproposed, the green
economy system and social development are transformed,
the Chinese green economy GDP system accounting is
implemented, and the Chinese green real economy is de-
veloped. .e new path of China’s green economic devel-
opment can effectively solve major resource crises and major
pollution problems and achieve the ultimate goal of China’s
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ecological social civilization city construction [6]. Due to
social problems, such as the lack of natural resources
worldwide and the deterioration of the ecological envi-
ronment, human society has brought unprecedented great
challenges to human life today [7]. In general, green
management refers to the company’s attention to envi-
ronmental protection issues in the production process to
ensure scientific and effective environmental protection. At
the same time, modern technology must be applied scien-
tifically to control waste emissions [7].

In order to explore the role of enterprise green man-
agement in the national economy. China’s expert group has
conducted various experimental studies, among which
Muhammad gave a detailed introduction to the concept of
green management, analyzed the existing problems in the
development of green management of enterprises, and
elaborated relevant research methods and technologies [8].
Hao puts forward the research significance and research
status of green GDP of enterprises and expounds the basic
theory of relevant national policy guidelines. It shows that the
overall economic growth of the country is closely related to
the conservative development of enterprises based on envi-
ronmental protection [9]. Renata elaborated on the ways and
methods of national green system supervision and proposed
the advantages and disadvantages of green GDP system
monitoring based on science and technology as a guide [10].
Rochell put forward the low efficiency and accuracy of tra-
ditional monitoringmethods and pointed out the feasibility of
healthy and comprehensive greenmanagement of enterprises,
as well as the problems and contradictions based on the
country’s environmental economy and green economy. .e
country has improved the relevant detection methods; es-
pecially the algorithms for data preprocessing are better [11].

Simply put, this article mainly discusses the relationship
between green economy, environmental pollution, corpo-
rate GDP, and sustainable development through investi-
gation and evidence gathering. Specifically, the main
research areas of this article can be roughly divided into five
main parts: the first and second parts are mainly the basic
introduction, aiming at starting from the main research
academic background, research work purpose, and main
research development with four aspects of ideas and working
methods; the second and third parts are mainly the basic
theoretical research foundation, detail and systematically
summarize the current status of environmental pollution
and green management research, and introduce the growth
trend of the existing national economy. .e third part is
related research, which expounds the advantages of the
enterprise’s green business model compared with the tra-
ditional model through querying data and conducting rel-
evant experiments..e fourth part is the analysis of the data.
It is the correct move to obtain the national green business
strategy through the specific survey data and research re-
sults. .e fifth part is the summary and recommendation of
this article. It is a summary of the results of the article, once
again confirming the feasibility and benefits of green
management, and also the prospect of further application of
green management in the concept of national enterprise
GDP development.

2. Green Development of Enterprises

2.1. !eoretical Basis of Enterprise Green Development.
.e national enterprise green development concept attaches
importance to the relationship between nature, society, and
people and has certain awareness and attention to ecological
environmental protection [12]. .e all-ecological green
theory emphasizes the importance of nature and emphasizes
that nature cannot be transformed and tamed. Humans can
only develop and use nature without destroying it. It is
necessary to ensure the stability of nature and the laws of
nature being destroyed. .e form of natural species is not
destroyed. Under natural transformation and natural con-
trol, it is necessary to maintain a sense of responsibility and
follow the principle of natural precedence [13]. And to
emphasize the relationship between society and nature, in
the process of social development, we need to start from our
own needs and our own development plans [14]. .e de-
velopment and utilization of natural ecological energy need
to be planned and directed in order to avoid energy waste
that exceeds self-demand. It must be determined that de-
velopment and utilization are to meet the needs of society,
and energy applications that are not for this purpose need to
be avoided and controlled, realize the optimal use of energy,
and realize the unified integration of social development,
production, distribution, and consumption [15]. .e theory
of green ecology also emphasizes the relationship between
man and nature, recognizing that people live in nature and
need to depend on nature to survive. Once nature is
destroyed, human survival will be affected, and social de-
velopment will be impacted. .erefore, it is necessary to pay
attention to the protection of nature [16].

In the green economy, emphasis is placed on the opti-
mization of the economic system, the rational use of
manpower, and the rational allocation. .e specific opera-
tion is to optimize the production system as a whole, reduce
unnecessary production links, strengthen the correlation
between production links, and automate production links.
Sex, thereby, is liberating people from a single repetitive
production link, reducing the waste of manpower, and also
optimizing production efficiency [17], putting manpower
mainly into the development of the green economy, fol-
lowing the principle of not excessively asking for nature,
respecting nature, and clarifying that nature is the most
fundamental foundation for human survival and develop-
ment, and through continuous exploration and optimization
to improve the green economic system [18]. Under the
guidance of the national green ecology concept, the green
economy determines the development direction as im-
proving the overall efficiency of the economy, achieving the
overall improvement of the national enterprise GDP,
achieving the optimal use of energy, promoting the appli-
cation of green energy, and achieving the recycling of re-
sources. To reduce resource consumption and avoid waste of
resources, on the premise of recognizing the limitations of
natural resources, we determine the long-term green eco-
nomic development plan and development goals and
achieve a certain degree of freedom from the limitations of
economic development [19].
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Corporate culture can promote the development of the
enterprise to a great extent, and it has extremely important
practical significance. Based on this, in the specific devel-
opment process of the enterprise, it is necessary to scien-
tifically cultivate a green culture to ensure that the relevant
staff of the enterprise have a higher awareness of green
environmental protection and then ensure that, in the
specific production process, the relevant personnel can
actively practice green awareness and ensure the orderliness
of green development [20]. In the specific construction of an
enterprise green culture, the environmental protection
awareness of relevant leaders has an extremely important
impact. Based on this, in the specific development process of
the enterprise, the relevant leaders need to scientifically
construct environmental protection awareness and scien-
tifically introduce green management concepts in the pro-
duction process of the enterprise, thus ensuring that
employees can further implement the concept of environ-
mental protection in their daily work and achieve a com-
prehensive improvement of the company’s green
competitiveness [21].

2.2.Definitionof EnterpriseGreenManagementDevelopment.
.e company’s implementation of green social develop-
ment strategy management ideas mainly refers to new-type
corporate economic and social development management
ideas based on the company’s sustainable development
management ideas [22]. Anyone’s economic management
behavior should become the primary prerequisite for
reasonable protection of the environment and economic
and ecological health. Everyone’s economic activities must
require that it be willing not only to sacrifice economic and
environmental interests, but also to benefit the economy. It
reasonably protects the environment and economic and
ecological health. On the other hand, environmental
protection policies should target the economy. .ey con-
tinuously obtain social and economic benefits from the
economic activities and ecological protection of the urban
environment and take the protection and maintenance of
the healthy development of urban ecology as a new growth
point of social and economic activities. Capture and im-
plement “FromGreen Block” [23]. Maintain and ensure the
common and harmonious development of the natural
environment, promote the economic and social develop-
ment of mankind, and adjust the handling of a good
corporate ecological environment with a good interest
relationship between mankind and the natural environ-
ment. It can be said that construction will be an important
growth point for improving people’s property and quality
of life, and an important force for the company to display
and enhance the good image of Chinese companies. Is it
politically meaningful for the company to achieve green
development? .e environment is ecologically transparent,
and the political environment is excellent [24]. Under the
premise of the enterprise’s green development business
philosophy, the gradual development of economic con-
struction can increase the GDP income of the country and
the people and achieve a win-win situation.

How a company develops various green life management
corporate cultures, as a social development phenomenon of
human enterprise management cultural behavior, is a variety
of corporate green life management cultural concepts such
as social environmental protection awareness, ecological
environmental protection awareness, and life protection
awareness, closely related to all kinds of green life, which
takes our company’s development of green life management
cultural behavior as the corporate culture and social image
and reflects our entire humanity and harmony with the
world’s nature, working together to promote common
prosperity, coexistence, and harmonious development,
cultural methods, norms of behavior, expressions of
thinking patterns and human core ideological values, and
other social culture enterprises on how to develop various
green life management corporate cultures. As a human
enterprise management cultural behavior social develop-
ment phenomenon, it is related to social environmentalism.
Protection consciousness, eco-environmental protection
consciousness, pietistic protection consciousness, and other
corporate green life management culture concepts are
closely related to each other. Taking our company’s devel-
opment of green life management cultural behavior as the
corporate culture and social appearance, it reflects our entire
humanity, various social, cultural, political, social, and
economic phenomena, such as various green cultures, be-
havioral norms, expressions of thinking patterns, and the
core values and values of people, living in harmony with the
world ’s nature, working together to promote coprosperity,
coexistence, and harmonious development. .e construc-
tion of a green social economic political culture system is
also an important political soul that vigorously promotes the
healthy development of China’s green social economy. As a
specific orientation of corporate cultural values, con-
sciousness, and core cultural values, green culture corporate
brand culture is not completely free from other corporate
culture consciousness systems but deeply penetrated
through it from the beginning to the end. It has profoundly
influenced all aspects of China International Green Exhi-
bition and has always insisted on playing an important
leading role as the soul of green cultural enterprises. Further,
we study and promote the theory and culture of China’s
development of a green market economy and let the core
values of green development in social practice be deeply
rooted in people’s hearts. .e reform and innovation of
economic methods deepen the transformation, promote the
healthy development of China’s green market economy, and
build a beautiful Chinese green socialism, which has im-
portant scientific theoretical and practical significance and
historical guiding significance.

3. Experimental Setup and Result Analysis

3.1. Preliminary Investigation and Survey Data. In order to
gain a deeper understanding of the practical effects of the
application of the development concept of green mutual aid
management in large-scale enterprise experiments, this
article launched a questionnaire analysis to investigate
different types of enterprise experiments. Key area of the
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laboratory mainly covers 15 national key chemical provinces
currently located in the east, middle, and west of China. .e
main key experimental areas are concentrated in Hubei,
Henan, Zhejiang, Ningxia, Gansu, and other experimental
destinations. Resource-based green chemical enterprises
have high-efficiency protection of the natural environment,
ecological resources, energy conservation, environmental
protection, low-carbon green emission reduction, compre-
hensive utilization of resource and environmental conser-
vation technologies, and part-time funding for the main
technical persons in charge of the technical departments of
related chemical companies, 8 months, mainly through a
variety of effective e-mail and various other telephone and
mail contact methods for joint processing. .is article an-
alyzes a total of 2,000 effective questionnaires issued, 230
effective questionnaires are recovered, and all questionnaires
with invalid questionnaire recovery rates are eliminated, 11
copies, 219 questionnaires with effective questionnaire re-
covery rate were collected by final processing, and the av-
erage recovery rate of effective questionnaires was 10.95%.
Respondents were included in the special survey results to
examine the weight of key target state-owned enterprises
and local state-owned enterprises. .e overall operating
scale is divided according to the type of weight. .e large-,
medium-, and small-sized locations account for about
22.4%, 36.5%, and 42.1% of the overall scale weight. .e
proportion of the overall scale weight type of enterprises is
15.1% of nonstate-owned enterprises listed holding com-
panies, 16.4% of state-owned and state-owned enterprises
holding companies, 67.1% of private enterprises, and 1.4% of
foreign companies and Sino-foreign joint ventures, dis-
tributed in 9 major processing industries. Among them, the
main industries where the location accounts for the highest
proportion of the industry are processing and application of
chemical metal rawmaterials and processing and application
of chemical materials and metal products production and
processing material manufacturing (42.9%), followed by the
application of nonferrous metal rolling materials processing
smelting and application of metallurgical materials, pro-
duction and processing of rolled metal materials (20.1%),
coal resource mining and use of coal resources to cancel coal
washing industry (8.2%), etc. It can be seen that, from the
perspective of the market size, type, and industry status of
the companies included in the survey and the companies in
their regions, the results of this industry survey experiment
have a strong historical typicality for the theme of the in-
dustry research society, the most representative.

Since this experiment involves a large scope of en-
terprises and a wide range of levels, the use of survey
methods is also one of the necessary means of the ex-
periment. According to the survey results, the company’s
green management development strategy has a profound
impact on the company’s GDP growth. Based on the
analysis of the green GDP accounting results, the ex-
periment concludes that the proportion of national re-
sources and environmental costs in the country’s
traditional GDP is 4.18%, 4.54%, and 3.83%, respectively,
showing a general downward trend. Taking the chemical
plant year as an example, the proportion of production

pollution fell by 0.35 percentage points. In order to fa-
cilitate comparative analysis, this paper summarizes the
accounting results of the previous literature. After the
annual enterprise GDP survey experiment in Jiangsu
Province, this paper concludes that Jiangsu ’s resource and
environmental costs account for an average of 6.96% of
traditional GDP and, at the same time, accounts for
Chengdu ’s green GDP. After that, it is concluded that
green GDP accounts for 92.48%–94.26% of the traditional
GDP; that is, resource depletion costs and environmental
degradation losses account for 6.74%–6.52% of traditional
GDP; the results of Shaanxi Yuling ’s green GDP ac-
counting are resource and environment. .e proportion
of cost to GDP is between 25% and 57.5%, with an average
proportion of 41.25%; the accounting results of Jilin
Province ’s green GDP show that 6.22% of traditional
GDP is obtained at the expense of its own resource en-
vironment; that is, the cost of resources and environment
accounts for traditional GDP. .e proportion is 6.22%;
the calculation result of Shanxi Green GDP is that green
GDP accounts for 60.24% of the traditional GDP of the
year, and resource and environmental costs account for
39.76% of GDP.

From the above results, we can see that the proportion
of resource and environmental costs exceeds 30%, which
means that nearly one-third of GDP growth is caused by
resource consumption. .is growth is unhealthy and un-
sustainable. .e proportion of resource and environmental
costs in Jiangsu Province, Jilin Province, and Chengdu is
between 6% and 7%. .e proportion of resources and
environmental costs calculated in this paper is lower than
the results calculated by various scholars in the past. .e
first reason is that the calculation time is different. .e
previous studies were 4 to 8 years earlier than this paper.
With the proposal and implementation of the green sci-
entific development concept in recent years, the govern-
ment has begun to attach importance to the protection of
resources and the environment. It is reasonable that the
proportion of resources and environmental costs in GDP
declines; due to the different methods of estimating GDP in
each province, it will also cause differences in results; and
the contents of accounting in different provinces and cities
are different. .e experimental results show that the de-
velopment of green management of enterprises in a short
period of time will increase the burden of economic costs
on enterprises, which is a desirable way in terms of long-
term benefits.

3.2. Pollution Testing and Testing Equipment. In order to
further analyze the environmental pollution factors
caused by the development of the company’s green op-
eration, this experiment samples and analyzes the
chemical emissions of the company’s gas, liquids, etc. and
uses modern pollution detection equipment to analyze
and detect the company’s emissions to identify the
chemical components it contains. .e so-called pollution
source perception and identification technology refers to
the identification of physical substances. .e testing

4 Mathematical Problems in Engineering



equipment has the function of standardization of data
analysis and processing of the current flexible and ac-
curate gas emission pollution. All data processing is based
on the gas pollution detection standard to complete the
quantitative sample calculation and analysis. In order to
maximize the flexibility of the detection application, the
device is completely oriented to a general-purpose
computing platform in principle and does not depend on
the technical specifications and instruction forms of
specific hardware. .e development of the device should
use mainstream technology and have data exchange ca-
pabilities with mainstream databases. In response to the
above goals, this experiment completed the following
main tasks. .e first is to elaborate the needs analysis of
gas pollution detection data processing software system in
terms of functional and nonfunctional requirements,
analyze the specific functional goals of the device, and
then focus on the detection task management, detection
data processing, and detection unit calibration manage-
ment functions, clever analysis and discussion and use of
case modeling. .e second is to elaborate the design
scheme of the data processing software for solid liquid gas
pollution detection, establish the software architecture of
the system, and then discuss it from the perspective of the
design of modules such as task management, data pro-
cessing, and database and function expansion, with
particular emphasis on the description. .e internal ob-
ject is composed of several types of modules and the
typical data processing algorithm flow and database de-
sign scheme. .is article discusses the program imple-
mentation of pollution source monitoring equipment, and
data processing program and calibration management
program are the main program implementation methods
and equipment testing tasks. .e structure information of
the pollution source detection equipment used in this
paper is shown in Table 1.

For the early warning module of heavy metal propa-
gation, the device studied the propagation law of heavy
metals in soil. According to the law of conservation of mass
and diffusion, the mathematical calculus subdivision was
used to create a propagation model of soil heavy metal
pollution based on diffusion law and conservation of mass.
.is model can predict the propagation and change law of
heavy metal pollution at the monitoring location when the
pollution source is determined. In recent years, with the
widespread use of chemical substances and equipment, any
work cannot be carried out without the use of equipment,
and the same is true for environmental monitoring.With the
development of current science and technology, the level of
environmental monitoring equipment has been greatly
improved, and many of the equipment belong to high-
precision instruments, which have high requirements for the
use environment. .is requires the equipment management
personnel to fully perform daily management and mainte-
nance work to ensure that the equipment can work nor-
mally, and the data accuracy can also meet the requirements.
We can effectively improve the quality of environmental
monitoring and management, in line with the development
of the times.

4. Discussion

4.1. Analysis of Enterprise Economic Impact under the Tra-
ditionalGreenEnvironmental ProtectionDevelopmentModel.
.is paper also puts forward a comprehensive economic
performance management index for enterprises to save
green resources in the current environmental benefit eval-
uation standard system, which is used for environmental
monitoring and comprehensive data analysis to evaluate the
pollutant waste emissions and corresponding green econ-
omy of a country and provinces or regions. Regarding social
growth and development status, the higher the level of
enterprise resource conservation and environmental pro-
tection performance management or resource conservation
and utilization, the higher the level of enterprise green
economic benefits. .e quality supervision standard system
for green environmental protection enterprises is composed
of two indicators: the comprehensive consumption and
utilization intensity of natural resources and the compre-
hensive emission and utilization intensity of atmospheric
pollutants, including the user’s drinking water consumption
intensity and industrial process solid waste comprehensive
emission utilization intensity. Beijing Normal University has
proposed China’s green development index from three
perspectives: they must maintain development and must
remain green, aiming to continuously enhance China’s
green economic production, and focus on strengthening
green economic management through government policy
guidance. .e comprehensive in-depth evaluation of the ten
provinces, regions, and cities in China reflects the basically
stable trend of China’s green economy development service
level. .e National Development and Reform Commission,
the National Bureau of Statistics, the Ministry of Environ-
mental Protection, and the Central Organization Depart-
ment jointly formulated and promulgated the “Green GDP
Development Index System,” which uses the comprehensive
economic evaluation index method to evaluate and release
the real-time evaluation of 31 provinces, autonomous re-
gions, and all municipalities in the country. .e green de-
velopment GDP economic development plan in 2016 can
also be used as one of the important bases for the com-
prehensive evaluation index evaluation of enterprise eco-
logical environment civilization project construction,
including ecological environment governance, environ-
mental service quality, ecological environmental protection,
enterprise benefits GDP economic growth environmental
quality, green health life, and the general satisfaction degree
of corporate public, which are constructed in seven or six
aspects, and 56 evaluation indicators are given. Among
them, the high degree of general satisfaction of corporate
public can only be used as an evaluation reference and not
directly included in the statistical score of the comprehensive
evaluation index of the enterprise. .is move established an
assessment system for the company’s environmental con-
ditions. According to the relevant investigation report, the
conclusion is drawn, as shown in Table 2.

According to the calculation of the income of resource
and environment improvement in this article, the ratio of the
income of resource and environment improvement to
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traditional GDP is 0.84%, 0.85%, and 0.76% in three years.
Among them, the gains from the increase in forest area
accounted for 0.2%, 0.18%, and 0.15% of GDP; the gains from
the increase in newly proven mineral reserves accounted for
0.64%, 0.68%, and 0.61% of GDP, respectively..e proportion
of resource-environmentally adjusted green GDP to tradi-
tional GDP is 96.32%, 96.66%, and 96.92%. .e benefits of
resource and environment improvement are rarely discussed
in previous studies. On the one hand, the starting point of
green GDP accounting is to account for resource and envi-
ronment, and the price paid for economic development is
greater difficulty and complexity in accounting. .is article
includes it in order to improve the indicator system of green
GDP and make it more objectively reflect the real economic
development level of a region. In the literatures related to
greenGDP accounting, LeiMin and othersmentioned that, in
the calculation of green GDP in Yuling, Shaanxi, the calcu-
lation of green GDP should include income from resource
and environmental improvement, but it has not been
quantitatively accounted for. Zhao Yan and others calculated
Jilin Province’s green GDP in 2001 and calculated that the
conversion value of noneconomic assets to economic assets
accounted for 1.9% of traditional GDP; that is, the newly
added economic value of coal ’s newly proven reserves in 2001
was that year 1.9% of GDP. Between 2012 and 2018, under the
guidance of the concept of green development, the country’s
overall GDP showed a steadily rising trend. .e country
achieved a steady economic growth while protecting the
environment, as shown in Figure 1.

From the data in Figure 1, it can be seen that the national
economy can achieve a steady increase in the economy
under the guidance of the green management strategy.
Among them, the economic growth of the enterprise is 12%,
and the cost of purification production and operation is 9%
higher than the traditional model.

.e experimenters found that some other environmental
variables may also have a direct impact on the performance
evaluation of Chinese industrialists and entrepreneurs in the
development of green economy. Among them, the large
changes in the industrial structure often play a direct in-
hibitory driving role in improving the overall green energy
development economic performance of an industrial oper-
ating enterprise; that is, the energy proportion of a heavy
industrial operating enterprise increases by 1% every year,

and then this proportion will directly become an important
factor affecting the development of the enterpris. .e pro-
portion of economic performance of the overall green energy
development of operating companies decreased by 0.458..is
is likely because the overall green development level of a heavy
industry operating company has a slower overall speed of
action, which seriously directly hinders the overall im-
provement of the economic performance of the overall high-
quality green industrial development of the enterprise. At the
same time, the substantial increase in energy production
intensity will also significantly reduce the overall economic
performance of an industrial operating enterprise’s overall
green energy development. .is is because the substantial
increase in energy consumption per unit of resource of the
enterprise is not only conducive to energy conservation and
carbon emission reduction, which directly affects the overall
improvement of the overall economic performance of the
green industry development; but the energy industry struc-
ture does not have a significant direct impact on the overall
performance improvement of the green business develop-
ment of an industrial enterprise. .e direct impact of the
implementation policies of the green environmental pro-
tection regulations in the developed provinces of China on the
industrial performance of China’s industrial manufacturing
enterprises to achieve green environmental protection

Table 2: Green development enterprise economic statistics report.

Name Management cost Heavy metals Chemical pollution Return ratio
Growth data 122.82–143.12 24.12–25.32 23.48–24.26 65.32–66.35
Governance cost 212.9–313.21 18.69–19.36 24.32–24.96 39.32–40.21
SFG 100.326/100.632 11.3/2.6 0.115/0.956 0.152/0.75
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Figure 1: Enterprises can achieve economic growth under the
green management strategy.

Table 1: Sensor information structure data sheet.

Node distribution details
Emission source Metal Liquid contamination Gas pollution Overall pollution

Operation rate 1052–1148 517.8–619.2 25.8–121.3 16.1–26.7
1689–1836 417.3–518.8 68.6–106 17.6–28.2
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development is still extremely different. Among them, taking
2015 as an example, the promotion intensity of industrial
environment system regulation implementation policies in
more than 12 provinces such as Shanxi and Jilin has been far
less than 0.00015. .e industrial environment system regu-
lation implementation policies in these regions have an
overall impact on China’s industrial production enterprises.
.e overall impact of the economic performance of green
energy development is only at the stage of positive and
moderate promotion and suppression; and the overall impact
of the implementation of industrial environmental system
regulation and implementation policies in more than 18
provinces such as Tianjin, Yunnan, and Beijing on the overall
green energy development economic performance of China’s
industrial production enterprises is still in a negative phase of
moderate inhibition and promotion. From this, it can be seen
that the use of industrial environmental regulations to im-
plement policies should also pay special attention to the
principle of moderate inhibition. Strong industrial environ-
mental regulations to implement policies have an impact on
the overall performance of factory enterprises’ overall green
economy development. As a certain positive suppression
promotion effect, in the implementation of the mandatory
environmental protection system, the focus should be on
establishing an all-round green strategic system, mainly from
the aspects of production management, social influence, and
so forth. For example, the government can reduce or exempt
environmental taxes or provide environmental subsidies and
preferences, encourage enterprises to consider environmental
costs in the production process through various methods,
reduce production costs through energy conservation and
emission reduction, and gradually regard green production as
the enterprise’s production development requirements. If
various enterprises include environmental costs, the eco-
nomic benefits will be reduced, as shown in Figure 2.

It can be seen from the data in Figure 2 that, for a
company, environmental pollution will be a large part of the
cost, accounting for about 18% of the total cost.

4.2. Analysis of the Enterprise’s GDP Benefits under the Green
Management Model. At present, the traditional extensive
model of rapid national economic growth in China is mainly
based on the extensive sacrifice of ecological environment and
natural ecological conditions in exchange for the rapid growth
of economic GDP, the extensive model of rapid economic
growth in China. .e impact is gradually increasing, and the
occurrence of smog pollution is one of its consequences.
China must accelerate the transformation of the steady
growth model of the national economy, reduce the serious
damage to the ecological environment and natural ecology,
and promote the sustained, coordinated, and healthy devel-
opment of the national economy and the political and social
development environment. .e implementation of China’s
green environmental protection GDP, including the damage
accounting for the ecological environment and natural
ecology into the green GDP damage accounting standard
system, can effectively promote the effective protection of the
ecological environment and natural ecology of the people’s

governments and related companies everywhere and promote
China’s intensive market economy that has accelerated
growth and the healthy development of new models.
.erefore, it is necessary to establish a scientific and rea-
sonable enterprise performance evaluation system. .e
implementation of regional green development GDP will
directly deduct the local ecological and social environment
from the green GDP, which is conducive to better perfor-
mance evaluation of government departments at all levels and
local levels and encourages them to attach great importance to
regional ecological environment and social economy and
continuous and coordinated healthy development. .e
implementation of international green and low-carbon GDP
indicators is conducive to promoting the healthy develop-
ment of China’s energy-saving and low-carbon emission
reduction economy. Under the current grim situation of
international energy-saving and low-carbon emission re-
duction, our local governments have actively fulfilled their
social environmental protection responsibilities and reduced
energy-saving carbon emissions. It is proposed that, by the
end of 2020, the unit’s per capita GDPwill achieve a reduction
target of 40% to 45% in carbon dioxide energy-saving
emissions compared with 2005. .e implementation of a
performance accounting system based on green and low-
carbon GDP is conducive to organically combine the solution
of environmental quality issues with the performance ac-
counting of green GDP, reducing solid carbon emissions and
promoting the healthy development of a low-carbon green
economy. .e survey results of environmental improvement
benefits in this article are shown in Figure 3.

From the data in Figure 3, it can be seen that the benefits
of corporate environmental improvement account for a
large portion of the overall corporate revenue, and some
companies’ green revenue can even reach 24% of the total
revenue.

.is article released the first GDP pollution-adjusted
GDP accounting research report “China Green National
Economic Accounting Research Report 2009,” which is the
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Figure 2: Environmental pollution will become a large part of the
cost of enterprises.
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first and only green GDP accounting report published so far
in China. By 2008, the Green GDP Task Force had initially
calculated the results for forests and water resources. At the
end of 2009, the “Framework of China’s Resource and
Environmental Accounting System” entered a multisectoral
countersignature stage. But in the last two years, the practice
of green GDP accounting has not made substantial progress.
.e haze weather in 2013 triggered people’s reflection on the
one-sided pursuit of GDP as an economic growth method,
and the calculation of green GDP is expected to be put back
on the agenda. .e slow implementation of China’s green
GDP accounting system has many reasons, including
technical problems of green GDP accounting and external
factors. Compared with traditional accounting techniques, it
is more difficult. .e calculation of green GDP involves the
quantification of various resource and environmental issues,
which brings technical difficulty to the calculation of green
GDP. .e accounting of green GDP mainly faces two major
technical difficulties. In addition, we strengthen the as-
sessment of the environmental performance of local gov-
ernments. However, as the country has established a
comprehensive environmental protection system and cor-
porate green development concept step by step and im-
proved relevant laws, regulations, and supervision systems,
the country has taken the lead in launching the corporate
green operating system in some regions and achieved the
desired results, as shown in Figure 4.

It can be seen from Figure 4 that the experimental results
show that the revenue of national enterprises under the
green management system has increased, and the national
fiscal revenue has risen by about 7.8%.

5. Conclusions

(1) .rough the construction of the main platform
under the Internet, informatization transmission
means, multiparty fund supervision, and the appli-
cation of big data technology, the information
symmetry problem of small- and medium-sized
enterprises has been solved, and the bottleneck of
small- and medium-sized enterprises’ financing has
been broken. In addition, with the opening of the
financial market, in the face of my country’s huge
financing needs of SMEs, banks are no longer the
absolute service body of supply chain finance. .e
migration of the service form from the traditional
offline model to the Internet platform model meets
the short, frequent, and fast financing characteristics
of small- and medium-sized enterprises and forms
the ecological management of supply chain finance.
Because the Internet has brought more possibilities
to supply chain finance, its market development
potential is huge. With the rapid advancement of
informatization, in the face of my country’s huge
financing needs for SMEs, the supply chain finance
research report shows that, by 2020, my country’s
supply chain finance can reach about 15 trillion
yuan. Vigorous support and this blue ocean market
have huge market potential. .e application of In-
ternet-related technologies has greatly promoted the
development of supply chain finance and has far-
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reaching significance in solving the financing of
small- and medium-sized enterprises.

(2) According to the experimental research analysis of
the relevant investigation team, the proportion of
resource and environmental improvement revenue
to traditional GDP is 0.84%, 0.85%, and 0.76% for
three years. Among them, the gains from the green
economy increase in GDP are divided into 0.2%,
0.18%, and 0.15%; research results show that, for a
company, environmental pollution will be a large
part of the cost, accounting for about 18% of the total
cost. In order to better implement the overall green
development of enterprises, it is necessary to increase
the green awareness of the whole society and es-
tablish a sound legal supervision mechanism. On the
one hand, it can stimulate the public’s environmental
awareness and learn the enthusiasm of green envi-
ronmental protection technology.

(3) .is article has an in-depth understanding of the
green economy from many aspects and has obtained
a series of data reports based on environmental
improvement and the degree of green imple-
mentation of enterprises. .e national economy can
achieve a steady increase in the economy under the
guidance of green business strategies. .e economic
growth of enterprises is 12%, and the cost of puri-
fication production and operation is 9% higher than
that of the traditional model. .e benefits of cor-
porate environmental improvement account for a
large portion of the overall corporate revenue, and
some companies’ green revenue can even reach 24%
of the total revenue. .e revenue of state-owned
enterprises under the green management system
increased, and the state fiscal revenue rose by about
7.8%.
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As a special symbolic cultural carrier that reflects people’s material life and spiritual state, jewelry plays an increasingly important
role in life. How can we accelerate brand promotion, promote jewelry product sales, and establish a rapid market response
mechanism? High efficiency, high quality, and low cost to meet consumers’ increasingly personalized and diversified needs are the
problems we currently need to solve. (e purpose of this article is to explore the application of VR technology in jewelry displays
and provide a brand new idea for jewelry display. In order to realize the virtualization of the jewelry design process, this article uses
the Cult 3D VR platform to complete the design and realization of the interactive function of the jewelry virtual model, uses the
Photoshop software to design the jewelry virtual display system interface, and finally completes the jewelry virtual display system
in the Dreamweaver software integration and release.(rough detailed example application, the feasibility of the viewpoint of this
subject was effectively verified. In this paper, the two algorithms BRSK and SURF are used in conjunction, and the multiscale
expression characteristics of BRISK in space and the rotation-invariant characteristics of SURF are used. Studies have shown that
the experimental results of the rotation performance of the method in this paper show that the accuracy is improved by 60%, and
the time-consuming is relatively less. (erefore, under the premise of ensuring the rapidity, the method in this paper can
guarantee the accuracy and time cost of control matching.

1. Introduction

Modern physical show has radically changed the way of
traditional acting, transformed into new design ideas, new
communication methods, and interactive ideas. In other
words, physical rendering is moving towards humanitarian
design interactions, data networks, forms, and virtual reality
(VR), creating people-centered, interactive-centered tech-
nical support. Virtual display is the evolving trend of
modern displays and is also a strong expression of the spirit
and technology of that era. (e virtual display uses com-
puters to simulate physical scenes, allowing visitors to re-
ceive stimulation on the visual-based sensory system
through natural human-computer interaction methods that
conform to their own cognitive and behavioral habits,
produce a fun interactive experience, and accept display
information conveyed by display design. (e biggest

advantage of virtual display is its interactive display method
and convenient mobile Internet communication method.

In recent years, from an international perspective, VR
technology has also begun to be gradually used in the jewelry
industry, and many scholars have conducted research on it.
For example, Ko SH elaborated on the way to realize the key
technology of the digital Earth system and proposed an
X3D-based the architecture of the digital Earth system. (e
system adopts client server structure, uses view related detail
model and multilayer overlapping scene model to form
scheduling data, and uses compressed binary code to
compress data to meet the requirements of network
transmission and add a functional model in order to im-
prove the input of users [1]. A geospatial database online
visualization environment developed by Peukert C using
Java3D is a web-based geographic information system,
which demonstrates how to reduce bandwidth based on
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Java3D and allow direct connection to systems that have
spatial databases enabled [2]. Farah applies panoramic
roaming technology to the field of tourism information
services, which involves hotel reservations, sightseeing and
shopping, dining and entertainment, and traffic guidance
[3].

In our country, Kun-yang has launched a panoramic
roaming service based on panoramic images to help users
accurately locate the map address and watch the satellite
bird’s-eye view of the searched address to achieve the user’s
purpose of roaming around the world on the Internet [4].
Wu et al. proposed the use of Java3D for the description of
virtual three-dimensional models, through the remote client
to read the three-dimensional graphics data uploaded by the
server client, to achieve a virtual three-dimensional inter-
active modeling program that interacts with the user [5]. On
the basis of analyzing its own networked customization
design characteristics, Wang et al. proposed a new product
networked assembly customization and display technology.
(e realization path and process of this technology are
discussed, and the key technology of part-level assembly
customization based on form is studied in detail [6].

(is paper proposes a way to combine BRISK feature
point detection algorithm with SURF feature point de-
scription. (is article constructs a product display model
based on VR technology. First of all, the concept, charac-
teristics, and core technology of VR technology are de-
scribed. Combined with the demand analysis of the subject
research, the computer virtual display function of the
product is summarized; secondly, in view of the above
content, it describes the process of building a product display
model based on VR technology; finally, the simulation
process of product display model based on VR technology is
explained. (is part realizes the systematic analysis of the
subject. (is paper first explains the advantages of VR
technology and its development background, significance,
and so on, then explains the role of VR in jewelry display,
and demonstrates the role of VR technology through sim-
ulation experiments.

2. Application Research of VR Technology in
Jewelry Display

2.1. Application Relationship of Panoramic Roaming Tech-
nology in Panoramic Roaming Display Design. Roaming
screens based on panoramic camera technology are mainly
offered as virtual screens but are actually based on physical
screens. However, various exhibitions at home and abroad
have not given up the design form of physical display. Many
companies are still on the basis of these two forms of display;
the virtual display video content is uploaded to the Internet
at the same time. With the help of the form of network
display, the entire product display method is enriched, the
range of participants in the exhibition is expanded, and the
participation of enterprises is better realized [7, 8]. (e
development trend of modern exhibition economy is the
physical space and VR technology, the traditional display
and modern display forms, the complementary advantages
of reality and network communication methods, and the

integration of functions. (at is, physical display is the
leading factor, and virtual display and network display are
combined. (e product display design pattern is shown in
Figure 1.

2.2. Application Research of Virtual Reality Technology in
Jewelry Design and Display. With the development of
e-commerce and the maturity of online consumption,
people’s demand for dynamic, interactive, three-dimen-
sional visualization and self-browsing display forms is in-
creasingly urgent. If VR technology is used for the display of
jewelry products, it can not only display the appearance and
performance of the product in real time but also provide
rapid information feedback with the help of platforms such
as the Internet [9, 10].

(e application of virtual reality technology in jewelry
display will create a new way of jewelry display [11]. Spe-
cifically, it uses technology to generate virtual models of real
scenes, jewelry, and other specific objects and integrates new
multimedia elements such as images, sounds, animations,
and videos to create an interactive, immersive, and con-
ceptual virtual display environment. In this environment,
people can perform detailed observations on virtual jewelry
products in all directions, such as rotating, zooming in, and
zooming out, even complete a series of design actions such as
changing colors, materials, shapes, and matching combi-
nations, and combine the necessary equipment to achieve
jewelry try-on [12, 13].

2.2.1. Humanized and Free Interactive Experience. (e form
of virtual jewelry display focuses more on customer expe-
rience and focuses more on enhancing customer self-
awareness. (e virtual display of jewelry provides customers
with a humanized interaction method through VR tech-
nology. Customers can choose their own way to browse,
visit, or purchase activities. Because the display effect of
jewelry products designed by technology is realistic, cus-
tomers can compare styles and check details in a more
relaxed and free manner in a virtual environment. Not only
that, the powerful real-time rendering function interactive
browsing mode allows customers to follow their own need to
change perspectives, zoom in on details, modify shapes,
colors, and materials in real time, choose suitable styles for
try-on, and exchange experiences with other online cus-
tomers through the Internet, so as to generate purchase
desire and strengthen purchase confidence in a relaxed and
pleasant experience. In addition, the humanized, novel, and
interactive experience brought by this virtual display also
helps to discover potential customers.

2.2.2. Intuitive, Continuous, and Interactive Visual Effects.
Using virtual reality technology in jewelry display, using
virtual three-dimensional models as jewelry representations,
not only can display jewelry products 360° in all directions
but also can zoom in, zoom out, and rotate arbitrarily to
obtain multidirectional, multiangle, and continuous ob-
servation. And because VR technology supports real-time
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rendering, it has the incomparable advantages of two-di-
mensional and three-dimensional single-frame images, and
the interactive browsing mode makes it more advanced than
multimedia display [14, 15].

2.2.3. Breaking the Limitations of Conventional Physical
Conditions Such as Time and Space. Conventional physical
display forms are mostly restricted by space and time. For
example, it is difficult for Chinese customers to easily buy
TIFFANY new jewelry that is only sold in the US market;
customers can only buy the jewelry products they need
during the business hours of the mall; the types of jewelry
styles displayed are limited, and due to different dealers and
distribution locations, even jewelry products of the same
brand will have a difference in time to market; if you want to
compare jewelry products of different brands, you need to go
back and forth between multiple shopping malls [16, 17].
(e virtual display of jewelry combined with the network
platform can connect merchants and consumers and make
jewelry display and transaction process break through the
traditional time, space, and other physical constraints. When
a company has established a complete online virtual product
library, customers only need to log in to the online virtual
display system of the jewelry brand they are interested in,
and they can browse virtual jewelry products and obtain
corresponding information anytime and anywhere.

2.2.4. Advanced Display Ability. In the virtual jewelry dis-
play based on VR technology, designers use VR and other
technologies to realistically display the design plan in the
form of virtual jewelry models in front of customers.
Customers only need to use a browser with VR function to
display the design in the world. Any place can fully un-
derstand the details of the jewelry virtual model and put
forward their own opinions and opinions to the designer
through the network platform, and through the form of
virtual display, the jewelry designer can not only modify the
design plan according to the situation but also foresee

market feedback in advance and optimize its design, thereby
increasing the success rate of jewelry design, so the risk after
the product is put on the market can be reduced to a
minimum [18, 19].

2.3. Related TechnologyHybrid FeatureDetectionMethod and
Registration in theVRSystem. For the problems encountered
in the real time and accuracy of image feature extraction and
matching, this paper innovatively uses the scale-invariant
BRISK algorithm and the rotation-invariant SURF algo-
rithm together and optimizes the point at this stage; it also
used the distance algorithm to optimize the point pair in a
unique way.

Since BRISK generates multiscale features and uses
SURF to describe the feature points obtained by the BRISK
algorithm for rotation invariance, the BFMatcher algorithm
is used to ensure the best feature matching, and then the
traditional distance algorithm is used to rewrite the obtained
feature points. Screening ensures the rapid detection of
feature points by the system and the accuracy of the final
registration result. Under the premise of realizing correct
matching, the method in this paper can achieve good results
in both processing speed and matching accuracy.

2.3.1. SIFT Algorithm. (e SIFT algorithm has good ro-
bustness in detecting object movement, angle change, light
intensity change, occlusion, and scale change. It can get rich
and high-quality feature point information. It has good
scalability and can be used in conjunction with other feature
point extraction algorithms, and the extraction speed is
relatively fast [20, 21].

At the same time, the feature point descriptor generation
in the SIFTalgorithm is to extract the descriptors containing
the feature point scale, rotation, scaling, brightness, and
other pieces of information from the image. (e usual steps
are as follows:

(1) For scale invariance, first establish scale space and
complete the judgment of extreme points.

Products show

Physical display Network display Virtual display
Communication drive

Experience formDisplay method

Auxiliary integration promotion
Leading integration promotion

With promotion With promotion

Communication drive

Figure 1: Product display design pattern.
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(2) Determine the specific location after filtering the
obtained feature points.

(3) Assign a direction value to each feature point.
(4) Generate feature descriptors. In the range where the

feature point is the midpoint, draw a 16×16 unit size
area as the sampling area to get 8 gradient directions
obtained from the relative direction between the
direction of the sampling point and the direction of
the feature point after the Gaussian weighting
operation.

2.3.2. FAST Algorithm. FAST algorithm is a fast detection
algorithm that detects corner information distributed in the
neighborhood of the point to be detected by segment
detection.

In the calculation process of the algorithm, these 16
pixels are classified according to

Sm⟶ i �

dIm⟶ i≤ Im⟶ n,

Im − n< Im⟶ i≤ Im + n,

Im + n≤ Im⟶ i.

⎧⎪⎪⎨

⎪⎪⎩
(1)

Among them, n is a numerical value, Im represents the
pixel value of the m point at the center of the circle, and
Im⟶ i represents the pixel value of the i point when m
tends to the i-th pixel on the circle.

2.3.3. BRISK Feature Point Detection. First create n octave
layers and inner octave layers, which are represented by ci

and di, respectively. (e C0 layer represents the image itself.
(e ci layer of octave is obtained by sampling the source
image down by 2 times, and the c2 layer is performed on the
previous layer C1. It is obtained by 2 times sampling. (e
inner octave layer is obtained by sampling the source image
itself by 1.5 times, the d1 layer is obtained by sampling the
inner octave layer down by 2 times, and the d2 layer is
obtained by sampling the upper layer d1 by 2 times.

2.3.4. Transformation of Several Coordinate Systems

(1) Conversion of Pixel Plane Coordinate System and Image
Plane Coordinate System. (e pixel coordinate system used
on mobile phones is based on the first pixel in the upper left
corner of the screen as the origin, the x-axis points to the
right of the screen, and the y-axis points to the bottom of the
plane [22, 23]. Assuming that P is the pixel in the x-th row
and y-th column of the image coordinate system, the center
point coordinates of the image are (U0, V0), and the cor-
responding physical dimensions are dx and dy. (en point P
is converted to the pixel coordinate system, and relationship
(2) can be obtained:

u �
x

dx

+ u0, (2)

v �
x

dy

+ x0. (3)

After transforming into matrix form, we get

u

v

1
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1
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0
1
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. (4)

(2) Conversion of Image Plane Coordinate System and
Camera Coordinate System. O1 is in the image plane co-
ordinate system, the camera coordinate system is
Oc(Xc, Yc, Zc), the optical axis Zc is the main axis, and the
direction of Zc is the positive direction of the camera. Point
P (x0, y0) is the point where the point X(xc, yc, zc) in the
camera coordinate system and the origin line intersect on the
image plane. According to the perspective projection for-
mula, the change relationship can be obtained as follows:

x0 � f
xc

zc

,

y0 � f
yc

zc

,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(5)

where f is the focal length of the camera itself. (us, the
relationship between points in formula (5) can be converted
into this form of the matrix expressed in

zc

x0

y0

1
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, (6)

(3) Conversion between World Coordinate System and
Camera Coordinate System. Because the rotation matrix R is
orthogonal and because we know that R � [r1, r2, r3], a
column vector is eliminated through r3 � r1 × r2, so that
Zw � 0 in the world coordinate system, combined with
formulas (4)–(2). (e matrix transformation relationship
between the world coordinate system and the pixel coor-
dinate system can be obtained as

u

v
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(7)

Among them, S is a constant, the components of R on the
x-axis and y-axis are r1 and r2 in turn, and H is a matrix with
a size of 3× 3, and Mint is the camera’s internal parameters,
so formula (7) can be obtained from formula (8):

H � h1 h2 h3  � sMint r1 r2 t . (9)
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(rough formula (9), we can get

h1 � sMintr1, (10)

h2 � sMintr2,

h3 � sMintr3.
(11)

(en through the property that R is an orthogonal
matrix, we can know that r1 and r 2 are also orthogonal, so
that two implicit formulas can be derived:

r1T
r2 � 0, (12)

||r1|| � ||r2|| � 1. (13)

(rough the knowledge of linear algebra, the two vectors
of m and n have the property of (mn)T � nTmT, so we can
replace r1 and r2 in formula (13) to obtain the following two
formulas:

h
T
1 M

−T
intM

−1
inth2 � 0. (14)

2.4. Design and Realization of Interactive Function of the
JewelryVirtualModel. It is very simple to set up interactive
actions in Cult3D, which is very similar to the behavior
settings in web design; that is, connect the action to the
event and then connect to the target object.(ere are three
main types of objects set in Cult3D: scene, action, and
event. (e scene includes each element in the file and
other elements, such as materials, textures, and sounds
added later; actions mainly include object movement such
as rotation, translation, zooming, selecting camera or
perspective switching, coloring materials, and displaying
or hiding objects; events are divided into mouse events
and keyboard events, scene start events, timers, and
custom events for event excitation or browser external
events excitation [24]. (e interactive design of the
Cult3D object is to establish the relationship between
events, actions, and scenes in the event map window, so
that when the viewer triggers an event or an event occurs
automatically, the browser program can control the scene
corresponding to the event to make a response. (e visual
process and results are fed back to the viewer in real time
to achieve the purpose of interaction.

2.4.1. Import the Jewelry Model. Start the Cult3D Designer
program, click the “Add C3D file” command in the file menu
in the Cult3D Designer program window, select the C3D file
just exported in the pop-up dialog box, and click “Open”
button to complete the import.

2.4.2. Realize the Spatial Viewpoint Change of the Virtual
Scene. However, in order to facilitate the user to view the
model, you can use the left mouse button to create several
viewpoints, such as front, back, left, and right, so that you
can directly call the predetermined angle for viewing.

2.4.3. Set Up Interactive Actions for the Overall Rotation,
Enlargement, Reduction, and Translation of the Jewelry
Model. First, make the mouse control the rotation, zoom,
and pan of the virtual jewelry model. Select the “click with
the left mouse button” icon in the event map window and
drag it to the blank space on the right side of the event map
window. In the interaction/interaction of the action window,
use the mouse to drag the “mouse-Arcball” icon to the event
map window. Click on the icon with the left mouse button,
then select the jewelry “hanging ring” in the scene graph
window, drag it to the “mouse-Arcball” icon in the event
map window, then set the mouse-Arcball parameters, and
finally click the “Preview Run/Stop” button in the presen-
tation window to immediately set the preview.

3. Application of VR Technology in
Jewelry Display

3.1. Development Environment Construction. (1) NDK: local
development kit; NDK enables developers to use programs
written in C/C++ language. It includes the following parts:

(1) It contains all the tools needed to run C/C++ code
and creates compiled files for it

(2) Some other language programming programs can be
put into the application file package under the
Android system

(3) It has good compatibility with all programs on the
Android system

(2) Advantages

(1) (e code developed using Java on the Android
system is easy to be decompiled, but this is rarely the
case with the C/C++ library, and the code can be
protected.

(2) Programs written in C/C++ language are highly
efficient. Using the third-party C/C++ library of
NDK allows efficient code to be used on platforms
such as Android, which improves the overall oper-
ating speed of the system. JNI: Java Native Method
Interface. It is mentioned in the book Java Virtual
Machine that JNI can realize communication be-
tween codes written in Java and programs written in
other languages. In this paper, JNI is mainly used to
enable Java code that can run on the Java Virtual
Machine (JVM) on the Android system to interact
with Open CV applications and libraries written in
C/C++.

3.2. System Framework and Modules. We put the execution
of the more complex registration algorithm (image pro-
cessing algorithm) module in the native layer using the C/
C++ language, which can reduce time-consuming and im-
prove operating efficiency. (e model rendering module can
only parse files in obj format, and loading the model is
implemented in the Java layer under the Android system.

In this paper, the designed and implemented system for
improving the behavior of natural feature points is mainly
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for storing all feature information of the target object of the
facility or the detected image. When displaying local data,
the video recorder will automatically obtain the video image
and feature information of the video. Once the consistency
with the information stored in the previous database reaches
a certain level, the match is considered successful and other
actions can be taken. In this paper, such as nested position
and camera pose estimation, in order to improve the real-
time performance of the system, we apply the LK optical flow
tracking algorithm so that we cannot get the attribute in-
formation of all frames of the video information to improved
system response time and speed.

3.3. Establishment of an Internet-Based Product Evaluation
Model. (e process of the Internet-based product evalua-
tion model is based on the user’s order of browsing web
pages. Different information is collected through the logical
relationship between web pages. When a user browses a
website, the first information collected should be the user’s
psychological state. Register and sign up to understand the
objective status of the user, and then understand the user’s
preference information through the choices made by the
user during web browsing. When users determine certain
products, they begin to understand the feedback that users
receive after the promotion. For users who consulted before
sales, understand the reasons why users choose products,
what they have doubts about products, and what other
information is conveyed in the process of display deviation
or whether the user is interfered by other information, and
for after-sales service users, it is necessary to know exactly
which factor caused the user’s dissatisfaction. By referring to
the divided user groups and the psychological state of the
user interaction, the users select and answer questions to
obtain specific evaluation information.

4. Application of VR Technology in
Jewelry Display

4.1. Algorithm Analysis of Matching Feature Points. (e
video capture resolution of the Android mobile phone used
is 640∗ 480, the SIFT, SURF, and BRISK+ SURF algorithms
are, respectively, implemented, the corresponding time
parameter information is obtained, and the data obtained
are tabulated and analyzed, using Open CV for Android
SDK 2.0; the results are shown in Tables 1–3.

As shown in Figure 2, the analysis can use the same
mobile phone to detect the same image or object. BRISK can
achieve a good registration effect when the object to be
detected rotates and the light intensity changes. Compared
with SIFT and SURF, the overall running time of the al-
gorithm is much less. Compared with the pure BRISK al-
gorithm, the experimental results of the rotation
performance of the method in this paper show that the
accuracy is improved by 60%, and the time-consuming is
relatively less. Under the premise of ensuring rapidity, the
method in this paper ensures the accuracy and time cost of
matching as much as possible.

4.2. Consumer Psychological Value Identification. Before
recognizing the functional value of the product, users will
first have a functional understanding of the product based
on their own needs and product introduction and then
evaluate the added value of the product brand or virtual
value, whether users agree with the company’s values be-
comes very important. (is paper investigates the customer
experience and the experimental results are shown in
Table 4.

As shown in Figure 3, nearly 2% of people think that VR
technology is lacking in value in jewelry display, 25.5% think
that it is fair, 22.3% think that it is worth the money, and
nearly 50 think that it seems that the application of VR
technology in the display of objects needs further technical
improvement.

4.3. Functional Analysis of Website Pages. (e main func-
tional pages of the product display and evaluation website
are divided into the home page, product collection page,
product display page, and user information page. (e

Table 1: Comparison of three feature point detection algorithms.

Feature point detection algorithm SIFT SURF Algorithm
Calculation time (ms) 217.5 92.7 72.5
Feature points 718 725 711

Table 2: Time comparison of three feature point description
algorithms.

Feature description algorithm SIFT SURF Algorithm
Calculation time (ms) 261.4 119.3 92.4

Table 3: Comparison of the total time consumption of the three
algorithms.

Feature description algorithm SIFT SURF Algorithm
Calculation time (ms) 453.2 195.6 146.8
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Figure 2: Algorithm histogram.
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homepage of the website should highlight themes and
provide links to some commonly used functions by users.
According to UPS’s survey of online shopping user behavior,
the survey results are shown in Table 5.

As shown in Figure 4, most users want to add an order
query link to their website’s home page, and they want to
know the products they have more easily and quickly when
they want to purchase the available products. According to
other researches, most users are browsing the product’s
website to understand the product’s functionality, so the
product’s display content should indicate the most space on
the product homepage. However, the content of virtual
display is not suitable for the homepage, because users do
not want to know a specific product in detail on the
homepage but have an overall impression of the entire
brand, and virtual display will reduce the speed of linking to
the homepage, to reduce user experience, so the homepage
still mainly displays brand products with product pictures.
(e second function that needs to be possessed is the regular
functions of the website including registration and login,
product recommendation, and after-sales service.

4.4. User Evaluation and Evaluation Data Processing.
Evaluators can use the immersive product virtual evaluation
platform to learn about products through kitchen envi-
ronment roaming, product display, and use display and then
enter the product evaluation section. (e evaluators are 25
men and 25 women who often use the oven to cook.(e ages
of the evaluators are between 20 and 40 years old, covering
various occupational fields, a total of 50 people, and the data

validity rate is 100%. After the user evaluation is over, click
submit, the system will automatically record the evaluation
data, and you can view the evaluation results after the
evaluation. Statistics of all evaluation data and the experi-
mental results are shown in Figure 5.

As shown in Figure 5, most people recognize the ap-
pearance of virtual products, and most people are very
satisfied. (e aesthetic point of appearance is higher than 4

Table 4: Distribution of consumer psychological value identity.

A
little loss (%) General (%) Value for

money (%)
Big loss
(%)

Male 2.5 23.1 25.3 49.1
Female 1.5 24.7 22.5 51.8

Table 5: Purpose of browsing product websites by consumers in
different cities.

Learn to
use

Desire
to buy

Product
comparison

Understanding
the function

First line 22 25 17 34
Second line 14 21 17 38
(ree or
four lines 15 20 14 51

Five lines 17 28 18 27
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points, which has reached the general satisfaction level of
users, and the completion is good.

5. Conclusions

(e immersive product virtual evaluation system proposed
in this paper is applied to the actual product evaluation.
Taking jewelry as an example, the immersive virtual eval-
uation is carried out. Use quantitative statistics to calculate
the weights of each index and each evaluation angle to obtain
an evaluation index model, build a virtual evaluation plat-
form, publish the virtual interactive evaluation platform on
the smartphone, and put VR glasses into the evaluation
personnel; finally, the evaluation data are recorded and
processed through the system, and the evaluation results are
displayed in the form of charts. (rough the analysis of the
evaluation results, the shortcomings of the product can be
quickly found, and the product design plan can be modified
in a guided manner.

(is paper designs and implements the MAR system
using the feature detection and description method com-
bining the BRISK algorithm and the SURF algorithm on the
Android phone. (e information transmission function of
the camera and its own internal parameters can be used to
calculate the external parameters of the camera, and the
combination of optical flow algorithms can improve the
overall performance of the camera. (en, the Open GL ES
technology is used to fuse the virtual information into the
real scene to achieve the final AR display effect.

Aiming at the problems of Internet-based product
evaluation, this paper starts from the user’s psychology and
studies the factors that produce psychological changes
during the interaction process of Internet evaluation. It
explains the user’s attitude towards the evaluation of In-
ternet-based products from the perspectives of psychological
value, consumption information, and social inertia, pro-
poses to divide users according to their psychological state,
and then revises the product evaluation results.
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Combining with the growth environment of Unicorns, from the aspects of emerging industries, business environment, platform
support, and financial support, we propose an overall analysis framework for the existence or absence of Unicorns, use the fuzzy
set qualitative comparative analysis (fsQCA) method to carry out configuration analysis on the status quo of Unicorns in 40 cities
in China, and analyze the cultivation path of Unicorns. +e research results indicate that the synergy of emerging industries,
business environment, platform support, and financial support can foster Unicorns. According to the differences in the core
conditions in the configuration and the characteristics of the cases contained, it is divided into two cultivation paths, which are
driven by emerging industries and supported by the business environment; combining with the status quo and characteristics of
the cities where Unicorns are missing, it provides suggestions for the selection of the cultivation path of Unicorns in
different regions.

1. Introduction

+e number of Unicorns reflects the development trend of
local enterprises and represents the level of regional innovation
and development at the same time. Unicorns not only develop
themselves but also effectively promote the innovative devel-
opment of upstream industry, downstream industry, and even
cross-border industry, so as to improve the level of regional
innovation and enhance regional economic strength. However,
as of 2018, only 26 of 233 regions in the world have Unicorns,
that is, about 89% of regions do not have Unicorns.What is the
reason that these regions cannot cultivate Unicorns? What
kind of cultivation path does the existing Unicorns grow up
according to?Why can their regions cultivate a large number of
Unicorns? As well as the function mechanism of growth en-
vironment factors on each country and the region Unicorn
growth is worth our thorough research.

+erefore, from the perspective of the growth envi-
ronment of Unicorns, this paper puts forward the analysis
framework of the existence or absence of Unicorns and uses

the qualitative comparative analysis method to analyze the
condition path of the absence of Unicorns in the region,
combined with the analysis of the existence path of Uni-
corns, so as to provide policy basis for each region to match
the cultivation path of Unicorns and built a good envi-
ronment to promote the development of Unicorns.

2. Research Review and Analysis Framework

2.1. Review of Related Research. Existing research on Uni-
corns mainly includes the relevant geographical experience,
risk management, valuation, and environment for the cul-
tivation of Unicorns.

In terms of research on the regional experience and
solution strategies of Unicorn growth, McNeill found that
venture capital and angel capital occupy an important po-
sition in start-up capital. +ey even gradually participate in
the upgrading of labor, housing, and public transportation
markets in the cities where the companies are located, which
has an important impact on the growth and cultivation of
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local Unicorns [1]. Feldman found that among the more than
4000 technology start-ups in Utah, at least four start-ups are
Unicorns.+rough analysis, it can be seen that Utah’s cultural
atmosphere, talent base, capital base, and other resources are
all necessary conditions for the cultivation of local Unicorns
[2]. Ren analyzed the entrepreneurial ecosystem of Shenyang
from seven aspects: market, human resources, finance, ser-
vice, government, education, and culture. +e study found
that Shenyang must pay attention to talent training, avoid
brain drain, and encourage local entrepreneurs who start their
own businesses to invest and start a business in order to
cultivate more Unicorns [3].

In terms of research on risks and risk management
methods for Unicorns, Fan first proposed that Unicorns
have regulatory risks. +ey believe that Unicorns have
greater influence on shareholders, employees, and the
country’s economy, so they must require Unicorns disclose
relevant information in a timely manner to reduce the in-
vestment transaction risks of Unicorns [4]. Govindarajan
believed that Unicorns are at risk in terms of continuous
innovation. Taking the financial services company Square as
an example, it was found that after Square grew into a
Unicorn through the best ideas, it did not continue to in-
novate before its competitors caught up and did not meet the
expectations of sustained advantages [5]. Wu elaborated on
the four modes of privatization, direct listing, issuance of
depositary receipts, and share swaps for Unicorns returning
to listing and then proposed that the return of Unicorns to
listing has market investor protection issues and market
monopoly risks [6].

In terms of Unicorn valuation research, Jacobius pointed
out that, in the first half of 2016, about 30% of American
venture capital was invested in Unicorns, and the amount of
its venture capital is still increasing, but the valuation of
Unicorns is gradually declining [7]. Song analyzed the game
motivation of investors, entrepreneurial teams, and the public
and regulatory authorities for the valuation of Unicorns. It
also improves the valuation basis and framework of Unicorns
from five new elements: media reports, dynamic development
and transformation of enterprise types, lineage, community
and institutional environment, and institutional entrepre-
neurship [8]. Lu, based on the characteristics of Unicorns,
took Xiaomi group as an example to conduct a case study and
found that the incomemethod is the best method for Unicorn
valuation. At the same time, in the valuation process, we must
fully consider the influence of industry characteristics,
business conditions, cultural concepts, and equity structure
[9].

+e research on the characteristics and growth envi-
ronment of Unicorns is mainly carried out from the
microlevel and macrolevel.

At the microlevel, scholars analyze the growth and
cultivation of Unicorns from the internal characteristics of
enterprises through case analysis. Kowanda took Tokopedia,
an e-commerce Unicorn, as an example and then found that
the key to the success of e-commerce enterprises is avail-
ability and security. In terms of usability, Tokopedia not only
provides access to technology but also provides banking
partners and logistics services; in terms of security,

Tokopedia retains the money paid by the buyer and transfers
it to the seller only after the buyer receives the goods.
+erefore, Tokopedia can rapidly grow into a Unicorn [10].
Mo, from the perspective of a complete scene, found that
through technology or business model innovation, start-ups
provide consumers with novel and high-quality products and
services, so as to occupy the market, improve people’s quality
of life, and rapidly grow into Unicorns [11]. Xue took
Xiaohongshu, a Unicorn, as a case study, found that the
company builds Xiaohongshu app as a sharing community
with high credibility, and then advocated bloggers to combine
descriptive self-disclosure with high-cost products to generate
the most positive product attitude, so as to improve users’
purchase intention and promote the rapid growth of the
enterprise [12]. Lee took the Unicorns in the solid oxide fuel
cell industry as an example. +rough empirical research, it is
found that there are five steps for a start-up with sustainable
innovation technology to transform into a Unicorn: checking
the technical knowledge, experience, resources, and key
points of the enterprise; determining the core value of the
patent; creating the patent value higher than that of its
competitors; establishing a globally competitive patent
portfolio; and raising funds through the growth of the number
of patents [13].

At the macrolevel, scholars mainly focus on the analysis
of the influence mechanism of the following four factors on
the growth and cultivation of Unicorns.

Research on the influence of venture capital on the
growth and cultivation of Unicorns from the capital level:
Rungi took 10 start-ups from Silicon Valley and Estonia as
samples. +rough case studies, it was found that all the
sample enterprises had grown into Unicorns after 2–4 years
of growth through a large amount of financing [14]. Hogarth
took 23andMe as an example and found that the increase of
private investment capital in Silicon Valley can promote the
growth of enterprises [15]. Chen found that regions with
obvious advantages in capital support, human resources,
national policies, cultural atmosphere, and other innovation
environment can cultivate a large number of Unicorns [16].
Oliveira believed that start-ups need universal financing in
order to grow into Unicorns [17]. Bai thought that we should
optimize the financing environment of Unicorns in China
and support the development of Unicorns from the aspect of
financial support [18]. Moosup conducted a case study on
the development, sales, and other global value chains of eight
South Korean Unicorns and found that six of them pro-
moted their rapid growth by attracting foreign investment
[19].

+e level of urban economic development and its in-
ternational market position affect the growth and cultivation
of Unicorns. Jones found three key measures for the rapid
growth of start-ups by analyzing the characteristics of Uni-
corns in+ailand: obtaining financial support, improving the
company’s ability, and connecting with global communities
[20]. Liu analyzed the growth trend of the number of Chinese
Unicorns in recent years and found that the rise of Chinese
Unicorns is closely related to the economic transformation
and promotion of China’s economic growth in the past five
years [21]. Li pointed out that Unicorns aremainly distributed
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in regions with strong economic and resource base and be-
lieved that China needs to accelerate the cultivation of
Unicorns in the field of manufacturing, enhance the inter-
nationalization degree of Unicorns, and protect the intel-
lectual property rights of Unicorns [22].

Research on the influence of human resources and re-
lated policies on the growth and cultivation of Unicorns:
Chu analyzed the regional distribution status of Unicorns
and the characteristics of their industries. At the same time,
taking 35 cities in China as research samples, through
principal component analysis and cluster analysis, she found
the important role of human resources in the cultivation of
Unicorns [23]. Delermann developed a hybrid intelligence
method based on the concept of human-computer com-
plementarity to identify whether a start-up has grown into a
Unicorn and pointed out that talent and policy resources are
the most important input elements [24]. Stemler took the
Unicorn Airbnb as a case study and then found that
cumbersome enterprise regulatory rules hindered its rapid
growth. +e government needs to formulate effective poli-
cies and laws according to the situation of enterprises, so as
to promote the growth and cultivation of Unicorns [25].

Research on the influence of emerging industries on the
growth and cultivation of Unicorns: Lee believed that the
birth of “super Unicorn” needs to conform to the epoch-
making trend of science and technology [26]. De Massis
systematically analyzed 146 Unicorns published by the “Wall
Street Journal” and found that digital innovation around the
focus direction is one of the basic characteristics of all
Unicorns [27]. Shin, through the analysis of the United
States Unicorn, Coinbase, found that it mainly focuses on
cryptocurrency business, and in the case of actively
obtaining human and financial resources, it has reached a
valuation of US $1.6 billion in five years [28]. Say took
China’s bike-sharing Unicorns as an example and found that
bike-sharing start-ups use technological innovation to meet
the needs of users and fill the market gap. +is new business
model under the sharing economy makes it grow rapidly
[29]. AGUS found that Gojek, an Indonesian Unicorn,
developed the application Gojek after understanding
Indonesia’s weak transportation infrastructure and its high
economic and environmental costs. +rough the program, it
provides people with preferential and convenient travel and
leisure services, in order to achieve the purpose of rapid
growth [30].

+e existing literature plays a positive role in exploring
the elements needed for the growth environment of Uni-
corns and their cultivation in the region. However, there are
still some deficiencies: firstly, most of the existing studies
focus on the areas where Unicorns are well developed, but
they do not pay enough attention to the areas where there are
few or even missing Unicorns; secondly, the existing studies
only use qualitative research methods to explore the reasons
for the lack of Unicorns and do not use quantitative methods
to study the development of Unicorns; thirdly, the existing
research has discussed the influence of many factors on the
growth of Unicorns, but how to comprehensively consider
the interaction and dependence between various environ-
mental factors as well as the influence of the complex

comprehensive mechanism between factors on the culti-
vation of Unicorns have not been studied; the existing re-
search is still in its infancy.

In view of this, this paper takes 40 cities including
“existence of Unicorns” and “absence of Unicorns” as
samples, fully considers the areas where Unicorns exist and
lack, introduces qualitative comparative analysis methods,
and then analyzes the conditions and paths of existence and
absence of Unicorns through empirical research. Compre-
hensive consideration of the interaction and dependence
between various environmental factors as well as the in-
fluence of the complex comprehensive mechanism between
factors on the cultivation of Unicorns should be done, in
order to enrich Unicorn-related research. According to the
current situation and characteristics of Unicorns’ missing
cities, we should match the appropriate cultivation path of
Unicorns and provide strategic support for the cultivation of
Unicorns in various regions of the world.

2.2. Analysis Framework of the Unicorn Cultivation Path
Unicorn is the result of incubation of start-ups. When start-
ups grow into Unicorns at a high speed, they will be affected
by various environmental factors. +e comprehensive effect
of these factors determines the cultivation path of Unicorns.
Considering the representativeness of the influencing factors
of Unicorns’ growth environment and the availability of
data, as well as the rules and requirements of using fsQCA3.0
to analyze data, four influencing factors, namely, emerging
industries, business environment, platform support, and
financial support, are finally determined. +e analysis
framework of Unicorns’ cultivation path is shown in
Figure 1.

2.2.1. Emerging Industries. Enterprise innovation in emerg-
ing industries generally includes a certain degree of scientific
and technological innovation, which has great growth po-
tential in enterprise development and can lead the long-term
development of the regional economy. Taking the distribution
of Unicorns in the global automobile transportation industry
in the whole industry in 2018 as an example, the number of
Unicorns in the industry is among the top, with 42. Among
them, Didi Travel is the representative enterprise of the in-
dustry. Didi Travel takes emerging industries as the devel-
opment field and then takes sharing economy and Internet as
the platform, reflecting the advanced concept of modern
sharing economy. +e sharing economy platform is closely
related to computer network technology.+rough fine-tuning
matching algorithm and other technologies, it can bring data
network effect, provide better user experience, help sharing
economy companies gain market competitiveness [11], and
rapidly grow into Unicorns.

2.2.2. Business Environment. +e current situation of the
business environment in the region reflects the economic
development in the region, as well as the possession and
utilization of international market resources. +erefore, it
can affect the introduction and development of start-up
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enterprises and human resources in the region, thus af-
fecting the cultivation path of Unicorns in the region [4]. On
the one hand, the economic and market foundation of the
region where the start-ups are located is relatively strong. At
the same time, through breakthrough innovation in
emerging industries, they can occupy the market in a short
time, obtain a large number of users, achieve high valuation,
and grow into Unicorns [9]. On the other hand, resources in
the international market include users and funds. +e
possession and utilization of resources affect the growth
speed and development prospects of enterprises. More than
80% of Israel’s high-growth technology-based small- and
medium-sized enterprises have international users and fi-
nance globally to promote the growth of enterprises [31].
+erefore, in the cultivation path of Unicorns, enterprises
should acquire talents, customers, and capital resources
from a global perspective on the basis of the regional
economy and their own ability development, establish R&D,
production, and marketing bases, and then enhance the
international discourse of enterprises, so as to boost the
cultivation of Unicorns.

2.2.3. Platform Support. Platform support elements can be
analyzed from three aspects: human resources, science and
technology support, and policy support. An important factor
for the rapid growth of start-ups into Unicorns is that they
have excellent partners and teams, strong professional ability,
and excellent management ability, which is conducive to the
formation of a more efficient technological innovation and
collaborative innovation network. At the same time, as a start-
up enterprise, it has great difficulties in site and capital.
Government support is mainly based on laws, regulations,
and administrative rules issued by governments at all levels. It
provides convenience for start-ups in terms of infrastructure,
preferential policies, business processes, etc., and plays an
irreplaceable supporting role in the growth of start-ups [4].
+erefore, Unicorns tend to start businesses in areas with rich
educational technology resources and strong support from
relevant industrial policies.

2.2.4. Financial Support. If a start-up wants to grow into a
Unicorn, it not only needs to have absolute advantages in
business model, technology, and resources but also needs to
obtain sufficient financial support to provide economic
support for its later R&D, production, sales, and other key
steps so that it can quickly occupy the market and grow into

a Unicorn [6]. But nowadays, commercial banks prefer large
enterprises with low risk. However, due to the small scale of
the start-ups, there are great risks and uncertainties in their
innovation activities, so it is difficult to get the support of
bank loans. +erefore, venture capital and angel investment
have become the main ways for start-ups to obtain financial
support [4].

According to previous studies, emerging industries,
business environment, platform support, and financial
support do not affect the existence of Unicorns in regions
alone, but jointly influence the growth and cultivation of
Unicorns in regions on the basis of interaction. +erefore,
from the perspective of configuration, this paper empirically
studies the influence mechanism of emerging industries,
business environment, platform support, and financial
support on the existence and absence of Unicorns in dif-
ferent regions, as well as the cultivation path selection of
Unicorns in different regions.

3. Research Methods and
Variable Measurement

3.1. Method Selection. Qualitative comparative analysis
(QCA) is a method developed by Ragin based on fuzzy set
mathematics and sociology. +eory guides many key steps of
qualitative comparative analysis, including condition selection
in model establishment, measurement and calibration of
condition variables, and case selection [32]. Different from the
traditional variable-oriented and case-oriented social science
research methods, QCA focuses on the case as a whole and
regards cases as different configurations of variables.+eQCA
method analyzes the specific situation of different cases. It
thinks that different variable configurations may produce the
same result, that is, multiple concurrent causality. At the same
time, assuming the asymmetry between cause and effect, it is
considered that the “non” of the combination of conditions
leading to a certain result does not necessarily lead to the
“non” of the result.

In this study, first of all, the existence or absence of
Unicorns in the region is not the independent effect of
individual factors, nor the simple accumulation of multiple
factors, but the result of the interaction between various
factors. +en, different cities have different situations in
different influencing variables, and there are also different
paths for cities to produce Unicorns’ existence or absence of
results. +en, the causes of the existence or absence of
Unicorns in the city are not simple “non” operation rela-
tionship, but cause and effect asymmetry. Finally, the sample
size of this study is 31, which belongs to small sample size,
while the traditional regression analysis is suitable for large
sample size. +e QCA method can avoid the negative effects
of autocorrelation and multicollinearity due to its quanti-
tative analysis and the emphasis on case analysis.

Because of the above advantages, the QCA method has
recently been applied to economic management and other
fields by most scholars, but few scholars use the QCA
method to study the factors influencing the growth envi-
ronment of Unicorns from an overall perspective [33–36].
+erefore, this paper intends to use the method of fuzzy set

Existence
/absence of

unicorns

Emerging industries

Business
environment

Platform support

Financial
support

Collaborative

Collaborative

Collaborative

Collaborative

Figure 1: Analysis framework of unicorns’ cultivation path.
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qualitative comparative analysis (fsQCA) to study the en-
vironmental factors and strategy combination that affect the
growth of Unicorns.

3.2. Variable Measure

3.2.1. Sample and Result Variable Selection. +is paper takes
40 cities in China as research samples, selects “existence of
Unicorns” and “absence of Unicorns” as outcome variables,
and uses the number of existing Unicorns in each city to
measure the outcome variables. According to the Research
Report on Chinese Unicorns in 2018, in terms of result
variables, there are 16 cities with “existence of Unicorns” and
24 cities with “absence of Unicorns.”+e number of existing
Unicorns in Chinese cities is shown in Table 1.

3.2.2. Measure of the Conditional Variable

(1) Emerging Industries. +e number of leading industries in
regional high-tech zones includes strategic emerging in-
dustries, which can reflect the status and development po-
tential of emerging industries in the region. At the same
time, the development of emerging industries at the regional
level needs to be based on the manufacturing industry.
When the manufacturing industry develops well, it can
increase the possibility of the rapid development of
emerging industries at the regional level. +erefore, the
number of emerging industries in leading industries of
national high-tech zones in 2018 and the added value of the
secondary industry are selected as the secondary index to
measure emerging industries.

(2) Business Environment. +e total economic volume reflects
the economic development foundation of a region. +e total
import and export volume of goods and the number of
foreign-invested enterprises reflect the international market
situation of the region. +is paper selects the total economic
volume, the total import and export volume of goods, and the
number of foreign-invested enterprises of the region in 2018
as the secondary index to measure the business environment.

(3) Platform Support. +e number of students in colleges can
reflect the talent base of a region. +e amount of patent
authorization in that year represents the scientific and
technological development of the region. In the national
maker space and high-tech zone, there are a lot of infra-
structure and policies to support the development of new
ventures, which can provide the innovation space for start-
ups and support the development of emerging industries.
+erefore, the number of Unicorns cultivated in the national
maker space and high-tech zone accounts for 70% of the
number of Unicorns in China. However, considering that
there is only one high-tech zone in most regions, the number
of high-tech zones in the region cannot measure the current
situation of the cultivation advantages of Unicorns in the
region, so this paper uses the maturity of high-tech zones as
an index to measure the advantages of regional high-tech
zones in cultivating Unicorns. Determine the establishment

time of the regional high-tech zone, and calculate the year
difference between it and the time studied in this paper,
which is the maturity of the high-tech zone [27]. If there are
more than one high-tech zone in a region, the average
maturity of the high-tech zone is calculated:

C �


n
j�1 2019 − yj 

n
. (1)

In formula (1), C represents the maturity of the high-tech
zones in the region, j is the number of high-tech zones in the
region, and yj is the year in which the jth high-tech zone in the
region is approved to be established, and the average of the
maturity scores of all the high-tech zones in the region is the
maturity of the high-tech zones in the region. +erefore, the
maturity of the national high-tech zone is selected as one of the
secondary indexes to measure the platform support indicators
of the region together with the number of students in colleges,
authorized patents, and national maker space in 2018.

(4) Financial Support. In this paper, the number of venture
capital enterprises and angel investment enterprises, the number
of investment events, and the amount of investment in 2018 are
selected as the secondary index to measure venture capital. +e
relevant data are obtained through the IT orange query.

All sample data were obtained through the statistical
bulletin of each city in 2018, national data, and IT orange
query. In this paper, according to spss19.0, principal
component analysis is used to process the secondary index of
four independent variables, and the weight of each sec-
ondary indicator in the corresponding primary indicator is
obtained. In this paper, the p value of principal component
analysis is close to 0, and the extraction degree of variables is
above 80%. +rough the standardized analysis of the sec-
ondary index, the first level index is calculated according to
the weighted sum of the secondary index. +e specific sit-
uation of each indicator and its weight is shown in Table 2.

3.2.3. Data Calibration. In this paper, the method of fuzzy
set qualitative comparative analysis (fsQCA) is used, and
fsQCA3.0 software is used for analysis. According to the
theoretical knowledge, three thresholds were set for each
variable: Completely Subordinate (1), Maximum Fuzzy In-
tersection (0.5), and Completely Non-Subordinate (0). All the
research data were calibrated from 0 to 1. In this paper, the
Completely Subordinate is calibrated to 0.95, and the Com-
pletely Non-Subordinate is calibrated to 0.05. +erefore, the
highest value of the index is taken as the full membership value,
and the lowest value is taken as the full nonmembership value.
Because there are very high or very low values in the indicators
after the principal component analysis, there is a certain impact
on the data calibration. +erefore, when determining the three
thresholds, we must first exclude the very high and very low
values, then set the other highest and lowest values as the
Completely Subordinate value and the Completely Non-Sub-
ordinate value, respectively, and set the average of these values
as the Maximum Fuzzy Intersection [37–40]. +e thresholds
calibrated in this paper are shown in Table 3.
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4. Qualitative Comparative Analysis Results of
Fuzzy Sets

4.1. Necessity Detection of the Single Antecedent Variable
Truth table analysis is essentially a sufficient condition
analysis. Before truth table analysis, it is necessary to detect
the necessary conditions of the single variable and remove
the necessary conditions from the truth table analysis
program. In fsQCA3.0 software, necessary conditions’
analysis was performed on the data after calibration, and the
consistency score of the single antecedent variable was
obtained, as shown in Table 4. According to previous studies,

the threshold value of the consistency score is 0.9. When the
consistency score is greater than 0.9, it is considered that the
condition is a necessary condition for the result [38].

It can be seen from the data in the table that, in the case
of studying the “existence of Unicorns” in cities, the highest
consistency score of a single antecedent variable is “high
financial support” (cf ), whose consistency score is 0.834246,
less than 0.9, so there is no necessary condition for the
“existence of Unicorns” in cities. In the case of “absence of
Unicorns” in the city, the consistency score of “low business
environment” (∼CF) is the highest, which is 0.846850, less
than 0.9, so there is no necessary condition for “absence of

Table 2: Index construction of growth environment influencing factors of Unicorns.

First level index Secondary index Indicator unit Secondary index
weight

Emerging
industries

+e added value of the secondary industry 100 million yuan 0.5
+e number of emerging industries included in leading industries of

national high-tech zones Piece 0.5

Business
environment

GDP 100 million yuan 0.316
+e total value of import and export volume of goods 100 million yuan 0.346

+e number of foreign investment enterprises Piece 0.338

Platform support

+e number of students in ordinary colleges 10 thousand
people 0.240

+e number of authorized patents Piece 0.249
+e number of national maker space Piece 0.251

+e maturity of the regional high-tech zone Year 0.260

Financial support

+e number of venture capital enterprises and angel investment
enterprises Piece 0.298

+e amount of investment 100 million yuan 0.349
+e number of investment events Piece 0.353

Table 3: +reshold of data calibration.

+reshold
Dependent variable Independent variable

+e number of Unicorns Emerging
industries

Business
environment

Platform
support

Financial
support

Completely Subordinate 4 1.463 0.4765 0.8897 0.3502
Maximum Fuzzy
Intersection 0.538462 −0.06934 −0.3475 −0.23408 −0.26349

Completely Non-
Subordinate 0 −1.5744 −0.7794 −1.1629 −0.3563

Table 1: Sample cities and the number of Unicorns.

City Number of
Unicorns City Number of

Unicorns City Number of
Unicorns City Number of

Unicorns
Beijing 87 Shanghai 41 Shenzhen 16 Hangzhou 24
Guangzhou 6 Nanjing 6 Wuhan 4 Chengdu 4
Zhuhai 3 Dongguan 2 Qingdao 2 Chongqing 2
Wuxi 1 Guiyang 1 Suzhou 1 Hefei 1
Tianjin 0 Xiamen 0 Xian 0 Changsha 0
Ningbo 0 Fuzhou 0 Zhengzhou 0 Dalian 0
Nanchang 0 Jinan 0 Shaoxing 0 Taiyuan 0
Shijiazhuang 0 Haerbin 0 Shenyang 0 Foshan 0
Kunming 0 Changchun 0 Lanzhou 0 Nanjing 0
Lasa 0 Wuhu 0 Yinchuan 0 Xining 0
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Unicorns” in the city. +erefore, the existence or absence of
Unicorns is not the result of a single condition.We canmake
a further analysis from the perspective of multiple factors
affecting the existence and absence of Unicorns.

4.2. Truth Table Construction. +e truth tables constructed
using the existence and absence of Unicorn companies as the
result variables are shown in Tables 5 and 6. In the truth
table, the values of variables with membership scores greater
than 0.5 are assigned to 1, and the values of variables with
membership scores less than 0.5 are assigned to 0. Each
research sample belongs to only one conditional configu-
ration, that is, only one membership score is greater than 0.5
[38].

Take the number of cases as 1 and the consistency as 0.75
to analyze the sufficient condition configuration of the result
of “existence of Unicorn” [38], and take the number of cases
as 1 and the consistency as 0.8 to analyze the sufficient
condition configuration of the result of “absence of
Unicorn.”

4.3. Sufficient Condition Configuration Analysis. After
obtaining the truth table, “Standard Analysis” is carried out
in fsQCA3.0 software; then, three solutions are obtained,
namely, “Complex Solution,” “Simplified Solution,” and
“Intermediate Solution.” Among them, the “Complex So-
lution” is the result configuration generated only according
to the current situation of sample cases, and the resulting
configuration is relatively complex; the “Simplified Solution”
is the result configuration generated by analyzing the
“Logical Remainder” which is easy and difficult, and the
conclusion is too simple, while the “Intermediate Solution”
is to use the easy “Counterfactual Analysis” to generate the
result configuration including core conditions and edge
conditions [41]. Referring to the research of Fiss [42], this
paper defines the condition that appears in the “Intermediate
Solution” and the “Simplified Solution” as the “Core Con-
dition.” Only the “Intermediate Solution” exists, but the
missing condition in the “Simplified Solution” is determined
as the “Edge Condition.” If it does not appear, it shows that it
has no effect on the result variables. According to the
analysis, the condition configuration for enterprises to
achieve “existence of Unicorns” and “absence of Unicorns”
is shown in Table 7.

“Overall Solution Consistency” in the table indicates
the degree to which the conditional configurations ob-
tained by all operations can reflect the actual situation, that
is, the degree to which cases belonging to the same con-
figuration show the same results (existence/absence of
Unicorns). “Overall Solution Coverage” refers to the degree
to which all conditional configurations interpret their
corresponding results (existence/absence of Unicorns).
When it is close to 1, the result is the best. In this paper, the
total consistency is about 0.78 and 0.84, respectively, in the
case of the existence and absence of Unicorns, which shows
that the conditional configurations obtained in this study
are acceptable.

4.3.1. Configuration Analysis of Sufficient Conditions with
“Existence of Unicorns” as the Result Variable. When quali-
tative comparative analysis is conducted based on the “ex-
istence of Unicorns,” two kinds of conditional configurations
that can produce the result of “existence of Unicorns” are
obtained, that is, two cultivation paths of unicorns. Cities that
meet the conditional configurations can cultivate Unicorns. It
can be seen from the contents in Table 7 that no matter which
cultivation path the region wants to take, it cannot be at a low
level in terms of emerging industries, platform support,
business environment, and financial support. According to
the different core conditions of different paths, regions can
choose the appropriate cultivation path combined with their
own advantages. According to the specific situation of each
cultivation path, the analysis is as follows:

(1) Emerging Industry-Driven. (IF ∗ SF ∗ BF ∗ CF) Cultivation
Path. +is condition configuration is a path to promote the
cultivation of Unicorns in the region with “high emerging
industries” and “high platform support” as the core conditions
and “high business environment” and “high financial support”
as the edge conditions. Choosing this path to cultivate Uni-
corns must have a strong industrial foundation and pay at-
tention to the development of emerging industries. In terms of
platform support, we should have sufficient human resources,
policy resources, and incubation environment resources to
ensure the rapid growth of start-ups. At the same time, it is
necessary tomeet the basic needs of business environment and
financial support of start-ups in the region, so as to successfully
cultivate Unicorns. +e probability of successful cultivation of
Unicorns is about 63% in the regions that choose this culti-
vation path. In the 16 sample cases of “existence of Unicorns,”
67% of the regions successfully cultivated Unicorns by
choosing this cultivation path.

+e representative case of this condition configuration is
Suzhou. +e results show that the membership degree of
Suzhou in this configuration is 0.58, and its consistency in the
results is 0.91. According to the statistical data, Suzhou ranks
the third and the first in the index value of emerging in-
dustries and platform support in all samples, respectively. In
terms of emerging industries, the added value of the sec-
ondary industry in Suzhou in 2018 is 893.328 billion yuan,
which has a solid foundation for industrial development. At
the same time, the leading industries in Suzhou high-tech
zone and Suzhou Industrial Park are electronic information,
equipment manufacturing, new energy, electronic informa-
tion, machinery manufacturing, biomedicine, artificial in-
telligence, and nanotechnology, among which new energy,
biomedicine, and artificial intelligence are emerging indus-
tries, reflecting the city’s attention to the development of
emerging industries. At the end of 2018, there is a Unicorn in
Suzhou, which meets its membership degree in the condition
configuration and consistency in the result condition.

(2) Business Environment-Supporting. (BF ∗ SF ∗If ∗ CF)
Cultivation Path. +is condition configuration is a path to
promote the cultivation of Unicorns in the region with “high
business environment” and “high platform support” as the
core conditions and “high emerging industries” and “high
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financial support” as the edge conditions. To choose this
path to cultivate Unicorns, the region must have a strong
economic foundation and a large scale of import and export

trade, create a good business environment, and drive the
growth and cultivation of start-ups to Unicorns with the
support of talents, policies, and other platform resources.

Table 7: Sufficient condition configuration for the existence and absence of the Unicorn.

Influencing factor variables
Existence of Unicorns (af) Absence of Unicorns (∼af)
1 2 3 4 5

Emerging industries (if ) ● ∙ ⊗ ∙
Business environment (bf ) ∙ ● › ›

Platform support (sf ) ● ● ⊗ ⊗
Financial support (cf ) ∙ ∙ ›

Consistency 0.630199 0.763139 0.887706 0.865343 0.885289
Coverage 0.674658 0.706164 0.656693 0.635039 0.007874
Raw coverage 0.0136986 0.0452055 0.0488189 0.0712599 0.398031

Overall solution
Consistency 0.778229 0.840378

Overall solution 0.656164 0.735827
Coverage
●+e existence of core conditions; ∙+e existence of edge conditions; ›+e absence of core conditions; ⊗+e absence of edge conditions.

Table 4: +e necessary condition test of the single antecedent variable on the existence and absence of Unicorns.

Influencing factor variables
Existence of Unicorns (af) Absence of Unicorns (∼af )

Consistency Coverage Consistency Coverage
High emerging industries (if ) 0.750000 0.553590 0.478346 0.614257
Low emerging industries (∼if ) 0.477397 0.344708 0.652362 0.819486
High business environment (bf ) 0.771918 0.743404 0.281890 0.472295
Low business environment (∼bf) 0.452055 0.265701 0.846850 0.865942
High platform support (sf ) 0.789726 0.589469 0.433071 0.562372
Low platform support (∼sf ) 0.413699 0.295499 0.683858 0.849804
High financial support (cf ) 0.834246 0.644786 0.380315 0.511382
Low financial support (∼cf) 0.367808 0.254382 0.735827 0.885362

Table 5: +e truth table constructed when analyzing “the existence of Unicorns.”

if ef sf cf Number af Raw consist. PRI consist.
1 1 1 1 10 1 0.778229 0.69967
1 1 0 1 1 0 0.646796 0.382813
1 1 0 0 1 0 0.592233 0.247761
0 0 1 1 3 0 0.524775 0.277398
0 0 0 1 1 0 0.510939 0.2
1 0 0 1 1 0 0.484928 0.17437
0 0 1 0 1 0 0.375415 0.091787
1 0 0 0 6 0 0.359259 0.113956
0 0 0 0 14 0 0.278185 0.08692

Table 6: +e truth table constructed when analyzing “the absence of Unicorns.”

if ef sf cf Number ∼af Raw consist. PRI consist.
0 0 1 0 1 1 0.936877 0.908213
0 0 0 0 14 1 0.931287 0.91308
1 0 0 0 6 1 0.917593 0.886044
1 0 0 1 1 1 0.891219 0.82563
0 0 0 1 1 1 0.877735 0.8
1 1 0 0 1 1 0.865696 0.752239
0 0 1 1 3 1 0.817568 0.722603
1 1 0 1 1 0 0.780924 0.617188
1 1 1 1 10 0 0.464663 0.275028
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+e probability of successful cultivation of Unicorns is about
76% in the regions that choose this cultivation path. In the 16
sample cases of “existence of Unicorns,” 70% of the regions
successfully cultivated Unicorns by choosing this cultivation
path.

+e representative case of this condition configuration is
Shenzhen. +e results show that the membership degree of
Shenzhen in this configuration is 0.95, and its consistency in
the results is 1. In 2018, Shenzhen’s GDP was 2422198 million
yuan, the total import and export of goods was 2998.374
billion yuan, and the actual utilization of foreign capital was
8.203 billion US dollars, ranking third, second, and sixth,
respectively, in the above three secondary indexes, which
means that Shenzhen has great advantages in the business
environment. At the end of 2018, there are 16 Unicorns in
Shenzhen, which meets its membership degree in the con-
dition configuration and consistency in the result condition.

4.3.2. Configuration Analysis of Sufficient Conditions with
“Absence of Unicorns” as the Result Variable. Based on the
qualitative comparative analysis of “absence of Unicorns” as
the result variable, three conditional configurations are
obtained, namely, three Unicorn missing paths, which are
mainly divided into the following two categories.

(1) Business Environment-Missing (bf∗sf/bf∗ if ) Con-
ditional Path. Configurations 3 and 4 both take the low
business environment as the core condition. Configuration
3 indicates that “low business environment” and “low
platform support” lead to the “absence of Unicorns” in
cities. Yinchuan, Lanzhou, Nanning, and other cities are
the representative cases.+e number of national incubators
and students in these cities is small, and the start-ups are
difficult to meet the needs in terms of policies, infra-
structure, talents, etc. Configuration 4 indicates that “low
business environment” and “low emerging industries” lead
to the lack of Unicorns in cities. Wuhu, Foshan, Shaoxing,
Harbin, and other cities are the representative cases. +ese
cities are at a disadvantage in terms of industrial foun-
dation and attention to emerging industries. At the same
time, the above two configurations reflect the significant
influence of the low business environment on the “absence
of Unicorns.”

(2) Financial Support-Missing (cf ∗ sf ∗ IF) Conditional
Path. Configuration 5 indicates that the core conditions of

“low financial support” plus the upper edge conditions of
“low platform support” and “high emerging industries” lead
to the “absence of Unicorns” in the city. In the process of
rapid growth from start-ups to Unicorns in the region, the
demand for capital of enterprises is at a high level. Even if the
region focuses on promoting the development of emerging
industries, low financial support will also inhibit the growth
of start-ups to Unicorns, resulting in the region unable to
cultivate Unicorns. +e representative cases are Nanchang
and Taiyuan. +ere was only one investment event in
Taiyuan in 2018, with an investment amount of only 3
million yuan, which is at a very low level in the country,
hindering the cultivation of Unicorns in the city.

4.4. Robustness Test. By changing the calibration threshold
of the platform support variables, 1.9103 is set as the
“Completely Subordinate Value,” 0.036085676 is set as the
“Maximum Fuzzy Intersection Value,” and −1.2410 is set as
the “Completely Non-Subordinate Value.” Using the
changed threshold to carry out fuzzy set qualitative com-
parative analysis on the original samples, the threshold value
of case frequency is still set to 1, and the consistency value is
set to 0.75. +e results of software operation are shown in
Table 8. Taking “existence of Unicorns” as the result variable,
the total consistency of the results is 0.79, and the total
coverage rate is 0.63. Taking “absence of Unicorn” as the
result variable, the total consistency of the results is 0.89, and
the total coverage rate is 0.75. +erefore, the analysis results
are reliable. Because the analysis results after eliminating the
cases are the same as the above analysis results, it proves that
the above analysis results are robust.

5. Conclusion and Prospect

Taking 40 cities in China as an example, this paper studies
the conditional path of the existence or absence of Unicorns
in the region from the perspective of configuration and tests
the robustness of the research results from the perspective of
set theory. +e results are as follows.

Firstly, the two core conditions of “high emerging
industries” and “high platform support” are combined
with the two marginal conditions of “high business
environment” and “high financial support” to form the
“emerging industry-driven cultivation path,” and the

Table 8: Robustness test results.

Influencing factor variables
Existence of Unicorns (af ) Absence of Unicorns (∼af)
1 2 3 4 5

Emerging industries (if ) ● ∙ ⊗ ∙
Business environment (bf ) ∙ ● › ›

Platform support (sf ) ● ● ⊗ ⊗
Financial support (cf ) ∙ ∙ ›

Consistency 0.677466 0.767857 0.889601 0.865343 0.883882
Coverage 0.644521 0.677397 0.71063 0.635039 0.401575
Raw coverage 0.0095890 0.0424657 0.0885828 0.0602363 0.00787407

Overall solution consistency 0.785593 0.844577
Overall solution coverage 0.634932 0.77874

Mathematical Problems in Engineering 9



“business environment-supporting cultivation path,”
which is composed of the abovementioned core con-
ditions and the two marginal conditions of “high
emerging industries” and “high financial support,” can
cultivate Unicorns in the region. At the same time,
cities should reasonably choose the cultivation path of
Unicorns according to their own status and advantages.
Secondly, the core conditions of “low business envi-
ronment” are, respectively, combined with the marginal
conditions of “low platform support” and “low emerging
industries” to form the “business environment-missing
conditional path,” and the “financial support-missing
conditional path,” which is composed of the “low fi-
nancial support” and the two marginal conditions of
“low platform support” and “high emerging industries,”
will lead to the region that cannot cultivate Unicorns.
+irdly, by comparing the conditional paths of existence
and absence of Unicorns, we can see that the conditional
configuration of “existence of Unicorns” and “absence of
Unicorns” in the province is not a simple “non” rela-
tionship, that is, the research results are asymmetric.
Fourthly, according to the path of the existence and
absence of Unicorns, if the regions belong to the sample
case of lack of the business environment, it is difficult to
develop the disadvantages of the business environment
into absolute advantages, so we must choose the
“emerging industry-driven cultivation path.” For regions
with financial support deficiency, if their business envi-
ronment is better than the current situation of emerging
industries, they can choose the “business environment-
supporting cultivation path.” If the development of
emerging industries is slightly dominant, they should
choose the “emerging industry-driven cultivation path.”
Fifthly, for the regions that choose the “emerging in-
dustry-driven cultivation path,” the government must
vigorously promote the enterprises to move closer to
strategic emerging industries and promote the entre-
preneurial enterprises to grow intoUnicorns.+e regions
that choose the “business environment-supporting cul-
tivation path” should focus on improving the regional
social demand and foreign trade scale, expanding the
global market, building a good market environment and
economic foundation, driving the rapid growth of start-
ups, and promoting the cultivation of Unicorns in the
region.

+ere are also some shortcomings in this paper, such as
using cross-sectional data to analyze, without considering the
time factor and the dynamic changes of the research variables;
at the same time, this paper does not consider the influencing
factors of the existence or absence of Unicorns in the region
from themicroperspective, so we can carry out more in-depth
and detailed research from these directions in the future.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

Acknowledgments

+is work was supported by National Natural Science
Foundation of China: Research on Mining and Dynamic
Optimization of Machinery Manufacturing Process Sup-
porting the Integration of Process Planning and Workshop
Scheduling (ID: U1904186), National Natural Science
Foundation of China (ID: 71801085), Henan Province Soft
Science Research Project: Construction and Management
Countermeasures of Henan Technological Innovation
Center in the new era (ID: 212400410019), Henan Province
Soft Science Research Project: Evaluation and Counter-
measures of Technology Transfer Status in Henan Province
(ID: 202400410211), and Henan Province Major Project of
Applied Research on Philosophy and Social Sciences (2018-
yyzd-04).

References

[1] D. Mcneill, “Governing a city of unicorns: technology capital
and the urban politics of San Francisco,” Urban Geography,
vol. 37, no. 4, pp. 494–513, 2016.

[2] A. Feldman, Silicon Slopes vs. Silicon Valley: Four Tech Unicorns,
9ousands of Start-Ups, No Frenzy, Forbes. com, NewYork, NY,
USA, 2017.

[3] S. C. Ren and C. Hu, “Entrepreneurial ecosystem construction
path of unicorn enterprise cultivation: research based on fuzzy
set qualitative comparative analysis,” Technology Economics,
vol. 38, no. 7, pp. 46–55, 2019.

[4] J. Fan, “Regulating Unicorns: disclosure and the new private
economy,” Boston College Law Review, vol. 57, no. 2,
pp. 583–642, 2016.

[5] V. Govindarajan, T. Govindarajan, and Stepinski, “Why
unicorns are struggling,” Harvard Business Review Digital
Articles, vol. 1, no. 10, pp. 2–4, 2016.

[6] J. Wu, “Research on investor protection issues of “unicorns”
returning to domestic listings——from the perspective of
share swap mergers,” South China Finance, vol. 7, no. 10,
pp. 81–91, 2018.

[7] A. Jacobius, “Plunging “unicorn” valuations spell double
trouble,” Pensions & Investments, vol. 44, no. 16, p. 2, 2016.

[8] L. F. Song, D. W. Qi, and Y. F. Song, “China’s emerging
unicorn enterprise valuation comparison basis and analysis
framework,” Science & Technology Progress and Policy, vol. 36,
no. 3, pp. 70–76, 2019.

[9] M. M. Lv and Y. E. Yang, “Analysis on the influencing factors
of unicorns value evaluation in China,” Appraisal Journal of
China, vol. 2, no. 5, pp. 27–34, 2019.

[10] D. Kowanda, M. Firdaus, R. B. F. Pasaribu et al., “Lesson from
Tokopedia.com: E-commerce success factor analysis: a case
study from Indonesian unicorn,” in Proceedings of the 2018
International Conference on Information Management and
Processing (ICIMP), pp. 61–65, London, UK, January 2018.

[11] Z. Z. Mo and J. Wang, “Scene: new economic innovation
generator,” Economy and Management, vol. 32, no. 6,
pp. 51–55, 2018.

[12] H. Xue, “Persuaded by electronic word of mouth (eWOM):
network coproduction model on Chinese social-ecommerce

10 Mathematical Problems in Engineering



app,” in HCI in Business, Government and Organizations.
ECommerce and Consumer Behavior, pp. 323–332, Springer,
Cham, Switzerland, 2019.

[13] D. Lee and K.-C. Lin, “How to transform sustainable energy
technology into a unicorn start-up: technology review and
case study,” Sustainability, vol. 12, no. 7, p. 3018, 2020.

[14] M. Rungi, E. Saks, and K. Tuisk, “Financial and strategic
impact of VCs on start-up development: silicon valley dec-
acorns vs. Northern-European experience,” in Proceedings of
the 2016 IEEE International Conference on Industrial Engi-
neering and Engineering Management (IEEM), pp. 452–456,
IEEE, Bali, Indonesia, December 2016.

[15] S. Hogarth, “Valley of the unicorns: consumer genomics,
venture capital and digital disruption,” New Genetics and
Society, vol. 36, no. 3, pp. 250–272, 2017.

[16] Q. Chen, Y. T. Xiao, and X. Liu, “A comparative study on the
growth environment of unicorn enterprises in Beijing and
Shanghai——from the perspective of urban innovation and
entrepreneurship ecosystem,” Journal of Tongji University
(Social Science Section), vol. 29, no. 5, pp. 106–114, 2018.

[17] M. Au-Yong-Oliveira, J. P. Costa, R. Gonçalves, and
F. Branco, “+e rise of the unicorn: shedding light on the
creation of technological enterprises with exponential valu-
ations,” in Trends and Advances in Information Systems and
Technologies, pp. 967–977, Springer, Cham, Switzerland, 2018.

[18] X. Bai, “Promoting the growth of unicorns with financial
supply side reform,” People’s Tribune, vol. 25, no. 23,
pp. 56-57, 2019.

[19] J. Moosup, “Case study of GVC participation with Korean
unicorn,” Korean Academy of International Business Man-
agement, vol. 23, no. 4, pp. 187–198, 2019.

[20] C. Jones, P. Pimdee, and P. Pimdee, “Innovative ideas:
+ailand 4.0 and the fourth industrial revolution,” Asian
International Journal of Social Sciences, vol. 17, no. 1, pp. 4–35,
2017.

[21] L. Xin, “+e league of Chinese “unicorns”” China Today,
vol. 1, no. 8, pp. 45–47, 2018.

[22] J. H. Li, “Development and cultivation of China’s champion
enterprises and unicorn enterprises,” Journal of Shenzhen
University (Humanities & Social Sciences), vol. 36, no. 1,
pp. 68–76, 2019.

[23] T. J. Chu and T. Song, “Spatial distribution and influence
factors of unicorn companies in China,” World Regional
Studies, vol. 26, no. 6, pp. 101–109, 2017.

[24] D. Dellermann, N. Lipusch, P. Ebel, K. M. Popp, and
J. M. Leimeister, “Finding the unicorn: predicting early stage
startup success through a hybrid intelligence method,” in
Proceedings of the International Conference on Information
Systems (ICIS), Seoul, South Korea, December 2017.

[25] A. Stemler, “+e myth of the sharing economy and its im-
plications for regulating innovation,” Emory Law Journal,
vol. 67, no. 2, pp. 197–241, 2017.

[26] A. Lee, Welcome to the Unicorn Club: Learning from Billion-
Dollar Start-Ups, Cowboy Ventures (Blog), Palo Alto, CA,
USA, 2013.

[27] A. De Massis, F. Federico, and Q. Franco, “What Big Com-
panies Can Learn from the Success of the Unicorns”, Harvard
Business Review, Brighton, MA, USA, 2016.

[28] L. Shin, Coinbase Becomes First Crypto Unicorn, Raises $100
Million in Funding Amid ICO Craze, Forbes.com, New York,
NY, USA, 2017.

[29] A. L. Say, R. Guo, and C. Chen, “Disruption or new order? the
emergence of the unicorn bike-sharing entrepreneurship in
China,” in Proceedings of the 2018 Portland International

Conference on Management of Engineering and Technology
(PICMET), Honolulu, HI, USA, August 2018.

[30] A. A. Agus, A. Y. Arafah, I. Suprayana et al., “+e leap of GO-
JEK: unfolding a unicorn startup journey,” Academy of Asian
Business Review, vol. 5, no. 1, pp. 55–80, 2019.

[31] B. Jeff and S. Omri, “A large number of Israeli “unicorns”
come,” Directors & Boards, vol. 10, no. 49, pp. 82-83, 2015.

[32] B. Rihoux and C. C. Ragin, Configurational Comparative
Methods: Qualitative Comparative Analysis (QCA) and Re-
lated Techniques, SAGE, +ousand Oaks, CA, USA, 2009.

[33] S. Furnari, D. Crilly, V. F. Misangyi et al., “Capturing causal
complexity: heuristics for configurational theorizing,” Acad-
emy of Management Review, vol. 5, 2020.

[34] Y. Park, P. C. Fiss, and O. A. Elsawy, “+eorizing the mul-
tiplicity of digital phenomena: the ecology of configurations,
causal recipes, and guidelines for applying QCA,” MIS
Quarterly, vol. 44, 2020.

[35] P. Dwivedi, A. Joshi, and V. F. Misangyi, “Gender-inclusive
gatekeeping: how (mostly male) predecessors influence the
success of female CEOs,” Academy of Management Journal,
vol. 61, no. 2, pp. 379–404, 2018.

[36] J.-P. Vergne and C. Depeyre, “How do firms adapt? a fuzzy-set
analysis of the role of cognition and capabilities in U.S. de-
fense firms’ responses to 9/11,” Academy of Management
Journal, vol. 59, no. 5, pp. 1653–1680, 2016.

[37] C. Lee, G. Park, and J. Kang, “+e impact of convergence
between science and technology on innovation,” 9e Journal
of Technology Transfer, vol. 43, no. 2, pp. 522–544, 2018.

[38] C. C. Ragin, “+e comparative method: moving beyond
qualitative and quantitative strategies,” Social Forces, vol. 67,
no. 3, 1989.

[39] Y. Z. Du and L. D. Jia, “Configuration perspective and
qualitative comparative analysis (QCA): a new way of man-
agement research,” Chinese Journal of Management, vol. 6,
pp. 155–167, 2017.

[40] M. Zhang and Y. Z. Du, “Qualitative comparative analysis
(QCA) in management and organization research: position,
tactics, and directions,” Chinese Journal of Management,
vol. 16, pp. 1312–1323, 2019.

[41] M. Kim, “Many roads lead to Rome: implications of geo-
graphic scope as a source of isolating mechanisms,” Journal of
International Business Studies, vol. 44, no. 9, pp. 898–921,
2013.

[42] P. C. Fiss, “Building better causal theories: a fuzzy set ap-
proach to typologies in organization research,” Academy of
Management Journal, vol. 54, pp. 393–420, 2011.

Mathematical Problems in Engineering 11



Research Article
Real-Time Scheduling of Mixed Model Assembly Line with Large
Variety and Low Volume Based on Event-Triggered Simulated
Annealing (ETSA)

Chunzhi Cai and Shulin Kan

School of Mechatronics Engineering and Automation, Shanghai University, No. 99, Shangda Road, Shanghai 200444, China

Correspondence should be addressed to Chunzhi Cai; ccz10209@shu.edu.cn

Received 23 December 2020; Revised 27 February 2021; Accepted 8 April 2021; Published 7 May 2021

Academic Editor: Sang-Bing Tsai

Copyright © 2021 Chunzhi Cai and Shulin Kan. ,is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

In the contemporary industrial production, multiple resource constraints and uncertainty factors exist widely in the actual job
shop. It is particularly important to make a reasonable scheduling scheme in workshop manufacturing. Traditional scheduling
research focused on the one-time global optimization of production scheduling before the actual production. ,e dynamic
scheduling problem of the workshop is getting more and more attention.,is paper proposed a simulated annealing algorithm to
solve the real-time scheduling problem of large variety and low-volume mixed model assembly line. ,is algorithm obtains three
groups of optimal solutions and the optimal scheduling scheme of multiple products, with the shortest product completion time
and the lowest cost. Finally, the feasibility and efficiency of the model are proved by the Matlab simulation.

1. Introduction

Mixed model assembly line is a flexible and cost-effective
production system [1], but is always difficult for scheduling.
,e structure and process of productions are similar in the
mixed model assembly line. It improves the enterprise’s
market response ability, meets the diverse demand of
products, reduces inventory and production costs, and
improves product quality. However, the variety of specifi-
cations and models needs better scheduling strategy because
there are usually no/less optimizations in the traditional
industrial enterprise [2].

Traditional scheduling methods can provide a one-time
calculation and optimization. However, during the execu-
tion, there are many unpredictable events, such as machine
failure, absenteeism of workers, and shortage of materials,
which interrupt the original scheduling plan. So, there are
strong requirements of real-time scheduling in the mixed
assembly line activities [3].

In an assembly line, different products have different
procedure and operating time. So scheduling should be

implemented for the continuous product following the
rhythm and proportion so that the varieties, production,
working hours, and equipment load can achieve a com-
prehensive balance [4]. To solve the scheduling problem of
the hybrid model assembly line, different kinds of optimi-
zation algorithms have been proposed. As a pioneer, Kil-
bridge studied the solution of the hybrid assembly line in
1963 [5, 6]. Yow applied the genetic algorithm, for the first
time, to solve production scheduling of the assembly line
which overcomes the traditional optimization methods [7].
Dong and Kan proposed an improved particle swarm op-
timization algorithm to solve multiobjective mixed model
assembly line scheduling problems. ,eir method can be
directly applied to discrete space and keep the good per-
formance of PSO [8]. Xing et al. proposed a Knowledge-
Based Ant Colony Optimization (KBACO) algorithm for the
Flexible Job Shop Scheduling Problem (FJSSP) [9].

To overcome the infeasibility of above methods in real
productions, various optimization algorithms have also been
studied, such as the fuzzy problem of shop scheduling, fast
scheduling problem, multiobjective optimization problem of
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assembly line production, and the robust scheduling of
working time. Ye et al. proposed an effective optimization
method [10] to solve the flexible job shop scheduling
problem with fuzzy processing time. Its main idea is ap-
plying the learning mechanism and local search operator to
the search framework of special double-crossover schemes.
A multiobjective adaptive large neighborhood search
method (MOALNS) is proposed for distributed re-place-
ment permutation flow shop scheduling by adding the re-
entry characteristics [11]. Dai et al. [12] discussed a hybrid
local search algorithm to solve various uncertainties in the
actual production system, such as machine failures, ab-
senteeism, and order changes.

Most of the scheduling methods or algorithms for hybrid
assembly line production are focused on mathematical
development and algorithm design. In mathematical
modeling, real-time scheduling and fuzzy processing time
[13] are combined for the objective functions. In the existing
mathematical modeling process of hybrid assembly line
production, the cost factor has little direct impact on the
structural model, and the economy of the production system
has attracted more and more attention. ,e common ob-
jective functions in hybrid assembly line scheduling include
the following aspects: reducing raw material consumption,
maximizing the cost of workers, and minimizing the total
working time. About the algorithm, different algorithms
such as simulated annealing algorithm, tabu search algo-
rithm, genetic algorithm, ant colony algorithm, and particle
swarm optimization algorithm have been adapted in
scheduling. Javadi et al. [14] proposed an improved genetic
simulated annealing algorithm which can jump out of the
local optimal solution. Cheng et al. [15] proposed a mixed
quenching simulated annealing algorithm. An improved
simulated annealing method was proposed for the fast
scheduling problem of the hybrid assembly line [16].

Although different scheduling models and algorithms
demonstrate different aspects, there is a lack of methodology
consideration of real productions. Especially for the un-
predictable events, such as machine failure, absenteeism of
workers, and shortage of materials, there should be some
strategy or index for the updates of scheduling in real time.
In this study, we proposed an event-triggered simulated
annealing (ETSA) method to deal with this issue and output
the optimized changes of the scheduling plan.

2. General Mathematical Model Considered in
This Study

Various objectives have been proposed in finding the op-
timal MMP sequences [xx,xx]. Here, in this study, we focus
on the minimization of work overload.

For the work overload [17],

f1 � min 
H

h�1


W

w�1
Thwcosth, (1)

where w (w �1, . . .,W) is the index of workstations, h (h� 1,
. . ., H) is the id of workers, costh is the labor cost per unit
time, T is the working hours of each worker on workstation.

Material cost is generated in each process. According to
the different materials in each stage, the objective function of
the total material cost is as follows:

f2 � min 
W

w�1


D

j�1


M

m�1


M

r�1
S1jmrcostwmr, (2)

where w (k� 1, . . .,W) says workstation numbers,m (m� 1,
. . ., M) says product variety numbers, J (j� 2, . . ., D) says
products in a sequence of position, costwmr is the adjustment
costs per unit time when the type of production is converted
from m to r in workstation-w, and S1jmr is a symbol
function. When the position j and j+ 1 stand for type m and
r, the value is 1; otherwise, 0.

A basic requirement of the efficient production system is
continuous and stable supply of parts. For the successful
operation of the system, the constant demand rate is re-
quired. ,e objective function is as follows:

f3 � min
D

j�1


M

m�1


j

l�1 Sml

j
−

dm

D




⎛⎝ ⎞⎠. (3)

In a Minimum Part Set, MPS is a vector that represents
the sequence of a product, such as (d1, . . ., dM)� (D1/H, . . .,
DM/H),M is the number of product varieties,Dm (m� 1, . . .,
M) is the demand for products m, and H is the greatest
common divisor of D1, D2, . . ., Dm. For any j ∈ [1, D], the
deviation is described as

Δ �


j

l�1 Sml

j
−

dm

D




, (4)

which should be as little as possible.

2.1.MultiobjectiveDecisionModel of theMixedAssemblyLine.
As the cost of parts, workers, and materials is calculated, the
total cost of processing each product can be calculated. Use
the price of each product to get the total profit of the en-
terprise, and the total profit objective function is as follows:

Pprice � 
P

P�1
price∗N,

minf4 � Pprice − min f1 + f2( .

(5)

,e mathematical model of mixed model assembly line
production problems are as follows:

minf � w1f3 + w2f4, (6)

where p (p� 1, . . ., P) says the number of products, N says
the total number of products, price says the unit price of each
product, Pprice says total sales of all products. min(f1 + f2)

says Minimize total product cost. w1 andw2 says Weights of
objective function.

In the objective function (7), when other costs remain
unchanged, it is only necessary to adjust the allocation of
workers on the job to save time, thereby improving the
profits of enterprises. However, a trade-off should be made
according to the number of parts required. ,e unit price of
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each product is 1∗P matrix, and the quantity of each
product is N (1∗P matrix.

3. Event Triggered Simulated Annealing (ETSA)

3.1. Classical Simulated Annealing Algorithm. ,e simulated
annealing (SA) algorithm, introduced by Kirkpatrick et al.
[18], is a local search procedure capable of escaping from the
local optimum to solve combinatorial optimization prob-
lems. To start the procedure, SA draws an initial solution to
generate the neighborhood solution. If the neighborhood
solution is better than the incumbent solution, the former is
automatically accepted and replaces the latter; otherwise, the
incumbent solution is used. ,e whole process is repeated
until no significant improvement in the neighborhood so-
lution is found or the prespecified conditions are met. SA
uses this repetitive improvement approach, but in particular
it enables a search algorithm to escape from a local optimum.

Considering the use of the simulated annealing algo-
rithm to solve the mixed assembly line problem, the sim-
ulated annealing algorithm starts with a higher initial
temperature T, sets the temperature parameter drop value a,
and calculates the energy difference It. If the energy dif-
ference It< 0, the new solution is accepted. Otherwise, the
objective function solution space of the global optimal so-
lution is randomly found by combining the hopping
probability characteristic exp (−It/kT) (where K is a con-
stant), that is to say, it is accepted with a certain probability.
A bad solution may jump out of the probability of the local
optimal solution and eventually approach the global optimal
solution.

,e simulated annealing algorithm is widely used to
solve NP complete problems [19], but its parameters are
difficult to control. Its main problems are as follows:

3.1.1. Initial Value Setting of Temperature T. ,e initial
setting of temperature T is one of the important factors
affecting the global search performance of the simulated
annealing algorithm. If the initial temperature is higher, the
possibility of finding the global optimal solution is higher,
but it takes a lot of computing time. On the contrary, low
initial temperature can save computing time, but it will affect
global search performance. In practical applications, it is
usually necessary to adjust the initial temperature several
times according to the experimental results.

3.1.2. Annealing Speed. ,e global search performance of
the simulated annealing algorithm is also closely related to
the annealing speed. In general, a “full” search (annealing) at
the same temperature is necessary, but it takes computation
time. In practical application, reasonable annealing equi-
librium conditions should be set according to the properties
and characteristics of specific problems.

3.1.3. Temperature Management. ,e temperature man-
agement problem is also one of the difficult problems to be
solved by the simulated annealing algorithm. In practical

applications, due to the practical feasibility of computational
complexity, the cooling method shown in the following is
often adopted:

T(t + 1) � k × T(t). (7)

In the formula, k is a positive constant slightly less than
1.00, and t is the degree of cooling.

In order to solve the problem of premature convergence
of the simulated annealing algorithm, a higher temperature
is set at the beginning of the algorithm [20]. In order to
achieve a better optimization effect, the cooling speed is
maintained at 0.99 or 0.98. Random probability is added to
expand the search space to reach the global optimum.

,e flow chart of the simulated annealing algorithm is
shown in the figure. ,e flow chart of the simulated
annealing algorithm is shown in Figure 1.

In the application of the simulated annealing algorithm,
the cooling rate is an important factor affecting the per-
formance of the simulated annealing algorithm. ,e so-
lution of the simulated annealing algorithm is independent
of the initial value and has asymptotic convergence. ,e
temperature needs to be gradually reduced to find the
minimum value. In the process of parameter optimization,
random adjustment is made according to the gradient
change direction of the objective function to avoid entering
the local minimum and to ensure the global convergence of
the method. It can also make the function have different
initial temperatures and cooling values, or a larger search
space, to improve the probability of finding the global
optimum.

3.2. Pseudocode. Algorithm 1

J (y): Value of evaluation function in state y
Y (i): Represents the current status
Y (i+ 1): Represents a new state
r: Used to control cooling rate
T:,e temperature of the system, which should initially
be in a high temperature state
T_min: ,e lower limit of temperature. If T reaches
T_min, stop searching.

4. A Case Study on the Mixed Model Assembly
Line Production Problem

4.1. Problems to Be Solved and Constraints. In this case, the
company's product line has the characteristics of multiple
varieties and small batches, including reactor assembly,
slicing, winding, vertical wire harness packaging, upper and
lower core assembly, welding base, inductance testing, pre-
drying, oil immersion, cleaning, oven, beneficiation, testing,
packaging, and storage.

,e company divides the workers into different groups,
and the staff of each station is not fixed. Some workers can
work on multiple workstations, and we find that assembly
line species conversion requires necessary personnel and
tools adjustment. Adjustment costs arising from the
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Algorithm parameter and initial annealing value: TO, θ, n, s1

Generate initial solution x.Position, x.cost

Generating a new solution xnew

Evaluate the value of the evaluation function, variation of
function:dx = xnew – x

if (dx > 0)

If (exp (s1∗dF/T)
> rand()?

Receives the state movement and updates
the current x value

Cool: T = θ∗T; n--;

If ((T < Tend)||n < 0)

Output

This solution is not
accepted

Calculate the next
movement of state

Y

Y

N

N

Figure 1: Simulated annealing algorithm flow chart.

while(T>T_min)
{
dE� J (Y (i+ 1)) − J (Y (i));
if (dE≥ 0)//Expresses that if the solution is better after moving, it always accepts moving.

Y (i+ 1)�Y (i); //Accept the movement from Y (i) to Y (i+ 1)
else

{
if (exp (dE/T)> random (0, 1) )
Y (i+ 1)�Y (i); //Accept the movement from Y (i) to Y (i+ 1)
}
T�r ∗ T; //cooling annealing, 0<R< 1. ,e larger the r, the slower the cooling is; the smaller the r, the faster the cooling is.
i ++;

}

ALGORITHM 1: Algorithm of ETSA.
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manufacturing sequence of products should be considered
first. Secondly, uncertainties will lead to the establishment
of the objective function of the minimum labor cost in
order to reduce the waste of personnel scheduling [21], save
production time, and arrange suitable workers to pro-
duction at the appropriate sites. Successful operation of the
system requires that the demand rate of parts remains
unchanged.

,e hybrid assembly line has the problem of multivariety
and multiprocess operation. According to the model
established in the second part and the actual situation of the
hybrid assembly line [22], the constraint conditions of the
hybrid assembly line problem are as follows:

(1) Each machine can process only one product at a time
(2) Each machine can process different processes
(3) ,e same workpiece must be processed according to

its process sequence
(4) For the first phase, all jobs are available at t� 0
(5) ,ere is no precedence between the operations of

different jobs, but there is precedence between the
operations of a job

(6) For the same operation, the processing time of
different unrelated parallel machines in the pro-
duction phase is different

4.2. Optimized Processing by Simulated Annealing
Algorithms. Taking the company’s hybrid assembly line as
an example, it is assumed that product category P � 5,
number of products M � 10, process H � 5 for each
product, station quantity W � 5, and material quantity
K � 5 for each product. Assuming that the workers is
enough, In the case of understanding the material cost,
labor cost and product profit, it is necessary to find the
optimal combination to minimize the cost and maximize
the profit of the enterprise. When there are a large number
of products in the hybrid assembly line, the traditional
production method is difficult to obtain the optimal se-
quence and cannot consider multiple objective functions
at the same time.,e algorithm proposed in this paper can
quickly provide the optimal solution for the objective
function.

Considering that the mixed product of each step of the
production line machining position is fixed, we have de-
veloped a product processing order of the steps on different
machines, and, combined with the processing time of each
process on different machines, constituted a multiobjective
optimization problem, which requires reasonable produc-
tion arrangements so that a large variety and low volume
products can be completed in the shortest possible time and
improve the enterprise. ,e process time represents the
processing time of each process, and the machine number
has sorted the jobs.

4.3. Real-Time Scheduling. Scheduling stability is usually not
a problem in static and deterministic scheduling environ-
ments because the scheduling environment does not need to

be updated. However, in the real-time scheduling envi-
ronment, stability and robustness are important perfor-
mance indicators [21].

In the case of machine failure or absenteeism, the process
of rearranging due to delayed processing can be time-
consuming. In this study, a real-time scheduling method was
developed to deal with any time delay in a process. In ad-
dition, there are two main parameters affecting the reactive
power dispatching process. ,e first parameter is the time of
job delay, while the second parameter is the number of jobs
to be delayed [23]. With this real-time scheduling method, if
the remaining jobs are not rearranged, the jobs will be
rearranged only after this moment.

As described in Section 3.2, the time and process con-
straint matrix in the absence of uncertain factors is shown in
Table 1. It is assumed that machine m� 3 is delayed, the
delay time is K� 15, and the delay time is T� 20. Therefore,
the products on the third machine after 15 minutes of
product processing need to be rescheduled. Each group of
scheduling problems contains different processes. ,e
processes before 15 minutes are completed according to the
original schedule, where P represents the work to be pro-
cessed on the machine.

5. Results’ Analysis

,e improved simulated annealing algorithm was adopted
for optimization, and the constraint matrix in Tables 1 and 2
in Section 3 was simulated on MATLAB. Figure 2 shows the
Gantt chart of static assembly line scheduling. Figure 3
shows the Gantt chart of the rescheduling.

,e optimal solution for static scheduling is considered
in Figure 2, that is, the optimal solution for the makespan is
Cmax� 49. ,e results of production scheduling are shown
in Table 2. Table 2 illustrates the results of product sched-
uling and calculates the the makespan required for each
product on the mixed pipeline, where {x, y, z}, X and Y
denote the start and end time of process processing and Z
denotes the process. ,e results are the same as those of the
Gantt chart. Suppose that machine 3 fails in 15 minutes, it
takes 20 minutes to delay, resulting in a new scheduling
scheme, as shown in Figure 3, and the optimal solution is 56.
,e sequence and time interval of processing in the first 15
minutes remain unchanged. After 15 minutes, the makespan
of each machine is rescheduled. ,e results show that the
makespan of each machine is 56, 56, 45, 43, and 51. In
addition, we found that M1, M2, M3, M4, and M5 machine
tools on the same machine have a long working interval and
are in the state of waiting for processing. ,erefore, it will
cause waste of resources. ,e mathematical model described
in Section 2 is then implemented to determine the cost of the
processed product and the actual profit. ,e related cost and
profit data of the production scheduling are calculated, as
shown in Table 3.

Figure 4 shows the results of 500 consecutive iterations,
in which the red line is the result of real-time scheduling and
the blue line is the result of static scheduling. At the be-
ginning, the initial value of real-time scheduling is higher
than that of static scheduling, which is related to the increase
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of time. ,e two results basically find the optimal solution
within 50 times, and the trend of the curve is the same
because the mode of scheduling is unchanged, but increases
in time. In addition, the points on each line are the
scheduling process at that time. ,e curve shows the
annealing process of the optimization algorithm, and the
solutions of each cooling process are obtained by continuous
iteration. Because the realization of the simulated annealing
algorithm depends on the choice of parameters, different
optimal solutions appear in our scheduling process. ,e
probability of finding the optimal solution by counting
different results is shown in Table 4. Running 20 records the
results and calculates the probability of finding the optimal
solution. Among them, as can be seen from Table 4, the
optimal result of static scheduling is 49, and the probability
of occurrence is higher, but the value of the optimal solution
56 appears in real-time scheduling. In real-time scheduling,
the result of rescheduling depends on the result of the first
time, which leads to the diversity of rescheduling results.

5.1. Variable Hybrid Assembly Line Size. In order to explore
the reliability and validity of the improved simulated
annealing algorithm in multivariety and small-batch ap-
plications, we propose a scheduling scheme between dif-
ferent quantities of products and machines, using 4× 4,
5× 5, and 6× 6 small-scale scheduling and 10×10. ,e re-
sults of static scheduling, real-time scheduling, and non-
optimal scheduling are compared by the simulated
annealing algorithm. ,e statistical curves are shown in
Figure 4.

It can be seen from Figure 5 that, on the one hand, the
relationship between makespan and mixed pipelines of
different scales is positively correlated. ,e optimized
makespan increases slowly with the increase of the scale,
while the unoptimized makespan doubles with the increase
of the scale. On the other hand, the utilization efficiency of
the machine before optimization is obviously improved, and
the makespan of different scales is obviously improved.
Making span increases significantly when the scale is not
optimized from 6× 6 to 10×10. ,e possible reason is that
the processing time of the machine is irregular, and the
processing time of some processes may be longer than
before. In addition, the larger the scale of real-time
scheduling and static scheduling curves, the smaller the
difference of optimization results is because with the in-
crease of product types, the possibilities of arrangement and
combination among them increase. Increasing the pro-
cessing time of a certain stage alone will reduce the impact
on the optimization results.

Just as the above analysis, in the actual production
scheduling of enterprises, there are often unexpected events
such as unexpected inserts, withdrawals, and unexpected
events in the workshop. In this case, real-time scheduling is
of great significance. Real-time scheduling is essentially a
kind of rescheduling. Rearrangement must take into account
orders produced to half, so we use the computer system for
the workshop status. Real-time updating and regular ar-
chiving so that even if the computer system or program fails,

Table 1: Scheduling data.

Job
Process time Machine number

P1 P2 P3 P4 P5 M1 M2 M3 M4 M5
1 1 3 6 7 6 3 1 2 4 5
2 8 5 10 10 4 2 3 5 1 4
3 5 4 9 1 7 3 4 1 2 5
4 5 5 5 3 8 2 1 3 4 5
5 9 3 5 3 1 3 2 5 1 4

Table 2: Timing and resource constraints for rescheduling.

Constraints Machine 3 Job 1 Job 2 Job 3 Job 4 Job 5
Time requested — 1 5 5 5 9
Delay time 20 21 25 25 25 29
Process requested P1–5 P1 P2 P3 P4 P5
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Figure 2: ,e Gantt chart of the production scheduling.
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Figure 3: ,e Gantt chart of the rescheduling.
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the scheduling plan can be rearranged in time to achieve the
dynamic scheduling of the workshop and optimize the
subsequent production. Figure 3 is the rearrangement after
machine failure. Comparing the two Gantt charts, we can see
that, after machine 3 failure, the processing time of all kinds
of products on machine 3 has changed, and the scheduling
plan has been redesigned. We can also look forward to the
next step: according to the maintainability of the machine to
make a certain prediction of machine failure, if a machine is

predicted to be in trouble, then our program should also give
a backup response plan so that the workshop production site
can switch the better schedule in time.

Table 3: Scheduling results and makespan.

Job
Machine Makespan

M1 M2 M3 M4 M5 T
1 {1, 4, 2} {10, 19, 3} {19, 24, 1} {24, 34, 4} {35, 38, 5} 36
2 {0, 8, 4} {8, 14, 1} {14, 19, 2} {19, 20, 5} {22, 25, 3} 38
3 {0, 1, 3} {1, 6, 4} {8, 13, 1} {13, 22, 2} {24, 29, 5} 30
4 {6, 10, 2} {14, 21, 1} {29, 32, 3} {34, 38, 4} {38, 39, 5} 49
5 {13, 23, 4} {23, 30, 2} {30, 35, 1} {35, 41, 5} {41, 49, 3} 45
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Figure 4: Cooling schedule.

Table 4: Comparison of simulation running.

Comparison of
algorithms

Output

Average
evolution
generation

,e optimal
solution of the

objective
function

Probability
statistics (%)

No
optimization — 133.0 100

Static
scheduling 500 50.0 15

49.0 85

Real-time
scheduling 500

69.0 20
68.0 5
64.0 10
63.0 25
62.0 30
56.0 10
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Figure 5: Multiscales for the makespan.
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6. Discussions and Conclusions

Based on the dynamic, complex, multiconstraint, and
multiobjective characteristics of job-shop scheduling in
multivariety and small-batch production enterprises, this
paper proposes a dynamic job-shop scheduling model based
on the simulated annealing algorithm, which can meet the
characteristics of multivariety and small-batch production in
enterprises. Save the cost of the enterprise, and improve the
profit of the enterprise. Numerical examples and simulation
results of the hybrid model assembly line show that the
proposed simulated annealing algorithm can maintain the
excellent performance of the basic genetic algorithm and is
an efficient optimization algorithm with better search
performance.

To sum up, we must discuss the limitations of this study
and the content of future research. Firstly, the actual data of
production scheduling is limited. More evaluation of hybrid
assembly lines is needed in plant applications by specifying
the given parameters. Secondly, uncertain events such as
machine failure, number of new jobs, and cancellation of
existing jobs should be considered in energy-aware flexible
job shop scheduling problems. We plan to add an energy-
saving dynamic scheduling model in the future.
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No data were used to support this study.
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With the increasing pollution of the ecological water environment, the treatment of the ecological water environment has become
the focus of everyone’s attention. At present, there are many research results on water environment governance, but the effect is
not ideal. In order to effectively control the ecological water environment and promote sustainable economic growth, this research
combines artificial intelligence algorithms and applies them to the governance process to explore its application effects and its
impact on economic growth. First, the environmental sensor of the corresponding module is designed according to the water
environment factor, and the data of dissolved oxygen content, water temperature, turbidity, temperature and humidity, and
smoke concentration in the water environment are collected. -en the dynamic time-varying exponential smoothing prediction
method is used to predict water quality, and a water quality prediction model is established. -en use support vector machine
(SVM) to train the collected data samples, use the decision tree-based SVM classification method to classify the data samples,
establish a water quality evaluation model, and use particle swarm optimization algorithm to optimize the evaluation model. Put
the sensors and predictive evaluation models established in this research design into the governance of a certain river reach, and
collect relevant data from 7 : 00 to 18 : 00 on October 11, 2019. And predict and evaluate its water quality.-e experimental results
show that the average absolute error of predicting dissolved oxygen content is 0.97%, and the average absolute error of predicting
phosphorus content is 2.27%.-is shows that the application of artificial intelligence algorithms in the process of ecological water
environmental governance can effectively help collect effective information and make more accurate predictions and evaluations
of water quality, thereby improving governance efficiency and promoting sustainable economic growth.

1. Introduction

1.1. BackgroundSignificance. With the rapid development of
industry, a large amount of industrial sewage and domestic
wastewater has caused serious pollution to the water envi-
ronment, and the originally scarce water resources are facing
severe tests [1]. -e effects of some current water envi-
ronment treatment projects and sewage treatment facilities
are not satisfactory, which not only are unfavorable to the
sustainable development of the environment and economy
but also bring serious hidden dangers to the lives and health
of residents [2]. -erefore, the use of artificial intelligence
algorithms to monitor ecological water environment-related
data and propose scientific processing methods is of great

significance for improving the efficiency of water environ-
ment governance.

1.2. RelatedWork. As the treatment of water environmental
pollution is becoming more and more important, research
teams at home and abroad have carried out research and
discussion on it, and there are many achievements.
According to the characteristics of PPP project of urban
water environment treatment [3], an X established the basic
standard and demonstration standard, formed the govern-
ment compensation mode of PPP project of urban water
environment treatment, considered the economic benefits of
urban water environment treatment, and used game theory
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method to solve the incentive coefficient [4]. Although his
research is targeted, the source of his experimental data is
unknown. Chen et al. proposed a feasible method of using
SO2 (sulfite) to catalyze the oxidation of wastewater to
improve the removal rate of pollutants in the water envi-
ronment [5]. -eir research and experimental steps are too
complex, and it is very difficult to repeat the operation.
Muerdter et al. introduced the influence of plants on pol-
lutant removal performance and mechanism, including the
impact on total suspended solids, nitrogen, phosphorus,
toxic metals, hydrocarbons, pathogens, and emerging pol-
lutants in urban rainwater [6]. Although their research
analyzed the impact of plants on water pollution, they did
not propose direct treatment methods. Hashimoto et al.
studied the application of a new slurry type titanium dioxide
(TiO2) photocatalyst in the degradation of pesticides in
water, aiming to reduce the pollution of pesticide use on
rural domestic water [7]. -eir experimental procedures are
little confused, leading to the increase of experimental time
and cost.

1.3. Innovative Points in-is Paper. In order to improve the
efficiency of ecological water environment governance,
improve the status quo of ecological water environment, and
promote green growth of the economy, this paper conducts
in-depth research. -e innovations are as follows: (1)
According to the selected water environment factors, a series
of sensors with perfect functions are designed to collect the
timely data of dissolved oxygen content, water temperature,
turbidity, temperature and humidity, and smoke concen-
tration in the water environment. (2) -e water quality
prediction model is established by using the dynamic time-
varying index smoothing prediction method, which can
effectively predict the water quality and put forward the
corresponding treatment scheme as soon as possible. (3)-e
support vector machine (SVM) and SVM classification
method based on decision tree are used to train and classify
the data samples. -e water quality evaluation model is
established after the optimization of particle swarm opti-
mization algorithm, which can accurately classify the water
quality.

2. Artificial Intelligence and Ecological Water
Environment Governance

2.1. Artificial Intelligence Algorithm

2.1.1. Genetic Algorithm. Genetic algorithm imitates the
natural evolution process to find the optimal solution and
applies the principle of Darwinian evolution theory [8].
Before the calculation of the genetic algorithm, we need to
do some preparatory work [9]. Firstly, the decision variables
are coded, and the completeness, soundness, and non-
redundancy of the coding should be paid attention to
[10, 11].-en the fitness function is set to judge the quality of
individuals in the population. -e fitness needs to be
transformed into selection probability in a certain way, and
most of them are positive numbers. When the population is

set, the range of possible solutions of the model should be
roughly estimated to be as close as possible to the optimal
solution. When generating a certain number of individuals,
excellent individuals must be added to the initial population.

After the maximum iteration number, selection prob-
ability, crossover probability, and mutation probability are
set in advance, the iterative calculation can be started [12].
Firstly, the operators are selected randomly according to the
probability to retain the excellent genes. -en the crossover
operation is carried out. After pairing the chromosomes
selected in the previous step, a segment of genes at the same
position on the chromosome is randomly selected and ex-
changed to improve the searchability of genetic algorithm. In
order to obtain new high-quality genes that cannot be ob-
tained by cross operation, maintain population diversity,
and prevent local optimum, it is necessary to select gene
segments randomly for mutation. In order to maintain the
size of the population, retain the optimal individuals of the
original population, and prevent the loss of good individuals,
it is necessary to add insertion operator after each iteration.
Finally, the operation is stopped when the maximum
number of iterations is satisfied or the ideal solution is
reached.

Genetic algorithm (GA) searches the global optimal
solution in the form of string set, which has a strong ability
of optimization. GA evaluates individuals according to fit-
ness function, which is not limited by specific objective
function, and its application space is greatly expanded. GA
uses probability transition rules to know the search direction
and has the ability of self-organization, self-adaptive, and
self-learning, so it is very practical.

2.1.2. Simulated Annealing Algorithm. -e simulated
annealing algorithm simulates the physical process of the
solid in the molten state from gradually cooling to crys-
tallization and uses random simulated solid annealing to
solve the problem [13]. In the simulation process, the control
of algorithm progress depends on the cooling schedule [14].
Under certain control parameters, the algorithm slowly
cools down to zero, and the global optimal solution is
obtained.

In the simulated annealing algorithm, the initial state
should be selected as the current initial solution and the
initial temperature should be set. After initializing the pa-
rameters, the next adjacent state is generated to judge
whether the adjacent state is accepted or not and whether the
balance point is reached. If not, it is necessary to return to
generate the adjacent state until the balance is reached.
Determine whether the termination conditions are met. If
the requirements are not met, select a new temperature to
generate the adjacent state, and the operation can be ter-
minated if the termination conditions are met [15].

-e simulated annealing algorithm can accept the de-
teriorating solution to a certain extent and accept the trial
points that make the objective function value worse. -e
simulated annealing algorithm uses implicit parallelism
algorithm, which is suitable for searching complex regions
[16]. Only using the value of the objective function for
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optimization calculation can avoid the limitation of con-
tinuous differentiability. -e ability of global optimization
can be greatly improved by setting the definition domain
arbitrarily.

2.1.3. Particle Swarm Optimization Algorithm. -e particle
swarm optimization algorithm is based on the foraging
behavior of birds [17]. -e flight space of birds is the search
space of the problem. Each bird is an individual, and it is
converted into particles whose weight is ignored to represent
the feasible solution of the problem. -e optimization
process is similar to the population foraging process, and the
most abundant food found is the optimal solution [18].

When the particle swarm optimization algorithm is used,
first set the population size, search dimension, maximum
iteration times, algorithm accuracy requirements, search
range, and speed range [19]. -e initial population and
initial velocity are generated in the feasible region, the
number of iterations is set, and the vector of the first iter-
ation is determined according to the fitness value of different
individuals in the population. If the current iteration times
meet the preset accuracy requirements, the operation will be
terminated.

As a swarm intelligence algorithm, particle swarm op-
timization algorithm has the flexibility to adapt to the
changing system environment at any time [20]. It will not
affect the robustness of the whole problem solution because
of the failure of an individual. -e increase of the number of
individuals will not lead to the scalability of a large amount
of communication overhead, and the implementation of
individual execution time is relatively short [21, 22].

2.2. Ecological Water Environment Treatment Methods

2.2.1. Basic Principles of Ecological Water Environment
Treatment. At present, the treatment technology for eco-
logical water environment mainly includes three aspects:
controlling external pollution sources, controlling and
changing environmental conditions, and controlling ab-
normal growth of algae [23]. -e control of external pol-
lution sources can reduce the content of phosphorus by
reforming the sewage pipe network, dephosphorization, and
denitrification treatment of sewage and also can carry out
dredging, nutrient passivation, sedimentation flocculation,
and adjusting the ratio of nitrogen and phosphorus of lake
water. In order to control and change the environmental
conditions, the nutrient content in water can be reduced by
introducing clean water, and the growth and accumulation
of algae will be destroyed by using the flowing water. In
order to control the abnormal growth of algae, chemical
killing and flocculant can be used, and manual harvesting
can also be used to remove the algae.

When carrying out ecological restoration of water en-
vironment, it is necessary to understand that ecological
restoration is the restoration of biodiversity, ecosystem
structure, and function, which is obviously different from
bioremediation [24]. Ecological restoration focuses on the
restoration of the whole ecosystem, while bioremediation

focuses on the use of aquatic organisms to reduce pollutants
in water. -e ecological restoration of water environment
needs to repair the water environment and the self-recovery
ability of the ecosystem, which must be realized by restoring
or constructing submerged plant communities [25].

-e key to water eutrophication restoration is to control
phytoplankton and enhance water permeability. According
to the classical biological regulation theory, increasing the
number of carnivorous fish can form a balance in the aquatic
ecological environment, thus enhancing the water perme-
ability. In particular, macrocladoceran zooplankton can
directly control the number of phytoplankton and create
favorable environmental conditions for the restoration of
submerged macrophytes.

According to the theory of steady-state transition of
phreatic lakes, there are two kinds of states that can be
transformed into each other, the turbid water state domi-
nated by phytoplankton and the clear water state dominated
by submerged macrophytes. Under the condition of
changing environment, eutrophic muddy water can be re-
stored to clear water state [26]. And the fundamental way to
control eutrophication and purify water quality is to restore
a complete water ecosystem with submerged plant com-
munity as the core.

2.2.2. New Measures for Ecological Water Environment
Control. Domestication of algae eating insects: excessive
discharge of nitrogen and phosphorus will continue to in-
crease the number of algae in the water, and the proliferation
and growth of algae will damage the original ecosystem and
the self-purification capacity of water body. In the short
term, the technology of domesticating algae eating insects
can be used to phagocytize the excessive algae in water body
and improve the transparency of water body. Algae eater is a
large cladocera zooplankton; after artificial domestication, it
will feed on algae and rotten debris in the water [27]. To use
this technology, different treatment methods should be
adopted in three periods. Firstly, the domesticated algae
eating insects should be used to devour the algae in the water
body, reduce the turbidity of the water body, promote the
growth of submerged plant communities, and form a new
ecological balance. After that, submerged plant communities
were constructed to oxidize and decompose suspended
solids into minerals. -e increase in oxygen content can also
promote the reproduction of bottom microorganisms. Fi-
nally, in the long run, the ecosystem composed of submerged
plants can promote the deposition of phosphorus in the
water, eliminate the excess nutrients in the water body, and
cultivate appropriate amount of underwater acoustic ani-
mals which can transform the nutrition of water body into
edible animal protein, making the water quality cleaner.

In order to construct underwater forest, a healthy aquatic
ecosystem with submerged plants as the core must be
established. Submerged plants are the basis for the main-
tenance of water biodiversity and have important envi-
ronmental value and strong water purification function.
First of all, aquatic plants can remove a large number of
nitrogen and phosphorus substances in the water area and
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improve the self-purification ability of water area [28]. In
addition, submerged plants can create living environment
for other aquatic plants, so the rational utilization and
protection of submerged plant resources is an important
node to ensure the ecological balance of aquatic plants. -e
main environmental factors affecting submerged macro-
phytes include light intensity, nutrient content, water sed-
iment, suspended solids, and water environment
temperature [29].

Microporous aeration technology: sufficient dissolved
oxygen is needed for the survival of microorganisms. -e
microorganisms mentioned here are mainly aerobic mi-
croorganisms. Aeration can effectively improve the dis-
solved oxygen in the water, oxidize the organic matter in the
water with oxygen, then convert it into inorganic matter,
improve the aerobic environment of the water area, restore
the original microbial community, and change the original
water environment through mechanical functions such as
collision and mixing, so as to make the oxygen distribution
uniform in the water area and reduce the occurrence of
water pollution.

2.3. Environmental Sensors

2.3.1. Sensor Data Acquisition Strategy. When the wireless
sensor monitors the environmental data, the interval time of
data collection is always the same, because this method is
very simple. It only needs to set a fixed time interval in the
sensor terminal node. In this way, the data will be collected
every other period of time and finally transmitted to the
server [31]. However, this method does not consider that the
speed of data change is different at different times. If the data
are collected only in the same time interval, the average
information of data will be reduced. Moreover, the length of
interval time will directly affect the acquisition results: being
too short will lead to data redundancy, and being too long
will lead to information loss. -erefore, when using sensors
to monitor the environment, we must design a reasonable
data acquisition strategy to effectively collect key informa-
tion and reduce the number of sensor data acquisition and
transmission.

Adaptive frequency conversion data acquisition strategy
plays an important role in environmental monitoring, and
the change of collected data can be roughly estimated by
judging the change trend of data. Based on the univariate
linear regression model, the data acquisition interval can be
adjusted adaptively [32]. However, the efficiency of the
strategy for data acquisition is not high, and the algorithm is
complex and time-consuming.

Data acquisition based on data correlation is a method
for continuous and long-term data acquisition. -e data
collected by sensors arranged in the environment are cor-
related. In a short time, the data collected by the same sensor
are correlated in time, and the data collected by adjacent
sensors at the same time are also spatially correlated. Among
the existing sensor data collection methods based on data
correlation, some of them cannot flexibly expand the scale of
wireless sensor networks. In addition, because the method is

relatively simple, the amount of data collection and trans-
mission is still too large to greatly reduce the data load of
wireless sensor networks [33]. -erefore, the sensor data
acquisition based on data correlation needs to design a
distributed data acquisition method consistent with the
reasonable and effective data correlation model, so as to
ensure the quality of collected data and reduce the energy
consumption of sensor nodes as much as possible [34].
Finally, it meets the requirements of flexible adaptability and
excellent scalability.

2.3.2. Selection of Water Environmental Factors. In the
detection of water environment, the water environmental
factors that need to be detected are clearly specified in
relevant laws and regulations, which are mainly divided into
underwater environmental factors and aquatic environ-
mental factors.

Underwater environmental factors include dissolved
oxygen, water temperature, pH, and turbidity [35]. Dis-
solved oxygen is the content of oxygen dissolved in water in
molecular state. -e content of dissolved oxygen in water is
related to many factors. It not only provides the necessary
oxygen for fish andmicroorganisms to survive but also is the
detection parameter of water environmental quality. Water
temperature can affect most of the chemical and physical
properties of water, which is an important indicator of water
quality. pH affects not only the growth of organisms in water
but also the chemical and biological reactions in water.
Turbidity is used to indicate the degree of turbidity in water
environment. It is a measure of the scattering and absorption
capacity of water to light. It is related to the quantity, size,
and refractive index of particles in water.

-e water environment does not only refer to the water
area, and the aquatic environmental factors may also have a
great impact on the water environment. -erefore, when
testing the water environment, the influence of the water
environment factors on the aquatic environment must be
considered, such as smoke concentration, temperature and
humidity, and light [36]. Smoke is one of the standards to
detect air pollution, which is harmful to human health and
the survival of animals and plants. -e change of water
temperature has a direct impact on water temperature, and
the change of surface water temperature will delay the
change of air temperature. -e change speed of the water
temperature is slower than that of the air, and the tem-
perature difference between the surface water temperature
and the deep-water temperature becomes larger when the
temperature changes violently. Most aquatic organisms are
variable temperature organisms, which are sensitive to the
changes in external temperature and water temperature. If
the temperature difference changes greatly, it will have a
great impact on the thermophilic organisms and the quality
of the water environment. In daily life, if the humidity in the
air is too high, the bacteria are easy to reproduce, especially
in the places close to the water environment, and the quality
of the water environment will decline. -erefore, the col-
lection of humidity factors is particularly important. -ere
are two main types of oxygen in water, one is dissolved
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oxygen in the air of water, and the other is dissolved oxygen
in water after photosynthesis of aquatic plants. In order to
supplement the dissolved oxygen content in water, aquatic
plants need sufficient light for photosynthesis, so illumi-
nation is also one of the important factors [37].

3. Experiments on Intelligent Algorithm
Model of Ecological Water
Environment Management

3.1. Sensor Module Design. In this study, the dissolved ox-
ygen sensor with a coated electrode was used to collect the
dissolved oxygen data. -e potential difference between the
anode and cathode of the sensor produces a reduction re-
action, which is directly proportional to the concentration of
dissolved oxygen. Because the output current of the dis-
solved oxygen sensor is very small, it is necessary to use
operational amplifier circuit and use core processing module
for data conversion.

-e water temperature sensor used in this study is a
stainless steel packaged digital sensor, which adopts a unique
single bus data structure and has the advantages of small size,
high sensitivity, and high anti-interference ability. -e
working power supply voltage of the sensor is about 5V, and
the temperature range that can be measured is −15°C∼110°C.
Put the probe part of the sensor into the water directly; the
sensor can directly transmit the digital signal to the core
MCU.

In this study, TS type turbidity sensor is used to collect
turbidity data, and the light penetration is calculated by
refraction of transistor and optical diode to a specific
wavelength, so as to detect turbidity in water environment,
and then the output current signal is converted into voltage
signal.-e working voltage of the sensor is about 5V and the
working current is less than 25mA. It has the advantages of
small volume and low price.

In this study, MQ-2 smoke sensor is used to collect
smoke concentration data. Different concentrations and
different types of gases have their corresponding resistance
values. -e change of conductivity is converted into the
change of voltage so that the smoke concentration and
voltage change show a linear relationship. -e module has
the advantages of high stability, high sensitivity, and wide
detection range.

In this study, the composite digital sensor with pro-
fessional temperature and humidity sensing technology is
selected to collect the temperature and humidity data, which
can accurately calibrate the data and ensure the reliability
and stability of the sensor at a high level. -e temperature
measurement range is −5∼45°C, the accuracy error is about
2°C, the humidity measurement range is 15∼95% RH, and
the accuracy error is about 3%.

3.2. Establishment ofWaterQuality PredictionModel. In this
study, the dynamic time-varying exponential smoothing
prediction method is used to predict the water quality. -e
exponential smoothing method overcomes the problem of
insufficient prediction space, makes up for the shortcomings

of incomplete consideration of data, fully considers the
impact of data development trend on future data changes,
and realizes the prediction in an average way. -e basic
formula of exponential smoothing method is

Gt � βQt +(1 − β)Gt−1 � Gt−1 + β Qt − Gt−1( , t � 1, 2, . . . , n.

(1)

Among them, Gt, Gt−1 are the exponential smoothing
average at time t and time t− 1, respectively, Qt is the
measured value in time t, β is the smoothing coefficient, and
the range is between [1, 2].

-e exponential smoothing method can be classified
according to the smoothing times. In this study, the qua-
dratic exponential smoothing method is used, which is
suitable for the series with parabolic linear trend. -e
smoothing value formula and prediction formula are shown
in formulae (2) and (3), respectively:

G
(1)
t � βxt +(1 − β)G

(1)
t−1,

G
(2)
t � βG

(1)
t +(1 − β)G

(2)
t−1,

⎧⎨

⎩ (2)

x
⌢

t+T � dt + et · T + ft · T
2
. (3)

Among them, G
(1)
t , G

(1)
t−1, G

(2)
t , G

(2)
t−1 are the first expo-

nential smoothing average of t period and t− 1 period and
the second exponential smoothing average of t period and
t− 1 period; x

⌢

t+T is the prediction value of t + T period; β is
the smoothing coefficient; dt, et, ft are the parameters of
related model.

When using the exponential smoothing method, at-
tention should be paid to the determination of initial value
and smoothing coefficient, which have great influence on the
accuracy of prediction. -e common method is to take the
measured value of the first phase as the initial value, and the
value range of smoothing coefficient is 0.3∼0.5.

3.3. Establishment of Water Quality Evaluation Model. At
present, the water quality evaluation methods include
comprehensive pollution index method, Ross water quality
index method, and brown water quality index method. With
the wide application of artificial intelligence algorithm, water
quality evaluation model also presents diversification. In this
study, SVM is used to train data samples, and SVM clas-
sification method based on decision tree is used to classify
data samples. -e optimal classification discriminant
function of the training set is shown in formula (4):

g(x) � sgn 
i

i−1
rimi xi, xj  + n⎡⎣ ⎤⎦, (4)

wheremi is the Lagrange multiplier, xi is the sample vector, ri
is the classification identifier, and n is the classification
threshold.

-e particle swarm optimization algorithm is used to
optimize the parameters of SVM, and the optimization
process is shown in Figure 1.

As shown in Figure 1, the initial population and initial
speed are generated in the feasible region, the number of
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iterations is set, and the first iteration vector is determined
according to the fitness values of different individuals in the
population. Update the speed of the individual and the
optimal position in the global history, and terminate the
operation if the current iteration number reaches the preset
accuracy requirement.

4. Discussion on the Application of Intelligent
Algorithms and Its Impact on
Economic Growth

4.1. Sensor Data Acquisition Results. -e sensor designed in
this study is used to collect the data of dissolved oxygen,
water temperature, turbidity, temperature and humidity,
and smoke concentration in a river section. -e collection
period is from 7 : 00 to 18 : 00 on October 11, 2019, and the
data are recorded every 1 h.

As shown in Table 1, during the period from 7 : 00 to 18 :
00 on October 11, 2019, the changes of dissolved oxygen
content, water temperature, turbidity and temperature, and
humidity of the reach are not particularly obvious, and the
change of smoke concentration is more obvious. With the
change of the ambient temperature, the water temperature
will also change accordingly. -e ambient temperature
reaches the highest value of 17.2°C at 13 : 00, while the water
temperature reaches the maximum of 15.7°C at 18 : 00. -e
content of dissolved oxygen showed a U-shaped trend, and
the content was the lowest at noon. Turbidity and humidity
were the lowest at 13 : 00 noon. -e smoke concentration
fluctuated and peaked at 9 : 00, 13 : 00, and 18 : 00, whichmay
be due to the increase of the number of vehicles in the
morning and evening peak, and the automobile exhaust
aggravates the environmental pollution, which makes the
current smoke concentration increase.

4.2. Application andAnalysis ofWater Quality Prediction and
Evaluation Model

4.2.1. Water Quality Prediction Results. -e water quality
samples of the river section from October 11 to 20, 2019, are
collected, the data are calculated by quadratic exponential
smoothing, and the smoothing coefficient is 0.5. -e dy-
namic time-varying exponential smoothing prediction
model was used to predict the dissolved oxygen content of
the reach from October 21 to 30, and the results were
compared with the actual detection results. -e results are as
follows.

As shown in Figure 2, the residual errors of the dynamic
time-varying exponential smoothing prediction model are
0.18, −0.21, 0.171, −0.11, −0.15, 0.241, 0.123, −0.18, 0.214, and
0.187, respectively, with an average absolute error of 0.97%.
In order to further verify the prediction ability of the model,
the phosphorus content of the same water sample was
predicted. -e results are as follows.

As shown in Figure 3, the residual errors of the dynamic
time-varying exponential smoothing prediction model are
0.0021, −0.0051, 0.019, 0.001, 0.012, 0.0098, 0.0123, −0.0087,
0.0107, and 0.0109, respectively, with an average absolute
error of 2.27%. Although there are some unavoidable errors,
the model still has high prediction ability, which can provide
scientific data for the treatment of water environment.

4.2.2. Water Quality Assessment Results. Using the water
quality evaluation model established in this study, the above
water quality parameters and the results based on dynamic
time-varying index smoothing prediction are normalized,
and then the parameters are optimized by particle swarm
optimization algorithm. -e results are as follows.

As shown in Figure 4, the water quality can be divided
into five categories through the water quality evaluation
model, and there is no phenomenon of misclassification and
leakage. Moreover, the classification speed is very fast, and
the training time is also a lot. After the classification, the
decision function can be obtained by training, and the water
quality of the samples can be corresponding to the corre-
sponding water quality categories.

4.3. Impact on Economic Growth. Ecological water envi-
ronment and economic growth are complementary. Relying
on the economic growth of the secondary industry will bring
irreversible pollution to the water environment. While de-
veloping the economy, we must pay attention to environ-
mental protection. -e scientific treatment method of water
environment based on artificial intelligence can effectively
improve treatment efficiency [38]. In a short period of time,
the polluted water environment will be treated to prevent
water environment pollution that has not yet appeared but
may occur and promote sound and rapid economic de-
velopment while protecting the water environment.

Initialization parameters

Randomly generated population

Calculate fitness

Looking for Pbest and Gbest

Update the speed and position of particles

Meet termination
conditions

Output results

N

Y

Figure 1: Flowchart of particle swarm optimization algorithm.
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Table 1: Measured data of sensors.

Time DO mg/l Water T °C Turbidity % T °C Humidity % Smoke C ppm
7 : 00 9.3 14.8 3.7 15.7 41.2 229
8 : 00 9.2 14.8 3.8 15.9 41.0 301
9 : 00 9.0 14.9 3.7 16 39.8 318
10 : 00 9.0 15.3 3.4 16.3 39.9 268
11 : 00 8.9 15.4 3.3 16.8 38.6 254
12 : 00 8.9 15.5 3.5 17 37.9 281
13 : 00 8.9 15.6 3.2 17.2 37.1 305
14 : 00 9.0 15.5 3.4 17.2 38.5 299
15 : 00 9.1 15.3 3.5 16.9 38.2 264
16 : 00 9.1 15.3 3.6 16.6 38.9 237
17 : 00 9.0 15.6 3.6 16.8 39.3 223
18 : 00 9.2 15.7 3.5 16.9 40.2 314
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Figure 2: Prediction results of dissolved oxygen content.
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Figure 3: Prediction results of phosphorus content.
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Figure 4: Classification of water quality samples.
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5. Conclusions

-e task of ecological water environment management
cannot be completed overnight. It needs to be carried out
from three aspects: controlling external pollution sources,
controlling and changing environmental conditions, and
controlling the abnormal growth of algae. In the treatment
process, the collection and analysis of water environment
factor data are directly related to the treatment effect. Timely
and accurate data help to make reasonable and scientific
decisions.

-e sensor designed in this study can collect effective
information and provide timely feedback, providing sci-
entific data for water quality prediction models and water
quality evaluation models. Accurately predict and evaluate
water environment-related data to make scientific decisions,
improve water environment management efficiency, and
save manpower and material resources.

Due to the limited time and knowledge, the design of
water environment sensor in this study is too simple to
consider the problem of energy consumption and damage in
the process of using. When establishing the prediction
model, this study only predicted the content of dissolved
oxygen and phosphorus in the water, but the composition of
the elements in the water is complex, and it is not enough to
predict these two alone. In the next step of the research work,
we will predict as many water quality indicators as possible.

Data Availability

-e data underlying the results presented in the study are
available within the manuscript.
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*is paper analyzes the agglomeration level and agglomeration effect of 8 subindustries of equipment manufacturing industry and
26 prefecture-level cities in the Yangtze River Delta (YRD). From the perspective of industry, the agglomeration change trend of 8
subsectors of equipment manufacturing industry from 2006 to 2016 in the Yangtze River Delta Urban Agglomeration (YRDUA) is
analyzed. From the perspective of cities, the spatial differences of equipment manufacturing agglomeration degree in 26 pre-
fecture-level cities in the YRDUA are discussed. By using CES production function, the agglomeration effect of equipment
manufacturing agglomeration is studied. *e results show that the YRDUA has formed an agglomeration pattern of equipment
manufacturing industry, with Shanghai as the core, and Hefei, Hangzhou, Suzhou, and Nanjing as the auxiliary cities, and the
overall agglomeration effect in the region is relatively obvious.

1. Introduction

Equipment manufacturing industry is the focus of imple-
menting the strategy of manufacturing power, and it is also
the key to effectively improve the global competitiveness.
*ere are obvious regional differences in the development
level of China’s equipment manufacturing industry, which is
showing a stair-like declining feature from the east to the
west [1]. So, clearly dividing the spatial distribution of
equipment manufacturing industry in urban agglomeration
is helpful to put forward the industrial development strategy
[2]. *e Yangtze River Delta Urban Agglomeration
(YRDUA) is an important equipment manufacturing base in
China with convenient transportation and superior geo-
graphical position. In the 13th Five-Year (2016–2020) Plan
for Promoting the Development of High-end Equipment
Manufacturing Industry in Shanghai, it is proposed to grasp
the trend of high-end, intelligent, independent, open, ser-
vice-oriented equipment manufacturing industry, promote
industrial agglomeration development, and give full play to

the agglomeration radiation and leading role of industrial
bases. Zhejiang, Jiangsu, and Anhui have also released their
13th Five-Year Development Plans for the Equipment
Manufacturing Industry. However, the status of the
equipment manufacturing industry in the YRDUA is
gradually declining. Although the industrial scale is still
expanding, the performance is lower than the national av-
erage level [3]. At the same time, the distribution of
manufacturing enterprises in the YRDUA is unbalanced.
With the change of geographical distance, the spatial ag-
glomeration trend is strong first and then weak [4].

According to the Yangtze River Delta Urban Agglom-
eration Development Plan approved by the State Council,
the YRDUA covers 26 cities, including Shanghai, Nanjing,
Wuxi, Changzhou, Suzhou, Nantong, Yancheng, Yangzhou,
Zhenjiang, Taizhou (in Jiangsu Province), Hangzhou,
Ningbo, Shaoxing, Huzhou, Jiaxing, Jinhua, Zhoushan,
Taizhou (in Zhejiang Province), Hefei, Wuhu, Ma’anshan,
Tongling, Anqing, Xuancheng, Chizhou, and Chuzhou.
With the YRDUA regional integration rising as a national
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strategy, what are the changes in the development status and
trend of equipment manufacturing industry in the Yangtze
River Delta? Taking the YRDUA as the research object, this
paper makes an empirical study on the agglomeration degree
and effect of the equipment manufacturing industry in the
region and, thus, to comprehensively grasp the development
process, agglomeration trend and agglomeration effect of the
equipment manufacturing industry in the YRDUA.

2. Analysis on the Agglomeration Level

*e YRDUA is the frontier of China’s economic develop-
ment, accounts for only 2.3% of China’s total area, with a
population of 225million, and contributes about a quarter of
the China’s GDP. *e equipment manufacturing industry is
more mature in this area than the rest of China. *e ag-
glomeration level of equipment manufacturing industry in 8
subsector industries and 26 prefecture-level cities in the
YRDUA has been studied in this paper.

2.1. Method. Generally, many methods have been adopted
to measure the degree of industrial agglomeration [5], such
as EG index [6], location entropy, industry concentration,
and spatial Gini coefficient [7], and Lin and Zhu [8] used EG

index and CRn to calculate the agglomeration degree of
manufacturing industry. In addition, Xu and Chen [9]
used longitude and latitude coordinates to study the
manufacturing agglomeration phenomenon of China’s
manufacturing enterprises; Sun and Zhang [10] calculated
the agglomeration level of China’s high-tech manufacturing
industry based on the standard deviation ellipse method of
spatial statistics.

Considering the accuracy of industrial agglomeration
measurement, this paper selects the geographic concentra-
tion index established by Ellison and Glaseser [11]. On the
one hand, based on the time span from 2006 to 2016, this
paper analyzes the agglomeration trend of the equipment
manufacturing industry in the YRDUA in 11 years; on the
other hand, the spatial differences of the agglomeration
degree of the equipment manufacturing industry have also
been studied in 2016 in terms of 26 prefecture-level cities in
the YRDUA.

Suppose that there are N enterprises in an industry of an
economy (country or region), and the economy is divided
into M geographical regions, and the N enterprises are
distributed in M regions. *e calculation formula of in-
dustrial geographic concentration index established by
Ellison and Glaeser is as follows:
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H is the Herfindahl index, which indicates the size
distribution of enterprises in the industry based on the
number of employees, in which N refers to the number of
enterprises in the industry and X represents the total market
size.
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where zj represents the market share of enterprises j and xj
represents the scale of enterprise j. *e larger the EG index
is, the higher the degree of industrial agglomeration is, and
vice versa.

2.2. Data. *e clustered sample data of equipment
manufacturing industry are selected from the Statistical
Yearbook of 26 prefecture-level cities in the Yangtze River
Delta Urban Agglomeration and the Shanghai Statistical
Yearbook, Zhejiang Statistical Yearbook, Anhui Statistical
Yearbook, and Jiangsu Statistical Yearbook, from 2007 to
2017. Due to the adjustment of the National Economic
Industry Classification in 2012, the transportation equip-
ment industry was divided into automobile manufacturing
industry and railway, shipping, aerospace, and other
transportation equipment manufacturing industry. In order
to ensure the accuracy of the analysis, this paper divides the
data of 11 years into two periods of 2007–2012 and

2013–2017 and calculates them, respectively. In addition, the
distribution of employees in the statistical yearbook has not
been indicated, so it is replaced by the number of enterprises
and the total number of employees.

2.3. Evaluation Results of Agglomeration. According to the
industrial geographic concentration index formula proposed
by Ellison and Glaeser, the geographic concentration index
of equipment manufacturing industry in the YRDUA in 11
years is calculated, as shown in Figure 1.

Elision and Glaeser believe that the geographical con-
centration index (c) can be divided into the following three
situations:

(a) c> 0.05, the high industrial agglomeration in the
region

(b) 0.02≤ c≤ 0.05, the uniform industrial distribution in
the region

(c) c< 0.02, the low industrial agglomeration in the
region

According to the abovementioned criteria, we classify the
geographical concentration index of the eightmajor equipment
manufacturing industries in 2016, as shown in Table 1.

*e average and median of geographic concentration
index in 2006, 2010, 2014, and 2016 are calculated for the
purpose of understanding the change trend of
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agglomeration degree of equipment manufacturing industry
in the YRDUA, and the result is as shown in Table 2.

From abovementioned table and figure, we can see that,
first, the equipment manufacturing industry in the whole
Yangtze River Delta urban agglomeration has a relatively

high degree of agglomeration and formed a certain scale in
the 11-year time span. However, the degree of agglomeration
has been declining in a straight line (the average value
decreased from 0.59 to 0.21) in the first 6 years, and it has a
slow upward trend and gradually stabilized (the average
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0
2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

Manufacture of metal products
Manufacture of general-purpose
machinery
Manufacture of special-purpose
machinery
Manufacture of transportation
equipment
Manufacture of automobiles

Manufacture of railroad, marine, aerospace,
and other transportation equipment 
Manufacture of electrical machinery
and equipment
Manufacture of computer, communications,
and other electronic equipment 
Manufacture of measuring
instrument 

Figure 1: Geographical concentration index of equipment manufacturing industry (2006–2016).

Table 1: Classification of agglomeration degree of equipment manufacturing industries (2016).

Industry and industry code Geographic concentration index

c> 0.05 (6 industries)

Manufacture of metal products (C33) 0.1014
Manufacture of automobiles (C36) 0.2646

Manufacture of railroad, marine, aerospace, and other transportation
equipment (C37) 0.8138

Manufacture of electrical machinery and equipment (C38) 0.1004
Manufacture of computer, communications, and other electronic

machinery (C39) 0.5169

Manufacture of measuring instrument (C40) 0.1515
0.02≤ c≤ 0.05 (2
industries)

Manufacture of general-purpose machinery (C34) 0.0423
Manufacture of special-purpose machinery (C35) 0.0475

c< 0.02 (0 industry)
Note: c denotes the geographical concentration index.
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value increased from 0.21 to 0.25) in the last 5 years. *is is
due to the rise of information technology and the Internet
and higher value-added industries emerged, such as ro-
botics, VR and AR technology, andmaterial gene technology
in the past 10 years. In contrast, the equipment
manufacturing industries have the features of low added
value, low technology, and weak competitiveness of prod-
ucts. So, with the rise of manufacturing industry in the
central and western regions, Bohai Rim, and other urban
agglomerations, the equipment manufacturing industry in
the YRDUA has been transferred outward in a gradient way.

Second, the decline rate of transportation manufacturing
industry was as high as 80% in the period of 2006–2011,
followed by metal, general, and instrument manufacturing
industries with a decline rate of about 70%.*e main reason is
that the enterprises of these industries were small in scale, and
they were prone to the dispersing and duplicating investments
which affect the degree of agglomeration to a certain extent.
Moreover, the national industry classification standards have
been adjusted since 2012, and then, the railway, shipping, and
aerospace manufacturing industries have been significantly
increased by 35%, mostly benefitted from very high attention
and the strong policy support given by the government.
Meanwhile, the other industries are still in a downward trend,
but the decline is not so sharp and tends to be stable.

*irdly, it has an obvious agglomeration effect and relatively
intensive distribution of the equipment manufacturing industry
in the YRDUA in 2016. *e number of industries whose
geographical concentration index is greater than 0.05 is more
than 75%, while the number between 0.02–0.05 is less than 20%.
It can be seen that the geographical advantages, rich resources,
and government cultivation in the region have played a key role.
However, at the same time, the equipment manufacturing in-
dustry in various subsectors is also more differentiated. Among
them, the concentration degree of shipbuilding and aerospace
manufacturing is the highest, which is 0.81, while the concen-
tration degree of general and special equipment manufacturing
is only 0.04, which also reflects the relatively average distribution
of capital-intensive manufacturing industries in the YRDUA. In
addition, the computer, communication, and other electronic
equipment manufacturing industries and automobile
manufacturing industries are also highly concentrated and
consistent with the reality that the YRDUA is focusing on the
development of high-tech industries represented by information
industry and transportation rail industry.

After 10 years of development, the agglomeration of
equipment manufacturing industry in the YRDUA has taken
shape basically. *e agglomeration degree distribution of the 8
major equipment manufacturing industries in the subdivided
cities of the YRDUA in 2016 is shown in Table 3 and Figure 2.

According to the abovementioned data, it can be seen that,
first, the agglomeration and distribution of equipment
manufacturing industry in YRDUA have distinct hierarchy.*e

east, north, and south are relatively concentrated, while the
middle and west are relatively scattered. *erefore, the regional
agglomeration of the YRDUA can be divided into four levels.
*e top level is Shanghai, as the key development city of the
equipment manufacturing industry in the YRDUA, which
contains the largest number of equipment manufacturing in-
dustries and has a high degree of agglomeration. *e second
level is Nantong,Hefei, Taizhou, andYancheng.*edistribution
of equipment manufacturing industry in these four cities is
relatively concentrated, including four industries, only second to
Shanghai. *e third level is Zhenjiang, Tongling, Nanjing,
Yangzhou, Shaoxing, andHangzhou.*ese six cities only have a
high degree of agglomeration in two or three industries which all
have a great influence.*e fourth level is Zhoushan,Ma’anshan,
Taizhou, and other cities; the rest of these cities only occupy a
large proportion in one industry, and most of them are adapted
to local conditions and have certain regional characteristics.

Second, the provinces and cities in the YRDUA have
formed different advantageous industries, and the character-
istics of regional division of labor have emerged in the process
of agglomeration. Shanghai mainly focuses on automobile and
computer manufacturing industries and has developed a rel-
atively complete industry chain and industrial layout of civil
aviation, such as the R&D center of Zhangjiang, COMAC,
CAAC, and Aviation Industry Group. Electrical machinery,
instrument, and meter manufacturing industries have a high
concentration degree in Jiangsu Province, and these industries
belong to the traditional heavy chemical and equipment in-
dustries. Zhejiang Province mainly focuses on railway, aero-
space, and general manufacturing industries, which reflect that
Zhejiang Province has made full use of geographical resources
to develop key advantageous industries. Alsp, Hefei is the best
developed city in Anhui Province, with a number of leading
enterprises in AI industry, such as iFLYTEK and Xinhua.

3. Analysis on the Agglomeration Effect

On the basis of the analysis of the present situation of ag-
glomeration, many scholars have carried out further extended
research. To cultivate new momentum for economic growth,
the YRDUA should pay more attention to the agglomeration
effect of high-endmanufacturing industries [12]. Xu andWang
[13] believe that the positive synergistic effect of manufacturing
agglomeration and technology introduction has a weak neg-
ative impact on green innovation performance. Liang and
Cong [14] found that the effect of manufacturing agglomer-
ation on the growth of total factor productivity in central cities
was not obvious. In this paper, CES production function is
selected to quantitatively measure the agglomeration effect of
each subdivision of equipment manufacturing industry in the
YRDUA, thus to find the change of its agglomeration effect
from 2006 to 2016 and judge the agglomeration effect of
equipment manufacturing industry in the region.

Table 2: Average and median of industrial geographic concentration index.

Year 2006 2010 2014 2016
Average 0.59367 0.22983 0.24165 0.2548
Median 0.4822 0.1935 0.1528 0.12645
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Figure 2: Continued.

Table 3: *e main regional distribution of equipment manufacturing industry.

Industry
code Main regional distribution (agglomeration degrees)

C33 Wuxi (1.14), Nantong (1.13), Zhenjiang (1.02), Taizhou (Jiangsu province) (1.93), Zhoushan (2.47), and Ma’anshan (1.05)
C34 Shanghai (1.49), Nantong (1.04), Yancheng (1.42), Huzhou (1.05), Hefei (1.43), Tongling (1.03), and Anqing (1.07)
C35 Shanghai (0.79), Taizhou (Jiangsu province) (0.97), Yancheng (0.84), and Yangzhou (0.88)
C36 Shanghai (2.25), Nanjing (1.16), Yancheng (1.08), Shaoxing (1.07), and Tongling (1.46)
C37 Taizhou (Jiangsu province) (2.21), Taizhou (Zhejiang province) (10.96), and Hefei (1.21)

C38 Wuxi (1.23), Changzhou (1.46), Nantong (1.34), Yangzhou (1.72), Zhenjiang (1.38), Taizhou (Jiangsu province) (1.05),
Hangzhou (1.01), Shaoxing (1.02), Jiaxing (1.16), Ma’anshan (1.93), and Tongling (1.65)

C39 Shanghai (1.70), Nanjing (1.24), Suzhou (2.22), and Hefei (1.14)

C40 Shanghai (1.03), Nanjing (1.82), Nantong (2.89), Yancheng (1.07), Yangzhou (3.18), Zhenjiang (2.47), Taizhou (Jiangsu
province) (1.4), Hangzhou (1.45), Ningbo (1.17), and Hefei (1.35)
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3.1. Measurement Methods. *e production function is se-
lected to measure the agglomeration effect of eight equip-
ment manufacturing industries in the YRDUA (represented
by H), where P represents the profit earned by the industry,
Q represents the total production value of the industry, K
represents the net value of fixed assets of the industry in a
certain year, β represents the profit elasticity of output, and c

represents the profit elasticity of fixed assets occupation. See
equations (3)–(5) for details.

W � AQ
β
L

c
, (3)

P � AQ
β
K

c
, (4)

h �
(1 + c)

(1 − β)
. (5)

3.2. Data. According to the relevant data selected from China
Industrial EconomyYearbook, from 2006 to 2016, and Statistical
Yearbook of Shanghai, Jiangsu, Zhejiang, and Anhui, the total
industrial output value, total profit, and net fixed assets of the
equipment manufacturing industry can be obtained. Addi-
tionally, the country began to adopt the new GB/T4754-2011
since 2012, so the automobile manufacturing industry, railway,
ship, and aerospace and other transportation equipment
manufacturing industries are merged into the transportation
equipment manufacturing industry to unify the caliber.

3.3.Analysis. In this paper, the logarithm of both sides of the
equation P � AQβKc is taken to obtain the following
function:

LnP � LnA + βLnQ + cLnK. (6)
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Figure 2: *e distribution of equipment manufacturing industry by geographical concentration.
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*is model is based on the panel data from 2006 to 2016.
LnP is taken as the dependent variable since the time span is
only 11 years. LnQ and LnK are taken as the variables to
carry out a 5-year moving regression. H value can be ob-
tained from the values of β and c. *e results are shown in
Table 4.

H value can be calculated from the following equation:

h �
(1 + c)

(1 − β)
. (7)

When H value is greater than or equal to 1, it indicates
that the whole industry has agglomeration effect. *e higher
the value, the greater the agglomeration effect. When H
value is less than 1, it indicates that the agglomeration effect
of the whole industry is relatively low. *e H value broken
line of equipment manufacturing industry in the YRDUA is
shown in Figure 3.

According to the abovementioned calculation results, we
can know that, first, only general-purpose, special-purpose,
and metal manufacturing industries have an obvious ag-
glomeration effect. As can be seen from Figure 3, the general
specialized and computer manufacturing industries whose
H value keeps increasing but has not yet reached the highest
point. Among them, the general equipment manufacturing
industry has the most distinct agglomeration effect and has
been showing an increasing trend, reaching 23.82 during
2012–2016.

After experiencing the low point from 2007 to 2011, the
agglomeration effect of the manufacturing industry of
special equipment gradually ascended and reached 9.02.
However, although the agglomeration effect of communi-
cation equipment manufacturing industry dropped to the
lowest level from 2007 to 2011, it quickly picked up and
gradually increased, and finally, the increase tended to be flat

Table 4: H value of equipment manufacturing industry.

Industry code
Year

2006–2010 2007–2011 2008–2012 2009–2013 2010–2014 2011–2015 2012–2016
C33 2.149 −6.329 −2.520 −3.982 6.029 9.184 5.984
C34 −3.179 −0.880 −0.464 −1.287 5.081 8.111 23.817
C35 2.148 −5.400 −1.522 −1.791 2.291 2.863 9.002
C36 & C37 −0.499 −0.444 −0.206 −0.268 -0.543 −0.554 −1.458
C38 2.501 1.572 −9.195 11.066 5.364 −10.117 −3.388
C39 −0.623 −3.217 −1.209 −0.657 −0.848 −0.772 −0.834
C40 −32.896 −0.453 −0.632 −3.299 −19.963 20.654 −2.602
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Figure 3: H value broken line of the agglomeration effect of equipment manufacturing industry. (a) Regression measurement time span of
C33. (b) Regression measurement time span of C34. (c) Regression measurement time span of C35. (d) Regression measurement time span
of C37. (e) Regression measurement time span of C38. (f ) Regression measurement time span of C39. (g) Regression measurement time
span of C40.
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and the H value was always less than 1, indicating that the
agglomeration effect is uneconomical.

Second, the H value in the metals, transportation, electrical
and equipment, and instrument and instrumentation industries
passed the peak but has been declining among them; the metal
products industry began to pick up significantly from the initial
continuous decline to 2009 and reached the highest point in
2015. Although the metal products industry was in a downward
trend from 2012 to 2016, its H value kept more than 1, so its
agglomeration effect is economical. On the whole, the ag-
glomeration effect of electrical and machinery manufacturing
industry is in a downward trend. Although there was a sig-
nificant increase from 2009 to 2013, it still cannot stop the
decline in the later period. *e manufacturing industry of
transportation equipment has been in a downward trend from
2008 to 2016, with the lowest value of −1.47.*e overall trend of
the instrument and instrument manufacturing industry is up-
ward. Despite that there was a decline in the middle period, the
decline range was significantly reduced, and it reached the
highest point of 20.65 during the period from 2011 to 2015.

4. Conclusions

Based on the geographic concentration index and produc-
tion function, this paper obtained the agglomeration level
and effect of equipment manufacturing industry in the
YRDUA and, thus, drew the following conclusions:

(1) *e equipment manufacturing industry in the
YRDUA has a complete category with the high level
of geographical agglomeration, but the decline trend
is more noticeable.*is shows that as the region with
the fastest economic growth and the strongest
manufacturing base in China, the YRDUA has highly
attracted a large number of equipment
manufacturing enterprises to set up factories and
develop here. In particular, computer, automobile,
and electrical machinery and equipment
manufacturing industries, which together account
for about 80% of the geographical concentration of
equipment manufacturing industry, are the main
body of equipment manufacturing industry in the
YRDUA and also the three key development in-
dustries. However, with the development of old
industrial bases such as Northeast China being fa-
vored by the policy support, the competitiveness of
equipment manufacturing industry in the YRDUA
has obviously declined.

(2) *e YRDUA has formed an agglomeration pattern of
equipment manufacturing industry, with Shanghai
as the core and Hefei, Hangzhou, Suzhou, and
Nanjing as the auxiliary cities. For example, auto-
mobile and computer manufacturing industries are
most concentrated in Shanghai, and Hefei is focused
on AI industry, while electronic machinery and
measuring instrument have the highest concentra-
tion in Suzhou and Nanjing. Along with respective
advantages and resources, they have developed the
characteristic and specialized industries.

(3) *e overall agglomeration effect of the equipment
manufacturing industry in the YRDUA is relatively
distinct, but it has been on a downward trend. *e
decline rate tends to be stable until 2014, which is
similar to the trend of the agglomeration degree. In
addition, the agglomeration effect of traditional
equipment manufacturing industry shows an up-
ward trend, indicating that industrial upgrading and
continuous technological innovation have greatly
enhanced the competitiveness of traditional equip-
ment manufacturing industry in the YRDUA. Al-
though the agglomeration effect of high-end
equipment manufacturing industry is not obvious,
its development speed is gradually accelerating.

According to abovementioned analysis, we can find that
some of the reasons for current agglomeration status are the
insufficient integration of industrialization and informati-
zation, the weak technology innovation abilities, unrea-
sonable industrial structure, the overcapacity of the
traditional equipment manufacturing industry, the large
proportion of capital-intensive manufacturing industry, and
the small proportion of technology-intensive manufacturing
industries in the YRDUA which all those problems which
need to be addressed.

5. Suggestions

Recently, China positioned the YRDUA as a world-class
center for equipment manufacturing industry. Aiming at
such vision, our suggestions are as follows.

First, innovation is the driving force for the development
of the equipment manufacturing industry. By increasing
investment in scientific research funds and encouraging
independent research and development of key technologies
and accelerating the transformation of research achieve-
ments from samples to products and then to commodities,
the total factor productivity of the equipment manufacturing
industry can be improved and the traditional equipment
manufacturing industry can be promoted to the high end of
the value chain accordingly.

Second, structural adjustment is the key point of the
development of the equipment manufacturing industry. By
focusing on the key areas of the equipment manufacturing
industry, speeding up the integration of new technologies
and newmaterials, such as information and intelligence, into
the traditional manufacturing industry, and reducing inef-
fective and low-end supply could be the solution for this
issue.

*ird, the effective diffusion of the agglomeration effect
of equipment manufacturing industry in the YRDUA should
be improved. Optimizing the regional layout of equipment
manufacturing industry can contribute to regional ag-
glomeration quality. Shanghai has put forward the “In-
dustrial Map” to improve the level of intelligence, promote
the application of new materials and new equipment, and
establish a number of characteristic and specialized high-end
equipment demonstration projects in accordance with the
industrial advantages of each region.
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For realizing automatic data collecting of the touch probing system on the CNC machine tool and practicing the application
technology of big data from the CNCmachining process, a special NC program was developed on the Siemens 840D SL controller
to record data with a defined text format, and they were uploaded onto the host computer automatically. With the help of DB
management software in the host PC, data obtained were sent into the MES database regularly, and then automatic data collecting
of manufacturing process information was realized. With the big data technology, three applications based on big data technology
have been listed..ey are duo active error detection on the probing system, geometrical accuracy monitoring, andmanagement of
the cutting parameter and tool life. Tests of cutting on the platen of an injectionmoldingmachine with a PAMA SR3000 floor-type
CNC boring-milling machine proved that the new technology achieves its design objectives.

1. Introduction

.e “Made in China 2025” strategy was promulgated,
clarifying that China will transform from a major
manufacturing country to a manufacturing power [1].
According to the implementation guidelines, the ma-
chinery manufacturing industry takes the lead in the three
aspects of strong foundation, environmental protection,
and integration and strives to make breakthroughs in the
three directions of talent training, information application,
and service-oriented model construction [2]. In recent
years, in the communications, transportation, white goods,
and other industries, domestically made industrial prod-
ucts have successfully entered the international market,
which proves our progress in the field of mid-end CNC
machine tools and processing technology [3, 4]. To develop
higher-end areas of the manufacturing industry, at the
R&D side, we need to do a good job of matching with actual
needs to ensure accurate targets. On the application side,
we must upgrade equipment and technology; integrate
software and hardware technology; and improve technol-
ogy and management capabilities.

In the published ‘Made in China 2025’ strategy, China
clarified that it would change from the big manufacturing
country to a strong one. According to the implementation
guideline, three aspects of enhancing basic technology,
environment protection, and technology combination must
take the lead in the machinery industry, and breakthrough in
education, information, and building up of service mode are
expected. For developing the higher-level manufacturing
industry, the exact target of R&D must be set according to
the real demand. Upgrade of equipment and process ca-
pability, combination of software and hardware, and im-
provement on technical and general management must be
implemented for supporting the application.

An increasingly complex production process is ac-
companied by huge comprehensive information, covering
environment, equipment comprehensive accuracy, tools,
technology, efficiency, quality, etc. Disposing of this infor-
mation with efficient management and technical means will
help achieve the ideal high-end CNC machining [5, 6]. In
view of actual problems, the research process information is
analyzed, and appropriate decisions are made. In the dis-
cipline of quality management, this methodology is called
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process quality control [7]. .e application of digital
technology can realize the digitization of the processing
process. .e application of big data technology can intel-
ligently select and effectively process from massive infor-
mation, visually display the key points, and guide technology
and management to make correct decisions with the most
scientific basis [8].

Daily production process is becoming more and more
complex that reflects from a big pack of information con-
sisting of environment, equipment accuracy, tools, process,
efficiency, quality, and so on. Once the information is ef-
ficiently managed with proper technology, the higher-level
machining production is achievable. In the study of quality
management, process quality control was defined as ana-
lyzing and researching process information and making
appropriate decisions. With the help of digital technology,
detailed process information from production can be col-
lected and stored in a database. .en, the ‘big data’ tech-
nology will study the database for working out some
scientific algorithms that can sort out, visualize the essential
problems, and provide solutions.

A trigger probe is advanced digital measurement
equipment that is commonly used in high-end CNC ma-
chine tools and flexible manufacturing systems (FMSs). .e
native natural digital feature can support the acquisition of
data about quality and process from production. Based on
software, the probe can measure the point position infor-
mation on the workpiece in the machine tool and calculate
the relevant quality data. Because the measuring environ-
ment and conditions are completely the same as
manufacturing, the error and deformation caused by the
secondary clamping are avoided, and the root cause of the
deviation is easy to find out. Compared with the traditional
measurement, the measuring process of the trigger probe is
controlled by the numerical control system, and the accuracy
and efficiency are greatly improved [9]. Many scholars have
done research on the measurement and accuracy com-
pensation method of the trigger probe. Zhu [10] developed a
measurement software system that automatically selects
measurement points, programs, executes, and returns the
result data based on the STL model data. Literature studies
[11–14] compensated the errors of different contact points
on the spherical surface of the trigger probe through a new
method and comprehensively improved the theoretical
measurement accuracy. It is found in practical applications
that most of the measurement errors are based on systemic
reasons. .e system accuracy of a machine tool could be
affected by many factors, and it is difficult to find, trace, and
repair immediately, so the method of studying the error of
the trigger probe itself is too limited. Ihara [15] thoroughly
studied the advantages and disadvantages of the in-machine
measurement system, but it lacks practicality for production.
Zhou et al. [16] proposed a new in-machine measurement
logic based on actual production requirements, but did not
introduce how to implement it. In continuous production, in
order to reduce quality risks, find errors on time, identify
causes, and work out strategy to solve the problem, a fast and
effective complete application solution is required, and long-
termmonitoring technologies andmechanisms are required.

Based on the characteristics and actual needs of CNC
machining, this article uses the log recording and process
data sharing functions in the Siemens 840D SL CNC system.
By compiling a special NC program, the measurement data
from the probe are recorded with a standardized format and
automatically uploaded onto the host computer. When the
data are continuously saved into the MES database through
database management software, a simple manufacturing
process information collecting system was built up. With the
help of big data technology to identify, process data will be
filtered, sorted, and analyzed, and then three important
technical applications of trigger probes in CNC machining
and production are realized:

(1) Using the probe’s ideal reasoning method, the
working principle of the trigger probe and the root
cause of the error are analyzed, the result-oriented
double-effect active probe error monitoring logic is
put forward, and the data rules are defined. With the
help of standard measuring tools in the machine tool
or running a cross-measurement program on the
workpiece, the data could be automatically com-
pared, and measurement errors can be found.

(2) When the probe accuracy is reliable, the principles,
manifestations, and failure modes of common errors
are sorted out according to machine tool accuracy
knowledge, and they are converted into three levels
of data rules and mapping logic. By selecting the
appropriate measurement data and importing them
into the computer, the manifestation and principle of
the error can be calculated in reverse according to the
conditional formula, which can guide the daily
maintenance of equipment.
A three-step mapping logic with formulations can
be set up based on the knowledge of machine tools
such as error type, behavior, and sample case. When
the accuracy of the probe is reliable, once proper
measuring result is input into the computer, cases
can be processed back through behavior to get the
error type which is helpful for daily maintenance
work.

(3) According to the real demand of key process, a set of
testing process parameter is obtained based on the
reference data from tool manufacture and supple-
ment by orthogonal test method. After screening and
processing the data, a mathematical model of di-
mensional results under different process parameters
can be established..emathematical model contains
important data on the quality of the machining
process. With the help of visual data technology,
process research and tool life management become
much easier and can be done actively.

2. Data Acquisition and Digital Manufacturing
Information System

2.1. Regulation of the Data Format. A neat data format is the
basis for communication. .e Siemens 840D SL CNC
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provides simple programming in a high-level language that
enables basic functions such as NC program jumping, data
transformation, and mathematical calculation. According to
the exact requirements from a database management system,
data obtained in the process can be programmed into the
target format. Figure 1 shows the NC program corre-
sponding to the date and time format of a database. Figure 2
shows the execution result.

2.2. Saving and Uploading of Data. Due to the security re-
quirements of the NC system, the NCU is not allowed to be
read and written directly from the external device, and direct
communication cannot be realized. .is is also the reason
why SCADA systems require independent communication
modules and secondary development. Version 4.7 SP1,
Siemens 840D SL CNC systems have added a ‘Process Data
Share’ function, which enables simple NC programming to
easily write data segments outward to a fixed text file at a
specified address on the LAN, enabling a basic digital
communication of machining data at a very low cost. In
combination with some other programs in a computer, the
digitization of measurement data is possible.

.ere are five steps to use the ‘Process Data Share’ function:
① add the authorization of read and write on the host
computer for the machine controller through the network;②
add NCU drive paths to the machine to specify the target file to
the network, mapping the target folder of the host computer
through the network into the NCU configuration; ③ use the
EXTOPEN loop to open the external file; ④ use the WRITE
loop towrite the data segment; and⑤ use the EXTCLOSE loop
to save and close the external file..e data upload is completed.
.edata upload is completed after it is written into the database
by data management system on the host computer.

2.3. ConstructionofDataAcquisitionandDigitalManufacturing
Information Systems. Digital manufacturing information
system is the system for planning, executing, monitoring,
and reviewing of production activities, which are realized
with data input, collection, processing, and judging. In to-
day’s interconnected world, collecting a large amount of data
based on SCADAmodules is not difficult, but still expensive.
.e digital application of the probe requires only a simple
information system..ere is no reduction in structure to the
common solution, just a simplification of the amount of
information to be transmitted and the method of collection.
.e advantage on cost saving is significant.

As shown in Figure 3, the system consists of a CNC ma-
chine, information system, and interactive system. By running
the NC program cycle, the CNCmachine saves the information
and data as the text file and transfers it to the buffer area
temporally. Afterward, the buffer area will be read and cleared in
the database execution activity. .e interactive system is the
window for inputting, displaying, maintaining, and managing
the information. It could be with different authorizations for
reading andwriting. Each of them also has a small buffer area for
storing and transforming the instruction or data temporally..e
information system consists of a buffer area, a database, and a
library of executable instructions for receiving, storing

temporarily, and sending the data. It also processes the requested
instruction from the interactive system. .e host computer in
this paper is equivalent to the buffer area, which is used to store
temporary data. .e interactive system is generally developed
autonomously and customized on demand.

3. The Function and Failure Mode of the Probe

3.1. &e Structure and Function of the Probing System. A
typical probe consists of three parts, the handle, the body,
and the stylus, as shown in Figure 4. .e tool holder is used
to connect different standard CNC machine tool spindles
with the probe body. .e body is a housing with an in-
dustrial-grade environmental protection level. .e inside is
composed of power supplies, piezoelectric components (or
on-off components), analysis circuits, and communications.
.e stylus is installed on the side facing the worktable and
contacts the workpiece to complete the measurement action.
.e stylus has no special function. It is a rigid slender rod
with excellent rigidity and thermal stability. .e head of the
stylus is a ruby ball head, with high geometrical accuracy,
high hardness, and wear resistance which is not easy to
deform.

Figure 1: Time and date program format chart.

Figure 2: Time and date program results’ chart.
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On the machine tool, there is a dedicated commu-
nication system that is responsible for receiving real-time
signals from the measuring head. .e probe and the
numerical control machine work together to realize the
measurement function through program control. After
the measurement cycle starts, the probe is activated by
the program, and the analysis circuit is turned on. .e
probe first moves to the safety plane according to the
speed and path specified by the program and then ap-
proaches the set position on the workpiece in the
measurement mode. In the measurement mode, the
stylus touches the object, causing the piezoelectric ele-
ment (or on-off element) to produce displacement (or
open circuit), which is sensed by the analysis circuit and
then uploaded to the CNC machine tool by the com-
munication circuit. .e CNC system of the machine tool
immediately records the current position, stops move-
ment, and returns to the safety plane, and a complete
typical measurement cycle ends here. .e measurement
result will be saved into the user variable, and the

corresponding dimension data can be obtained by cal-
culation, and the result beyond the tolerance value will be
accompanied by an alarm.

Figure 5 shows the common two-dimensional mea-
surement functions, and Table 1 lists the mathematical
formulas they use. .e user interface can be customized
and developed according to actual needs. .e parameters
and syntax on different software platforms will be different,
but the logic and mathematical principles are always the
same.

3.2. Calibration and Failure Mode of Probe Accuracy. .e
electronic components in the probe body only have the
function of determining contact and communication. .e
accuracy of the probe itself is manually calibrated during the
initial installation before using first. As shown in Figure 6,
when calibrating, first, the runout of the ruby ball head needs
to be measured with a tool presetter or a dial indicator
outside the machine. If there is an error of more than 5
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Figure 3: Diagram of the digital system.
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Figure 5: Diagram of commonly used measurement functions.

Table 1: Mathematical formulas.

Points Data Formula Application
Point1 P1(x1, y1) Position

Point2 P1(x1, y1) , P2(x2, y2)

xm � (x1 + x2)/2
ym � (y1 + y2)/2

Pm(xm, ym)

Midpoint

1 �

�������������������

(x2 − x1)
2 + (y2 − y1)

2


Length

k � (y2 − y1/x2 − x1) Slope
θ � arctan k Angle

Point3 P1(x1, y1), P2(x2, y2), P3 (x3, y3)

k12 � (y2 − y1/x2 − x1)

k23 � (y3 − y2/x3 − x2)

k12 � k23

Collinear

(x1 − a)
2

+ (y1 − b)
2

� R
2

(x2 − a)
2

+ (y2 − b)
2

� R
2

(x3 − a)
2

+ (y3 − b)
2

� R
2

⎧⎪⎨

⎪⎩

O(a, b); R

Center

Point4 P1(x1, y1), P2(x2, y2), P3 (x3, y3), P4 (x4, y4)

xm13 � (x1 + x3)/2
ym13 � (y1 + y3)/2
xm24 � (x2 + x4)/2
ym24 � (y2 + y4)/2

Radius

l13 �

�������������������

(x3 − x1)
2 + (y3 − y1)

2


l24 �

�������������������

(x4 − x2)
2 + (y4 − y2)

2
 Length

(x1 − a)
2

+ (y1 − b)
2

� R
2

(x2 − a)
2

+ (y2 − b)
2

� R
2

(x3 − a)
2

+ (y3 − b)
2

� R
2

⎧⎪⎨

⎪⎩

O123(a123, b123); R123
O124(a124, b124); R124
O134(a134, b134); R134
O234(a234, b234); R234

Center radius
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microns, the positioning bolt is adjusted to improve the
runout to the target value. After the probe is installed in the
machine, the calibration program is run to measure the ring
gage to complete the parameter setting of the software
compensation. For some applications that need to measure
curved surfaces, development of more advanced three-di-
mensional compensation logic is needed [11–14].

.e structure of the probe can theoretically maintain
high accuracy for a long time, but some external factors in
practical applications will make the probe accuracy slow or
suddenly fail. Typical failure mode one is the accumulation
of dirt on the taper hole of the machine tool spindle, and
geometric and positioning errors appear after the installa-
tion of the taper shank of the probe. Typical failuremode two
is that the processing environment has caused contamina-
tion on the ruby ball head of the probe, which directly caused
the deviation of the measurement result. Regularly checking
the accuracy of the probe can effectively reduce quality risks.
.e key is to find a convenient and effective method.

Both theory and practice tell us that, in two-dimensional
measurement, the three-dimensional probe has only one
failure mode, and it can swing with the rotation of the
spindle angle, as shown in Figure 7, in micrometers.

4. Double-Effect Active Probe ErrorMonitoring

4.1.Manifestation of the 3D Probe. .e 3D probe is the most
commonly used type of probe. We set the 3D probe to the
sphere center mode and took the deviation on 0° as the
reference value for studying the actual influence from the
offset-type deviation. By the ideal reasoning method, failure
modes of commonly used measuring functions had been
worked out.

Figure 8 shows the failure mode of a single-point
measurement error. .e measurement result is directly
opposite to the direction of the probe error.

Figure 9 shows the failure form of the two-point mea-
surement error. .e result of the midpoint position is also
directly opposite to the error direction, but due to the
calculation principle, the application of measuring length,
slope, and angle is not affected.

Figure 10 shows the failure mode of the three-point
measurement error. .e measured slope and radius are not
affected, but the result of the center position is directly
opposite to the error direction.

.e failure form of the four-point measurement error is
a combination of two-point measurement and three-point
measurement. It is not affected when measuring dimensions
such as groove width or radius, but the position results of the
midpoint and the center of the circle are directly opposite to
the error direction.

4.2. Monoprobe and Its Error Manifestation. .e early
electronic technology was not advanced enough and could
only manufacture probes for unidirectional workpiece
measurement. When the measuring direction changes, the
spindle of the machine tool needs to be rotated for adapting.
Later, with the development and application of probes, in
order to measure the workpieces in different shapes, many
special styles were derived, as shown in Figure 11. In today’s
Siemens machine tool system, monoprobe and its cycles
remain, which greatly expands the possibilities of probe
applications.

We used the same method to reason out the error
manifestation of the monoprobe and obtained another set of
results.

Figure 6: Probe error pattern diagram.
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Figure 7: Error pattern diagram of the three-dimensional probe.
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Figure 8: Single-point error mode diagram.
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Figure 12 shows the failure mode of the single-point
measurement error; the measurement result is directly
opposite to the direction of the probe error.

Figure 13 shows the failure mode of the two-point
measurement error. When measuring the midpoint posi-
tion, due to the 180-degree rotation of themonoprobe on the

spindle, the two deviations of the same magnitude but
opposite directions counteracted, and the result was not
affected. When measuring the length, the two errors are
superimposed due to the 180-degree rotation of the spindle,
and the result will be larger or smaller depending on the
direction of the error. According to the calculation, the
measurement results of slope and angle are not affected.

Figure 14 shows the failure mode of the three-point
measurement error. .e results of measuring the slope and
the position of the center of the circle are not affected, but
the result of the radius will become larger or smaller
depending on the direction of errors.

.e failure mode of the four-point measurement error is
still a combination of two-point measurement and three-
point measurement. .e results of positions such as the
midpoint and the center of the circle are not affected, but for
dimensions such as groove width or radius, the results will
become larger or smaller depending on the direction of the
error.

4.3. Two Methods of Double-Effect Error Recognition. A
monoprobe has the same specification as a 3D probe except
the need of spindle orientation. .e 3D probe can work in
two modes, respectively. Based on the 840D SL numerical
control system, the 3D probe is allowed to be used with two
modes, respectively. We have compiled the characteristics of
measurement errors from each mode as shown in Table 2.
.rough reasoning, we obtained a complementary logic, that
is, using two probe modes on one 3D probe that can
eliminate or monitor probe errors. Furthermore, in Table 2,
the complementary items of each measurement function are
marked in different colors.

Figure 11: Probe mode setting diagram.
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Figure 12: Single-point error mode diagram of the monoprobe.
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Double-effect error recognition means that the error
can be collaboratively judged based on the real-time
measurement results or long-term monitoring data
analysis. According to the principle of the probe error,
we designed two methods to identify error occurrence.
Both methods use the important conclusions in Table 2,
which are simple in logic and with practical significance.
.e first method focuses on theoretical application and is
suitable for small species and large-scale processing. As
shown in Figure 15, when the machine tool table has
enough free space, we fix a high-precision ring gauge
with antirust performance on one side of the table and
use the probe to measure the position of the three linear
axes of the machine tool, X, Y, and Z. Comparing the
real-time measurement result with the standard value
saved during the acceptance of the machine tool, it can be
judged whether the positioning accuracy of the machine
tool has deviated. .e second method is to verify the
accuracy of the machine tool with the finishing features
of the part itself. As shown in Figure 16, one can choose
the position of the workpiece surface or plane or fine
boring, and more consideration is given to the pro-
duction characteristics of multivariety and small-batch
parts, but the application technology capabilities of the
probe are higher.

4.4. Establishment of the Error Recognition Logic.
According to the two conclusions mentioned above about
the principle of the probe error and inference method of
the error source on the machine tool, we have, respectively,
formulated the program logic of the two methods, as
shown in Figures 17 and 18. Based on actual production
requirements, both logics have set up two modes for
normal processing or monitoring. During continuous

production or when it is inconvenient to stop and adjust,
the normal processing mode is used to perform the
measurement with maximum efficiency, or the monitoring
mode is used to ensure that the probe is always in the
normal accuracy state.

4.5. Establishment of the Data Output Format. In order to
achieve continuous data recording, we need to define the
standard format of the measurement log, which is a
necessary tool for the host computer to collect data.
According to actual needs, we have defined a data record
table, as shown in Table 3. After setting a proper update
frequency for the data, a simple API was realized. In-
formation is collected and recorded to the database at a
higher frequency on the host computer, and the data
collection is completed.

According to the data format requirements in Table 3,
each group of data in the output form has 9 rows, and
each row consists of 4 groups of characters and 3 groups
of floating-point numbers, which are convenient for later
maintenance and expansion. According to the first
measurement logic, we installed a ring gauge on the
machine tool table. In the factory setting, the diameter of
the ring gauge is 80.393 mm, and the distance between
the center of the ring gauge and the mechanical origin of
the machine tool is 300mm in both X-axis and Y-axis
directions. .is set of data will appear in the first row of
data. Using measurement cycle 977, the result parame-
ters are diameter_OVR [4], center X-axis position_OVR
[5], and center Y-axis position_OVR [6]. .is set of data
is stored in the second, third, and fifth rows. In order to
test the program, three result parameters are preas-
signed, and three production information data are also
predefined.

4.6. Output and Upload of Probe Measurement Results.
.e NC program used to output the specification log is
very long. Figures 19 and 20 show the whole paragraphs.
Figure 21 shows the result of executing the complete
output program, and the format is as expected. .e text
interval adopts tabs, which can be read by database
management software of the host computer. If people use
VB or C-language to develop a program that automatically
writes data to the database, the same effect can be
achieved.

5. Machine Tool Geometric
Accuracy Monitoring

5.1.MachineToolAccuracy System. .e precision system of
CNC machine tools is realized with both mechanical
hardware and NC control software. Hardware such as
machine bed is responsible for geometric-related accu-
racy. Transmission system and software are responsible
for positioning accuracy, which is possible to compensate
the geometric deviation dynamically a little. Different
types of machine tools are different in structure, but the
principle of precision is the same. Figure 22 is a structural
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ϕ91, 82
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Figure 14: .ree-point error mode diagram of the monoprobe.
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diagram of a typical floor boring and milling machine,
and the research in this section is mainly carried out
around it.

Cutting and online measuring in a CNC machine tool
are based on the same accuracy system, so the study of
measurement errors must start with the machine tool ac-
curacy system. As the principle basis of this research,

Figure 23 lists the uncertainty of machine tool operation
with classification.

5.2. Evaluation Method of Machine Tool Accuracy. .e ac-
curacy of the machine tool consists of three parts: posi-
tioning, geometry, and dynamics. Positioning accuracy
describes the accuracy of the machine tool moving to a
predetermined position on each axis, which is determined
by the manufacturing and assembly accuracy of the
transmission system. It uses positioning deviation Pa, re-
verse error U, positioning distribution domain Ps, and
positioning uncertainty P, the 4 metrics to describe. .e
industry mostly adopts the German VDI 3441 [17] stan-
dard, which is the most rigorous and reliable compared to
Japanese and American standards. .e geometric accuracy
refers to the state of the geometrical condition referring to
each axis direction, which is determined by the
manufacturing and assembly accuracy of the machine bed
components. According to single-axis and multiaxis cor-
relation, it can be evaluated with straightness, perpendic-
ularity, parallelism, circular runout, and other items. .e
geometric accuracy is described in detail in the ISO 230-1:
2012 [18] standard, and GB/T 17421.1-1998 [19] is
equivalent. Dynamic accuracy is a comprehensive mani-
festation of machine tool motion performance and stability
based on positioning accuracy and geometric accuracy. GB/
T 17421.3-2009 [20] specifies the thermal stability evalu-
ation method, GB/T 17421.4-2016 [21] specifies the profile
evaluation method, GB/T 17421.5-2015 [22] specifies the
noise evaluation method, and GB/T 16768-1997 [23]
specifies the vibration evaluation method. Many factors in
these standards comprehensively constitute the dynamic
accuracy of the machine tool.

After the machine is set up and handed over, the
manufacturer will provide a complete acceptance accuracy
report. In daily maintenance, the actual accuracy of the
machine tool is compared with the acceptance accuracy. If
the two are different, the machine should be stopped, and
adjustment is needed to avoid quality accidents.

Table 2: Error characteristics’ table under two probe modes.
Point Model Position (center) Midpoint Length Slope Angle Radius

Point1
Unidirectional N

Multidirectional N

Point2
Unidirectional Y N Y Y

Multidirectional N Y Y Y

Point3
Unidirectional Y Y Y N

Multidirectional N Y Y Y

Point4
Unidirectional Y Y N N

Multidirectional N N Y Y

Figure 16: Measuring the workpiece itself.

Figure 15: Measuring X-, Z-, and Y-axis position diagram.

Mathematical Problems in Engineering 9



Measuring

Detection mode 1
first test

Calculation

Record data

End

Operating mode
Y

Alarm

Data group 11
mode Judgment

Judgment

Data group 12
cycle

Data group 01
prestore

Data group 92
end

Data group 51
status code

Data group 91
result

Input

Input

Input

Output

Output

Output

Input

Input

Qualified

Working

Monitor

Figure 17: .e first measurement logic diagram.
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Figure 18: .e second measurement logic diagram.
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5.3. Composition of the Measurement System. .e current
measurement technology provides a mature solution for
high-precision measurement of the real-time position of the
moving parts of a machine tool, while the detection of
geometric accuracy still uses traditional methods.

.e positioning systems of high-precision CNCmachine
tools adopt closed-loop control, as shown in Figure 24, that
is, the rotary encoder built into the servo motor at the drive
end, together with the linear encoder on the linear axis of the

action end, or the rotary encoder on the terminal rotary axis.
.e system can also set up a compensation according to the
environment change based on the thermal deformation
principle and results from laser measurement that further
optimize the positioning accuracy of the action end. Once
the machine tool is turned on, it is controlled by the closed-
loop system at any time, and the positioning accuracy is
guaranteed.

.e bed of a large machine tool mostly adopts a split
structure, and the geometric accuracy is distributed and
adjusted after installation. .e small machine tool adopts an
integral bed, and the geometric accuracy is adjusted during
the assembly and usually does not need to be adjusted again
after transportation and hoisting. All adjustment works are
done by humans with tools, with the help of measuring tools
or instruments such as level gauges and square rulers. .ere
is no complete or automated solution.

As long as the machine tool is running normally, it is
based on the same measurement system. Usually, systematic
deviation will be copied onto the measurement, which leads
to the efficacy loss of online measuring. Only by using third-
party detection methods such as CMM can we find that the
errors have different manifestations.

5.4. Error Source Inference Method Based on Big Data
Technology. .e accuracy principle of the machine tool is
analyzed, all the error sources are sorted in Table 4, the
respective manifestations and consequences are studied, and
they are associated with typical examples. .e application
requirement from production is using error results to
speculate or judge the cause and give reference for the repair
work. A certain number of inspection reports are collected,
big data technology is used to sort and analyze valid data, an
error pattern is formed with the typical examples in Table 4,
reversing the direction of reasoning, and eliminating the
interference items, and then the true source of error could be
found. Figure 25 is the report of the positioning accuracy
from the laser interferometer. .e line graph is an important
basis for filtering interference factors in reasoning.

Figure 26 shows the mapping relationship between the
test report data group and the error source, and the logical
sequence is the difficulty of adjustment. .e purpose of
processing data is to establish a mathematical model to
determine the error mode. Because different machine tools

Table 3: Measurement data format.

Project Description Data
Character Character Double Double Double Character Character
Record order order Components Program Date Time
Data01 prestore
Data11 mode
Data12 cycle
Data91 result
Data92 result
Data93 result
Data94 result
Data51 status

Figure 19: Output program diagram 1.
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and parts vary a lot, the examples listed in Table 4 are just
limited. Other factors only include external factors and
cannot be changed by modifying the machine settings, so
they are prioritized in reasoning. Combined with the po-
sitioning accuracy report, determine whether it is a single
positioning, geometric, or dynamic accuracy or a complex
problem of multiple factors. For large machine tools, the
workload of stopping to adjust the geometric accuracy is
very large, and the probability of occurrence is small, so the
first two inferences are given priority..is reasoning process
is completed by big data technology, which can quickly and
efficiently draw conclusions and provide a basis for accuracy
analysis.

6. Cutting Parameter and Tool
Life Management

6.1. Research for Process Quality. .e tool’s process pa-
rameters and life management is the most basic category of
CNC machining technology management. Process research
refers to finding the optimal cutting process, learning the
patterns of tool wear and machining dimensional changes,
and developing countermeasures to achieve stable process
quality.

Cutting parameter and tool life management are the two
most important basic technologies for machining. By re-
search on the cutting process, we gain the experience on tool
wear and its influence on the target dimension and are able
to create the strategy for getting stable process quality.

Process quality is generally composed with 3 sections:
the early goal is to prepare and prevent; the medium-term
function is to plan, execute, monitor, and adjust; and the
later stage is about recording and tracing based on the re-
quirement of the quality management system. Good process
quality directly improves the operation performance of the
plant. .e fundamental purpose of using probes is to im-
prove process quality through digital technology.

6.2. Preparation before Utilizing the Probe in a Finish Boring
Process. Finish boring for a big diameter hole is the most
critical machining process in manufacturing of hydraulic
machine. As shown in Figure 27, 4 holes with diameter
270H7 on a fixing platen for a big tonnage hydraulic ma-
chine need to be made, with 350 depth and Ra 1.6 roughness
requirement. .e hole on the left side is usually finished
using the reverse boring process. We have added a process

Figure 20: Output program diagram 2.

Figure 21: .e result of the complete output program.

Figure 22: .e structure of a typical floor boring and milling
machine.
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slot at the bottom of the left hole for tool entry, which allows
the machining to be completed in one direction with a single
fine boring tool.

Finish boring for a big-diameter hole is the most critical
machining process in the manufacturing of hydraulic ma-
chines. As shown in Figure 27, 4 holes with diameter 270H7
on a fixing platen for a big-tonnage hydraulic machine need
to be made, with 350 depth and Ra 1.6 roughness
requirement.

.e Sandvik fine boring inserts were selected, and the
recommended cutting parameters are shown in Figure 28.
.e workpiece material is pearlitic ductile cast iron,
0.12mm per revolution feed, 0.25mm semifinishing al-
lowance, and 180m/min cutting line speed were selected
for process calculations, and the process is shown in
Table 5.

Using the process parameters obtained in Table 5 as
reference values, we control the feed rate, vary the rotational
speed, and conduct an orthogonal test study of cutting
parameters and tool wear, with the planned test parameters
listed in Table 6.

6.3. Process Quality Data Acquisition. .e principle of finish
boring is enlarging the hole diameter, and the wear of the
tool tip is directly reflected in a reduction in the size of the
machined diameter. In order to study the pattern of cutting
speed and tool wear, five parts were machined on a PAMA
floor-type CNC milling-boring machine with five sets of
cutting parameters, for a total of 20 holes. For every two
holes machined, an insert was rotated or replaced with a new

cutting edge. After each insert change, a test cut is made to
ensure that the machining dimensions are as consistent as
possible.

In the boring process, cutting depth increased together
with the growing cutting length accompanying a helical tool
path. When the performance of the cutting edge is good, the
roughness is fine, and the diameter decreases slowly with the
linear tool wear. So, diameter on an exact depth reflects the
tool wear after a certain cutting length.

According to the actual shape of the hole, four process-
representative, even-numbered points from the depth octet
were selected for measurement. .e tests yielded ten valid
datasets, as shown in Table 7, with cutting speeds decreasing
from top to bottom by part group.

6.4.DataProcessing andAnalysis. After the data are retrieved,
the first value of each set of data is aligned. Clustered bar charts
and 3D bar charts are produced, as shown in Figures 29 and 30.
.e clustered bar chart makes the data visible in one di-
mension, which is equivalent to using the control variable
method. .e data in the 3D bar chart are visible in two di-
mensions, which can be used to compare more relevant
conditions.With the graphical display of the results, it is easy to
observe the effect of an increase in cutting speed on part ac-
curacy. Tool suppliers recommend inserts with amachining life
of 20 to 30 minutes, or about 5,000 meters. Tests have con-
firmed that the recommendations are accurate and valid. In-
serts that exceed the recommended service life increase
vibration duringmachining, affect accuracy, and reduce surface
roughness. .e faster the cutting speed a tool uses, the faster it

Uncertainty of machine tool operation

System deviation

Stiffness Geometric accuracy Positioning deviation Reverse error Location distribution Reverse load vibration

positioning accuracy Random deviation running distribution

Figure 23: Uncertainty of machine tool operation.

CNC device Position control Speed control Drive system Servo motor

Machine tool table

Detection device

Closed loop

Semiclosed loop

–+

Figure 24: Full closed-loop control system diagram of the CNC machine tool.
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Table 4: Manifestations of error.

Principle Subitem Manifestations and consequences Typical examples/models

Bed factors

Rigidity Deformation of the bed
under load

Localized radial deviation
of shape accuracy; localized
divergence of position

accuracy

Not enough allowance after roughing for
finishing; poor geometric or position

accuracy in a particular machining area of
the machine tool

Geometric
precision Bed geometry deviations

Shape accuracy deviation;
geometric deviation in

position accuracy

Persistently poor geometrical accuracy in
perpendicularity, parallelism, flatness, etc.;
the position of the pore system deviates
continuously from the geometrical pattern

Drive,
lubrication, and
CNC factors

Positioning
deviation

Large absolute deviations
in unidirectional

positioning of the bed

Offset and stable position
accuracy

Consistently and consistent poor position
accuracy in the serial production on exact

fixture

Reverse error
Large positioning

deviation of the bed’s
reciprocating motion

Offset and regular position
accuracy

Exceedingly poor accuracy in rows or
columns with toolpaths in opposite

directions during complete column feature
machining; poor positional accuracy and
visible tool marks on curved surfaces in
machine tools with frequent axis changes

Position
distribution

High repetitive positioning
deviation for

unidirectional bed
movement

Offset and instable position
accuracy

.ere are no individual instances of failure,
which are usually superimposed on the
positioning bias factor in the results

Other factors

Payload
Changes in the geometric
accuracy of the machine

under load

Shape accuracy deviation;
geometric deviation in

position accuracy

After loading, the geometrical accuracy of
perpendicularity, parallelism, flatness, etc.,
is consistently out of whack; after loading,
the position of the pore system continues to

deviate in a geometrical pattern

Vibration
Resonance of machine

tools in specific operating
conditions

Unusual vibration noise;
poor surface quality of

machined parts

.e surface roughness is extremely poor,
but the dimensions are acceptable; the
machined surface has a regular knife

pattern

Temperature
fields

Deformation of bed
components or workpieces

with temperature rise

Offset and instable position
accuracy

Difference in temperature between day and
night in nontemperature-controlled
workshops and variation in overall
accuracy; parts with particularly long

machining times and variations in local
accuracy

Deviation
7, 5

0

7, 5

E.g., X-axis 500mm

Ps/2

Ps/2

Tp max = 15μm

P U
Pa

xj3Sj

3Sj xjl

xjl

Figure 25: Laser interferometer report.
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Figure 26: Inference map.
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Figure 27: Injection molding machine template fine boring diagram.

Figure 28: Reference cutting data chart for boring inserts.
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Table 5: Fine-boring process parameter table.

Name Symbol Size Unit Formula Result
Processing diameter D 270 mm
Hole circumference C mm C � π∗D 848.23
Feed rate fn 0.12 mm
Depth 1 h1 190 mm
Depth 2 h2 160 mm
Cutting length L m L � ((h1 + h2)

∗C/fn
∗100) 2474.00

Cutting speed vc 180 m/min
Rotation speed n rpm n � (1000∗vc/D∗π) 212
Time t m t � (L/vc) 13.74

Table 6: Fine-boring process test parameter table.

Parameter Chip speed Rotation speed Time Total time
20% 216 254 11.45 45.80
10% 198 233 12.49 49.96
Recommended value 180 212 13.74 54.96
−10% 162 191 15.11 60.46
−20% 144 170 16.49 65.95

Table 7: Fine-boring measurement data sheets.

Part Hole Depth1 Depth2 Depth3 Depth4
43.5 131.25 218.75 306.25

1

1 270.031 270.028 270.027 270.024
2 270.021 270.018 270.014 270.011
3 270.027 270.024 270.023 270.021
4 270.019 270.016 270.014 270.009

2

1 270.033 270.029 270.028 270.026
2 270.023 270.022 270.019 270.016
3 270.029 270.027 270.026 270.023
4 270.022 270.019 270.017 270.014

3

1 270.028 270.025 270.024 270.022
2 270.021 270.019 270.018 270.015
3 270.035 270.034 270.032 270.029
4 270.028 270.026 270.023 270.021

4

1 270.033 270.031 270.028 270.027
2 270.025 270.023 270.020 270.019
3 270.028 270.025 270.024 270.022
4 270.021 270.019 270.016 270.014

5

1 270.035 270.033 270.032 270.030
2 270.027 270.025 270.024 270.022
3 270.029 270.028 270.025 270.024
4 270.022 270.019 270.018 270.016
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gets worn. .e optimum process parameter for fine boring is
−10% of the recommended value. In combination with the
machining time data in Table 6, it becomes easier to determine
the frequency of tool changes.

7. Conclusion

Business managers and technicians, in cooperation with
program developers, can achieve precise digital applications
by clarifying their digital intentions and establishing rules
for data collection and management. Oriented to the actual

needs, integrating information technology and management
knowledge to enhance the application technology, such
research and development model with cooperation between
different application areas is exactly the construction of the
information application and service model what we refer to
in the implementation guideline of the manufacturing
powerhouse [2].

Referring to the requirement of measuring data acquisition
from milling a platen for the hydraulic plastic injection ma-
chine on a PAMA floor-type CNC milling-boring machine, a
simple digital manufacturing information system was built
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with logging and process data sharing functions in the Siemens
840D SL CNC controller, combined with common informa-
tion technologies, to be able to record the measurement data
during machining. On this basis, three applications of probe
error detection, machine geometry accuracy monitoring, and
tool process parameters and life management are realized step
by step through the use of big data technology. .e new
technology achieves its design goals through practical ma-
chining process research, tool life management, and verifica-
tion of the machine maintenance work.

Compared with the existing technology, this solution
has the following five advantages: ① based on the com-
mon LAN communication, it has no additional electrical
equipment and wiring, is low cost, and is easy to im-
plement compared with the typical digital solution;② NC
programming makes the text output less technically
challenging, different CNC systems have similar func-
tions, and it is easy to promote a wide range of appli-
cations;③ it can collect unlimited types of data according
to the actual needs of their own expansion;④ based on big
data technology, it can be customized according to the
needs of the algorithm. .e input data are accurate and
effective. .e calculation results are true, reliable, and
strongly referenced; and ⑤ the additional visual com-
munication interface enhanced the readability of the data
and the scope of applications.

.e automatic measurement data collection and appli-
cation of touch probes on CNC machine tools is essentially
an extension of the digital application of industrial tech-
nology, the greatest advantage of which is the ability to save
complete process data. Big data technology, however, is a
new type of database technology, with powerful data
screening, retrieval, and processing performance. Both are
fundamental technologies for achieving smart
manufacturing. Within the manufacturing industry as a
whole, we purchased many smart manufacturing solutions
from foreign countries. .e localization is not satisfactory
due to the large number of related technologies and the
different approach of each. In order to develop smart
manufacturing technology ourselves, it is inappropriate to
place too much emphasis on the entirety system but carving
up various fundamental technologies related to it. By ob-
jectively analyzing the current situation, segmenting the
needs, and completing the technology roadmap, the overall
goal is naturally achieved.
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*e rapid development of the global cultural and creative industry has provided a new stage for the development and innovation
of Chinese traditional culture. Cultural creativity has broken the rigid design and production mode of traditional products from
the perspective of market and has become the key to improve the economic benefits and competitiveness of traditional products.
From the perspective of cultural and creative product design and product development, artificial intelligence technology has been
fully utilized at the present stage. *e purpose of this article is to compare the traditional design patterns used in product design
and understand the new design patterns assisted by artificial intelligence so as to achieve the purpose of process simplification and
design innovation more quickly. In this article, traditional graphic patterns and local cultural connotations of the experimental
area are taken as the main research points. *rough a large number of field investigations and first-hand photo materials, the
regional cultural characteristics and local traditional graphic language are analyzed in detail and then summarized. Finally, the
examples of development research are summarized and reflected. It is hoped that through the further excavation of the traditional
patterns of the region and the exploration of the level of regional culture regeneration, the development of local economy, culture,
and tourism can be driven, and a cultural brand that can go out of Anhui province and into the whole country can be built. At the
present stage of product research and development, the key is to introduce artificial intelligence means as necessary support and
try to infiltrate artificial intelligence measures in the research and development of new products in each link.

1. Introduction

With the development of robot technology, the application
of robots became wider and wider. At the same time, the
concept of robots also became broader and broader,
expanding from the narrow sense of robot to robot tech-
nology. In early 2004, a senior member of IEEE affecting the
industry of future research pointed out that four technol-
ogies will have the greatest influence on the future, that is,
biotechnology, nanotechnology, giant computer technology,
and intelligent robot technology. Given the strong support,
Japan regards robots as a strategic industry, but the current
robot industry is faced with problems in Japan. However,
robot research is put forward to strengthen and promote
specific measures of industrialization of the robot. South

Korea has listed robot technology as an “engine” industry for
future national development and has given key support to
robot technology.*e United States has classified robotics as
a technology of vigilance, believing that it will have a huge
impact on future wars, and has imposed a technological
blockade on other countries. Experts suggest that research
on robot technology should be further strengthened to
promote the development of China’s intelligent robot
industry.

*e Mediterranean region has received increasing at-
tention in recent years.*is is due to the heterogeneity of the
countries that make up it, which raises several issues in
business cooperation, but also presents several transnational
economic opportunities among Mediterranean countries.
*rough the analysis of cultural and creative industries, it
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can be found that there are many similarities in this field,
which makes cross-cultural communication and transna-
tional economic development possible. Luciana Lazzeretti
studied the three main Mediterranean countries in and
outside Europe, Italy, Spain, and Turkey, to highlight the
most striking similarities and differences in their charac-
teristics. *e specialization of creativity found in this region
is similar, leading us to discuss the concept of Mediterranean
creativity [1]. Cultural and creative industries are increas-
ingly important in western economies. In these industries, as
in several other business sectors, microenterprises, that is, in
the United States, are the dominant type of business that
employs fewer than 10 people. As these industries have
become a part of most economies, Katherine Gundolf has
begun to explore the strategic behavior of cultural and
creative microbusinesses. While microenterprises are
characterized by certain particularities that can affect their
ability to participate in external relationships, in this par-
ticular case, there is little knowledge of collaboration
through strategic alliances. Katherine Gundolf aims to shed
light on the specific motivations for participating in strategic
alliances in this context in order to improve understanding
of the partnerships between microenterprises in the cultural
and creative industries. In this process, Katherine Gundolf
focuses on six strategic alliances betweenmicroenterprises in
the French cultural and creative industry. Katherine Gun-
dolf’s findings suggest that strategic alliances involving
creative microenterprises seek to reduce overspecialization,
aim for a high quality of life and fun to work, and are only
possible if there is trust and mutual support among partners.
In addition, opportunism and necessity motivation guide the
decision of innovative microenterprises to enter the strategic
alliance [2]. In Slovakia, there are three unique, historic
mining towns, Banska Bystrica, Banska Štiavnica, Kremnica,
which have been successfully converted to the creative
cultural center. *e historical and cultural values of these
towns have stood the test of time, becoming a new magnet
for people of the creative class who want to escape the
atrocities of high modernity (modern urban centers) and
find a source of inspiration based on the sentimentalism of
historical nostalgia, a new foundation for creative and
cultural industries in rural areas. Kamila Borsekova’s main
objective was to analyze the cultural and creative industries
of these three unique historical mining centers with a view of
replicating their knowledge in other communities under
economic pressure. Kamila Borsekova first explores con-
cepts related to the cultural and creative industries, focusing
on nostalgia sentimentalism, which is an important oppo-
sition to high modernity and even postmodernism. *e
second part will analyze the cultural and creative industries
of the three centers based on preliminary data collected from
several research projects in this area. Finally, some sug-
gestions are put forward to promote creative and cultural
enterprises to participate in regional redevelopment. It also
contains policy recommendations on the autonomy of the
region in order tomakemore effective and rational use of the
obvious existing potential [3].

*is article collects, sorts out, and analyzes the most
representative elements in the experimental area bymeans of

field investigation and take this as the foundation of the
creation of cultural products. *rough the technology of
artificial intelligence, a database of cultural elements, sym-
bols, and languages in the experimental area is established to
find the breakthrough point of transformation and appli-
cation of traditional graphics. When developing new
products of cultural creativity, such intelligent means, if
properly utilized, can help broaden the perspective of
product development and integrate more innovative ele-
ments into it. *erefore, we can know that the whole process
of product development and design should pay close at-
tention to the flexible introduction and application of ar-
tificial intelligence technology.

2. Proposed Method

2.1. Cultural and Creative Products

2.1.1. Definition of Cultural and Creative Products.
Cultural goods are generally defined as consumer goods that
convey opinions, symbols, and lifestyles. *ey convey or
influence cultural activities. *e result of these individual or
collective creations is cultural objects that are based on
copyright and involved in global distribution activities
through the industrial chain. Books, publications, crafts,
CDs, films, an fashion design provide the public with a
wealth of cultural options. By transforming “culture” into
“creativity” and attaching it to products, the relationship
between conditioned and purpose-oriented objects and
people extends outward from the core according to the
cultural connotation and the product’s own characteristics,
forming a “benefit” type commodity with both use and
psychological function [4, 5].

*e core concept of cultural creative products lies in
culture and creativity, which is the materialized expression
of human wisdom and inspiration. First of all, it is closely
connected with the extensive application of cultural media
and automation technology, showing the characteristics of
intelligence. Secondly, cultural and creative industries are at
the top of the value chain of technological innovation and
development, with high added value. *e proportion of
technological elements and cultural elements contained in
its products is significantly higher than that of general
products. It has strong “uniqueness” and shows obvious
regional cultural features, which naturally integrates the core
symbols of local culture and the commercial value of
products, which is the biggest difference between cultural
and creative products and general commodities [6, 7].

2.1.2. Design Principles of Cultural and Creative Products

(1) .e Freehand Brushwork in Traditional Chinese. In the
eyes of the broad masses, Chinese traditional culture pays
attention to the shaping of artistic conception and believes
that the soul of art means that the ingenious design of f
reflects the “charm” of culture and adds traditional cultural
elements to the products. For example, for likeness to taste
tea and talk about Taoism, the design with three teacups
implies “three people walk must have my teacher” and water
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∗ teapot expression time such as water implies getting along
with friends and that always short hope can retain live and
friends in ask. In the design of concrete things, traditional
shapes, colors, techniques, and other products can be in-
tegrated in new ways [8].

(2) Integration. When designing cultural and creative
products, it is necessary to comply with the requirements
and guidelines of general product design. *e cultural
connotation of product design and various elements
extracted from it are related to the products to a certain
extent, which cannot be reluctantly agreed with. Whenever
the form of product design should be based on function
service function to meet people’s use needs. For example, the
design of “connecting you” USB flash drive combines the
unique outline of Windows and doors of Suzhou forest
garden with the cultural conception of “winding path
connecting you” to convey the strong local characteristics of
Suzhou. *e shape is simple and unique and very “close to
the people” [9].

2.1.3. Application Mode of Cultural and Creative Product
Design

(1) Simplified ReproductionMethod. Compared with modern
graphics, traditional graphics are still too complicated and
not simple enough. *erefore, in design, designers need to
do subtraction or abstraction on the basis of keeping the
original graphic features and meanings. *is method re-
quires a high degree of matching between graphics and the
new carrier, and it needs to convey the original cultural
connotations through this new medium [10].

(2) Visualization. Concrete design refers to the design of
transforming intangible thoughts into concrete objective
products by means of homophony, metaphor, symbol, and
fiction. It requires the retention of the basic characteristics of
the objective object, through a unique perspective, to a new
art form to summarize decorative products. For example, the
tai chi sofa designed by a German designer organically
integrates Chinese traditional culture with modern design
[11, 12].

(3) Grafting. *e design method of connecting disparate
things or concepts together through whimsical ideas is called
grafting design. Designers need to process and design the
information and then translate it into performance elements
in the product and then convey it to consumers. For ex-
ample, in July 2014, the Palace Museum in Taipei launched
the “ladies of tang dynasty” series. *e designer got inspi-
ration from the palace music chart of the tang dynasty and
introduced the “pendant horse bun neck pillow” pillow with
reference to the hairstyle of ladies playingmusic. Ingeniously
grafting the unrelated bun with the u-shaped pillow pro-
duced an unexpected spark. *is fun neck pillow not only
gives you a good rest during your trip but also acts as a fun
toy. It also shortens the distance between historical relics and
people, making consumers feel involved [13, 14].

2.2. Composition and Characteristics of Intelligent Cultural
Product SupplyChain. Based on the theory of collaborative
innovation, the intelligent cultural product supply chain
should be a flat network supply chain that integrates the
government, consumers, scientific research and devel-
opment parties, theoretical research parties, capital sup-
pliers, product producers, suppliers, and third-party
logistics and links the parties. *is supply chain is mainly
based on the Internet, supported by cloud computing,
digitalization, mobile Internet, big data, Internet of things,
augmented reality, and other artificial intelligence tech-
nologies, and finally demonstrated in the form of intel-
ligent collaborative service platform [15, 16]. At the same
time, the information resources among the main units are
fully shared and achieve supply, investment, research and
development, production, circulation, and sales of all
links; effective connection, truly achieved when the main
body is changed from linear single chain to nonlinear
mesh chain, can improve the efficiency and cost savings
and fully show the intelligence and informatization of
supply chain. *erefore, the characteristics of the supply
chain can be summarized as multiagent cooperation,
information sharing, and nonlinear collaboration, as
shown in Figure 1.

2.2.1. Multiagent Cooperation. Different from the tradi-
tional supply chain is the intelligent cultural products
supply chain based on the theory of collaborative inno-
vation; the combination of “production and government
need” should be paid more attention to push the colleges
and universities and scientific research institutes to the
front end of the supply chain, under the collaborative
power of the government, the excellent cultural resources,
and advanced science and technology, provide the cultural
enterprises in the supply chain, and help cultural products
producers to solve resource requirements, technology
applications, and related theoretical problems; for exam-
ple, avoiding cultural products on the supply side that
appears inferiority is invalid. *erefore, this supply chain
not only includes the participants in the original product
supply chain, but also includes universities, research in-
stitutes, governments, financial investment institutions,
and third-party collaborative service platforms, involving
more detailed and extensive participants [17, 18]. *e
third-party collaborative service platform here is an online
and offline 020 intelligent service platform organization
based on cloud computing, digitalization, Internet of
things, Internet, and big data technology. It must be closely
related to all participants. Universities and research in-
stitutes are intellectual institutions providing cultural
resources, advanced theories, human resources, and new
technologies. *e role of the government is to promulgate
policies and regulations to regulate enterprise behavior
and harmonious enterprise relations and optimize the
supply chain as a “spectator.” Capital investors refer to
institutions providing funds for the production of cultural
products, such as investment banks and financing enter-
prises [19].
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2.2.2. Information Sharing. In this supply chain, informa-
tion sharing plays a crucial role, which can effectively im-
prove the utilization rate of information resources of the
participants, solve the problem of information blockage and
communication delay, and promote the cooperation and
production of the participants to be more efficient. To a
certain extent, inadequate information sharing is also one of
the factors that cause the problem on the supply side of the
cultural industry. *e supply side cannot effectively grasp
consumers’ consumption tendency for cultural products,
and it is easy to produce cultural products blindly so that the
supply is not required frequently. When the information
sharing of the supply chain is realized, the collaborative
service platform plays the role of a medium, which can
automatically collect, integrate, store, analyze, and manage
all main body information and distribute information
according to the actual needs of each main body, which is a
huge service database of big data resources [20, 21]. It makes
the communication of the subject in the supply chain more
timely and effective, breaks through the single communi-
cation mode in the traditional supply chain, and is a col-
laborative network with strong real-time interaction and
high degree of participation, which greatly promotes the
mastery of query information on both sides of supply and
demand. In addition, the information sharing for all par-
ticipants in the supply chain to supply the latest theoretical
achievements, advanced technical guidance, scientific
marketing, and good logistics delivery lets the participation
main body fully understand the market dynamic and pos-
itive feedback market needs; it can effectively avoid the
supply side blind production and sales, to provide an op-
portunity to achieve real and accurate supply and demand
[22, 23].

2.2.3. Nonlinear Synergy. Under the multiagent cooperation
and information sharing, all participants in the supply chain
can reach the consensus of collaborative innovation, col-
laborative value-added, collaborative operation, and col-
laborative complementarity, which greatly improves the
value-added capacity of the whole supply chain and gen-
erates nonlinear chain synergies, which mainly include

economic benefit and social benefit. Economic benefit: the
collaborative service platform eliminates the information
communication barriers among the subjects and realizes the
rapid flow of information resources, which not only en-
hances the cooperation among the subjects, but also enables
the subjects to position the market demand more accurately,
thus reducing the cost of each link and finally effectively
improving the overall benefit of the supply chain. Social
benefits: universities, scientific research institutes, and other
knowledge research parties and technology research and
development ends can be closely related to the demand side
and manufacturers on the collaborative platform, which can
reduce the probability of “production, learning and research
needs” disconnection and carry out targeted theoretical
research and technology research and development. *e
following is the rapid transfer of theoretical achievements
and scientific research technology to the production side
through the service platform, promoting the rapid trans-
formation and dissemination of scientific research
achievements and realizing the accurate focus of cultural
products in the actual production; *e producer obtains the
latest theoretical results, new technologies, funds, policies,
and other relevant support services through the collaborative
platform, which guarantees the high-quality and feasible
supply of cultural products at the source of production. In
addition, the close cooperation between logistics enterprises
and collaborative platforms can ensure the transportation
and circulation of cultural products and realize efficient and
convenient delivery [24, 25].

2.3. Development and Challenges of Artificial Intelligence.
*e concept of artificial intelligence is very wide, so artificial
intelligence is also divided into many kinds; according to the
strength of artificial intelligence, it can be divided into three
categories. Weak artificial intelligence (ai): a weak ai is an
artificial intelligence that is good at a single aspect. An ai that
can beat the world champion of chess, for example, but can
only play chess, does not know how to store data on a hard
drive better.

2.3.1. Artificial General Intelligence AGI. Artificial Intelli-
gence at the human level: strong artificial intelligence refers
to artificial intelligence that can be compared with human
beings in all aspects. Creating strong artificial intelligence is
much harder than creating weak artificial intelligence, and
humans cannot do it yet. One professor defines intelligence
as “a broad range of mental abilities capable of thinking,
planning, problem solving, abstract thinking, understanding
complex ideas, learning quickly, and learning from expe-
rience.” Strong ai should be as adept at these operations as
humans [26].

2.3.2. ASI. Oxford philosopher and leading artificial intel-
ligence thinker defines superintelligence as “being much
smarter than the smartest human brains in almost every
field, including scientific innovation, general knowledge and
social skills.” Superartificial intelligence can be a little better

Government

Suppliers

Consumers

Universities
and research

institutes

Capital
investor

Producers
of cultural
products

Third party
logistics

Collaborative cloud
platform (O2O)

Figure 1: Schematic diagram of intelligent cultural product supply
chain.
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than humans in every aspect or a trillion times better than
humans in every aspect.

Human programmers imagine a mechanism, for ex-
ample, writing a program that can write a news release,
compose a song, or communicate with people and then
write, try, and modify the algorithm. After numerous fail-
ures and trials, intelligent and interesting artificial intelli-
gence programs or robots with physical forms emerge. In
this article, the computer programmers write design
mechanism, on the grounds of “work” limit algorithm; in the
creation process, the programs rely on the programmer
control phase (weak artificial intelligence) or the substantive
help programmers only provided (strong ai stage) with
before joining neural network autonomous learning and
spontaneous creation of writing manuscript, paintings,
music. and so on. In this article, these achievements are
collectively referred to as artificial intelligence achievements
[27, 28].

One’s current level of science and technology to the
research of artificial intelligence is still in the weak ai stage,
although the technology of artificial intelligence has grad-
ually extended to the service life, literature and art, political
and military, and other fields. *e AlphaGo defeating Lee
Sedol has caused quite a stir in these areas of the application
of artificial intelligence. Ten years ago, the applications
looked much more complex and advanced; however, they
are still at the stage of complex weak ai. *ese ai are just
“specialists” in a certain field. *e research premise and
background of this article is that the rapid development of
artificial intelligence is an inevitable trend; after achieving
technological singularity, with geometric ratio growth speed,
the development of artificial intelligence will be even more
difficult to achieve and controlling the speed of the human
forecasting will be difficult, so in the future, the achievement
of artificial intelligence will emerge in a large number of in
the fields even in real life, gradually replacing human social
work. *e rapid pace of scientific and technological devel-
opment and the depth of research in the field of artificial
intelligence are certainly encouraging. However, from the
perspective of law, a social discipline, artificial intelligence
brings convenience and efficiency to human beings and risks
and problems. *e emergence of new technology will not
only bring about the change of productivity and production
mode, but also affect the social relations among different
social subjects at a deeper level. *e phenomenon of robots
killing people and driverless cars causing accidents is the
reality as there are still many problems in developing and
applying artificial intelligence. However, it also reflects the
embarrassing situation that cannot be relied on [29, 30].

3. Experiments

3.1. Experimental Dataset. *e experiment selected area has
lakes and mountains, hot springs township, and scenic spots
and historical sites, various folk customs, beautiful natural
scenery, and profound cultural deposits, with obvious cul-
tural diversity. A single way of traveling can no longer meet
the needs of tourists and bring low social and economic
benefits. As an important link in the tourism industry chain,

cultural and creative industry needs cultural interpretation
to be charming. Today, more and more consumers pay more
attention to the uniqueness and cultural connotation of
travel products. However, from the perspective of cultural
and creative products in the market, it is more about dis-
cussing the theoretical model, which lacks specific design
practice and creative research. It is especially important to
dig deeply into regional cultural value and design cultural
and creative products with regional culture.

3.1.1. Element Extraction and Design. Extracting and
reconstructing elements are a common method in design.
*e local landscape Lingxiu with a long history of rich
cultural connotations provides many resources for the de-
sign of local cultural products. *ese resources are not only
the review of the tradition but also the inheritance of the
essence of excellent culture. *e creative materials are
captured from the culture; the traditional art of the region is
reconstructed according to the design content and modern
constitution consciousness; tradition is reinterpreted with
modern language and aesthetic appeal, for better realization
of the inheritance and development of the outstanding
cultural traditions. *e specific data selection process is as
follows:

(1) Font Extraction of Cultural Symbols. Plan in order to join
the “water as the soul” of the regional cultural characteristics.
For the font, Small Zhuan is chosen; this setting is also more
in line with Chaohu Lake’s “hot spring township” tourism
positioning. According to the geographical characteristics of
“three sides of greenmountains and one side of the lake,” the
“nest” font of the seal body was deformed to extract the
cultural symbols of the region. *e selection of colors refers
to the elegant lacquerware red and black main color,
combined with the seal form to show the local cultural
history of heavy sense.

(2) Extraction of Graphic Patterns and Folk Culture. *e
principles of rhythm and prosody are followed in the
design of graphic patterns, which coexist in a picture and
reflect the sense of pattern order. In terms of content, we
take the traditional graphics, cultural allusions, myths and
legends, and geographical features of the region as the
starting point and foothold of creation to extract and
summarize.

(3) Product Design. After designing the graphics, the next
step is to consider the application of graphics in creative
products. How to tap the essence of “regional culture” and
make a series of derivatives based on it? Now there are also a
lot of tourism products in the regional market, but the form
is older, is poor in practicality, does not attract consumers.
*e design of the graph can be done as a whole derivative
also can be transported. Here, we listed the split application,
listed some of the derivatives designs, and made some ad-
justments based on the characteristics of the derivatives
themselves, including calendar, T-shirt, mobile phone case,
canvas bag, and stationery.
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3.1.2. Material and Process Selection of Cultural and Creative
Products. Cultural and creative products in the selection of
materials and crafts usually give priority to the cost of
production, while the use of regional representative hand-
icrafts is an important factor to consider cultural and cre-
ative products. *e selection of raw materials reflects the
distinctive regional culture. *e application of both tradi-
tional handicraft and modern new materials endows the
product with a sense of history and times. If plastic or silica
gel is selected as the plastic material for a mobile phone case,
other paper or cloth products can be adjusted according to
consumers’ preference.

3.2. Experimental Design. Specific design ideas are shown in
Figure 2:

3.3. Experimental Questionnaire Survey. *is questionnaire
mainly adopts two ways of issuing questionnaires on-site
and online in Chaohu area. A total of 120 questionnaires
were issued, among which 16 subjects did not live in the
experimental area and did not meet the criteria of the survey.
*e actual number of valid questionnaires was 104. *e
sample effective rate was 8667%. *e purpose of the ques-
tionnaire is to collect people’s understanding of the local
culture. According to the investigation and analysis, the
subjects who have lived in the region for more than 20 years
and are over 40 years old are familiar with the regional
culture. Moreover, 28.3 percent said they did not know
anything about the traditional culture of the region, mainly
in the age group of 18 to 30. More than 80 percent of
Mankiewicz people want to knowmore about the traditional
culture of the region and believe it is necessary to inherit and
protect the local culture. From the survey, it can be con-
cluded that the young man understanding in the geo-
graphical area of the traditional culture is not much, due to
the fast-paced way of life and people’s attention is focused on
the new things and the traditional, ancient culture is falling
gradually out of favor. *erefore, the regional traditional
culture integrated into modern products results in involving
traditional culture in peoples’ daily life, thus leading to better
inheritance and development of traditional culture, as
shown in Table 1.

4. Discussion

4.1. Design and Analysis of Cultural and Creative Products in
the Experimental Area

4.1.1. Market Prospect Analysis. According to the basic
framework of regional lake cultural tourism planning, the
regional lake cultural tourism will form a geographic spatial
pattern of “one lake, two cities, 12 towns, 18 scenes, and 24
mouths.” Opening up the Chaohu lake tourism area is
conducive to the adjustment of our province’s tourism re-
gional pattern, enhancing the integration of resources so as
to create a new tourism economic growth point. In terms of
both natural scenery and cultural history, the development
of cultural and creative products in the region has great

potential and a good market prospect, which is the creative
source of developing cultural and creative products. How-
ever, the cultural and creative products in the region have a
vast market, but the design and development are not perfect.
In order to further improve the form of tourism industry in
this region, it is urgent to study the design of cultural and
creative products. *e use of artificial intelligence tech-
nology to select and extract typical graphic language in
regional culture and skillfully integrate it into the design of
cultural and creative products can not only create products
with regional characteristics and modern sense, but also give
new vitality to the traditional culture of the region and open
up a way for the development of regional cultural and
creative industries. Figure 3 shows the scale and growth rate
of the cultural and creative industry in the experimental area.

4.1.2. Design Positioning. Some emphasis should be laid on
the extraction of the graphic language of the regional tra-
ditional culture. Reasonable application, artificial intelli-
gence technology makes “ancient” and “now” a clever
combination and extracts representative patterns or cultural
forms for design. Among them, “ancient” refers to retaining
the original taste of traditional graphic culture; “present”
refers to creating a modern form to realize the functional
value and market value of the product. Regional culture can
be protected through cultural and creative products, and
traditional culture can flourish through the tourism in-
dustry. *e aesthetic connotation of the pattern color in the
experimental area carries the cultural connotation of Chi-
nese folk custom and Jiang Shuai region, endowed with
strong subjective aesthetic feelings of the national cultural
connotation. In order to better apply the traditional nesting
pattern to the design, the author extracts and analyzes the
color value through artificial intelligence and chart form,
and the summary is shown in Figure 4:

4.2. Analysis of Questionnaire Results. As shown in Figure 5,
75% of the test subjects have purchased or intend to pur-
chase cultural and creative products with regional charac-
teristics. However, the cultural and creative products in
Chaohu market still have problems such as old-fashioned
design, lack of creativity, and obscure regional character-
istics. Consumers often prefer simple and modern cultural
creative products with regional traditional cultural charac-
teristics. As can be seen from the above chart, the creativity
of products is the easiest factor to attract consumers, fol-
lowed by cultural connotation, use, appearance, price, taste,
commemorative significance, and functions. *erefore, the
design and development of regional cultural creative
products need to organically combine creativity, practicality,
and cultural connotation to get more consumers’ recogni-
tion and love.

4.3. Innovation of Product Design Methods Using Artificial
Intelligence. Artificial intelligence technology can replace
and assist human designers in product design. At present,
artificial intelligence has not completely changed the process
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of product design but has innovated the method of product
design. Specifically, there are the following aspects, as shown
in Figure 6.

In the Research Phase of Product Design, through in-
teraction with designers, artificial intelligence can not only
obtain the research results of previous similar designs but
also analyze and judge the advantages and disadvantages of
such designs so that designers can choose between them. In
the design vision stage, artificial intelligence, on the one
hand, can select for designers previous design innovation
and personalized demands and, on the other hand, can make
the design conceive visualizations through building and
processing and design and analysis of the cognitive model
for simulating the potential design idea. *rough VR, 3D
printing technology displays design idea of vision and
technical feasibility, assists designers in a number of design
ideas, provides and analyzes the solution of the vision as

much as possible to eliminate interference, and makes a
design more targeted, advanced, original, and feasible. In the
design tuning phase, using the test function of artificial
intelligence software and mature algorithm module, the
design prototype can be tested and tuned in the artificial
intelligence environment. Current debugging includes vi-
sion, artificial intelligence language, language, communi-
cation, knowledge, search, several big modules, design of
product inspection, analysis of model checking, voice in-
teraction, and emotion. Under the action of the designer,
artificial intelligence will be tuning results, advantages and
disadvantages, and characteristics directly, which will be
clear at a glance. In the validation phase, product design
thinking and requirements are constantly iterative and
updated, and the solution in the design may become the
starting point of a design update. Evaluation and verification
of the product design results after tuning can make the

Table 1: Questionnaire.

What attracts you when buying cultural and creative products?

Modelling 34 33 (%)
Practical 27 26
Creative 55 53
Function 31 30
Color 35 34

*e cultural connotation 48 46
Memorable 52 50

Price 19 18

What elements do you think are needed for a good cultural and creative product?

Contracted fashion 46 44
Interesting 53 51

Unique in form 32 31
Traditional style 17 16

Highlight traditional culture 58 56

Cultural and creative
product design

Extraction of traditional
regional cultural elements

Sensitivity analysis Analysis of cultural
transmission

Design element
analysis

As one of the
important references

for the cultural
transformation into
design, the analysis

of subjects′
perception of cultural

commodities is
conducted

From the documents
and folk customs

activities to sort out
the regional cultural

characteristics

From design elements
to existing cultural

products in the
market

The product design

Figure 2: Design idea.
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feedback of product design more accurate and more con-
ducive to the improvement of designers. In the traditional
design process, this step is tedious and time-consuming. In
the artificial intelligence environment, it can screen out the
defects of previous verification, not only from the macro
perspective, but also from the micro perspective, as it can be
tailored accordingly. For example, A/B test is carried out on
the verification algorithm and compared with the design in
the database to obtain the recognition degree and make the
product design success rate greater.

5. Conclusions

As a typical interdisciplinary subject, the basic connotation
of artificial intelligence is to simulate a variety of human
behaviors, thus creating intelligent product development
and other operating modes. Under this premise, artificial
intelligence closely connects intelligent means and artificial
product development, thus creating more effective product
development ideas and product design patterns. At present,
artificial intelligence means are gradually penetrating into
the daily production of various fields and bringing prom-
inent influence to the daily life of residents. *erefore, it can
be known that artificial intelligence technology should be
able to integrate into the whole process of designing various
products. In general, cultural and creative product design
not only pursues its shape and external beauty but needs
designers to bring its unique regional cultural characteristics
and cultural connotation into consumers’ perception
through design. Only in this way can consumers be moved
and the sales of cultural and creative products be driven. In
the course of packaging design, it is necessary to combine the
imparting of theoretical knowledge with the cultivation of
practical ability.

*is article focuses on the research and discussion on
how to implant the cultural image of the experimental area
into the creative cultural products, so as to make the regional
cultural connotation spread and develop through the
flowing nature of commodities. *e sales of commodities
promote the improvement of economic benefits, and also,
the interaction between commodities and tourists can help
tourists to further understand the traditional culture of the

region. Can really use these cultural resources so that the
traditional culture is no longer boring, difficult to under-
stand, not just the so-called “cultural representation,” but a
deeper cultural inheritance?

*rough the above analysis, we can know that artificial
intelligence means reflected in the product development
advantages cannot be ignored. Up to now, the technical
personnel is trying to design and develop various new
products by means of artificial intelligence, and the effec-
tiveness of corresponding product development is particu-
larly outstanding. *erefore, in future practice, the
diversified product design still needs to use artificial intel-
ligence means to adapt to local conditions so as to ensure
that the corresponding product development ideas can be
flexibly selected in close combination with the attributes and
characteristics of the product itself.
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-e purpose of this paper is to study the influence of the uncontrolled rectifier circuit on the generator’s output waveform when
considering the commutation overlap angle. Taking the nonsalient permanent magnet (PM) generator directly connected with the
uncontrolled rectifier circuit as an example, the equivalent circuit of the generator with rectifier load is established, and the
commutation process of the rectifier circuit is analyzed when the effect of the commutation overlap angle is considered. -e
output waveforms of generator’s output side are obtained by analytical method, circuit simulation method, field-circuit coupled
simulation method, and experimental method.-e validity of the analysis methods is demonstrated by comparison. According to
the results of analytical analysis, we know the characteristics of the output waveform under the influence of the commutation
overlap angle. -e existence of the commutation overlap angle will cause the voltage waveform to concave or convex, prolong the
conduction time of the winding, and result in phase difference between the voltage waveform and current waveform.-e influence
of synchronous inductance and extra inductance on the output waveforms and harmonic distortion rate is analyzed. -e research
of this paper provides a theoretical basis for improving the output waveform of the generator with rectifier load.

1. Introduction

Distributed power supply system as the main power supply
or standby power supply is widely used in numerous fields
such as marine electric propulsion, wind power generation,
aviation, emergency, mine, and petrochemical. When the
capacity demand for the distributed power supply is large,
the power supply method in parallel operation of electric
excitation synchronous generator sets is often adopted. -is
power supply method needs to adopt constant frequency
and constant voltage double-closed loops’ control and also
needs to balance the active power and reactive power of each
set with the load sharing device, and the control system is
complex. When using the DC bus power supply system, load
sharing of each set can be achieved by simply adjusting the
amplitude of generator’s output voltage, and there is no need
to maintain the frequency of generator’s output voltage
constant, and the adjustment of the amplitude can be
achieved by adjusting the prime mover speed [1]. -is
provides a convenient condition for the application of the

PM generator with high efficiency, simple structure, large
torque density, and many other advantages and also pro-
motes the development of the distributed DC power supply
system. -ere is a rectifier in the distributed DC power
supply system, and the existence of the rectifier will cause
distortion of the AC side output waveforms of the power
supply system and will have a serious impact on generator’s
performance [2, 3].

-e AC side harmonic pollution problem caused by the
nonlinear loads such as the rectifier circuit has been paid
high attention to. Aimed at different generator types and
rectification methods, the researchers use different methods
to analyze the output characteristics of the distributed DC
power supply system.-e pulse width modulation rectifier is
the best choice because of the high-quality AC side output
waveforms and high power factor, but the cost is high and
control is complex [4, 5]. At present, the widely used un-
controlled rectifier will bring harmonic pollution to the
power grid side, and the power factor is low, and the ex-
istence of a large number of harmonics will lead to an
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increase in power line and equipment loss, reduce the ef-
ficiency of power generation, transmission, and electrical
equipment, and cause equipment vibration and noise worse
[6–8], so how to improve the waveforms’ quality of the
power grid side in the uncontrolled rectifier circuit has been
a research hotspot. In the work by Zhang and Wu [9], the
working characteristics of the electric excitation synchro-
nous generator with uncontrolled rectifier load are analyzed
and the AC side voltage and current waveforms are obtained
by numerical simulation. In [10–13], the equivalent circuit
model of the power generator system with uncontrolled
rectifier load is established, and the mutual influence of
voltage and current harmonics is analyzed. In the study by
Meyer et al. [14], current waveform characteristics of the
power grid side are analyzed by Simulink simulation when
the electric vehicle charging pile adopts the uncontrolled
rectifier method, and the current waveform quality is im-
proved by using the harmonic compensation device. In the
study by Zhang et al. [15], the output characteristics of the
electric excitation doubly salient generator are analyzed by
the field-circuit coupled simulation method, and the accu-
racy is verified by experiments.

In summary, the main research methods of AC side
output characteristics of the distributed DC power supply
system are mainly analyzed method, circuit simulation
method, field-circuit coupled simulation method, and ex-
perimental method. -is paper takes the nonsalient PM
generator with the uncontrolled rectifier circuit as an ex-
ample, and the output voltage and current waveforms of the
generator are obtained by using the above methods. -e
influence mechanism of generator’s output waveforms,
which is influenced by the rectifier circuit, is analyzed with
the solving process of the analytic method, which provides
the necessary conditions for studying how to improve the
output waveforms of the distributed DC power supply. -e
comparison of the voltage and current waveforms obtained
by each method shows the relative consistency of each
method, and the advantages and limitations of each ap-
proach are illustrated.

2. Equivalent Circuit of the Permanent
Magnet Generator

Whether the generator is connected to rectifier load through
the transformer or not, because of the inductance series
connection in the circuit, the commutation process cannot
be completed instantaneously at the natural commutation
point, and the delay phenomenon occurs, and the delay time
is expressed by an electric angle c, which is called the
commutation overlap angle. During the commutation pe-
riod, the total voltage caused by the two-phase short circuit is
clamped, which increases the output voltage harmonic
content and increases the noncharacteristic harmonics of the
output current, resulting in the existence of the phase dif-
ference between the output voltage waveform and output
current waveform. -erefore, it is necessary to analyze the
influence of generator parameters on the commutation
overlap angle. When connected to the rectified load through
the transformer, only the transformer leakage inductance is

connected in series with the load, whose value can be
regarded as a constant. When the generator is directly
connected with the rectified load, due to the existence of self-
inductance, leakage inductance, and mutual inductance of
the windings, the equivalent calculation of the inductance
series in the circuit is complicated. Because of the air gap of
the salient pole PM generator is not uniform, the self-in-
ductance andmutual inductance of the windings also change
with rotor position, so it is difficult to obtain the equivalent
circuit of the salient pole PM generator [16].

In order to make the qualitative analysis of the effect of
commutation overlap angle on the generator output voltage
waveform and current waveform more accurately, it is
necessary to determine the equivalent circuit and resistance
and inductance parameters of the generator. In the case of
the nonsalient pole PM generator, the following assump-
tions are made before the mathematical model is established:
the no-load air gap magnetic field of the generator is si-
nusoidal, and the influence of the armature reaction mag-
netic field on the excitation magnetic field is neglected, that
is, the no-load EMF of the generator is sinusoidal, and the
amplitude is constant, and the permeability of the perma-
nent magnet is a constant, and similar to the permeability of
air, the magnetic resistance of the stator and rotor core
lamination is neglected [17]. -e voltage equations of PM
generator three-phase windings can be expressed as

ua �
dψfa
dt

−
dψa

dt
− Rsia,

ub �
dψfb

dt
−
dψb

dt
− Rsib,

uc �
dψfc

dt
−
dψc

dt
− Rsic.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

In the formula, Rs is the stator phase resistance, ψfa, ψfb,
and ψfc are excitation flux linkages of A-phase, B-phase, and
C-phase windings, respectively, and ψa, ψb, and ψc are the
total armature reaction flux linkages of A-phase, B-phase
and C-phase windings, respectively, and there is

ψa

ψb

ψc

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ �

La Lab Lac

Lba Lb Lbc

Lca Lcb Lc

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

ia

ib

ic

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (2)

In the formula, La, Lb, and Lc are the self-inductances of
A-phase, B-phase, and C-phase windings, respectively, Lab,
Lac, Lba, Lbc, Lca, and Lcb are the mutual inductances between
the A-phase, B-phase, and C-phase windings, and ia, ib, and
ic are the currents of the A-phase, B-phase, and C-phase
windings; based on the assumptions above, there is

La � Lb � Lc � Lsσ + Lm1,

Lab � Lba � Lac � Lca � Lbc � Lcb � − Lm1

2
,

ia + ib + ic � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(3)

2 Mathematical Problems in Engineering



In the formula, Lsσ and Lm1 are the leakage inductance
and excitation inductance of the phase winding; taking A
phase as an example, there is

ψa � Laia −
1
2
Lm1 ib + ic(  � Lsσ ia +

3
2
Lm1ia � Ltia. (4)

In the formula, (Lt � Lsσ + 3Lm1/2) is called synchro-
nous inductance, and the voltage vector equation of the
stator winding can be obtained by summarizing the deri-
vation formulas above:

U
·

a � Ea

·

− Lt

dI
·

a

dt
− RsI

·

a. (5)

-e equivalent circuit of the nonsalient pole PM gen-
erator can be obtained according to formula (5). When the
current in the winding has a sudden change, the presence of
the synchronous inductance will hinder this change,
resulting in the existence of the commutation overlap angle,
so the magnitude of the commutation overlap angle is re-
lated to the self-inductance, leakage inductance, and mutual
inductance of the armature windings. Because there is no
excitation winding and damping winding on the rotor of the
PM generator, the transient inductance of the PM generator
is equal to that of the steady state when neglecting the eddy
current effect [18].

3. Analysis of the Commutation Process in the
Uncontrolled Rectifier Circuit

In the study of the influence of the uncontrolled rectifier
circuit on generator’s output voltage and current waveforms,
many literatures analyze the working process of the un-
controlled rectifier circuit on the basis of different as-
sumptions. In the work by Dai et al. [19], the commutation
process of the doubled nonsalient pole electric excitation
generator is analyzed, and the analytical formulas of com-
mutation time, the value of commutation overlap angle, and
commutation voltage drop are deduced. It is assumed that
the DC side current is straight like other literatures. When
the DC current is straight as the prerequisite, the output
current of the AC side is also a constant during the non-
commutation period. In order to simplify the equivalent
circuit and facilitate the analytical analysis, taking resistive
load as example, the equivalent circuit of the nonsalient PM
generator with the uncontrolled rectifier circuit is shown in
Figure 1.

In the normal operation of the rectifier circuit, the two
diodes in the same phase cannot turn on at the same time,
and if there is the state that the commutation overlap angle
c>60°, there must be the state that the commutation overlap
angle c<60°, and the generator is in an asymmetrical and
nonnormal working condition. -erefore, the study in this
paper will limit the value of the commutation overlap angle
in the range of 0< c<60°. -e commutation overlap angle
will cause the common anode group or the common cathode
group two diodes to conduct simultaneously, and the
working state of the three-phase rectifier bridge will be
changed from 6 to 12, and the duration of each state is

related to the value of the commutation overlap angle. -e
no-load back EMF waveforms of three phase windings
within a single cycle is shown in Figure 2, assume the RMS
values as U2. According to the symmetry of the circuit
structure, it is only necessary to study the output voltage and
current waveform in the positive half period of the A-phase
winding. It is assumed that the starting point of the com-
mutation overlap angle is the natural commutation point,
and the influence of the stator phase resistance is neglected.
In the case of c≤ (π/6), the output voltage of the A-phase
winding rises from zero at the origin.

During the period of 0∼ (π/6) according to the diode
conduction conditions, only diodes D5 and D6 are con-
ducting,and the equivalent circuit shown in Figure 1 can be
simplified to the modal 1 shown in Figure 3, and the
transient voltage and current equations of the circuit are

ua � ea,

ia � 0.
 (6)

During (π/6)∼ (π/6)+ c period, according to the diode
conduction conditions, only diodes D1, D5 and D6 are
conducting,and the equivalent circuit shown in Figure 1 can
be simplified to the modal 2 shown in Figure 3; in contrast to
the sudden increase of current ia and the sudden reduce of
current ic, it can be temporarily considered that ib � ir with
little change, that is, (dib/dt) � 0, and the transient voltage
and current equations of the circuit are

ua � ea − Lt

dia

dt
,

ub � eb − Lt

dib

dt
⇒

ua �
ea + ec

2
,

Lt

dia

dt
�

ea − ec

2
,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

uc � ec − Lt

dic

dt
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

During (π/6)+ c∼ (π/2) period, according to the diode
conduction conditions, only diodes D1 and D6 are

0
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+
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Figure 1: Equivalent circuit of the rectifier generator set.
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conducting, and the equivalent circuit shown in Figure 1 can
be simplified to the modal 3 shown in Figure 3, C-phase in
cut-off state, there is ib � –ia, and the transient voltage and
current equations of the circuit are

ur � ua − ub � ea − eb − 2Lt

dia

dt
� iaR,

ua � ea − Lt

dia
dt

.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(8)

During (π/2)∼ (π/2)+ c period, according to the diode
conduction conditions, only diodes D1, D2 and D6 are
conducting,and the equivalent circuit shown in Figure 1 can
be simplified to the modal 4 shown in Figure 3, B-phase and
C-phase in short circuit state, it can be temporarily con-
sidered that ia � ir with little change, that is, (dia/dt) � 0. -e
transient voltage and current equations of the circuit are

ur � ua − ub � ua − uc � ea −
eb + ec

2
� iaR,

ua � ea − Lt

dia

dt
.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

During (π/2)+ c∼ (5π/6) period, according to the diode
conduction conditions, only diodes D1 and D2 are con-
ducting,and the equivalent circuit shown in Figure 1 can be
simplified to a modal similar to the modal 3 shown in Figure 3.
-e transient voltage and current equations of the circuit are

ur � ua − uc � ea − ec − 2Lt

dia

dt
� iaR,

ua � ea − Lt

dia

dt
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(10)

During (5π/6)∼ (5π/6)+ c period, according to the diode
conduction conditions, only diodes D1, D2 and D3 are con-
ducting,and the equivalent circuit shown in Figure 1 can be
simplified to a modal similar to the modal 2 shown in Figure 3.
-e transient voltage and current equations of the circuit are

ua �
ea + eb

2
,

La

dia

dt
�

ea − eb

2
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(11)

During (5π/6)+ c∼ π period, according to the diode
conduction conditions, only diodes D2 and D3 are con-
ducting, and the equivalent circuit shown in Figure 1 can be
simplified to a modal similar to the modal 1 shown in Figure
3, and with the same transient voltage and current equations.

-e above analysis results show that, under the influence
of the commutation overlap angle, the positive half period of
the generator output voltage and current waveforms are
divided into 7 segments when c≤ (π/6). When
(π/6)< c< (π/3), according to the periodicity and conti-
nuity of the circuit, the starting point of the (5π/6)+ c∼ π
period will be in the next time period, and the starting point
of modal 1 working state is c − (π/6), and the remaining
intervals are piecewise unchanged. -e remaining periods
remain the same, and the transient voltage and current
equations of each period remain the same.

4. Influence of Uncontrolled Rectification on
Generator’s Output Waveform

4.1. Analytic Analysis of Generator’s Output Waveform.
In the commutation process analysis of the uncontrolled rectifier
circuit, the instantaneous value expressions of generator output
voltage and current of the A-phase winding within the positive
half cycle are given. By using these expressions, the output
voltage and current waveform of the generator can be drawn so
that the influence of the rectifier circuit on the output waveform
of the AC side can be understood more intuitively. In order to
draw the waveform effectively, it is necessary to determine the
value of the commutation overlap angle and the boundary
conditions of each segment.

-rough the voltage and current equations of the
(π/6)∼ (π/6)+ c period, the current expression of the
A-phase winding can be obtained:

ia �

�
6

√
U2

2ωLt

1 − cos ωt −
π
6

  . (12)

By modal 1, when ωt � (π/6), the B phase is in the
normal conducting state, and ib(π/6) � ((ec − eb)/R), and
during the period of A-phase and C-phase simultaneous
conduction, B-phase current varies little, and it can be as-
sumed that ir1 � ia((π/6)+c) � ib((π/6)+c) � ib(π/6). According
to the boundary condition and the abovementioned for-
mulas, the expressions of the commutation overlap angle can
be obtained:

cos c1 � 1 −
2ωLtir1�

6
√

U2
. (13)

Using the above approximate c1, ir can be calculated
more accurate that

ir � ia((π/6)+c) �
ua − ub( 

R
� 2

ea + ec( 

R
−

eb

R
. (14)

An accurate commutation overlap angle can be obtained
by substituting ir into formula (13), and the result can be
made more accurate by repeated iterations.

During (π/6)+ c∼ (π/2) period, according to the cur-
rent equation, the expression of the current can be obtained:

e

0
6
π

2
5
6

π π 7
6
π 3

2
π 11

6 2ππ wt

ea eb ec

Figure 2: No-load back EMF waveform.
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ia �

�
2

√
U2

R
2

+ 4ω2
L
2
t

R sin ωt +
π
6

  − 2ωLt cos ωt +
π
6

   + Ce
− R/2Lt( )t

.

(15)

-e value of constant C can be obtained by taking the
A-phase current value at ωt � (π/6)+ c during
(π/6)∼ (π/6)+ c period as the boundary condition.

-e expressions of voltage and current during
(π/2)∼ (π/2)+ c period are easily obtained according to
their voltage and current equations, and the solving method
of the voltage and current expressions during
(π/2)+ c∼ (5π/6) period is similar to the solving method
during (π/6)∼ (π/6)+ c period, and the solving method of
the voltage and current expressions during
(5π/6)∼ (5π/6)+ c period is similar to the solving method
during (π/6) + c∼ (π/2) period. Using the expressions and
boundary conditions of voltage and current, the generator’s

output voltage and current waveforms can be obtained
under the condition that no-load back EMF, synchronous
inductance, rated frequency, and equivalent load resistance
of the generator are known. -e rated parameters of the
existing prototype are shown in Table 1. In order to make the
proportion of the periods more reasonable for the conve-
nience of observation, in the simulation and experimental
study, the given resistance value is 5 ohm, which is about half
load. -e output voltage and current waveforms of the
A-phase winding within a single cycle be obtained as shown
in Figure 4.

5. Numerical Simulation of Generator’s
Output Waveform

In the front, the AC side voltage and current waveforms of
the nonsalient pole PM generator with rectified load are
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Figure 3: (a) Equivalent circuit modal 1. (b) Equivalent circuit modal 2. (c) Equivalent circuit modal 3. (d) Equivalent circuit modal 4.
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derived and analyzed by using the analytic method;
however, this is based on a large number of idealized as-
sumptions, and inevitably, there will be some deviations,
and when the salient pole PM generator is adopted or the
filter element is taken into consideration, the situation is
more complicated. Because of the nonlinearity and time
variation of power electronic devices, the traditional
analysis methods cannot meet the requirements of static
and dynamic analyses. Circuit simulation technology can
be used for more accurate research, and when there is a
generator in the system, the equivalent model of the
generator must be established [20]. In order to facilitate the
design of simulation circuit, some simulation software
contains generator equivalent model. -e generator’s
output voltage and current waveforms can be obtained by
circuit simulation using the equivalent circuit of the rec-
tifier generator set shown in Figure 1.

Although the circuit simulation method avoids the
idealization assumption and approximate solution in the
derivation of the generator’s output voltage and current
formulas, the generator is modeled equivalently, which
cannot truly reflect the complex electromagnetic field of the
generator changes with time and space.Without considering
the influence of the harmonic magnetic field and armature
reaction magnetic field on the air gap magnetic field, the
influence of magnetic circuit saturation on motor param-
eters cannot be considered. Moreover, the accuracy of the
generator parameters will directly affect the accuracy of the
analysis results. -e excellent performance of the finite

element method in solving such complex problems has been
widely used, and the equivalent model of the generator in the
circuit is replaced by the finite element model, which is
changed into the field-circuit coupled simulation, and the
established field-circuit coupled simulation model is shown
in Figure 5. -e speed of the generator is adjusted by
changing the setting value of the prime mover speed-setting
module. Because of the two-dimensional finite element
simulation model not considering the influence of end in-
ductance and phase resistance, the end inductance Laend,
Lbend, and Lcend and phase resistance Ra, Rb, and Rc shall be
added to the output side of the generator.-e output voltage
waveforms and current waveforms of the generator obtained
bymeans of analytic method, circuit simulationmethod, and
field-circuit coupled simulation method are shown in Fig-
ures 6 and 7, respectively.

Figures 6 and 7 show that the current waveforms ob-
tained by the three methods are very close, with little dif-
ference. -e difference of voltage waveforms between the
analytic method and circuit simulation method is very small,
and the accuracy of voltage and current analytic formula and
the validity of the formula deduction process are explained.
-e voltage waveform obtained by the field-circuit coupling
simulation method is obviously different from that obtained
by the other two methods, mainly in the voltage drop rate
during the commutation phase and the peak value of the
output voltage. -e main reason is that although the air gap
magnetic field of the generator has been sinusoidal, but the
no-load back EMF waveform of the generator still contains
harmonic components. Moreover, the armature reaction
magnetic field will further lead to the asymmetry of the air
gap magnetic field and weaken the air gap magnetic field in
general. -e influence of the impedance voltage drop will
decrease the peak value of the voltage.

6. Experimental Test of Generator’s
Output Waveform

In order to verify the validity of the above analysis methods,
the rectifier generator set experimental platform is built to
measure the output waveform of the prototype. Using
variable-frequency motor drives the generator operating at
rated speed same as the simulation given value, and when
testing, the load resistance value is adjusted to the same value
as the simulation setting. -e generator output voltage and
current waveforms are shown in Figures 8 and 9, respec-
tively. By comparison, it can be found that the measured
voltage and current waveforms agree well with the wave-
forms obtained by previous methods, and waveforms ob-
tained by the field-circuit coupled method is more close to
the measured, which also explains the accuracy of the above
analysis.

7. Optimization of Generator Output
Waveform Quality

According to the generator’s output voltage and current
waveforms obtained by above methods, during the con-
duction phase commutation of the A phase, the existence of

Table 1: Rated parameters of the prototype.

Parameters Values (kW)
Rated power 100
Synchronous inductance 0.32
End inductance 0.025
Phase back EMF 220
Rated frequency 100
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Figure 4: Waveforms of output voltage and current.
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the commutation overlap angle causes the voltage waveform
to concave. During cut-off phase commutation of the A
phase, the existence of the commutation overlap angle
causes the voltage waveform to convex. During the phase
commutation B and C, the voltage waveform also has a
concave phenomenon. -erefore, the existence of the
commutation overlap angle causes serious distortion of
generator’s output voltage waveform. According to the
generator output current waveforms, we can see that the
existence of the commutation overlap angle will lead to
longer conduction time of the winding, which will result in
the phase difference between the voltage waveform and the
current waveform. When the synchronous inductance is
different, the generator’s output voltage, current waveforms,
and the corresponding harmonic distortion rate are shown
in Figures 10 and 11, respectively. As can be seen from
Figures 10 and 11, with the increase of synchronous

inductance, the distortion of the output voltage waveform is
aggravated, and the distortion of the output current
waveform is improved.

In order to improve the output waveforms of the gen-
erator, the most commonly used passive filter circuit shown
in Figure 12, and the inductances L1� L2� L3 series in the
circuit, and the capacitors C1�C2�C3 parallel in the cir-
cuit, and the influence of the capacitance value and in-
ductance value on the voltage and current waveforms’
quality of the generator is analyzed by simulation [21].

-rough the circuit simulation, the distortion rates of the
voltage waveform and current waveform of the generator
change with inductance and capacitance values, which are
shown in Figures 13 and 14, respectively. -e fundamental
power factors of the generator output side change with
inductance and capacitance values, which are shown in
Figure 15.
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It can be clearly seen from Figures 13–15 that the passive
filter circuit can significantly improve the quality of gen-
erator voltage and current waveforms. Increasing the filter
inductance can significantly reduce the distortion rate of

voltage and current waveforms, but it will reduce the fun-
damental power factor. Increasing the filter capacitor can
reduce the distortion rate of voltage and current waveforms
and improve the fundamental power factor. High-quality
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generator voltage and current waveforms and high power
factor can be obtained by selecting filter capacitance and
filter inductance.

8. Conclusion

-e output waveform of the generator with rectifier load is
studied in this paper. On the basis of the equivalent circuit,
the commutation process of the uncontrolled rectifier circuit
is analyzed when the commutation overlap angle is con-
sidered, and the influence of rectifier generator parameters
on the commutation overlap angle is analyzed, and the
analytic expression of the commutation overlap angle is
given. -e output voltage and current waveforms of the
generator are obtained by analytic method, circuit simula-
tion method, field-circuit coupled simulation method, and
experimental method, respectively, and the advantages and
limitations of these methods are explained. By comparing
the output voltage and current waveforms obtained by
different methods, the field-circuit coupled simulation
method is in good agreement with the experimental method.

In this paper, the influence of the rectifier circuit on the
output voltage and current waveforms of the generator is
summarized, and the influence of synchronous inductance
on the output waveform and harmonic distortion rate of the
generator is analyzed. With the increase of the capacity
difference between the generator and the rectifier load, the
influence of the commutation overlap angle becomes
smaller. -e influence of the capacitance value and induc-
tance value on the voltage and current waveforms’ quality of
the generator is analyzed by passive filter circuit simulation.
Increasing the filter inductance can significantly reduce the
distortion rate of voltage and current waveforms, but it will
reduce the fundamental power factor. Increasing the filter
capacitor can reduce the distortion rate of voltage and
current waveforms and improve the fundamental power
factor. -e research of this paper has the guidance and
reference significance for the application of the generator
with rectifier load.
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In recent years, with the rapid development of the global economy and the development trend of more and more stable, well-
developed network communications, online shopping has become an increasingly common way; as a result, the logistics industry
has emerged frommany industries and has become one of themost popular industries. However, due to the extensive involvement
of the logistics industry, the overly complex technology, and the huge amount of data and information, the security of logistics has
become one of the hot topics of special concern. Based on the background of an intelligent environment, this paper constructs a
supply chain financial logistics supervision system based on Internet of ,ings technology. ,is article refers to the research
experience of previous scholars, briefly introduces the theoretical knowledge of the Internet of ,ings technology, smart en-
vironment, and supply chain finance, and makes a certain analysis of the logistics supervision system. We collect and calculate
logistics data through the wolf group hunting and siege formula in the wolf group algorithm and analyze the application
performance of the logistics supervision system in reality. ,en, we briefly designed the system architecture diagram of the
logistics supervision system and compared the freight situation of the logistics supervision system before and after and statistics on
the deployment of the logistics supervision system in customs, docks, airports, stations, and other places from 2015 to 2019.
Finally, a comparative analysis of the performance of wolf pack algorithm and other algorithms was performed under different
path planning.,e final result shows that the logistics supervision system has important practical value in the logistics industry; in
addition, the deployment of logistics supervision systems in customs, terminals, and other places has increased year by year from
2015 to 2019.

1. Introduction

1.1. Background Meaning. At present, the development of
the Internet and sensor network is very rapid [1], e-com-
merce which has risen from the development of the Internet
in recent years has gradually become the most frequently
used way of shopping [2], and the complementary logistics
industry has becomemore andmore hot and penetrated into
our daily life. With the vigorous development of the logistics
industry, the frequent occurrence of goods stolen, goods lost,
goods delay, and logistics warehouse accidents and other
logistics security issues have gradually become the focus of
attention [3]. In the process of logistics transportation, the
status of goods, logistics itinerary, and other related infor-
mation directly affect the safety of logistics. In order to
understand the specific conditions of the logistics and

transportation process, building a supply chain financial
logistics supervision system based on the Internet of ,ings
technology has very important practical significance for
logistics companies, sellers of goods, and buyers of goods [4].

,e Internet of ,ings is an extension and expansion of
the Internet [5]. It connects items in a smart environment
with smart devices with functions such as recognition, per-
ception, and calculation to form a “things connected” network
and, through wireless communication, wireless sensor net-
work and other technologies to transmit and share data and
information between equipment and equipment [6], after a
certain amount of processing, and then transfer useful in-
formation to the user’s terminal equipment through the
network. It is conceived as a transformative method for
providing numerous services [7]. ,e Internet of ,ings
technology largely solves the communication function of
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information and can also identify different information and
screen out effective information for users. Combining the
Internet of ,ings technology with the logistics supervision
system can improve the efficiency of goods sorting [8], can
monitor the information of the goods in real time, and timely
feedback the situation of the goods to the users, making the
logistics supervision efficient, accurate, and more.

1.2. RelatedWork. ,epurpose of Bui is to analyze and clarify
the potential advantages of Trarong Province from the per-
spective of logistics and supply chain management, thereby
proposing the development of Trarong Province as an eco-
nomic and logistics hub in the Mekong Delta [9], but the cost
of this research is too high. Zulfikar’s research aims to de-
termine how valuable PT’s supply chain performance is [10],
XYZ when measured using the green scor model. But, the
experimental data of this research are too one sided, and the
experimental results are unreliable. Vieira introduced the study
of port logistics activities in the port of Santos (Brazil) with a
qualitative method [11], but the research data were too large.
Chancey analyzed the location of facilities and vehicle routing
problems of efficient logistic systems in a practical case study
[12], but the experimental results of this study have errors.
Zhilun proposed the existence of the drone logistics regulatory
issues, analyzed the composition of the logistics industry chain
of unmanned aerial vehicles, and discussed the applicability of
the regulatory system of the whole industry chain, but the steps
of the study are too complex and the cost is too high [13].
Xiaofeng takes enterprise supervision, logistics supervision,
and quarantine supervision as the core, adopts the risk as-
sessment method of “three links joint control,” and establishes
a supervision system with Chinese characteristics for export
wood packaging materials [14]; however, the data collection of
this research is too difficult, and it is easy to cause unnecessary
wastage. ,e purpose of Busse is to provide a good foundation
for further research on the innovationmanagement of logistics
service providers (LSPs) [15], but the research is too simple to
fully reflect the experimental results. However, these studies
still have shortcomings in the monitoring and management of
logistics.,is article builds a logistics monitoring system based
on the Internet of ,ings technology based on the research
experience of previous scholars.

1.3. Innovation of ,is Article. ,e application of the In-
ternet of ,ings technology has made supply chain finance a
further breakthrough in logistics supervision. ,e innova-
tions of this article are mainly reflected in the following
aspects: ,e application of the Internet of ,ings technology
improves the supervision mechanism of the logistics in-
dustry, makes the logistics supervision mechanism real time,
and saves the human resources of the logistics department of
the logistics industry.

2. Supply Chain Financial Logistics Supervision
System Based on Internet of
Things Technology

2.1. Internet of ,ings Technology. ,e Internet of ,ings
(IoTs) is a network technology that uses various sensing

technologies to connect items to the Internet for information
exchange and communication to achieve intelligent iden-
tification, tracking, and supervision under an agreed
agreement. ,e Internet of ,ings is a global infrastructure
that can connect objects and realize data generation and data
sharing [16]. Internet of ,ings as a new information net-
work technology is still in the development stage, did not
form a complete technology framework, and lacks a unified
architecture that is standard, but the prototype has been
formed. ,e Internet of ,ings is considered to be a part of
the future Internet, which will contain billions of intelligent
communication “things” [17]. ,e technology system
structure of the Internet of ,ings mainly refers to the IOS/
OSI model of the Internet to construct its system structure
by means of hierarchical division, which makes the basic
system structure of the Internet of ,ings have typical hi-
erarchical characteristics. ,e Internet of ,ings introduces
a vision for the future Internet, in which users with sensing
and stimulating functions, computing systems, and everyday
objects will collaborate with each other with unprecedented
convenience and economic benefits [18]. ,e widely rec-
ognized IoT architecture can be divided into a perception
layer, network transmission layer, and application layer. It
works by perceiving and identifying the surrounding data
information through RFID, GPS, QR code and other sensing
technologies in the sensing layer, so as to obtain the required
information in real time; then, through the network
transmission layer, the information obtained by the per-
ception layer is transmitted to the terminals of other users
through reliable transmission, in order to realize the sharing
and interaction of information between each other; and
finally, the data information in the network transmission
layer are processed intelligently through smart devices at the
application layer and smart computing technologies such as
cloud computing, to make decisions and control the sur-
rounding environment. Radio frequency identification has
been widely used to support the logistics management of the
production workshop [19].,e latest developments in RFID,
smart sensors, communication technology, and Internet
protocols have promoted the development of IoT [20].

2.2. Smart Environment. ,e intelligent environment is the
embodiment of pervasive computing in the architectural
dimension; it uses sensor equipment, computer equipment,
various identification equipment, and multimedia imaging
equipment in the physical space to provide automated
services, in an intelligent environment, and users can
perform intelligent services at any time. ,e intelligent
environment has the characteristics of system dynamics,
service transparency, and equipment mobility. In the in-
telligent environment system, the relationship between the
units often changes, the focus of computer interaction is
integration or mobility, and the terminal equipment in the
hands of the user can use the basic equipment in the in-
telligent environment to complete functions such as cal-
culation, interaction, and sharing. ,e smart environment
is easy to use and supports continuous empirical mea-
surement and iterative development [21]. Intelligence
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environment is reflected in the union of matter under the
influence of technical things, which not only has the tra-
ditional environmental performance ability but also has
network communications, information products, equip-
ment, automation, and other functions. ,e intelligent
environment integrates system, structure, and service. It
has the characteristics of high efficiency, comfort, safety,
and environmental protection and helps the space envi-
ronment to maintain information exchange with the
outside world. ,e applications in the smart environment
together provide real-time human emotional state tracking
and recognition [22]. ,e intelligent environment im-
proves the safety and comfort of the user’s living envi-
ronment and, at the same time, has the characteristics of
sustainable development, resource conservation, and en-
vironmental protection. In an intelligent environment,
ubiquitous services depend on the ability of intelligent
objects, which can perceive, calculate, communicate and
take some adaptive actions in the environment according to
their goals even without human intervention [23].

,e sensor is the main communication network unit in
the intelligent environment. In the flexible environment, the
sensor nodes are set manually in the field and the nodes work
together to sense and collect the environmental status in-
formation or the field target detection information, and the
information is transmitted through the only sensor node,
sent to the receiving node through hop count or multihop
relay, and finally, the analysis result is sent to the terminal
node, mobile network, etc. through the Internet users’
awareness of effective monitoring and management of the
environment is raised. In large-scale sensor data, exploring
and mining patterns (leading to detection of abnormal
behavior) is challenging [24]. ,e sensor node consists of
four parts: a processor module, radio frequency module,
power supply module, and various sensor modules. ,e
processor is the core of the entire node, responsible for
wireless transmission of data, sensor signal calibration, and
processing.,e radio frequency unit is a physical application
of the wireless data receiver; it must be designed, and the
distance and penetration of wireless communication are
realized. Power modules provide energy for the whole node,
due to the relatively small sensor nodes, generally battery
powered. Sensor nodes need to consider power consump-
tion, plan the sleep state of the node, collect and upload
environmental data regularly, and then, set a hardware timer
to enter sleep. When the timer expires, the node is awakened
followed by the data collection and transmission cycle.

2.3. Supply Chain Finance. Supply chain finance is a link of
supply chain management. It is based on supply chain
management and one or more basic commitments, on the
premise of ensuring the authenticity of the transaction. ,e
use of accounts receivable, advance payment, inventory, and
other methods to close capital flow or control ownership of
real estate, bills of lading and orders, and information flow
based on the information flow between supply chain

members is an effective integration of supply chain and
capital flow, and we should provide low-risk financing and
financial products to the main body of the supply chain,
isolate the credit risk of small- and medium-sized enter-
prises, and ensure the safe development of loan activities.
Many companies have adopted and implemented various
supply chain practices and have enhanced collaboration in
the supply chain and, more recently, electronic collaboration
[25]. While the integration with the supplier complements
each other, especially in the high-tech environment, the
internal supply chain personnel of the organization are
either the source of valuable innovation-related knowledge
or the channel [26]. ,e main functions of supply chain
finance include the following: It improves the competi-
tiveness and stability of the supply chain, effectively over-
comes the financing difficulties of small- and medium-sized
enterprises, and optimizes the business structure of banks.
Its essence is that the financial service provider takes the
future cash flow generated by the asset as the source of
repayment for the less liquid assets in various business
processes through the overall assessment of the supply chain
members; adopts various financial products under the closed
business model to provide financial services to participants;
and reduces the operating costs of the entire supply chain by
coordinating the entire business ecosystem. ,e overall
framework of supply chain finance includes supply chain
objectives, supply chain management, supply chain struc-
ture, supply chain resources, and supply chain business
processes [27], as shown in Figure 1.

,e supply chain financial model is led by logistics
companies is a business behavior that integrates logistics,
commercial operation, and financial management functions.
,e advantages of supply chain finance led by logistics
companies are as follows: (1) According to the characteristics
of the logistics business, it has undertaken transportation,
warehousing, transportation, and processing activities
during the trade between the two sides, obtained the most
basic and true information in the circulation process, and
has a high degree of control over the rights of goods in the
trade process; (2) based on the understanding of the buyer’s
and seller’s transaction arrangements and the status of the
goods, the incidence of subjective defaults by financiers
using information asymmetry to deliberately conceal rele-
vant information has been greatly reduced, and the default
loss rate has been better controlled; (3) based on the strong
control of movable properties, the management methods of
logistics companies allow innovative financing activities
such as value evaluation and pledge guarantee credit; (4)
through platform construction, under the premise that the
supply company provides guarantees, the problem of fi-
nancing difficulties for loan companies is partially solved,
and more opportunities are provided for cooperation be-
tween banks and enterprises. However, this model still has
some flaws in some aspects: (1) ,e logistics industry has a
large asset investment, a low rate of return on investment,
and a long investment return period; (2) lack of procedures
to control the flow of corporate funds and information and
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weak credit risk management capabilities; (3) ,e added
value of capital services is limited, and major suppliers are
responsible for overpayment obligations.

2.4. Logistics Supervision System. ,e logistics supervision
framework system model based on the Internet of ,ings
technology mainly includes five parts: information security
and sharing, a standard specification system, a portal system,
an operation and maintenance system, and the specific
implementation subsystem. ,e relationship between the
various subsystems of the logistics system is mainly the
transmission of information, and the information flow in-
cludes the upward flow from the end of information col-
lection to the end of the application and the downward flow
from the client to the hardware. Specific information flow
includes terminal data collection, massive data processing,
network transmission operators, distributed data storage,
application support services, and front-end applications.
,ere are two different methods for the downward flow of
information, one is to transmit the information of the query
result through the background channel, and the other is to
manage the terminal device according to the instruction.,e

purpose of the design of the entire logistics supervision
system based on the Internet of ,ings is to use RFID, GIS,
GPS, and other Internet of ,ings technologies to perform
real-time and comprehensive supervision of the trans-
portation, loading, unloading, warehousing, and distribu-
tion processes in the logistics process and then help
managers to improve the decision-making level for ab-
normal logistics. Horizontal cooperation between logistics
service providers (LSPs) has become an effective form of
organization and is expected to develop further in the future
[28]. ,e entire logistics supervision system based on the
Internet of ,ings technology is based on the logistics
guarantee business and provides logistics services for dif-
ferent suppliers and consumers. As a real-time logistics
monitoring system, in addition to completing the basic
functions of the system, it must also consider the principles
of applicability, reliability, sustainability, interface beauty,
safety, and real-time.

Logistics flexibility has a positive impact on the quality of
logistics services and improves the relationship between
satisfaction with the logistics flexibility a positive impact on
logistics service quality [29]. A mature logistics supervision
systemmust meet the following requirements: (1) ensure the
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traceability of logistics and ensure logistics safety; (2) the
overall architecture should be based on mature technologies
and models to ensure the stability of the system; (3) the
logistics system based on the Internet of ,ings technology
takes information exchange as the key, completes the entire
logistics system, and realizes the top-down improvement of
all links; (4) the system structure of the logistics system
should incorporate new technologies and requirements into
existing technologies and requirements, laying a foundation
with other enterprises for later integration; (5) compre-
hensively study environmental protection and energy saving
issues, and maximize the use of resources in the logistics
system; (6) flexible management of different departments
according to needs; and (7) improving the efficiency of
logistics is the basis for improving logistics competitiveness.

3. Wolves Algorithm Model in the Logistics
Supervision System Based on Internet of
Things Technology

3.1. Data Collection. ,e data in this study are mainly de-
rived from the data records of various logistics companies
from 2015 to 2019 and the research experience of previous
scholars. Data acquisition is achieved based on the net-
working technology, the use of certain portions of the main
service stream AIDC technology for automatic identification
and data collection, for example, bar-code printing, bar-code
recognition technology, wireless data transmission, and
wireless label (RFID) technology. Due to the low cost of bar-
code technology, currently, bar-code technology is mainly
used for data collection. With the development of RFID
technology, the cost of RFID continues to decrease, and more
and more manufacturers have begun to use RFID technology.

3.2. Wolves Hunting Model. In order to improve the effi-
ciency of logistics distribution based on the Internet of
,ings technology under the background of the intelligent
environment and optimize the distribution path, we apply
the wolf pack algorithm to the logistics distribution
according to the actual situation. ,e wolf group algorithm
is proposed based on the intelligent inspiration of the group
survival group of the wolf group and has been successfully
applied to the optimization problem of complex functions
and the conventional 0-1 knapsack problem [30]. ,e
hunting model of wolves is shown in Figure 2.

3.3. Establishment of Wolf Pack Hunting Algorithm.
Binary Wolf Pack Algorithm (BWPA) is an intelligent
algorithm that can solve combination optimization prob-
lems in discrete spaces [31]. Assuming that the hunting
range of wolves is in a European space of N × M, it is easier
for wolves to find the global optimal value [32]. We add
feedback in the process of wolves raiding, increase the
communication between the wolf i and the wolf, and au-
tomatically adjust the size of the step. When the detective
wolf feels the odor concentration is close to the odor con-
centration felt by the wolf, the step size becomes smaller and
slowly approaches the wolf, and if the scent concentration

felt by the wolves is very different from the odor concen-
tration felt by the wolves, if you quickly rush to the wolf’s
position with a larger step length, the formula is as follows:
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According to formula (1), to initiate the calling behavior,
according to the odor concentration, the value of w is
adaptively changed. ,e calculation formula of w as follows:
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(2)

,e wolves will approach the wolf from various posi-
tions. If the scent perceived by the wolf is greater than that of
the wolf, that is, when Yi >Ylead, the fierce wolf initiates the
summoning behavior instead of the wolf; otherwise, it will
continue to attack until the distance d≤dnear between the
fierce wolf and the wolf, and algorithm enters siege behavior.
,e calculation formula of dnear is as follows:

dnear �
1

D∗ω


D

d�1
maxd − mind


, (3)

where dnear is the distance between the wolf and the wolf
when the siege is initiated and ω is the distance judgment
factor; its size directly determines whether to enter the siege
behavior, the greater the ω, the faster the convergence speed,
but if it is too large, the calling behavior will remain
unchanged.

When the fierce wolf is very close to the head wolf, it
means that it is not far from its prey and needs to be captured
by a close siege. It is believed that the smell of prey has the
highest concentration of wolf prey direction, and artificial
wolves need to move forward in small steps, a thorough
search of prey odor concentration values near the value of
the fitness function. ,e formula for the siege behavior of
wolves is as follows:

X
k+1
id � X

k
id + δk ∗ η∗ stepc ∗ H

k
d − x

k
id



, (4)

where Xk
id represents the position of the k artificial wolf in

the M-dimensional space, stepc represents the siege step
length, and Hk

d represents the position of the k wolf in the
M-dimensional space. η is a random number uniformly
distributed in the range [−1, 1], δk is the siege adjustment
value, and its setting method is as follows:

δ0 � M,

δk
� C∗ δk− 1

,

⎧⎨

⎩ C ∈ [0.9, 0.999], M � 1. (5)

During the siege, if the odor concentration perceived by
the artificial wolf is greater than the target odor
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concentration, the position of the artificial wolf will be
replaced from the new target position; otherwise, the target
position will not change. In order to avoid falling into a local
optimal solution, k new artificial wolf is randomly generated
to replace the same number of the worst artificial wolf in the
population, and the higher the k value, the better the di-
versity of the new species, which also increases the vitality of
the wolf pack. But, if k is too high, the algorithm will tend to
search randomly, and if the value of k is too small, it will lead
to a local optimum; therefore, the value of k should be a
whole between [N/2∗ λ, N/λ], where λ is the population
renewal factor.

4. Construction of a Supply Chain Financial
Logistics Supervision System Based on
Internet of Things Technology

4.1. Construction of the Logistics Supervision System Based on
Internet of ,ings Technology. ,is article uses the Internet
of ,ings technology to construct a supply chain financial
logistics supervision system; first, the main system archi-
tecture of the logistics supervision system is designed as
shown in Figure 3.

According to the architecture diagram in Figure 3, we
can know that the main functional modules of the logistics
supervision system are information the release query system,
transaction payment system, cargo traceability supervision
system, warehouse distribution management system, vehicle
personnel dispatch system, EID data exchange platform,
multimedia transport management system, and special
goods transportation management system. ,e Internet of
,ings technology and smart devices with functions such as
perception are used as part of the application support layer
to support the normal operation of the application, and this
part of the content is mainly to ensure the security of lo-
gistics information, provide SOA architecture and cloud
computing technology for applications, and process appli-
cation data.

4.2. Comparison of Freight Situation of the Logistics Super-
vision System. Statistics on the freight situation data of the
logistics supervision system in a certain area in October
2019, including the total volume of import and export
freight, import volume, export volume, and total number of

transportation vehicles, and compared with the freight data
in October 2018 before the logistics supervision system was
established, and the role of the logistics supervision system
in cargo transportation was analyzed. ,e two-year logistics
and other conditions were set to be the same. ,e statistical
data are shown in Figure 4.

According to the data in Figure 4, we can see that the
traditional freight supervision situation is indeed inferior to
the freight supervision situation after the construction of the
logistics supervision system.,rough the data of the logistics
supervision system, we learned that the number of imports
and exports in October 2019 increased by 8.9% year-on-year,
the number of goods imports increased by 10.5%, the
number of exports increased by 6.9%, and the number of
transportation vehicles increased by 9.7%. From these data,
we can see that the relevant freight situation in 2018 may not
be transmitted to the back end of logistics supervision in real
time, leading to the loss of some data.

4.3. Application Distribution of the Logistics Supervision
System. After the rise of the logistics industry, logistics
supervision systems have been widely used all over the
world, especially in customs, docks, airports, stations, and
other transportation sites. In order to intuitively understand
the application of the logistics supervision system in various
regions, we have calculated the deployment of the logistics
supervision system in customs, terminals, airports, railway
stations, high-speed railway stations, and other places from
2015 to 2019. ,e statistical results are shown in Figure 5.

According to the proportion of data in Figure 5, it can be
seen that, in 2015, the logistics supervision system has not
been widely used, and there are relatively few customs,
terminals, and other places where the logistics supervision
system is deployed, and only 15% of the airports and railway
stations have the logistics supervision system deployed. In
2019, 30% of railway stations have deployed logistics su-
pervision systems, and almost all locations have reached 20%
or more of deployment.

4.4. Comparison of Logistics Supervision Performance between
Different Algorithms. In order to understand more clearly
the performance of logistics supervision in this study, we
compare and analyze the performance of different
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Figure 2: Wolves hunting model diagram.
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algorithms under different path planning, and the final
results are shown in Table 1.

According to the data in Table 1, we can see that the wolf
algorithm has the highest success rate among paths of

different scales, and the success rate of the fourth path
planning reaches 100%. In addition to the 94.1% success rate
of the cross-particle algorithm in path 1, the success rate of
other path planning is very low, only about 1%. In order to
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Figure 3: System structure diagram of the logistics supervision system.
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better observe the performance of wolf pack algorithm in the
four paths, we separately extract the four data of the optimal
value, the worst value, the average value, and its success rate
in the four paths. ,e results are shown in Figure 6.

According to the data of the optimal value, worst value,
and average value of the wolf group algorithm in the four
different paths in Figure 6, we can see the performance of the
wolf group algorithm in the four paths, according to the data
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Figure 5: Distribution map of the logistics supervision system.

Table 1: Performance data table of different algorithms.

Path Algorithm Best Worst Ave SR (%) Deviation (%) T

Path 1

WPA 8.04e+ 3 7.90e+ 3 8.07e+ 3 99.9 −1 10
GA 8.12e+ 3 8.88e+ 3 8.35e+ 3 87.4 0.37 351
ACO 8.16e+ 3 8.28e+ 3 8.31e+ 3 99.9 −0.2 455
CPSO 8.08e+ 3 8.61e+ 3 8.27e+ 3 94.1 −0.66 520

Path 2

WPA 429.1 438.2 431.02 98.8 0.21 50
GA 440.21 480.1 480.12 4.5 6.11 397
ACO 426.1 598.33 513.1 3 20.24 81
CPSO 445.6 500.06 468.3 1 8.33 883

Path 3

WPA 7.56e+ 3 7.59e+ 3 7.54e+ 3 99 0.03 31
GA 7.68e+ 3 8.51e+ 3 8.25e+ 3 7.2 8.24 482
ACO 7.72e+ 3 7.86e+ 3 8.33e+ 3 87.1 2.13 467
CPSO 7.83e+ 3 8.73e+ 3 7.17e+ 3 0 8.91 886

Path 4

WPA 487.61 499.43 492.16 100 −2.41 331
GA 521.47 560.11 541.94 98 −2.62 1000
ACO 520.84 545.2 536.28 99 −3.2 1346
CPSO 684.35 792.81 734.29 1.2 33.14 998
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in Table 1, the success rate of the wolf pack algorithm on the
four paths is 99.9%, 98.8%, 99%, and 100%, and it has the
best performance on the fourth path, and the second path
the performance is relatively poor.

5. Conclusions

,e development of the Internet has promoted the devel-
opment of e-commerce, online trading has become popular,
and the logistics industry has also appeared in the public’s
view. ,e logistics industry has brought a lot of convenience
to people’s life, and its appearance has changed people’s way
of shopping. With the lowest cost, logistics will deliver the
goods needed by users to users by means of transportation,
escort, and distribution, so as to realize the effective cir-
culation of goods. People transport goods by means of lo-
gistics and only need to entrust the goods to the designated
logistics company, and they can realize the circulation of
goods and save their own time. Also, logistics companies in
the process of freight transport have a certain regulatory
mechanism, which can ensure the safety of goods, so that
users can be assured to use the way of logistics to transport
goods. However, the traditional logistics supervision
mechanism has some defects, it cannot transmit the real-
time logistics freight situation, and its safety factor is not
high.

Under the background of intelligent environment, this
paper constructs a supply chain financial logistics supervi-
sion system based on the Internet of things technology,
which uses the characteristics of “things connected” of the
Internet of things technology to transmit and interact lo-
gistics information through intelligent devices. Also, we use
the calculation and recognition functions of basic smart
devices in the smart environment, perceive the logistics
information of supply chain finance through sensor per-
ception technology and wolf pack algorithm, collect relevant
data such as cargo status and cargo journey in the logistics

process, calculate the logistics data according to the wolf
pack hunting and siege behavior formula in the wolf pack
algorithm, analyze the performance of the logistics super-
vision system in practical applications, and propose im-
provements to the deficiencies of the logistics supervision
system.

According to the final result of the experiment, it can be
seen that the logistics supervision system has very good
practical significance in the logistics industry, reducing the
loss of freight data. Also, with the advancement of science
and technology, the development of Internet of ,ings
technology, and the construction of smart environment, the
logistics supervision system is becoming more and more
perfect, during the period from 2015 to 2019, the number of
deployment of logistics supervision systems has increased
year by year, and it has been widely used in customs and
other places.
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In this paper, by drawing on the advanced experience and norms at home and abroad, the compilation and research of “intelligent
technical guidelines” for Chongqing east railway station and its supporting hub area are completed. It includes “digital technology,
intelligent construction,” “accurate and flexible, intelligent service,” and “panoramic management and control, intelligent op-
eration, and maintenance,” and has formed the whole life cycle technical framework of “intelligent construction, intelligent
service, intelligent management, and operation and maintenance.”

1. Introduction

Chongqing East Railway Station is one of the five main
stations of Chongqing Railway. It is an important strategic
support for Chongqing to integrate into the joint con-
struction of the “Belt and Road,” an important strategic
support for accelerating the construction of an inland
opening highland, and also an open gateway for Chongqing
to consolidate itself in the west, interact with the east, in-
tegrate in ASEAN, and connect Asia and Europe. We
proposed to build the Chongqing East Railway Station with
high quality based on the core concept of “internationali-
zation, greenization, intelligence, and human culture.”
,erefore, the “intelligent” technical guidelines of
Chongqing East Railway Station building and supporting
hub area were compiled [1, 2].

2. Background of the Guidelines

2.1. Purpose of Compilation. In order to strengthen the
guidance for the construction and management of the
Chongqing East Railway Station building and supporting
hub area, benchmark the construction achievements of
advanced transportation hubs at home and abroad, and
achieve the intelligent goal of Chongqing East Railway

Station construction, on the basis of following the current
norms and standards, the “Guidelines” are formulated as a
work guide for planning and construction management
departments, as well as a technical guide for design and
construction units.

2.2. Compilation System. With the concept of “full life cycle,
all-round coordination, and full-function coverage,” this
guideline is compiled taking the concept of “internation-
alization, greenization, intelligence, and human culture”
proposed in the “Chongqing City Overall Improvement
Action Plan” as the core and comprehensively coordinates
the four modernization systems. Combining the stages of the
design, construction, and operation and maintenance of the
East Railway Station building and the hub area, the whole
process is considered. ,e guidelines are goal-oriented, put
forward targeted technical strategies, adopt matrix network
analysis methods, clarify specific qualitative and quantitative
guidance and control elements, and realize a guideline index
system for full-functional object coverage.

2.3. General Requirements. Combining the needs of trans-
portation hubs and interconnection and networking,
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through the use of Internet+, cloud computing, artificial
intelligence, big data, BIM, 5G communications, informati-
zation, and other new technical means, the system model is
built from the service, function, logic, and physical levels to
improve the efficiency of transportation organization at
transportation hubs, optimizing service quality, and enhancing
safety guarantees. Taking the demand model as the starting
point and basis, the system model is constructed to organize
the relationship, and finally, the physical model is used for
material realization (Figure 1). And, organically integrate the
transportation hub station with the “railway brain” of the high-
speed rail intelligent technology system to build a smart East
Station that embodies efficiency and sharing.

2.4. Technical Framework. ,e Chongqing East Railway
Station building and hub area takes constructing of the smart
east station as the overall requirements and covers the three
guidance control aspects of “digital technology and intelli-
gent construction” and “precision, flexibility, and intelligent
services,” as well as “panoramic control, intelligent operation
and maintenance” in the hub area and station building area
(Table 1). ,e three stages of design, construction, and
operation and maintenance covers the full life cycle and
forms a technical framework [3].

3. Research on Intelligent
Construction Technology

3.1. Intelligent Construction Guidance and Control
Requirements

3.1.1. Intelligent Perception Layer. ,at is, intelligent ter-
minals are various sensing devices including face verification
cameras, monitors, and various sensors that operate through
technologies such as ZigBee andWSN in the construction of
smart construction sites.

3.1.2. Intelligent Communication Layer. ,at is, intelligent
networks, including the IoT used in various construction
processes, and related Internet, telecommunications net-
works, radio and television networks, and the integration of
the three networks.

3.1.3. Intelligent Platform Layer. ,at is, the intelligent
platform and data, as a data processing center, can be used
for analysis, monitoring, and simulation during the con-
struction process.

3.1.4. Intelligent Service Layer. ,at is, intelligent applica-
tions, which can integrate various data through the platform
layer and provide related intelligent services during the
construction process.

3.2. BIM+CIM Construction and Management Platform

3.2.1. BIM and CIM Collaboration Platform. A digital
construction management technology platform should be

built based on BIM and CIM technologies to realize the full
life cycle of intelligent construction management require-
ments and connection applications for design, construction,
and even future service and operation and maintenance. It
should form the visual carrier of the smart hub. In the design
stage, a series of landing and sustainable CIM+BIM ap-
plications are implemented to improve the design quality,
improve the efficiency of scheme decision-making, realize
the collaborative management of design, and lay the
foundation for later construction. In the construction stage,
we are committed to forming an innovative management
system based on CIM+BIM, which is based on model data,
with schedule management as the main line, safety and
quality risk as the focus, investment control as the goal, and
management platform as the tool, so as to realize the three-
dimensional and digital management of the whole con-
struction process. In the completion stage, the CIM and BIM
collaborative platform is combined with the completion
acceptance to realize the data collection, integration, and
archiving in the whole process of the completion acceptance.
In terms of facilities and equipment, the asset code,
equipment number, and other information are improved to
ensure the data traceability and provide data services for the
later operation and maintenance. In the operation and
maintenance stage, realize the asset management, carry out
the monitoring and space management of equipment op-
eration status, integrate the real-time operation data of fa-
cilities and equipment through various means such as
electronic tags, Internet of things sensors, and system in-
terfaces, carry out data analysis and operation and main-
tenance monitoring of facilities and equipment, and realize
the fine, visual, and intelligent management of operation and
maintenance.

3.2.2. Multidisciplinary Data Integration. Professional data
such as spatial geometric information, functional infor-
mation, and construction management information of the
East Station building should be integrated to form a three-

Physical model

System model

Demand analysis

Physical framework
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Figure 1: Framework of the composition under “China intelligent
high-speed rail system structure.”
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dimensional basic database to facilitate construction and
subsequent operation and maintenance management.

3.2.3. BIM Information Technology Platform. A platform
should be built to enhance the business management ca-
pabilities of the East Station construction unit. ,e BIM data
resources should be integrated and managed, model con-
struction standards should be established, and relevant
standards and process requirements should be organized
through BIM simulation to form a construction technology
library to realize multidimensional dynamic clarification
and process standard navigation [4–7].

3.3. Smart Construction Technology

3.3.1. Intelligent Construction Technology System. It should
include three major areas of survey design, engineering
construction, and construction management and form an
innovative direction, GIS intervention survey, BIM inter-
vention design, intelligent building construction, BIM+GIS
digital construction management, etc., and expand the in-
novative content as needed (Figure 2).

3.3.2. Informatization + IoT Technology. It is advisable to
adopt big data sharing information technology and IoT
technology to improve the management level, management
quality, and management accuracy of intelligent construc-
tion and improve the efficiency of construction
implementation.

3.3.3. Assembled Intelligent Construction of Key Objects.
,e intelligent construction of prefabricated buildings, es-
pecially the structure and interior parts, should be realized.
,e swing mold robot and its supporting molds are selected,
the intelligent assembly equipment is adopted, and the
digital precision cloth technology of complex concrete
components is applied to ensure that prefabricated buildings
account for 30% of the newly built building area [8].

3.4. Smart Site Management System

3.4.1. Intelligent Management of Personnel. ,e construc-
tion site of the transportation hub station should enhance
the intelligent management function of personnel and have
the capabilities of personnel attendance, personnel posi-
tioning, and on-site consumption management. ,e con-
struction site of transportation hub station can strengthen
the management links of site personnel’s identity, atten-
dance, and inquiry through intelligent way; through the use
of labor real-name system and high-speed face recognition,
the management of labor personnel’s identity recognition,
work attendance, and online inquiry of admission education
can be carried out. ,e safety helmet with the smart chip is
equipped for the construction personnel to realize the
unified management of personnel track, distribution, and
detention; the consumption management can use card
swiping method to realize consumption, laundry, and

shower, so as to improve the enthusiasm of card use and
facilitate the realization of property management of the
project.

3.4.2. Intelligent Monitoring of the IoT. Technologies such as
the IoTshould be used to intelligently monitor the operating
status of large-scale machinery and equipment such as tower
cranes, hooks, and lifts and to avoid construction quality
problems and safety accidents caused by equipment failures.
It should also have functions such as unloading manage-
ment, vehicle access recognition, and fire protection
monitoring.

3.4.3. Construction Environment Monitoring and Early
Warning. It should be equipped with functions such as dust
and noise monitoring and early warning, dust suppression
spray, and effective enclosure and realize a green smart
construction site with low dust spreading (<0.5m) in
earthwork construction and low noise of construction
machinery (at day <75 dB, at night <55 dB) under smart
monitoring aims.

3.4.4. Improve Comprehensive Supervision Capabilities. It
should have the capabilities of smart working, project co-
ordination, mobile inspection, schedule management, and
technical disclosure and apply an intelligent shield con-
struction safety supervision system. It is advisable to achieve
one U-shield lock per person to improve the safety super-
vision level of construction projects [9].

4. Intelligent Service

4.1. Service for One-Stop Code-Scanning Scene

4.1.1. Mobile Phone Parking Assistance. Real-time parking
maps and parking space information should be provided
through smart phone GPS data and sensors embedded in the
parking space ground, and electronic information signs
should be installed to assist in finding parking spaces. To
provide passengers at the East Station with convenience for
finding cars, real-time information about nearby parking
spaces and charging standards can be obtained through a
mobile APP.

4.1.2. “Face Scan” Function. A “dual-channel face verifica-
tion gate” should be set up to realize the services of “face-
scanning ticket” + “face-scanning pass” in passenger trans-
portation. Passengers scan their faces to complete a series of
procedures such as ticket purchase, ticket collection, and
entering the station. Simplify ticket collection (reimburse-
ment voucher) for passengers, avoid confusion in ticket
presentation when entering the station, and greatly save the
time. Passengers who purchase online tickets do not need to
pick up the ticket twice and can go directly to the security
checkpoint and use the face verification gate to enter the
station to achieve one-stop check for security and ticket.
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4.1.3. APP Code Scanning. It is used with face scanning
function. Passengers use the mobile phone APP to complete
identity authentication and activate related functions before
boarding and use the WeChat official account or APP to
enter the station on the day of travel. ,is provides pas-
sengers with customized key information such as train
numbers and seat numbers to realize the networking and
convenience of station entering and save time.

4.1.4. Convenient Service for Scanning Codes within the
Station. For passengers of the same type of hubs who have
difficulty in storage, going to the toilet, and shopping can
quickly complete item storage, item purchase, and receiving
toilet paper through the mobile phone APP, which provides
convenience for the daily needs of passengers at the East
Station and solves various “pain points” scenarios with
intelligent scanning code and convenient services [10, 11].

4.2. Efficient Vehicle Service and Smart Parking

4.2.1. Intelligent Vehicle Platform. ,e Chongqing East
Railway Station traffic information integrated management
platform should be established to complete OPC, BACNet,
and API systems to realize data collection, vehicle man-
agement and scheduling, passenger information access and
guidance, intelligent monitoring, voice communication
systems, traffic parking management, support systems, and
others’ system construction (Figure 3).

4.2.2. Multitype Vehicle Service. Intelligent guidance and
information services should be provided for different types
of vehicles. Adopt green wave and other technologies to
ensure the smooth connection between passengers and
social vehicles, taxis, online car-hailing, buses, shuttle buses
and other types of transportation, and it is advisable to
effectively connect autonomous vehicles.

4.2.3. Parking Guidance System. A smart parking lot
function should be set up to facilitate car owners to find
parking spaces, quickly find parked vehicles, and find
parking lot exits. ,rough the parking guidance system,
guide and manage social vehicles in and out and parking.
,e parking guidance system should have the functions of

collecting, transmitting, processing, and publishing parking
information.

4.2.4. Intelligent Parking and Reverse Car Search.
Intelligent parking and reverse car search in the East Station
should be realized, and all parking lots in the East Station
should be unified and intelligently managed. It is advisable
to collect parking information through the parking lot toll
management system or use the vehicle detector to directly
collect parking information and inform car owners by the
information release screen (Figure 4).

4.2.5. Intelligent Navigation Connection and People-Vehicle
Flow Guidance. ,e dynamic information of the street path
in the static area and the empty parking space in the parking
lot should be published on the display screen to provide
navigation connection and route guidance for people and
vehicles. ,e guide screen at the main entrance should
display the total number of vacant parking spaces in real-
time hierarchically, the location guide screen should display
the number of vacant cars in the area, and the intersection
guide screen should display the number of vacant cars in the
driving direction. Video analysis license plate automatic
recognition system should be used.,e recognition accuracy
rate of day and night should be greater than 90% and 80%,
respectively, and the recognition speed should be less than
1 s.

4.2.6. Linkage Transfer of >ree Major Transportation Hubs.
It is advisable to reach strategic cooperation with Jiangbei
International Airport and the city bus station to strengthen
the linkage of information and transportation between all
parties, which can accept buses to transfer passengers sus-
pended for some reason from the airport, etc., and arrange
green channels to help passengers get in and get on the bus
and vice versa [12].

4.3. Intelligent Information Service System

4.3.1. “Private Order” Identification System. ,e face veri-
fication system quickly recognizes the identity of the person
and provides data for passenger flow tracking, feature rec-
ognition, etc., to meet passenger interaction needs. Using
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Figure 2: Framework diagram of the intelligent construction technology system.
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real-name accounts, face code interoperability, and frequent
flyer channels for OD analysis and through the integrated
application of security gates, the security check and ticketing
business are integrated to realize the convenience and the
intelligent image judgment.

4.3.2. 5G Communication Services and Expansion. 5G
communication services with large bandwidth, wide con-
nections, ultrahigh reliability, and ultralow latency should be
adopted to build a new 5G industry ecosystem, cultivate key
industries such as mobile Internet and IoT, and promote the
development of 5G application scenarios solutions (Figure 5).
It should be able to interface with Beidou Skynet’s global
satellite navigation system, 6G communications, and other
new and research communication technologies. ,e current
technology is not mature enough, but relevant software and
hardware conditions and interfaces should be reserved.

4.3.3. 360-Degree VR Panoramic Navigation. ,e VR pan-
oramic navigation function should be realized, and the east
station panoramic map network should be established.
Passengers can use their smartphones or the VR display in
the station to have virtual experience of ticket selling, en-
tering the station, security check, waiting, lost and found,
key passenger waiting rooms, and other places with VR

equipment, so as to intuitively grasp the key points of the
East Station Specific location. ,is item has few applications
currently but is of leading significance and it is worth trying.

4.3.4. Smart Integrated Information System. A compre-
hensive information system that satisfies the functions of
operation and production, enterprise management, and
passenger service management should be set up. Pay at-
tention to the release, inquiry, and guidance of information
related to passenger use and management, such as outdoor
climate, indoor environment, real-time status of sur-
rounding traffic, and emergency response to emergencies.

4.3.5. Daily Business Intelligent Cluster Communication
Application. A broadband trunking intercom system should
be implemented, based on LTE-U, WLAN, and public
network operator networks to provide voice and video in-
tercom services [13, 14].

4.4. “AI+” Intelligent Customer Service System

4.4.1. Smart Ticketing Equipment. Combined with the
embedded AI barebone system, it is advisable to repartition
and classify the human-computer interaction interface in the
smart ticket vending machine to highlight the main function

Traffic information integrated management system
of chongqing east railway station

Situation
awareness Hub floor plan Event acceptance Decision support Communication

scheduling

Communication scheduling (IHMS)

Warning Control Information Scheduling

OPC: object linking and embedding interface for process control
BACNet: intelligently build communication protocol

API: application program interface

Figure 3: Framework diagram of the vehicle intelligent system platform.

Terminal
layers Tablet Reverse car search terminalComputerSmart phone

User layer

Functional
layer

Base layer

Parking web and APP Investment operation, cloud center, and management departments like urban transportation

Parking lot search, parking lot reservation, parking navigation, parking space exchange, time-interlaced parking,
advertising, cloud settlement 

Cloud infrastructure Toll management system Intelligent parking managementParking guidance and reverse car search

Figure 4: Framework diagram of smart parking service system.
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entry options. Optimize the selection method of issuing
arrival stations, statistically analyze the popular arrival
stations for selling tickets (the total number does not exceed
24), and design the selection page to meet the requirements
of other passengers through the station name retrieval
method. Refine the time-division train display and fast page
number search to improve the efficiency of passengers
searching for trains (Figures 6 and 7).

4.4.2. Intelligent Robot for Smart Service. In addition to basic
functions such as information inquiry, more flexible and
active service functions should be provided, such as AI
autonomous learning, impromptu performance, and remote
security. According to the development of related tech-
nologies, technical indicators should be selected reasonably
during the equipment bidding stage (Figure 8).

4.4.3. Intelligent Voice Navigation System. It is advisable to
adopt AI intelligent voice navigation system to realize
functions such as in-station voice navigation, ticket self-
service consultation, intelligent travel, and information
services. Build an intelligent voice interactive portal to
improve self-service user satisfaction, divert the pressure of
manual services, and increase the connection rate. Intelli-
gent customer service technology should ensure that the
accuracy of customer demand recognition during peak
periods is over 90%.

4.4.4. Smart Luggage Storage and Smart Warehouse.
Intelligent storage of passenger luggage and smart ware-
house should be set up, and luggage storage and storage of

goods should be conveniently accessed through personal
mobile terminals. ,e smart luggage cabinet can be set with
multiple specifications of the grid. According to the de-
velopment of AI and other related technologies, technical
indicators should be reasonably selected during the equip-
ment bidding stage (Figure 9).

4.4.5. High-Standard Smart Toilet. High-standard smart
toilets should be set up. With functions such as artificial
intelligence, integrated display screen, real-time toilet seat
display, odor monitoring and automatic elimination, smoke
monitoring, human flow status monitoring, and tempera-
ture and humidity monitoring, it can provide interactive
query weather, traffic information, news review, attraction
introduction, service hotline, information, and other ser-
vices (Figure 10). Quantitative paper can be taken out from
smart drawer every day through the QR code [15].

4.5. Intelligent Energy Saving of IOTCloudPlatformand Scene
Linkage

4.5.1. IoT Cloud Collaboration. ,e collaboration between
the Internet of ,ings, the cloud platform, and the terminal
equipment of the East Station should be strengthened, and
the management, operation, and service of the East Station
should be further transformed into intelligent, refined, and
networked.

4.5.2. IoT with Cloud Computing Core. In terms of data
storage and analysis capabilities, cloud computing forms a
huge driving force for IoT services of East Station. Take the
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Mobile internet IoT

Streaming media Conversation Interaction Transmission Information

Audio play Voice Browse Mail SNS

8K HD video Video call Location Download MMS

Virtual reality Transaction Upload OTT information

Search

Enhanced reality

Virtual reality

Collection Control

Low-speed collection Time delay sensitive

High-speed collection Hypersensitive to
time delay

Original business

Enhanced business

Emerging business

Figure 5: 5G business model and smart space structure diagram of transportation hub.
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cloud as the central location to analyze and process a large
number of IoT sensor data.

4.5.3. Real-TimeMonitoring of IoT’s Passenger Flow. ,e IoT
technology should be used to install passenger flow counters at
key locations such as station entrances and exits, station hall
payment areas, and platforms, to detect and count the number
and direction of passenger flow, and complete passenger flow
statistics in order to realize real-time monitoring and early
warning of the passenger flow of the East Station.

4.5.4. Positioning and Scheduling of IoT Personnel. LoRa and
other IoTtechnologies should be used to help staff quickly locate
and schedule through wearable electronic tags, realize the
multilevel linkage of personnel deployment, voice

communication, and video surveillance in the first time, and
improve the solving speed and efficiency of emergency response.

4.5.5. Scene-Linkage Intelligent Energy-Saving Technology.
Scene-linked intelligent energy-saving technology should be
adopted to strengthen environmental perception, intelligent
lighting control, intelligent air-conditioning control (the
lowest temperature limit in summer is 26°C), remote control,
and timing control and to achieve effective monitoring and
management of building energy consumption. Energy-
saving equipment should be used in the East Station and the
energy consumption of the network system should be re-
duced by more than 30% (Table 2) [16, 17].

4.6. Intelligent and Efficient Security System

4.6.1. Intelligent Security Management Platform. ,e secu-
rity and fire protection system and the operation and
production system are jointly built on the integrated plat-
form, and the data of each system is uniformly monitored
and linked to facilitate emergency operation and disposal
and realize the safety level protection of platform con-
struction. ,e ticketing platform is seamlessly connected to
the public security system to record and track and to ensure
the safe travel. It should have an alarm access system,
docking with the police command center, transmit the alarm
information in seconds, and quickly view the alarm details to
realize remote video review and dock the black and white list
library.

Figure 6: More intelligent ticket machines can greatly improve
efficiency.

Figure 7: More intelligent ticket machines can greatly improve
efficiency.

Figure 8: Service functions of intelligent robots can be diversified.

Figure 9: Intelligent rest cabin for passengers similar to intelligent
warehouse.

Figure 10: Portable smart toilet.
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4.6.2. Emergency Plan, Early Warning, and Intelligent
Processing. In the event of passenger congestion, vehicle
congestion, sudden social incidents, fires, and other emer-
gencies, management personnel should promptly intervene
and deal with the control system. By using one-touch
triggering of signal lights, elevators, access control, display
screens, broadcasting, monitoring, mobile terminal APP,
and other equipment, guide people and vehicles to evacuate
safely in the shortest time. An emergency button that can
immediately start voice and video intercom or remote talk
should also be set up.

4.6.3. Smart Firefighting System. Adopt a smart fire pro-
tection system in the integrated hub. Taking data visuali-
zation as the standard, “1 picture” presents
multidimensional information, “1 platform” layered the
authorization, “6 folds of experience” covers integrated
management of smoke, electricity, water, temperature,
firefighting equipment, and people, and “1 mobile phone”
refers to the staff using the smart fire app for management.

4.6.4. Bare Fiber Transmission Information. Build a dis-
patching smart center and data room. ,e monitoring and
data information of the security system should be uniformly
forwarded to the superior traffic authority through bare
fiber, and the data transmission rate should be greater than
10Mb/s. Ensure the security of network transmission in-
formation and set a password.

4.6.5. Unmanned Security System. Facial verification should
be used to automatically select and control the crowd to
improve the prevention and control level of public places.
Dangerous materials and dangerous actions should be
identified to automatically predict large-scale public safety
hazards. A 24-hour security patrol robot should be set up to
prompt people with high temperatures, people without
masks, open flame areas, etc., to achieve remote mobile
security management [18].

5. Intelligent Management Operation
and Maintenance

5.1. Integrated System Intelligent Operation andMaintenance

5.1.1. Intelligent Integrated System Platform. ,e intelligent
integrated system platform should be adopted in the
transportation hub station, and advanced technologies such

as BIM and CIM collaborative platform should be integrated
in the management and operation and maintenance process
to complete the entire life cycle process of operation and
maintenance and reserve the integration interface with the
CIM platform and smart system of the East Station District.

5.1.2. Information Sharing and Interface. ,e transportation
hub station should adopt information sharing and interface
design, and the information and management departments and
related systems should be fully interconnected and shared, and a
complete design interface should be formed (Figure 11).

5.2. “Station-Platform” Linkage Operation and Maintenance

5.2.1. Intelligent Linkage Operation and Maintenance
Platform. ,eplatform should be used to realize the efficient
management function of the station and fully link with the
station.

5.2.2. >e Overall Intelligent Steward of the Station. ,e
overall intelligent steward of the station should be adopted to
realize the integrated intelligent maintenance function of the
station and platform (Figure 12). Manage the maintenance
work of the electromechanical, fire protection, and infor-
mation facilities of the station and platform through the
APP. Realize the closed-loop management system of “fault
report-schedule-on site maintenance-feedback evaluation,”
and the minimum repair time should be reduced to 5
minutes when problems are found.

5.2.3. Opening Station by Intelligent Linkage. ,rough in-
telligent video analysis, PA, PIS, and other technologies
should be used to realize the judgment of passenger flow in
key areas such as stations, platforms, entrances, and exits
when opening or closing stations and, by broadcast and PIS,
prompts to achieve the operational goals of opening station
by intelligent linkage [19].

5.3. Accurate Control of Passenger Flow, Operation, and
Maintenance

5.3.1. Passenger Flow Trajectory Information Collection and
Analysis. ,e complete track information of each user
should be obtained with the help of smart passenger flow
data. It is advisable to collect trajectory information within a
radius of 1 km around the station for urban lines and within

Table 2: Passenger flow detection, early warning, and control measures.

No. Early warning Passenger flow control
measures

Timing of control measures
starting (person) Control purpose

1 First-level
warning

First-level passenger
flow control K1 � Qzt∗ β1 Slow down the speed of passengers arriving at the platform;

reduce the number of passengers on the platform

2 Second-level
warning

Second-level
passenger flow control K2 � Qffq∗ β2 Slow down the speed of passengers reaching the pay zone;

reduce the number of passengers in the pay zone

3 ,ird-level
warning

,ird-level passenger
flow control K3 � Qfff∗ β3 Slow down the speed of passengers entering the station and

reduce the number of passengers at the station
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a radius of 2 km for suburban lines to realize the data op-
eration, real-time guidance, situation analysis, and emer-
gency plan formulation of the east station passenger flow.

5.3.2. Risk Management and Control of Large Passenger Flow
during Peak Period. It is necessary to optimize on-site
management and control measures during peak periods,
strengthen guidance and avoid passenger flow hedging.
,rough the intelligent linkage between the station hall and
the platform, the passenger flow is accurately limited. It can
realize the early warning of risk and peakmanagement of the
East Station and effectively strengthen current limit control
and reminders during peak hours.

5.3.3. Daily Passenger Flow Analysis and Early Warning.
Passenger flow forecasts should be carried out at ordinary
times, and comprehensive statistical analysis of information
such as passenger flow, passenger flow density, and con-
gestion level in the station should be carried out to realize the
daily congestion warning, safety environment warning, and
comprehensive warning of the East Station.

5.3.4. Refinement and Value Evaluation of Passenger Flow
Data. ,e granularity and location of passenger flow data
should be refined, andmonitoring indicators should be set to
realize the accurate placement of East Station advertisements
and evaluate and enhance the value of shops in the station
(Table 3).

5.4. Operation and Maintenance of Multidimensional Big
Data Ecosystem

5.4.1. Big Data Ecosystem. ,e technical framework of big
data storage, calculation, and analysis should be integrated,
namely, “storage+ calculation+ task scheduling.” ,e current
mainstream,Hadoop, and Spark ecosystems should be adopted
and realize the resource sharing of “one source for one data.”

5.4.2. Construction of Big Data Lake. A big data lake of
“intelligent construction data, infrastructure data, mobile
equipment data, and operational service data” should be
built. Provide basic data management, data integration, data
governance, data sharing, data analysis, and other services
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Figure 11: ,e structure diagram of the intelligent system of the integrated transportation hub.
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for the East Station. In the future, AI services can be ex-
panded on this basis.

5.4.3. Fully Closed-Loop Open-Type Big Data. Based on the
railway data service platform, the “platform+ application”
model should be adopted to realize the deep integration of
big data technology and the core business of intelligent high-
speed rail and build a fully closed-loop open big data eco-
system around the fields of engineering construction, mobile
equipment, infrastructure, transportation production, op-
erational safety, passenger transportation management
services, and comprehensive transportation sharing.

5.4.4. Big Data Acquisition Control and Analysis Application.
,e operation of various electromechanical equipment
should be optimized through big data acquisition control
and system integration technology control to realize intel-
ligent and energy-saving buildings. In addition, big data
analysis applications can be carried out in aspects such as
face verification, monitoring management, safety preven-
tion, accident rescue, and dispatching and command [20].

5.5. Smart Energy Management Operation and Maintenance

5.5.1. Achieve Smart Energy Management Platform. It is
advisable to adopt an intelligent IoT framework to apply big
data, cloud computing, artificial intelligence, machine learning,
remote operation and maintenance, and other technologies to
the energy management of the East Railway Station to build
data collection, edge computing, reverse control, data analysis,
and strategy optimization, strategy issuance, and energy
forecasting functions. Finally, through the execution and
control of energy-saving strategies, big data mining and
modeling, and remote analysis and guidance by an expert team,
an integrated platform for energy control, management, and
operation andmaintenance of Chongqing East Railway Station
is realized, and energy utilization efficiency and intelligence
level are comprehensively improved. [21].

5.5.2. Forming an Information-Based New Energy System.
Internet thinking and technology should be used to trans-
form traditional energy sources, to achieve horizontal
multisource complementation and vertical “source-net-
work-load-storage” coordination to form a new energy
system such as electric energy, solar energy, and geothermal
energy with a high degree of information integration at
Chongqing East Railway Station.

5.5.3. Smart Grid and Electric Vehicle Management.
Apply smart grid and manage electric vehicles in Chongqing
East Railway Station. Smart grids can access energy data and
provide new pricing plans to improve energy efficiency.
Electric vehicles acting as power storage equipment can
provide emergency power for the East Station.

5.5.4. Self-Regulating Energy Management System of Block-
chain Technology. With the BS-EMS node as the physical
foundation and the energy quota as the digital medium, it
provides a solution for mutual trust between smart de-
vices. It is advisable to establish a trustworthy energy value
network for each node in the energy management system
and realize the independent regulation of the energy
system. Within 10–30 minutes, BS-EMS should allocate
energy quotas for 3–5 energy consumption cycles to en-
ergy-consuming nodes to maintain network fault
tolerance.

6. Conclusion

,is paper expounds the research conclusion of “intel-
ligent” technology guidance for railway transportation
hub station. At the same time, the planning principles,
control points, and design methods of design, con-
struction, operation, and maintenance are found. In the
future, it is necessary to conduct qualitative and quan-
titative research on the intelligent technology of trans-
portation hub [22].

Table 3: Passenger flow control information list.

Travel information

Highway passenger transportation: station and agent, transport vehicle, circuit, route, train number, earliest (late)
route information, etc.

Bus route: bus stop, bus recharge station, transit interchange station, bus number, each bus route, transport vehicle,
earliest (late) route information, etc.

Airport: round-trip flight information, such as route, take-off and landing airport, flight direction, take-off
(landing) time, delay information, etc.

Railway station: round-trip information, such as circuit, route, station and time, start/arrive time, delay
information, etc.

Port: round-trip shipping information such as circuit, directions, routes, docks and times, voyage departure and
destination times, carrier company and ship information, water passenger flight information, etc.

,e freight
information

Highway, railway station, airport, port, yard and station, logistics center and other shift information, cargo
information, cargo tracking, vehicle information, driver information, logistics enterprise information, etc.

Road information Data such as traffic flow, traffic accident, accident rescue, traffic control, highway closure, road maintenance,
warning of road sections prone to landslides, road infrastructure, information equipment, etc.
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With the development of science and technology, the middle volume and neural network in the semantic image segmentation of
the codec show good development prospects. Its advantage is that it can extract richer semantic features, but this will cause high
costs. In order to solve this problem, this article mainly introduces the codec based on a separable convolutional neural network
for semantic image segmentation. ,is article proposes a codec based on a separable convolutional neural network for semantic
image segmentation research methods, including the traditional convolutional neural network hierarchy into a separable
convolutional neural network, which can reduce the cost of image data segmentation and improve processing efficiency.
Moreover, this article builds a separable convolutional neural network codec structure and designs a semantic segmentation
process, so that the codec based on a separable convolutional neural network is used for semantic image segmentation research
experiments. ,e experimental results show that the average improvement of the dataset by the improved codec is 0.01, which
proves the effectiveness of the improved SegProNet. ,e smaller the number of training set samples, the more obvious the
performance improvement.

1. Introduction

Convolutional Neural Network (CNN) was first proposed by
Hubel and Wiesel in the 1960 s [1]. Because of its ability to
directly input the original image for recognition without
complicated image preprocessing, it has now been widely
used in many applications. In the field of science, it is
particularly prominent in the classification of patterns. It can
learn local features autonomously, and when the input
image changes and is distorted, the resulting features remain
unchanged. CNN is based on the structure of the shared
convolution kernel, which makes it have great advantages in
processing high-dimensional images of actual size. It realizes
the encapsulation of feature extraction. ,e user does not
need to care about the specific features trained, just that they
are trained well, the weight is enough, the classification effect
is good, and the accuracy is high. ,e disadvantage is that it
requires a large amount of sample data, a large amount of
calculation, and adjusting parameters.

In recent years, CNNs have become the mainstream
method to solve many computer vision tasks [2], such as
image classification, target detection, and semantic segmen-
tation. With the growth of the dataset size, the improvement
of hardware computing power, and the introduction of a
series of excellent network structures [3], the number of
trainable CNNs is constantly being refreshed. Under the
processing of the decomposable CNN, the computational
complexity is greatly reduced.

Cho SI proposed a new image semantic segmentation
method based on CNN, which first uses separable convo-
lution and gradient to reduce computational complexity and
improve image segmentation and denoising performance
[4]. ,e proposed method converts the existing convolution
filters in the traditional CNN segmentation denoiser into
cascaded vertical and horizontal separable convolutions and
reduces the features between these convolutions by ana-
lyzing the distribution of convolution weights and number
of channels. Cho SI believed that its proposed separable

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 5566691, 12 pages
https://doi.org/10.1155/2021/5566691

mailto:anmande@ustc.edu.cn
https://orcid.org/0000-0002-9944-5151
https://orcid.org/0000-0002-1301-3535
https://orcid.org/0000-0002-1069-3993
https://orcid.org/0000-0001-6347-8747
https://orcid.org/0000-0003-2636-4534
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5566691


convolution with feature size shrinkage can greatly reduce
the number of CNN multiplication operations while min-
imizing the damage to the image segmentation quality. In
addition, Cho SI used the gradient of a given image as the
input of the proposed separable CNN image segmenter by
utilizing the relationship between the anisotropic dif-
fusion-based segmenter and the residual CNN segmenter to
improve image segmentation and the quality of the encoding
[5]. ,is research lacks theoretical support [6]. Yeung HWF
proposed an effective and efficient separable CNNmodel for
spatial superresolution image segmentation. Specifically, the
proposed model has an hourglass shape, so that feature
extraction can be performed at a low-resolution level,
thereby saving calculation and storage costs. In order to
make full use of the four-dimensional structural information
of the image data in the spatial domain and the angular
domain, we suggest using four-dimensional convolution to
characterize the relationship between pixels. In addition, as
an approximation of four-dimensional convolution, Yeung
HWF also recommended the use of space-angle separable
(SAS) convolution to improve calculation and memory
efficiency to extract space-angle joint features. A large
number of experimental results of this experiment on 57 test
images of various challenging natural scenes show that
compared with the latest methods, the proposed model has
significant advantages, achieving better visual quality and
better retention and superresolution image structure, while
the degradation of image reconstruction quality is negligible.
,is method is expensive to use and is not conducive to
popularization [7]. Liu Z believed that the intensive calcu-
lation of high-efficiency video coding brings challenges to
the codec in terms of hardware overhead and power con-
sumption [8]. On the other hand, the limitation in codec
design seriously reduces the software-oriented fast coding
unit partition mode decision algorithm effectiveness.
,erefore, Liu Z designed a fast algorithm based on CNN to
reduce more than two partition modes in each codec to
perform full-rate distortion optimization processing,
thereby reducing the hardware complexity of the codec. Liu
Z’s experiment used the best arithmetic representation and
used TSMC’s 65 nmCMOS to develop high-speed [714MHz
under worst-case conditions (125°C, 0.9 V)] and low-cost
(42.5 k gates) accelerator technology for fast algorithms. An
accelerator can support HD 1080p at 55 frames per second in
real-time encoding. ,is research process is more compli-
cated and not practical [9].

,e innovations of this article are as follows: (1) pro-
posing a separable CNN algorithmmodel; (2) constructing a
separable CNN codec structure; (3) designing a separable
convolution image semantic segmentation process of neural
network.

2. Semantic Image Segmentation Research
Method Based on Separable Convolutional
Neural Network Codec

2.1. Convolutional Neural Network. When the computer
obtains an image, it will process the image as a two-

dimensional data matrix. According to different algorithms,
the feature information in the image is obtained. After a
series of training and learning processes, a network structure
for classification is finally obtained to judge the picture or
filter out the target image [10]. ,e purpose of the neural
network is to determine what an input represents, and CNN
uses the idea of convolution to provide a method for
extracting feature values [11]. CNN is a deep feedforward
neural network composed of a convolutional layer, non-
linear layer, pooling layer, and fully connected layer [12].

2.1.1. Convolutional Layer. ,e convolutional layer is the
core of the network, and most calculations are performed in
the convolutional layer. ,e feature map is generated in the
convolution operation and output to the next layer for
feature extraction [13]. In the convolution operation, the
convolution kernel learns the best parameters for extracting
features through iterations. ,e convolutional layer can be
regarded as a feature extractor, which extracts representative
features from the image through convolution operation [14].
Take a single-channel single convolution kernel as an ex-
ample to illustrate the convolution operation, where I
represents the input feature map, O represents the output
feature map, and K represents the convolution kernel. ,e
convolution operation can be expressed by the following
formula:

O(y, x) � 

k1

u�1


k2

v�1
K(u, v)I(y + u, x + v, i). (1)

,e convolution kernel is a three-dimensional tensor,
and each pixel of the feature map corresponds to a neuron
[15]. Each neuron has an area of the same size as the
convolution kernel in the feature map of the upper layer,
which is called the neuron’s receiving field, and each neuron
is connected with the neurons in the receiving field through
the convolution kernel [16]. In feature mapping, neurons in
the same channel share a convolution kernel, and different
channels correspond to different convolution kernels [17].
,e calculation process of feature mapping can be expressed
by the following formula:

O(y, x, j) � 

c1

i�1


k1

u�1


k2

v�1
K(u, v, i)I(y + u, x + v, i, j). (2)

2.1.2. Nonlinear Layer. In CNNs, the nonlinear activation
function usually follows the convolution operation. ,e
convolution operation is a linear weighted summation
operation. As the depth of the CNN expands, the number of
convolutional layers deepens.,e nesting of linear functions
has weak nonlinear expression ability. ,is problem can be
solved well by adding a nonlinear activation function after
the convolutional layer so that the network can approximate
any function, and the nonlinear activation function can also
speed up the network convergence efficiency [18, 19]. ,ere
are three commonly used nonlinear activation functions:
Sigmoid, Tanh, and ReLu.
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Sigmoid function expression is as follows:

f(x) �
1

1 + e
− x. (3)

,e Tanh function expression is as follows:

Tanh(x) �
1 − e

− 2x

1 + e
−2x

. (4)

,e ReLu function expression is as follows:

y �
0(x< 0),

x(x≥ 0).
 (5)

2.1.3. Pooling Layer. Another important operation of CNNs
is called pooling, also called downsampling [20]. Pooling can
reduce network parameters, reduce the resolution of feature
mapping, and reduce the impact of deformation on feature
mapping. Common pooling operations include average
pooling and maximum pooling. Average pooling selects the
average value of adjacent regions of the feature map to
represent the region [21]. Maximum pooling selects the
maximum value of the adjacent area of the feature map to
represent the area. Due to the use of the pooling layer, the
resolution of the feature plane is reduced, and the reduced
resolution of the feature plane will simplify the calculation of
the network and will also reduce the training parameters,
thereby reducing overfitting [22]. In addition, due to the
reduced resolution of the feature map, in the next con-
volutional layer, the receptive field corresponding to the
convolution kernel will also increase [23].

2.1.4. Fully Connected Layer. Each element output by the
fully connected layer is connected to the elements of all the
input feature maps, so it is called the fully connected layer.
,e fully connected layer does not extract the features of the
input like the convolutional layer and the pooling layer, and
then output to the hidden; instead, the output is mapped to
the sample label space, and the output of the fully connected
layer is a one-dimensional vector [24]. ,e parameter
amount of the fully connected layer is greater than the
parameter amount of the convolutional layer. Generally, the
fully connected layer will be used behind the convolutional
layer to map the features extracted by the convolutional layer
to the sample space [25].

2.1.5. Optimization. ,e optimization method is to calculate
the minimized loss value. Given dataset D, the optimization
goal is the average value of all data loss in D, that is, the
average loss, taking the minimum value [26]. ,e following
formula exists:

L(W) �
1

|D|


|D|

t

fw x
(t)

  + λr(W). (6)

When the given dataset D is very large, the random
subset N of the dataset much smaller than the whole data set
is usually used instead. ,e following formula exists:

L(W) ≈
1
N



N

t

fw x
(t)

  + λr(W). (7)

2.2. Separable Convolutional Neural Network. In order to
reduce the network model and increase the calculation
speed, the CNN structure needs to be further optimized [27].
,e most direct method is to reduce the size of the pa-
rameters, that is, use a smaller convolution kernel and
feature map to compress from the existing network model
Considering the acceleration method, the compression
method mainly includes compression from the perspective
of weight value and from the perspective of network ar-
chitecture [28].,e standard 3D convolution is resolved into
two processes: 3D depth convolution and 3D point-by-point
convolution. In the 3D depth convolution stage, the con-
volution kernel is only calculated separately with each
channel of each frame of the input sequence, and they are
not combined. It is a new feature; in the three-dimensional
point-by-point convolution stage, a convolution kernel of
size 1 × 1 × 1 is used for convolution [29]. ,us, the cal-
culation process has the following formula:

d
xyz

ij � f 

Pi−1

p�0


Qi−1

q�0
W

pqk

ih I
(x+p)(y+q)(z+k)

(i−1)h + bij
⎛⎝ ⎞⎠,

k � ceil
j

m
 , h � j − k∗m − 1,

I
xyz
ij � f 

m

Wijmd
xyz
im + bij

⎛⎝ ⎞⎠.

(8)

,e calculated cost after separation is as follows:

Dk · DK · DK · M · DF · DF · Df + Dk · M · N · DF · DF · Df.

(9)

By separating the CNN, the number of model param-
eters can be greatly reduced and the calculation speed can be
improved. At the same time, the number of layers is doubled,
which deepens the network, enhances the nonlinearity of the
network, and can improve the classification effect of the
network at the same time [30].

2.3. Image Semantic Segmentation. Semantic segmentation
is to draw the image into meaningful areas and label the
object categories represented by these areas, which visually
means that the categories of different objects are processed
with different colors [31]. In deep learning, data are an
inseparable topic. ,e quality of data directly affects the
results of this algorithm [32]. ,e collection of data also
requires professionals to complete it. Since the emergence of
public datasets, researchers have been short of data. ,e
problem was solved, which also promoted the rapid de-
velopment of deep learning [33]. ,e most commonly used
public datasets for image semantic segmentation in the
literature are PASCAL VOC2012, MS COCO, ADE20K,
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PASCAL Context, Cityscapes, CamVid, and SYNTHIA.[34].
In image semantic segmentation, the total number of object
categories in the image is defined as N, nij represents the
number of pixels with actual category i and predicted cat-
egory j, and ti represents the number of pixels with actual
category i. ,e evaluation index of image semantic seg-
mentation is generally pixel accuracy rate, average accuracy,
and average intersection ratio [35].

Pixel accuracy, defined as the ratio of the number of
correctly classified pixels to the total number of image
pixels, is the simplest metric, which measures the overall
performance of pixel-level image segmentation algorithms
in semantic segmentation [36]. ,e following formula
exists:

Overall Acc �


N
i�1 nij


N
i�1 ti

. (10)

,e average accuracy is defined as the average accuracy
of various categories of objects. It is a simple improvement of
pixel accuracy. First, calculate the proportion of correctly
classified pixels in each category by category, and then
calculate the average of all categories. ,e average accuracy
rate measures the performance of the pixel-level image
segmentation algorithm for each class of segmentation effect
[37]. ,e following formula exists:

MeanAcc �


N
i�1 nij/ti

N
. (11)

,e average intersection ratio, defined as the ratio of the
intersection and union of the segmentation result and the
true value, has the advantages of simplicity and represen-
tativeness and is the most commonly used evaluation index.
Most studies use the average intersection ratio to measure
the semantic segmentation results [38]. ,e following for-
mula exists:

Mean IoU �


N
i�1 nji/ti + 

N
j�1 nji − nij

N
. (12)

,e method part of this article uses the above method to
study the experiment of semantic image segmentation based
on the codec of a separable CNN. ,e specific process is
shown in Figure 1.

3. Separable Convolutional Neural Network-
Based Codec for Semantic Image
Segmentation Research Experiment

3.1. Construct a Codec Structure of Separable Convolutional
Neural Network. Separable convolution usually divides the
convolution operation into several steps. It is usually used as
a separable deep convolution in deep learning. ,e core idea
is to divide the completed convolution operation into deep
convolution and pointwise convolution. Depth convolution
is different from traditional convolution. ,e feature map
image after deep convolution has the same number of
channels as the input layer. After completing this operation,
a point-by-point convolution operation is needed to

aggregate these features into new features. ,e essence of
point-by-point convolution is to concentrate the feature
images of the depth separable convolution in a depth di-
rection to create a new feature.

,e separable CNN is applied to the codec network
structure, and the end-to-end codec network structure Seg-
ProNet is designed, which ensures the spatial semantic in-
formation of the pixels while performing feature detection
and segmentation. SegProNet performs maximum pooling in
the first three layers of the coding structure and performs
appropriate indexing operations to achieve pixel positioning
standards. ,e last two layers of depooling are only used for
folding processing to ensure the uncertainty perception of
spatial resolution and boundary contour information. Per-
form pixel segmentation to improve the detailed information
perceived by the network and ensure the accuracy of pixel
positioning prediction. Combine index and upsampling to
generate sparse feature maps, and combine convolution to
generate dense features. By selectively discarding pooling, the
loss of spatial information is reduced while avoiding infor-
mation loss caused by repeated upsampling in the original
network. Semantic and location information are used to
receive the number of fields, which improves boundary di-
vision, significantly reduces the number of parameters for
end-to-end training, and ensures that the network can learn
more abstract feature settings. By removing the convergence
and relatively deep convolution, the network can extract more
detailed image features while ensuring the accuracy of spatial
semantic features. In order to increase the parameters caused
by deleting the pool, set a narrow layer to expand the network
depth and, at the same time improve, training efficiency.

,e same convolution method is used to ensure that the
size of the image remains unchanged before and after the
image is forwarded to the decoder through the maximum
pool index. ,e input image is uploaded in a nonlinear
manner to obtain spatial semantic image information and
avoid loss in the encoding process. After the maximum
convergence of each layer, a batch normalization layer is
added, and the numerical range after the formation of the
nonlinear function is close to the standardized saturation
range distribution, thereby avoiding the disappearance of
the gradient.

,e decoder consists of an upward sampling layer, a
convolutional layer, and a pooling layer. It restores the pixel
pool based on the information of the largest information
pool and restores part of the scanning position upward. ,e
encoder part also uses the same folding method [38]. For
each pixel after encoding, the pixel data on different
channels are combined with linear parameters without
changing the topological structure and dimensional infor-
mation of the original image [39], thereby expanding and
deepening the network structure.

3.2. Design the Semantic Segmentation Process. To effectively
perform semantic segmentation on images, there are two key
points to be resolved. First, we must train the network
model. Before training the network model, we should de-
termine the type of presegmented image, then select a large
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number of pictures consistent with the presegmented image
type as the dataset, andmake the corresponding label map so
that the network model can be performed training. ,e
second is to preprocess the input image. ,is article mainly
denoises the image to reduce image loss. Finally, the pro-
cessed image is input into the trained network model to
obtain the output segmentation result.

In the problem of image segmentation and recognition,
it is possible to encounter some pictures with shadows or
overexposure [40]. ,ese factors should not affect the final
segmentation recognition results. ,erefore, the input pic-
tures need to be preprocessed to make the CNN model be as
small as possible by some unnecessary factors. ,e bright-
ness, contrast, noise, and other attributes of the image have a
great influence on the image. ,e same object has a huge
difference under different brightness and contrast. ,e
quality of the image directly has a great influence on the
result of image processing. ,e image needs to be pre-
processed before inputting the image. ,e main goal of
image preprocessing is to reduce the useless information in
the image, restore useful information, enhance the detect-
ability of the target object, and simplify the data as much as
possible, thereby enhancing the reliability of feature ex-
traction, image segmentation, and recognition [41]. In image
semantic segmentation, there will be various noises in the
process of image acquisition and input. ,e noise in the
image is useless information, so the input image will affect
the result of the segmentation. In order to effectively im-
prove the accuracy of segmentation, we need to preprocess
the image, denoise the image, and keep the useful

information of the image as complete as possible while
denoising the image.

3.2.1. Gaussian Filtering. Gaussian filtering is to use a
template to scan each pixel in the image and then use the
weighted average gray value of the pixels in the neighbor-
hood determined by the template to replace the value of the
center pixel of the template. Gaussian filtering is a smooth
linear filter that gives pixels different positions and weights.
,e pixels closer to the center have the largest weights, which
can smooth the noise and save all the gray distribution
characteristics in the image. Using the Gaussian filtering is
suitable for processing the Gaussian noise map.

3.2.2. Median Filtering. Median filtering is a statistical
sorting filter, which sorts all pixels in the neighborhood and
then takes the median. ,is denoising method is suitable for
dealing with discrete point noise.

3.2.3. P-M Equation Denoising Segmentation. ,e P-M
equation is derived from the heat conduction equation. Its
principle is similar to the Gaussian filter formula. Both are
anisotropic diffusion equations. Unlike Gaussian filtering,
the PM equation connects the features in the image with the
diffusion process. ,e coefficient of directional diffusion
changes with the change of the gradient value of the image,
so this method can effectively remove noise and retain edge
information.

Method of semantic image
segmentation based on separable

convolutional neural network

Convolution neural
network

Separable convolutional
neural network

Image semantic
segmentation

Convolution layer

Nonlinear layer

Pool layer

Fully connected
layer

optimization
method

Separation
convolution

Cost after separation

Pixel accuracy

Average accuracy

Average merge ratio

Figure 1: Part of the technical flowchart of this method.
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,e experimental part of this article proposes that the
above steps are used for the codec based on a separable CNN
for semantic image segmentation research experiments. ,e
specific process is shown in Table 1.

4. Semantic Image Segmentation Based on
Separable Convolutional Neural Network

4.1. Performance Comparison Analysis. ,e new decoder
module reduces one layer compared with the original design.
According to the deep network design research, reducing the
number of network layers helps to reduce the instability of
network training. At the same time, the number of pa-
rameters of the new decoder module is increased compared
with that in the old module. ,e new module has more
model complexity and can obtain better image feature
representation, which is helpful to improve the performance
of image segmentation. Since the convolution layer behind
the deconvolution layer is removed in the new decoder
module, the deconvolution layer can be initialized reason-
ably. Bilinear interpolation can play a role in upsampling, so
we can use bilinear interpolation to initialize the decon-
volution layer. ,e algorithms involved in the experiment
are implemented by PyTorch, a deep learning framework.
PyTorch is a toolkit maintained by Facebook’s AI research
team. It uses python programming language and is a deep
learning research platform that emphasizes development
flexibility and code running speed. PyTorch supports GPU
acceleration, which can greatly speed up computing.

In order to compare the performance of the improved
CNN in image semantic segmentation, experiments were
conducted on CamVid, voc2012, and Cityscapes datasets.
,e two networks were trained on the training set of the
dataset, and the performance of the network was verified by
the verification set of the dataset.,e specific situation of the
data is drawn into a chart, as shown in Table 2 and Figure 2.

It can be seen from the table that the improved SegProNet
outperforms the original structure in three evaluation indexes:
overall ACC, mean ACC, andmean IOU. Looking at the most
important average intersection andmerge ratio, the improved
SegProNet achieves an average improvement of about 0.01 on
CamVid, voc2012, and Cityscapes datasets compared with
that with the original structure, which proves the effectiveness
of the improved SegProNet. Among the three datasets,
CamVid data set has the least number of training set samples,
Cityscapes dataset has the largest number of training set
samples, and the number of training set samples of voc2012
data set is between the two. ,erefore, it can be seen that the
smaller the number of training set samples, the better the
performance of improved SegProNet, compared with that of
the original codec.

4.2. Comparative Analysis of Experiments. In the image
segmentation based on conditional generating countermea-
sure network, how to design and generate the countermeasure
network, that is, the discriminant model, is one of the key
algorithms. If the designed network is weak, the effect of
antilearning is not obvious, which can not optimize the image

semantic segmentation network. If the designed network is
too strong, the training process can not converge and the
training of the generation model will fail. ,e algorithm
shows the alternate training process of image semantic seg-
mentation network as generation model and confrontation
network as discrimination model, and there are two kinds of
loss functions used in the training process, one is used to train
image semantic segmentation network and0 the other is used
to train confrontation network. ,e datasets used in this part
are CamVid dataset and Cityscapes dataset, and the City-
scapes dataset only provides the real segmentation graph of
the training set and verification set, whereas the training set,
verification set, and test set of the CamVid dataset provide real
segmentation graph, so the test set of CamVid dataset can also
be used to verify the segmentation performance of the
method. ,e specific comparison results are drawn into
charts, as shown in Tables 3–5 and Figures 3–5.

It can be seen that the improved SegProNet confrontation
learning method achieves the highest performance among the
three indicators on CamVid (verification set). On CamBid
(test set), SegNet + confrontational learning method achieves
the highest overall accuracy, and the improved SegProNet
method achieves the highest average accuracy and average
cross merge ratio. On Cityscapes (verification set), the im-
proved SegProNet confrontational learning achieves the
highest overall accuracy and average cross merge ratio, and
the SegProNet + confrontation learning method achieves the
highest average accuracy. Generally speaking, the perfor-
mance of improved SegProNet + confrontation learning
method is the best, while SegProNet method is the worst.

4.3. Structure Analysis of Separable Convolutional Neural
Network. ,e advantage of stacking the feature planes
extracted before and convolution feature planes as the input
of the next layer network is to solve the problem that the
gradient of the network features disappears after the feature
planes are extracted one layer at a time. Secondly, the
convolution network directly inputs the feature plane
extracted from the previous part into the back-end network,
which enhances the backward propagation of features, and
makes more effective use of the extracted feature plane,
instead of spreading down step by step like the traditional
method. ,e establishment of links between different con-
volution layers and repeatable persistent blocks are the
characteristics of building the generation countermeasure
network model. It makes the network get better results with
fewer parameters. Finally, after each convolution operation,
most of them add batch normalization operation, which has
been proved to play an important role in deep learning. ,e
structure details of the generated network are shown in
Table 6.

,e structure details of the discrimination network are
shown in Table 7.

From the data in Figure 6, it can be seen that all the
steps of the network are 1;; that is, the size of the image is
not changed before and after convolution. In order to
merge the feature images obtained before and after, the
network does not carry out a pooling operation. In order to
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Table 1: ,e experimental steps in this article.

Experimental study on semantic image segmentation based
on separable convolutional neural network

Codec architecture based on separable
convolutional neural network

1 Separable convolutional
neural network

2 Encoder-decoder

Design semantic segmentation process

1 Gaussian filtering
2 Median filtering

3 Denoising and segmentation
of P-M equation

Table 2: Performance comparison before and after improvement.

Data set Method Mean IoU Mean ACC Overall ACC

CamVid SegProNet 0.4926 0.6129 0.8107
Improving SegProNet 0.5013 0.6194 0.8241

VOC2012 SegProNet 0.5114 0.6237 0.8134
Improving SegProNet 0.5207 0.6321 0.8327

CityScapes SegProNet 0.5126 0.5904 0.8406
Improving SegProNet 0.5225 0.6079 0.8671

0.4926 0.5013 0.5114 0.5207 0.5126 0.5225

0.6129 0.6194 0.6237 0.6321
0.5904 0.6079

0.8107 0.8241 0.8134 0.8327 0.8406 0.8671

V
al

ue

Performance compariosn before and after improvement

SegProNet1 SegProNet2 Improving2 SegProNet3 Improving3Improving1
Evaluaiton index

Mean IoU
Mean Acc
Overall Acc

Figure 2: Performance comparison before and after improvement.

Table 3: Comparison of experimental results (CamVid validation set).

Method Mean IoU Mean ACC Overall ACC
FCN-8S 0.4301 0.6307 0.8347
FCN-32S 0.4127 0.6425 0.8438
SegNet 0.3721 0.6531 0.8271
SegNet + confrontational learning 0.3927 0.6597 0.8364
SegProNet 0.5103 0.6741 0.8521
SegProNet + confrontational learning 0.5231 0.6872 0.8675
Improvement of SegProNet 0.6142 0.6927 0.8843
Improvement of SegProNet + confrontational learning 0.6247 0.7031 0.9021
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Table 4: Comparative experimental results (CamVid test set).

Method Mean IoU Mean ACC Overall ACC
FCN-8S 0.4137 0.6217 0.6532
FCN-32S 0.4011 0.6349 0.6417
SegNet 0.4231 0.6401 0.6628
SegNet + confrontational learning 0.4327 0.6513 0.6803
SegProNet 0.4421 0.6670 0.6947
SegProNet + confrontational learning 0.4532 0.6721 0.7081
Improvement of SegProNet 0.4670 0.6739 0.7269
Improvement of SegProNet + confrontational learning 0.5730 0.6845 0.7531

Table 5: Comparison of experimental results (Cityscapes validation set).

Method Mean IoU Mean ACC Overall ACC
FCN-8S 0.4027 0.6241 0.6251
FCN-32S 0.3816 0.6373 0.6374
SegNet 0.4123 0.6570 0.6459
SegNet + confrontational learning 0.4275 0.6801 0.6581
SegProNet 0.4531 0.6931 0.6742
SegProNet + confrontational learning 0.4681 0.7044 0.6899
Improvement of SegProNet 0.5037 0.7247 0.7021
Improvement of SegProNet + confrontational learning 0.5219 0.7438 0.7208
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Figure 3: Comparison of experimental results (CamVid validation set).
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distinguish the structural details of the network, the
convolution step size is used instead of the traditional
pooling operation. When the image is downsampled, the
number of feature planes is increased. After 8-layer

convolution, there are two full connection layers. ,e first
full connection layer will be the eighth. ,e 576 feature
planes of convolution output are connected to the fol-
lowing neurons; the second fully connected layer integrates

0

0.2

0.4

0.6

0.8

Ex
pe

rim
en

ta
l r

es
ul

t

FCN-8S SegNet SProNet Improve+SegNet+FCN-32S ImproveSProNet+
Adversarial learning algorithm

Mean IoU
Mean Acc
Overall Acc

Figure 5: Comparison of experimental results (Cityscapes validation set).

Table 6: Structure details of the generated network.

Operation Convolution kernel size Input channel Output channel Step Batch normalization
Conv 1 12∗12 12 144 1 N
Conv 2 4∗4 144 144 1 Y
Conv 3 4∗4 144 144 1 Y
Conv 4 4∗4 144 + 144 144 1 Y
Conv 5 4∗4 144 + 144 432 1 N
Conv 6 12∗12 432 4 1 N

Table 7: Structure details of the discriminant network.

Operation Convolution kernel size Input channel Output channel Step Batch normalization
Conv 1 4∗4 4 144 1 N
Conv 2 4∗4 144 144 2 Y
Conv 3 4∗4 144 288 1 Y
Conv 4 4∗4 288 288 2 Y
Conv 5 4∗4 288 432 1 Y
Conv 6 4∗4 432 432 2 Y
Conv 7 4∗4 432 576 1 Y
Conv 8 4∗4 576 576 2 Y
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these neurons into one output; the last fully connected layer
outputs the probability that the sample belongs to the true
sample and the false sample.

5. Conclusions

With the explosive growth of image data and the contin-
uous development of deep learning, the field of computer
vision has received unprecedented attention from all walks
of life. As an important part of the field of computer vision,
image semantic segmentation has been paid more and
more attention by industry and academia. CNN has
achieved unprecedented success in the field of computer
vision because of its powerful feature extraction ability.
However, the semantic segmentation network based on the
total convolution neural network still has some problems,
such as poor segmentation effect and high model com-
plexity. After the in-depth study on the semantic seg-
mentation network and summing up its shortcomings, the
main work of this article is to improve and optimize the
semantic segmentation network to improve the effective
receptive field of the network and extract the overall sit-
uation. According to the following information, the mul-
tiscale target features are integrated to improve the
segmentation effect of the network for multiscale targets
and an end-to-end semantic segmentation network com-
bining global context information and multiscale spatial
pooling is constructed.

In this article, we improve the design of a codec CNN
structure SegProNet, which has a better segmentation effect
and faster convergence speed than the classical segmentation
network. Pool index and upsampling ensure pixel location
and combine deep convolution and discard pooling to create
dense features, supplement missing high frequency and pixel
location information, and gradually deepen filter segmen-
tation to improve timeliness. Comparing CNN with the
traditional network, its learning efficiency and real-time
performance are higher.

Compared with the traditional single deep learning
network, this article integrates the separable CNN algorithm
and image semantic segmentation algorithm into the back-
end processing of the model by combining the model fusion
method so as to realize the integration and coordination of
the segmentation results of multiple learners and enhance
the fault tolerance and universality of the algorithm. At the
same time, it verifies and compares the influence of different
activation functions on the network performance. ,e
principle is analyzed deeply.
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Virtual reality technology has promoted the reform of education. .is research mainly discusses college physical education
teaching assisted by artificial intelligence-based virtual reality technology. According to the position change of the virtual human’s
center of gravity, the spline keyframe interpolation method is used for interpolation, and the model pose obtained in each frame is
rendered to obtain the virtual human’s animation. After synthesizing a virtual human animation with three-dimensional human
motion data, the animation can have functions such as video storage, fast playback, slow playback, and freeze. At the same time,
the system can also display and play the virtual human animation and the video shot by the camera on the same screen, in order to
make an intuitive comparison of the athletes’ movements. Coaches can edit by hand or shoot the sports of outstanding domestic
and foreign athletes on the spot and then use VC++6.0 as a development tool to analyze and get the simulation video of the 3D
virtual human body. .e virtual human animation technology in the motion analysis system is to relocate the three-dimensional
motion data extracted from the video captured by the camera to the three-dimensional virtual human model we have established,
and the three-dimensional virtual human will then simulate the technical actions of the athletes, which indirectly reflects that the
three-dimensional movement information of the athletes enables coaches and athletes to observe the athletes’ technical
movements in a three-dimensional space in real time, repeatedly, and frommultiple angles so that the coach can accurately guide
the athletes’ technical movements. Finally, a neural network based on artificial intelligence technology is used to evaluate the
teaching effect. In the comparative experiment, 35% of the people in the virtual teaching experiment group were excellent, while
the control group had only 10% in this excellent range (90–100). .is research contributes to the smooth progress of VR
technology teaching in colleges and universities.

1. Introduction

Virtual reality (VR), like smartphones and the Internet, will
be a very disruptive technology. Like smartphones, VR uses
new interface formats (head-mounted displays and hand-
held controllers) to provide more intuitive and natural
access to computing devices. Very similar to the Internet, it
allows a new type of global communication, but this time it
has a natural human experience. It is almost indistin-
guishable whether it is standing face to face or standing
together.

In the next few years, most Internet users worldwide will
use VR every day. Virtual reality (VR) is expected to become

one of the killer applications in 5G networks. However,
many technical bottlenecks and challenges need to be
overcome to promote its widespread adoption. In particular,
the demand for VR in terms of high throughput, low latency,
and reliable communication requires innovative solutions
and basic research across multiple disciplines.

.e success of immersive VR experiences depends on
solving numerous challenges across multiple disciplines.
Bastug E emphasized the importance of VR technology as a
disruptive use case for 5G (and beyond). In addition, he
studied three VR case studies and provided numerical results
under various storage, computing, and network configu-
rations. Although he revealed the limitations of the current
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network and provided reasons for more theories and for the
public to take the lead in VR innovation, research is still
lacking in practice [1]. Patney believes that recessed ren-
dering can synthesize images so that the details of the image
outside the eye movement area are gradually reduced, which
may significantly increase the display speed of wide-field
displays. In order to study and improve the potential
benefits, he designed an eccentric rendering user study to
evaluate the perception of human peripheral vision when
viewing today’s displays. After verifying these insights on
desktops and head-mounted displays, with the help of high-
speed gaze tracking, he designed a perceptible target image
to design and produce a centralized renderer. Although he
designed a practical recessed rendering system, he did not
verify its performance [2]. Sharar believes that immersive
virtual reality (VR) dispersion therapy can effectively relieve
pain clinically. 74 healthy volunteers (average age, 29 years;
37 women) received a standard 18-minute multimodal pain
sequence (alternating thermal stimulation and distal stim-
ulation) while undergoing immersive interactive VR dis-
traction. .e subjects used a 0–10 graphical rating scale to
score their subjective pain intensity and entertainment and a
9-point scale to score their emotional and arousal state.
Although the immersive VR distraction in his study sig-
nificantly reduced the subjective pain intensity, its negative
effects are unknown [3]. Freeman believes that, with virtual
reality (VR) and computer-generated interactive environ-
ments, individuals can experience the problems they en-
counter repeatedly and learn how to overcome difficulties
through evidence-based psychotherapy. He conducted a
systematic review of empirical research. 285 studies were
identified, 86 of which involved evaluation, 45 theoretical
developments, and 154 treatments. His research found that
treatment based on VR exposure can reduce anxiety, but
there is a lack of promising research and treatment ap-
proaches [4].

According to the position change of the virtual human’s
center of gravity, the spline keyframe interpolation method
is used for interpolation, and the model pose obtained in
each frame is rendered to obtain the virtual human’s ani-
mation. After synthesizing a virtual human animation with
three-dimensional human motion data, the animation can
have functions such as video storage, fast playback, slow
playback, and freeze. At the same time, the system can also
display and play the virtual human animation and the video
shot by the camera on the same screen, in order to make an
intuitive comparison of the athletes’ movements. Coaches
can edit by hand or shoot the sports of outstanding domestic
and foreign athletes on the spot and then use VC++6.0 as a
development tool to analyze and get the simulation video of
the 3D virtual human body. .e virtual human animation
technology in the motion analysis system is to relocate the
three-dimensional motion data extracted from the video
captured by the camera to the three-dimensional virtual
human model we have established, and the three-dimen-
sional virtual human will then simulate the technical actions
of the athletes, which indirectly reflects that the three-di-
mensional movement information of the athletes enables
coaches and athletes to observe the athletes’ technical

movements in a three-dimensional space in real time, re-
peatedly, and from multiple angles so that the coach can
accurately guide the athletes’ technical movements.

2. College Physical Education Teaching

2.1. Artificial Intelligence. .e subjective application form of
artificial intelligence technology in education and teaching
(education robot, intelligent tutor system) has overturned
the traditional subject and object of teaching [5, 6]. But this
change does not mean that teachers are not needed [7]. It is
just that the tasks that teachers undertake in teaching ac-
tivities have changed, from the traditional “preaching,
teaching, and solving puzzles” to “designing, advancing,
assisting, and caring” [8, 9]. .e specific performance is to
design learning activities, promote the learning process, help
solve students’ psychological problems, and care about the
overall development of all students [10]. .is is something
that technology cannot replace [11, 12].

At present, in the field of higher education in my
country, artificial intelligence has classic research in the field
of artificial intelligence such as machine learning and deep
learning, as well as the application of artificial intelligence in
traditional disciplines such as biomedicine and general in-
formation theory [13]. As an indispensable part of my
country’s scientific research force, universities lead the di-
rection and trend of my country’s scientific research [14, 15].
Under the current background of artificial intelligence, it is
necessary to invest more material and human resources in
artificial intelligence research and actively cultivate students’
scientific research concepts and scientific research capabil-
ities based on the current era [16]. Only after defining the
similarity between the motion frames can a “difficult action”
be automatically located from the “original motion segment”
[17, 18]:

D t1, t2(  � m t1(  − m t2( 
����

���� � 
n

i�1
αid qi t1( , qi t2( ( , (1)

with i � 1, 2, . . . , n.
Linear interpolation is used to calculate the mixed

motion of the overlapping part [19].

Pp � α(p)PA +[1 − α(p)]PB, (2)

where P stands for frame.
.e result is the translational position Pp of the human

root node in the p-th frame in motion:

q � slerp qA, qB, α(p)( . (3)

It can be seen that the quaternion can represent the
degree of rotation of the human joint i in the p-th frame in
the synthetic motion [20, 21].

2.2. Virtual Reality Technology. .e three-dimensional
character generation process is as follows. First, find the
relative coordinates of each joint point relative to the center
of gravity of the virtual human body, and eliminate the
influence of the translational movement on the joint motion
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of the virtual human body [22]..en apply the knowledge of
inverse dynamics to obtain the rotation angle of each joint
relative to its “parent” node [23, 24]. According to the
position change of the center of gravity of the virtual human
at different times, the spline keyframe interpolation method
is used to interpolate the spatial position of the virtual
human. For the initial position of each joint on any two
motion keyframes and the rotation angle of the joint ob-
tained by inverse dynamics, we use the quaternion inter-
polation method to interpolate to form an intermediate
picture. .e model pose obtained in each frame is rendered
and played continuously at the frame rate of the real situ-
ation, and the animation of the virtual human model
movement is obtained [25]. On this basis, the program itself
can save the formed virtual human animation as an AVI file,
which provides the necessary preparation for the later video
synthesis operation [26].

.e connection between the two motion segments is
basically similar:

q � slerp qA, qB, α(p)( ,

cj � fi1, ti1( , fi2, ti2( , . . . , fij, tij  .
(4)

Each ti moment corresponds to a posture f, and its
splicing action sequence is

cj � fi1, ti1( , . . . , fi2, ti2( , . . . , fim, tim( , . . . , fjn, tm+n  .

(5)

.e stitching algorithm should ensure the continuity of
time, the continuity of the coordinates of the center of
gravity of the human body, and the continuity of the human
body posture. .en the transformation of fim and fjt has
the following relationship:

fjt � M∗fim,

M � fjt ∗f
−1
im.

(6)

.rough the analysis of the path curve, we can get
whether two athletes will collide.

d � TP1L1
− TP1L2

− TL1L2
. (7)

.e basic process of VR teaching is as follows:

(1) Construct the corresponding virtual human body
model and 3D scene according to user needs. .e
system itself comes with a virtual character model
library. .e technician or user administrator can
choose different types of human body models
according to user requirements. .e actual training
scene is to build a virtual scene for it, including
sports reference objects [27].

(2) Real-time capture of exercise data. Generally
speaking, this function is realized by two cameras
and a computer. .e cameras obtain video files of
human motion during the process of simultaneous
shooting and use existing computer technology to
extract keyframe images from the video files, and
then it is done manually. .e method of intelligence,

pattern matching, and computer graphics extracts
the moving human body, obtains the final two-di-
mensional information of each joint point and the
outline of the moving object, and finally calculates
the three-dimensional motion data of the human
body according to the two simultaneous engravings
of the two-dimensional information of the human
body and generates the computer animation.

(3) Reproduce the action. .is function is to relocate the
three-dimensional human body motion data we get
to the virtual human (animation), play the virtual
human at a certain frame rate, and then form an
animation after rendering in the three-dimensional
scene. .e students’ movements are recorded by the
computer. High-quality simulation is reproduced,
and students can watch their actions from multiple
angles and all directions in order to improveAmong
them, “action reproduction” is the core requirement
of the simulation system. .e trainer can also sim-
ulate some technical actions that are still under re-
search and can also observe the technical actions of
the students frommultiple angles in this way, so as to
give the students a visual and intuitive guide.

(4) Obtain motion parameters. According to the dif-
ferent requirements of coaches and trainees, the
system can feed back various parameters related to
athletes and sports, such as heart rate, blood
pressure, etc. .is can not only objectively control
sports risks but also promote the objective control
of sports risks. .e trainees’ indicators are
quantified.

(5) Real-time image display training effect. All the data
that can represent the athlete’s performance are
presented in real time and vividly in the form of
charts, which greatly facilitates the teaching of
coaches to compare the athlete’s performance hor-
izontally and vertically and to understand his/her
training process and training in time, whether there
are positive changes in the results after the end.

(6) Refined data. Due to the widespread existence of
errors and uncontrollable factors, we can only get
rough data, which puts forward requirements for the
system to refine the rough data, such as smoothing
and deleting the data. After finishing the refinement,
we can improve the technical actions and create new
actions, such as connecting several technical actions
in series.

(7) Synchronous comparison of composite video. .e
application of virtual reality technology to sports
training can significantly improve the training level
and competitive level of athletes while reducing costs
and not reducing the amount of training. It also
greatly promotes the development of sports as a
national fitness exercise. Modern sports training
research and application play an increasingly im-
portant role. .e diagnostic process of sports tech-
nology in physical education is shown in Figure 1.

Mathematical Problems in Engineering 3



2.3. Extraction of Public Frames. .e existence of the
common frame is the basis of the algorithm in this paper.
.e two action segments before and after the action ar-
rangement must have similar postures to ensure a smooth
transition. For any two posture data, the center of gravity
distance DR(fi, fj) of the two postures can be expressed as

DR fi, fj  �

����������������������������

xi − xj 
2

+ yi − yj 
2

+ zi − zj 
2



. (8)

.e degree of freedom of the human body’s posture
direction is

Dd fi, fj  � 
S

k�1
Ji − Jj

�����

�����
2
. (9)

J represents a measure of the degree of freedom of the
human body, given two sets of points:

A � A1, w A1( ( , A2, w A2( ( , . . . , Am, w Am( (  ,

B � B1, w B1( ( , B2, w B2( ( , . . . , Bm, w Bm( (  .
(10)

.e transport distance between A and B is also called
Monge − Kantorovich distance.

DMonge−Kantorovich �
minF 

m
i�1 

n
j�1 fijdij


m
i�1 

n
j�1 fij

. (11)

In actual engineering, keyframes often need to add a
certain person’s prior knowledge, for example, the high
point, low point, and inflection point of a certain action or
the intersection point of two or more actions. .e action of
this point must be selected as a keyframe; at this time, it is
regarded as the starting frame or the node frame, and then
another frame is to be found manually. .ere are also some
very special situations. For example, the video playback
speed is too fast (e.g., football in a football match), the
difference between the two frames is too large, or the ap-
propriate first and last frames cannot be found according to
the above method. At this time, the above method is
completely invalid. You should look for the video shot by the
high-speed camera. In this kind of video, the time interval
between two consecutive frames is much smaller than that of
the ordinary video. You can often find the first and last
frames you need. Another situation is that the time interval
between the first and last frames found is too large. At this
time, the last frame should be discarded and a new last frame
should be searched for. Experience tells us that this method
is feasible.

3. College Physical Education
Teaching Experiment

3.1. Human Body 3D Animation Generation

(1) Use the relative coordinates of the human body’s
center of gravity to eliminate the influence of drift on
joint motion.

(2) Calculate the rotation angle of the joint relative to its
“parent” node.

(3) According to the position change of the virtual
human’s center of gravity, the spline keyframe in-
terpolation method is used for interpolation.

(4) Using the initial position and rotation angle of the
joints on the two keyframes, the middle image is
calculated by quaternion interpolation.

(5) Render the pose of the model obtained in each frame
to obtain the animation of the virtual human.

3.2. Editing of Motion Sequence. In actual operation, we
often combine the modification of the motion curve of a
certain joint with the inverse dynamics organically to
achieve the purpose of adjusting the posture of the virtual
human. First, we apply the above method to modify the
motion curve of a joint of the virtual human, and then
according to the position of the joint point at each moment
on the modified curve, we use the knowledge of inverse
dynamics to reversely find the other joint points corre-
sponding to this. .e system marks the position at this time
and then redirects themodified result to the virtual character
to achieve the virtual effect.

(1) Target action requirements, including basic infor-
mation such as the type and length of the target
action.

(2) Arrangement of the motion and use of the motion
fragments captured by the motion to synthesize new
motion fragments as required.

(3) Smooth transition, dissatisfaction with the final
synthesized animation, and modification of me-
chanical requirements or collision.

3.3. Realizing the Same-Screen Comparison of Sports Simu-
lation Results and Athletes’ Actions. After synthesizing vir-
tual human animation with 3D human motion data, the
animation should have most of the functions of ordinary
video, such as video storage, fast playback, slow playback,
and freeze frame. At the same time, the system should be
able to display and play the virtual human animation and the
video captured by the camera on the same screen, in order to
make an intuitive comparison of the athletes’ movements.

.e main research is the combination of virtual and real
technology. Coaches can edit by hand or shoot the sports of
outstanding athletes at home and abroad and then use
VC++6.0 as a development tool to analyze and get the
simulation video of the three-dimensional virtual human
body. .e virtual human animation technology in the

Observed

Complete in the brain
Naked eye or simple tools

Training period
Next cycle

Synthesis
(decision
making)

Analysis

Training advice
(feedback)

Figure 1: Diagnostic process of sports technology in physical
education.
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motion analysis system is to relocate the three-dimensional
motion data extracted from the video captured by the
camera to the three-dimensional virtual human model we
have established, and the three-dimensional virtual human
will then simulate the technical actions of the athletes, which
indirectly reflects that three-dimensional sports information
of the athletes enables coaches and athletes to observe the
technical movements of the athletes in three-dimensional
space in real time, repeatedly, and from multiple angles so
that the coach can accurately observe the technical move-
ments of the athletes after repeatedly observing the virtual
human animation guide.

3.4. Virtual Teaching Videos Based on Virtual
Reality Technology

3.4.1. Preliminary Shooting and Production. Conceive and
design the content and shooting content of the virtual
teaching video of sports dance, such as the teaching plan,
teaching important and difficult points, scene setting, and
shooting angle. According to the teaching plan, determine
the technical actions of each lesson, highlight its details and
important and difficult points, then select at the right time
and place, take a video or panoramic shot in the real-view
location, and then output the panoramic video or panoramic
image on the computer or mobile phone.

3.4.2. Mid-Term Synthetic Production. For the teaching
materials obtained in the early stage, use professional
computer software to perform video editing or panorama
stitching according to the teaching plan, and postprocessing
to output the panorama video or panorama.

3.4.3. Post Network Release. Synthesize the panoramic video
produced in the mid-term, conduct logic testing for bugs
and continuously improve the content, repeat, and finally,
output video samples. Display VR video content through a
VR player (such as insta 360 player, storm VR), watch the
content repeatedly, and test it. .e team has to modify it
according to the shortcomings, and finally complete the
release.

3.5. Physical Education Evaluation Module Based on Artificial
Intelligence Technology. Mainly use neural network to score
teaching effect. .e evaluation result analysis module is used
to guide the evaluator to correctly analyze the evaluation
results, to store the evaluation results and analysis results,
and to provide corresponding sample models and simula-
tion models for system self-learning. .e knowledge base
management system is responsible for acquiring valuable
knowledge and for the maintenance and management of
various knowledge required during system operation. .e
model method management system is responsible for the
operation, maintenance and management of the models and
methods in the system, and realizing the calling and linking
of models and methods under the guidance of knowledge.
Accordingly, with the neural network evaluation model

scheduling, various models (such as neural network-based
system self-learning models) are stored in the model library.
.e basic process of teaching evaluation module is shown in
Figure 2.

4. College Physical Education Teaching

4.1. Test Results of the Body Shape before the Experiment.
.e body shape before the experiment is shown in Table 1.
.e main research content of this paper is to test the new
physical education teaching method using virtual reality
technologywhether there is a clear difference in the teaching
effect from the traditional teaching mode. In order to
eliminate the influence of other factors on the experiment,
the experiment must first be checked. .e students in the
group and the control group tested the 5 basic functions of
the body before the experiment. Since the experimental
samples are all 15–17-year-old students and the students are
in the growth and development period, it is necessary to
carry out statistical tests and analysis. .e experiment was
divided into two groups, each with 20 people, 10 male
students and 10 female students. .e data comparison in
Table 1 shows that there is no significant difference in the
physical state of the two groups of students before the tennis
class (P> 0.05), which can be used as a sample for this
experiment.

In order to make the experimental results more accurate
and convincing, a simple physical test was performed on the
students who participated in the experiment, and a T test was
performed on the measurement data. .e results of the T
value test are shown in Table 2. People’s daily production
and life, as well as the process of physical exercise, are all
carried out under the regulation and control of the central
nervous system. .e reflection of the various organs of the
body is called physical fitness. Physical fitness can also
represent the various functions of the human body’s muscles
during exercise. Obvious differences in physical fitness may
affect the accuracy of the experiment. From Table 2, we can
see that there is no significant difference between the two
groups of tests (P> 0.05).

.e statistical results of students’ interest before the
experiment are shown in Table 3. In order to minimize the
influence of external factors on the experiment, a ques-
tionnaire survey was conducted on the sample’s interest in
tennis learning before the lecture. It can be seen from
Figure 3 that most of the students choose tennis lessons
because they are interested in tennis. Among them, 26
people like tennis very much, accounting for 82.5% of the
total number of subjects. As the saying goes, interest is the
best teacher. .e students who participated in the experi-
ment showed a high interest in tennis learning, which can
also make the students more enthusiastic about tennis
learning. Figure 3 shows the comparison of interest in tennis
between the experimental group and the control group
before the experiment.

.e results of the questionnaire are shown in Figure 4.
According to the statistics of the questionnaire survey of the
two groups of students, it can be seen that the most im-
portant way for the two groups of students to obtain tennis
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knowledge is through colleague TV communication, ac-
counting for 35%, and 14 students obtained tennis knowl-
edge through television, followed by the Internet, accounting
for 17%, advertising and propaganda accounting for 20%,
and books and magazines, accounting for 15%. Tennis
knowledge obtained from classmates and teachers is the
least. In the process of investigating and discussing with
classmates, it was found that many students had the idea of
learning tennis because they had watched the cartoon Prince
of Tennis before. .erefore, the widespread of this cartoon is
because students love tennis and want to obtain tennis
knowledge, so many students did not hesitate to choose
tennis when choosing physical education. In addition, in the
process of growing up, he watched many wonderful tennis
matches, and he became more determined to choose tennis
as a sport. .rough their own efforts to learn tennis-related
knowledge and practice tennis-related skills, students will
eventually become master tennis players like the characters
in the Prince of Tennis and shine on the tennis court.

4.2. Test Results of the Body Shape and Physical Fitness of the
TwoGroups of Students after theExperiment. .e body shape
tests of the two groups of students after the experiment are
shown in Table 4. .e physical fitness tests of the two groups
of students after the experiment are shown in Table 5. After
the lecture, the last stage of the experiment is to perform
physical tests on the students again. In order to ensure the
accuracy of the experiment, the test indicators before and
after the experiment are the same, and the corresponding
methods of measuring various body values are also the same.
After joining the class, we found that the students’ height

and weight will not change much. However, some values of
physical fitness have changed, which is different from the
previous test results. .rough statistical analysis, the two
projects of standing long jump and 50 m running show that
the students who use the new virtual reality teaching mode
to learn show better results than the students under the
traditional model. .e difference is not significant. Figure 5
shows the results of student body shape analysis. Figure 6
shows the analysis result of students’ physical fitness.

4.3. Comprehensive Scores of Tennis Skills between the Two
Groups of Students after the Experiment. Table 6 shows the
comparison of the comprehensive scores of tennis skills
between the two groups of students. Figure 7 shows the
analysis of the comprehensive performance of the tennis
skills of the two groups of students. According to Table 7, it
can be concluded that there is a significant difference be-
tween the two..e overall performance of the students in the
virtual teaching experimental group is in the average and
good range, and the number of outstanding students is
small, which shows that this teaching method is more
suitable for high school sports than the traditional teaching
mode. .e development of tennis teaching needs also shows
that the virtual teaching method has been loved and praised
by the majority of teachers and students. It not only allows
students to learn the skills of tennis in a short period of time,
but also completes the requirements of the credit system and
maximizes the transfer. Students’ interest in tennis along
with a high-quality learning environment can keep students’
enthusiasm for learning. Virtual teaching technology makes
it easier for students to master tennis skills, with simple and
convenient operation, making it easier for students to enjoy
it. According to Figure 7, 35% of the people in the virtual
teaching experiment group were excellent, while the control
group had only 10% in this excellent range (90–100), and
only the virtual teaching number reached one-third of the
excellent people. In the good range (80–89), the number of
students in the two parties is basically the same. .e virtual
teaching is 40%, and the control group occupies 35%. In the
range of general scores (70–79), the number of students in
the control group reaches 40%. .e teaching experiment

Method library

Model library

Decision
making 

Feedback process

External
evaluation

index

Search
information

Store
information

Processing
information

Display
information

Figure 2: Basic process of teaching evaluation module.

Table 1: Body shape before the experiment.

Group Test group Control
group T P

Gender X S X S
Height (male) 174.25 5.28 173.82 4.61 0.274 >0.05
Weight (male) 66.36 4.02 65.85 3.96 0.404 >0.05
Height (female) 165.34 4.88 164.27 4.63 0.711 >0.05
Weight (female) 50.05 3.74 48.92 3.38 1.002 >0.05
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group has only 20%. From this point of view, under normal
circumstances, most people in the control group will get
intermediate grades. 5% of the virtual teaching group and
10% of the control group were in the pass range.

4.4. Comparative Analysis of Learning Effects. After the ex-
periment, the comparison of the forehand and backhand
technique evaluation scores of the two groups of students is
shown in Table 7. Figure 8 shows the comparison results of

Table 2: T value test results.

Group Test group Control group
T P

Gender X S X S
Standing long jump (male) 222.4 13.12 223.53 13.49 −0.269 >0.05
50m (s) (male) 7.34 0.46 725 0.42 0.646 >0.05
Swollen capacity (male) 3730.3 620.8 3759 6154 −0.147 >0.05
Standing long jump (female) 166.25 6.01 164.83 6.29 0.730 >0.05
50m (s) (female) 8.82 0.76 865 0.70 0.736 >0.05
Swollen capacity (female) 238 5 502.6 2365.4 5183 −0.043 >0.05

Table 3: Statistics of student interest before the experiment.

Group Test group Control group
T P

Interest X S X S
Pre-experiment interest 4.05 0.51 3.95 0.69 0.521 >0.05
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Figure 3: Comparison of interest in tennis between the experimental group and the control group before the experiment.
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Table 4: Body shape tests of the two groups of students after the experiment.

Group Test group Control group
T P

Gender X S X S
Height (male) 174.25 5.28 173.82 4.61 0.274 >0.05
Weight (male) 6632 4.05 65.80 3.91 0.413 >0.05
Height (female) 165.34 4.88 164.27 4.63 0.711 >0.05
Weight (female) 50.01 3.72 48.96 3.33 0.941 >0.05

Table 5: Physical fitness tests of the two groups of students after the experiment.

Group Test group Control group
T P

Gender X S X S
Standing long jump (male) 236.4 14.52 231.71 13.92 1.043 >0.05
50m (s) (male) 7.11 0.26 7.17 0.24 −0.758 >0.05
Swollen capacity (male) 3894.5 212.1 3810.2 204.6 1.279 >0.05
Standing long jump (female) 169.92 6.74 167.13 6.33 1.349 >0.05
50m (s) (female) 8.31 056 842 0.62 −0589 >0.05
Swollen capacity (female) 2595.2 302.7 2478.4 3189 1.188 >0.05
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Figure 5: Results of student body shape analysis.
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the forehand and backhand skill scores of the two groups of
students. According to the data comparison in Table 7, it can
be judged that the scores of the experimental group students
and the traditional teaching mode students in tennis fore-
hand technique are 82.67 points and 75.11 points, respec-
tively, and the average score of the two groups is 7.56 points.
.e test group scored 78.16 points, and the control group
scored 71.35 points. .e difference between the two was 6.81
points. According to the experimental results, it can be
judged that there is a significant difference between the
virtual teaching method and the traditional teaching method
(P< 0.05). .e students in the experimental group have a
higher level of tennis skills than the subjects in the control
group. .e reason may be that, in the virtual reality teaching
group, students have a full understanding of the details of
various tennis techniques through auxiliary equipment, and
they continue to consolidate and strengthen during the
learning process. With the improvement of proficiency, the
students in the experimental group have better mastery of
tennis skills, so they are more interested and enthusiastic
about tennis learning and practice. On the other hand, in the
traditional teaching group, students will encounter various
situations that are not conducive to learning due to the
insufficient grasp of the details of tennis technology, which
will lead to a decrease in learning interest and low
enthusiasm.

5. Conclusion

In actual operation, we often combine the modification of
the motion curve of a certain joint with the inverse dynamics
organically to achieve the purpose of adjusting the posture of
the virtual human. First, we apply the above method to
modify the motion curve of a joint of the virtual human, and
then according to the position of the joint point at each
moment on the modified curve, we use the knowledge of
inverse dynamics to reversely find the other joint points
corresponding to this. .e system recognizes the position at
this time and then redirects the modified result to the virtual
character, thus achieving the virtual effect. .e system re-
quires basic information for the target action, such as the
type and length of the target action. Arrange the movement,
and use the capturedmovement fragments to synthesize new
movement fragments as required.

.e main research is the combination of virtual and real
technology. Coaches can edit by hand or shoot the sports of
outstanding athletes at home and abroad and then use

Table 6: Comparison of comprehensive scores of tennis skills between two groups of students.

Group Test group Control group
T P

Score X S X S
Comprehensive skill score 171.57 8.70 158.21 6.25 3.908 >0.05
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Figure 7: Analysis of the comprehensive scores of tennis skills between two groups of students.

Table 7: Comparison of forehand and backhand technique eval-
uation scores of the two groups of students after the experiment.

Score
Test group Control

group T P

X S X S
Forehand technique 82.67 11.16 75.11 10.09 2.247 <0.05
Backhand technique 78.16 10.23 71.35 10.72 2.055 <0.05 0
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Figure 8: Comparison of forehand and backhand scores of the two
groups of students.
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VC++6.0 as a development tool to analyze and get the
simulation video of the three-dimensional virtual human
body. .e virtual human animation technology in the
motion analysis system is to relocate the three-dimensional
motion data extracted from the video captured by the
camera to the three-dimensional virtual human model we
have established, and the three-dimensional virtual human
will then simulate the technical actions of the athletes, which
indirectly reflects that three-dimensional sports information
of the athletes enables coaches and athletes to observe the
technical movements of the athletes in three-dimensional
space in real time, repeatedly, and from multiple angles so
that the coach can accurately observe the technical move-
ments of the athletes after repeatedly observing the virtual
human animation guide.

Conceive and design the content and shooting content of
the virtual teaching video of sports dance during the pre-
liminary shooting and production process, such as the
teaching plan, teaching difficulties, scene setting, and
shooting angle. According to the teaching plan, determine
the technical actions of each lesson, highlighting its details,
focus on difficult points, then select the appropriate time and
place, take the video or panoramic shooting in the real scene,
and then output the panoramic video or panoramic image
on the computer or mobile phone. .is research contributes
to the smooth progress of VR technology teaching in colleges
and universities.

Data Availability

No data were used to support this study.

Conflicts of Interest

.e author declares that there are no conflicts of interest.

References

[1] E. Bastug, M. Bennis, M. Medard, and M. Debbah, “Toward
interconnected virtual reality: opportunities, challenges, and
enablers,” IEEE Communications Magazine, vol. 55, no. 6,
pp. 110–117, 2017.

[2] A. Patney, M. Salvi, J. Kim et al., “Towards foveated rendering
for gaze-tracked virtual reality,” ACM Transactions on
Graphics, vol. 35, no. 6, pp. 1–12, 2016.

[3] S. R. Sharar, A. Alamdari, C. Hoffer, H. G. Hoffman,
M. P. Jensen, and D. R. Patterson, “Circumplex model of
affect: a measure of pleasure and arousal during virtual reality
distraction analgesia,” Games for Health Journal, vol. 5, no. 3,
pp. 197–202, 2016.

[4] D. Freeman, S. Reeve, A. Robinson et al., “Virtual reality in the
assessment, understanding, and treatment of mental health
disorders,” Psychological Medicine, vol. 47, no. 14,
pp. 2393–2400, 2017.

[5] P. Rosedale, “Virtual reality: the next disruptor: a new kind of
worldwide communication,” IEEE Consumer Electronics
Magazine, vol. 6, no. 1, pp. 48–50, 2016.

[6] M. S. Elbamby, C. Perfecto, M. Bennis, and K. Doppler,
“Toward low-latency and ultra-reliable virtual reality,” IEEE
Network, vol. 32, no. 2, pp. 78–84, 2018.

[7] D. Freeman, J. Bradley, A. Antley et al., “Virtual reality in the
treatment of persecutory delusions: randomised controlled
experimental study testing how to reduce delusional con-
viction,” British Journal of Psychiatry, vol. 209, no. 1,
pp. 62–67, 2016.

[8] L. P. Berg and J. M. Vance, “Industry use of virtual reality in
product design and manufacturing: a survey,” Virtual Reality,
vol. 21, no. 1, pp. 1–17, 2017.

[9] E. Ronchi, D. Nilsson, S. Kojić et al., “A virtual reality ex-
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A two-tier water supply chain including a manufacturer and a retailer under revenue-sharing contract is constructed. And the
contribution of the model is that marketing effort and water purity has been considered. First, four models including the
centralized model (model B) and decentralized models (models BM, I, and II) are established and analyzed. Second, the
Stackelberg game model is used to discuss the pricing strategy of water supply chain members in centralized and decentralized
scenarios. +e comparison results show that revenue-sharing contract is beneficial to improve the level of product greening, the
profit of supply chain members, and the overall profit of the water supply chain compared with model BM. However, it leads to the
decrease of retailers’ green marketing efforts and the wholesale price of water. In addition, revenue-sharing contract through
bargaining makes bigger influence than revenue-sharing contract. Marketing can stimulate the increase of the green product’s
market demand on one hand, and on the other hand, it generates the amount of marketing cost. In this study, the profit is that
marketing produces cannot offset the cost that it brings. +us, it will be important to take some measures to make up the loss that
marketing generated.

1. Introduction

As the blood of the earth, the source of life, and the cradle of
civilization, water has important resource function, eco-
logical function, and economic function. Due to the scarcity
of water resources and the discharge of a larger number of
domestic sewage and industrial wastewater, the
manufacturing process of drinking water is critical. With the
modern day acceleration of industrialization and urbani-
zation, the demand for water increased rapidly. Moreover,
water pollution incidents that happened occasionally also
had promoted the demand for water, especially clean water.
Nowadays, plenty of enterprises such as NONGFU SPRING,
China’s drinking water industry benchmarking enterprise, is
focusing on research and development and promotion of
mineral water.

Recently, low-carbon life is a hot topic, and a lot of
companies are devoting themselves to green products. Also,
consumers are shifting their preferences to more environ-
ment friendly brands. +e green brand image and green
brand value can be transformed into the customer’s brand
loyalty when customers have the concept of green con-
sumption [1]. +erefore, retailers end up going green
marketing [2].

Collaboration between partners is beneficial to bring
both environment and economy improvement to water
supply partners [3]. To motivate water supply chain
member’s cooperation, it is a common practice in the world
that leading enterprises propose a series of green
manufacturing requirements, including energy conserva-
tion, environmental protection, energy efficiency, and en-
vironmental emission, in the procurement process [4]. Only
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the water suppliers who meet the requirements can become
the suppliers of brand enterprises. In addition, in the fi-
nancial sector, green finance is used to guide funds to green
industries to control and reduce pollution-related in-
vestment, so as to promote green production in the whole
society.

In this study, two-tier water supply chain models under
different Stackelberg scenarios are introduced. Revenue-
sharing contract is studied by considering both water
marketing effort and water purity. +us, several questions
should be addressed. (1) How do water supply chain
members’ decisions and profitability are impacted when
considering water purity and marketing efforts under rev-
enue-sharing contracts? (2) What are the optimal decision
strategies for water supply chain members under different
scenarios? +erefore, our study has the following
contributes.

(1) Water supply chain models under both centralized
scenario and decentralized scenario are constructed.
Decision-strategy for supply chain members is an-
alyzed and compared in different models.

(2) Under decentralized scenario, the imparts of reve-
nue-sharing contract on different members and the
whole supply chain have been analyzed

+ere are 4 sections concluded in this study. +e 2nd
section introduces the previous researchers. In Section 3,
models of water supply chain considering water purity and
marketing effort are studied. Section 4 presents numerical
analysis. We summarize the research and come up with
management insights in Section 5.

2. Literature Review

Water supply chain has been studied academically for de-
cades. Since about 2004, supply chains have been widely
used in water management. As an instance, research [5]
applied supply chain in water resources allocation and
dispatch. In 2005, [6] built a hybrid agent-based model to
estimate residential water demand by simulating the resi-
dential water supply chain. Research [7] demonstrated that
the related supply chain management theory and method-
ology can be applied in water resources allocation and
dispatching. +e bullwhip effect was studied in the water
resource supply chain information management by using
stochastic control theory [8]. +e optimization of water
supply chain management was studied in literature [9], and
they came up with a systematic engineering method to
reduce the total water demand. In 2007, the study [10]
established an optimal multiobjective model of water re-
source allocation. In 2008, the studies [11, 12] researched
joint pricing of water on the basis of cooperative and
noncooperative game theories in a two-tier water supply
chain. Study [13] developed a spatial water distribution plan
that can save cost and time. In 2010, Kogan and Tapiero [14]
discussed the economic benefits of two-stage water supply
chain by constructing a zero-sum stochastic differential
game model. Elala et al. [15] talked about the safety of water
supply chain and provided practical suggestions for

communities, enterprises, and local authorities to realize
water supply chain risk management. Zhou et al. [16] also
discussed the water supply chain risk management experi-
ences based on the case study in Sweden. Portable water
supply chain from water collecting to water distribution by
taking advantage of the theory of product life cycle chain has
been studied in research [17]. In [18], water supply chain
transformation has been discussed by constructing a mul-
tiperiod mixed integer program model, and they found that
comprehensive integration of water supply chain networks
and coordination of water production will bring economic
and environmental benefits if they are considered within the
planned time frame. For water supply-demand with un-
certainty, the study [19] utilized the artificial neural network
and stationary chain to predict water demand. In 2015, by
updating the artificial fish swarm algorithm and the supply
chain management theory, the problem of water resources
scheduling was solved [20]. Water Data Warehouse (a
software) was designed to share the water supply demand
information in the whole water supply chain [21]. In [3],
taking the reliability of water supply into consideration, they
constructed a multiperiod-mixed integer linear pro-
gramming model to achieve the water supply reliability
maximization, and it was found that water demand has
a huge effect on the reliability of water supply chain.

Water supply chain coordination is a branch of supply
chain management. +ere are also many research studies on
water supply chain coordination. For example, on the basis
of communication and coordination and the principle-agent
theory, water resource supply chain contract was con-
structed [5, 7]. Research [22] designed a multilevel, Pareto
optimization decision-making model to deal with the
multilevel cooperative decision-making problem of the
South-to-North Water Transfer Project. In 2006, Dai et al.
[23] established a decision-making model of supply chain
agent under the contract effect by applying group gaming
decision theory on the basis of water resources supply chain.
A study [24] observed water inventory coordination by using
inventory control theory and proposed transfer payment
coordination strategy of water inventory management under
VMI theory. In order to derive water resource, Kondili and
Kaldellis [25] developed a decision support system (DSS) to
coordinate the conflicts between customers’ demand in
water supply chain. In 2009, a research [14] analyzed the
optimal, respectively, in the minimum commitment and
flexibility contract based on a two-stage water supply chain.
In 2012, a study [26] demonstrated the optimization
modeling approach for the pricing and coordinating
schemes of SNWD-ER project. Chen [27] considered the
water suppliers’ profitability and distributers’ profitability
under the perspective of social responsibility and economic
benefit. In [28–33], the pricing strategies of a competitive
two-tier water supply chain including one supplier and two
distributers under two-part pricing contract and wholesale
price contract was studied, and the findings reveal many
practical management insights. In 2018, a study [3] in-
vestigated the decision-making strategies of water supply
chain members by considering who played the leader and
follower, and water resources management insights were
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provided. In 2019, water supply chain equilibrium and
coordination were studied in [31]; in addition, fairness
factors are considered to compare the supply chain per-
formances, social welfare, and consumer surplus under
different equilibrium strategies and coordination strategies.
In 2020, literature [34] revealed that revenue and cost
sharing contract could effectively coordinate and improve
the water supply chain performance (Figure 1 and Table 1).

3. Model Description

3.1. Assumptions and Demand Function

(1) We assume that in the centralized decision-making
system, the manufacturers determine the green
marketing effort (e), while in the decentralized
system, the retailers decide the green marketing
effort. Based on [35–37], the total green marketing
effort cost is (ηe2/2), where η stands for the mar-
keting cost coefficient.

(2) In this study, the demand function is of retail price,
green marketing effort, and demand. Retailers’ in-
vestment is in green marketing in order to promote
the green market, and the greater the marketing
efforts, the greater the effect on demand.

(3) Manufacturers’ green R&D mainly means that green
manufacturing can use fewer resources to produce
the same product and improve resource utilization
rate. Water purity θ(0< θ ≤ 1) improvement in-
dicates that manufactures should increase research
and development costs, and we assume that all the
costs were born by the manufacturers. Referring to
[38], the R&D investment of manufacture is βθ2,
where β means the cost rate of research and
development.

(4) Parameter α represents the sensitivity of consumer to
water purity improvement. +e bigger the manu-
facturers invest in R&D, the more αθ impact to
demand.

(5) +e parameters and their meanings used in this
study are given in Table 1

(6) +e manufacture purified ground water and the
retailer buys it at wholesale price and sells it to the
market at retail price (Figure 1).We consider that the
actual demand of the market (q) is a linear function
depending on retail price, green marketing effort,
and water purity. +e demand function is shown in
the following equation.

q(p, e, θ) � a − kp + ce + αθ. (1)

3.2. Stackelberg Equilibrium and Profitability Analysis

3.2.1. Profit Analysis under Centralized Decision Making
(Model B). Centralized decision-making refers to a com-
modity produced and sold by the manufacturer, that is to
say, a manufacturer integrates production and sales (vertical

integration); more specifically, there is only one interest
subject in the whole supply chain except customers, which is
called integrated manufacturer. In the centralized model, we
suppose that a central decision-maker is responsible for the
retail price, the green marketing effort, and water purity.

+e water supply chain’s profit function is shown as

ΠB
SC � (p − c)(a − kp + ce + αθ) − βθ2 −

ηe
2

2
. (2)

After solving the first-order derivative of ΠB
SC with re-

spect to p, θ, and e, we get

zΠB
SC

zp
� a − 2kp + ce + αθ + ck, (3)

zΠB
SC

zθ
� αp − cα − 2βθ, (4)

zΠB
SC

ze
� cp − cc − ηe. (5)

Afterwards, we set all the equations (3)–(5), all equal to
zero to obtain equilibrium values of model B. +e equi-
librium values of the equation set are as follows:

p
∗B
SC � −

2ckβη − c α2η + 2c
2β  + 2aβη

α2η + 2c
2β − 4kηβ

, (6)

θ∗BSC �
kcηα − ηaα

α2η + 2c
2β − 4kηβ

, (7)

e
∗B
SC �

2kβcc − 2βac

α2η + 2c
2β − 4kηβ

. (8)

Substitute (6)–(8) into functions (1) and (2) to get the
optimal actual market demand (q∗BSC) and the profit of supply
chain (Π∗BSC).

q
∗B
SC �

2k
2ηβc − 2kηβa

α2η + 2c
2β − 4kηβ

,

Π∗BSC �
2βηack − βηa

2
− βηc

2
k
2

α2η + 2c
2β − 4kηβ

.

(9)

Lemma 1. If it satisfies the conditions that α2 − 4kβ< 0 and
α2η + 2c2β − 4βηk< 0, the Hessian matrix of the profit
function of the centralized supply chain is negative definite
matrix. :ere exists a maximum value in the point
(p∗B, θ∗B, e∗B), and the profit function of ΠB

SC is strictly
concave in the retail price p, the green marketing effort e, and
water purity θ.

Proof (Appendix). □

Proposition 1. :e Stackelberg equilibrium of the central-
ized supply chain is
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p
∗B
SC � −

2ckβη − c α2η + 2c
2β  + 2aβη

α2η + 2c
2β − 4kηβ

,

θ∗BSC �
kcηα − ηaα

α2η + 2c
2β − 4kηβ

,

e
∗B
SC �

2kβcc − 2βac

α2η + 2c
2β − 4kηβ

,

q
∗B
SC �

2k
2ηβc − 2kηβa

α2η + 2c
2β − 4kηβ

,

Π∗BSC �
2βηack − βηa

2
− βηc

2
k
2

α2η + 2c
2β − 4kηβ

.

(10)

To ensure that all the equilibrium values are meaningful,
the necessary condition is kc − a< 0 and c2 − 2kη< 0.
Moreover, when β∗B ≥ ((ηα(kc − a − α))/(c2 − 2kη)), it
guaranteed that 0< θ∗BSC ≤ 1.

Proof (Appendix). □

3.2.2. Profit Analysis under Decentralized Decision Making
(Model BM). +e decentralized decision-making game
model means that the manufacturer and the retailer are two
independent interest subjects to maximize their profit
functions. In this study, we assume the Stackelberg game
relationship between manufacturer and seller; manufacturer
is the leader and decides the wholesale price and the
greening degree of a product; the retailer is a follower who

determines the retail price of the product and the level of the
green marketing effort according to the manufacturer’s
decision. In this case, the profit function of the manufacturer
and retailer is expressed as follows, respectively:

ΠBMR � (p − w)(a − kp + ce + αθ) −
ηe

2

2
, (11)

ΠBMM � (w − c)(a − kp + ce + αθ) − βθ2. (12)

According to the backward algorithm, in the first stage,
based on the anticipation of retailer’s retail price and
marketing effort, the manufacture sets the wholesale price
and purity of drinking water. In the second stage, concerning
the wholesale price and marketing effort, the retailer decides
the retail price and marketing effort. According to the
backward algorithm, the retail price and marketing effort are
obtained through the first derivative of the retailer’s profit
function with respect to the retail price and marketing effort.
Afterwards, substitute them into the profit function of the
manufacturer to get its first derivative with respect to the
wholesale price and water purity.

+e first-derivative result ofΠB
R with respect to p and e is

shown as

zΠBMR

zp
� a − kp − k(p − w) + αθ + ce � 0,

zΠBMR

ze
� c(p − w) − ηe � 0.

(13)

Next, we can obtain the optimal retail price and mar-
keting effort of the retailer as follows:

Table 1: Parameters and their meanings.

Parameter Meaning
a Total market potential and a> 0
q Actual demand of the market
k Price elasticity of demand and k> 0
e +e retailer’s green marketing effort to promote the green product
c +e impact of the marketing effort on demand
η Marketing cost coefficient
(ηe2/2) +e total cost of the green marketing effort
c +e manufacturer’s cost of purifying water
w +e wholesale price of products
p +e retail price of green products
θ Water purity and 0< θ≤ 1
α +e sensitivity of consumer to water purity improvement
β +e cost rate of research and development (R&D)
βθ2 +e R&D investment of manufacture
φ Revenue-sharing ratio

Ground
water Manufacturer

purifying water

Drinking
water Retailer

distributing water
Green marketing

Figure 1: Two-tier water supply chain.
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p
BM
R � −

−wc
2

+ ηa + ηkw + αηθ
c
2

− 2ηk
, (14)

e
BM
R � −

c(a − kw + αθ)

c
2

− 2ηk
. (15)

Put pBM
R and eBMR into the profit function of manufac-

turer ΠBMM . +en, we get

ΠBMM �
−βc

2θ2 + 2βηθ2k − αηθkw + αηcθk + ηk
2
w

2
− ηakw + ηack

c
2

− 2ηk
.

(16)

After taking the first derivative of ΠB
M with respect to w

and θ, we get

zΠBMM

zw
� −

ηak + ηck
2

− 2ηk
2
w + αηθk

c
2

− 2ηk
� 0, (17)

zΠBMM

zθ
� −

2βθc
2

− 4βηθk − αηck + αηkw

c
2

− 2ηk
� 0. (18)

By combining the equations (17) and (18), we derive that

w
∗BM
M �

ηcα2k + 2βcc
2
k + 2βac

2
− 4βηck

2
− 4βηak

k ηα2 + 4βc
2

− 8βηk 
,

(19)

θ∗BMM �
αηck − αηa

ηα2 + 4βc
2

− 8βηk
. (20)

Submit (19) and (20) into the equations (14) and (15),
and the equilibrium value of pBM

R and eBMR is shown as

p
∗BM
R �

ηcα2k + 2βcc
2
k + 2βar

2
− 2βηck

2
− 6βηak

k ηα2 + 4βc
2

− 8βηk 
. (21)

e
∗BM
R � −

2βc(a − ck)

ηα2 + 4βc
2

− 8βηk
. (22)

Next, we submit (19)–(22) into equations (1), (11), and
(12) and obtain the optimal actual market demand q∗BMM and
the maximized profits of the retailer (Π∗BMR ) and manu-
facturer (Π∗BMM ).

Lemma 2. Under Lemma 1 and Proposition 1, the profit
function ΠBMM and ΠBMR is strictly concave in w, θ and p, e,
respectively.

Proof (Appendix). □

Proposition 2. In this model, the manufacturer’s optimal
whole price (w∗BMM ), water purity (θ∗BMM ), and maximized
profit (Π∗BMM ); the retailer’s retail price (p∗BMR ), marketing
effort (e∗BMR ), and maximized profit (Π∗BMR ); the actual
market demand (q∗BMM ), and the profit of the supply chain
(Π∗BMSC ) are obtained as

w
∗BM
M �

ηcα2k + 2βcc
2
k + 2βac

2
− 4βηck

2
− 4βηak

k ηα2 + 4βc
2

− 8βηk 
,

θ ∗BMM �
αηck − αηa

ηα2 + 4βc
2

− 8βηk
,

p
∗BM
R �

ηcα2k + 2βcc
2
k + 2βar

2
− 2βηck

2
− 6βηak

k ηα2 + 4βc
2

− 8βηk 
,

e
∗BM
R � −

2βc(a − ck)

ηα2 + 4βc
2

− 8βηk
,

Π∗BMM �
2βηack − βηa

2
− βηc

2
k
2

ηα2 + 4βc
2

− 8βηk
,

Π∗BMR �
−2β2η(a − ck)

2
c
2

− 2ηk 

ηα2 + 4βc
2

− 8βηk 
2 ,

Π∗BMSC �
−βη(a − ck)

2 α2η + 6βc
2

− 12βηk 

ηα2 + 4βc
2

− 8βηk 
2 ,

q
∗BM
M �

2βηk(ck − a)

ηα2 + 4βc
2

− 8βηk
.

(23)

Based on Lemma 1 and Proposition 1, the equilibrium
values make sense. Moreover, to ensure that 0< θ∗BMM ≤ 1, we
get β∗BM ≥ ((ηα(kc − a − α))/(4(c2 − 2kη))).

Proof (Appendix). □

3.2.3. Revenue-Sharing Contract (Model I). A revenue-
sharing model (model I) is where manufacturers play
a leading role, and a revenue-sharing contract is through the
bargaining model (model II). In these models above, the
proportion of income sharing on the premise of maximizing
their own interests is decided by manufacturers and the
bargaining between manufacturers and retailers, respectively.

In the manufacturer-led revenue-sharing model, the
revenue-sharing ratio φ(0<φ< 1) is determined by man-
ufacturers, which means that the proportion of retailer gains
from the final revenue is φ, and the manufacture shares the
remaining percentage (1 − φ). +erefore, the profit function
of the manufacturer and retailer is obtained as follows:

ΠI
M � (w − c)(a − kp + ce + αθ) − βθ2

+(1 − φ)(p − w)(a − kp + ce + αθ),

(24)

ΠI
R � φ(p − w)(a − kp + ce + αθ) −

ηe
2

2
. (25)

Similar to the decision-making process of model BM, we
get
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w
∗ I
M (φ) �

α2ηck + 2βc
2φck + 2βc

2φa − 4βηck2 − 4βηφak
k α2η − 4βηφk − 4βηk + 4βc

2φ 
,

(26)

θ ∗ I
M (φ) �

αη(ck − a)

α2η − 4βηφk − 4βηk + 4βc
2φ

, (27)

p
∗ I
R (φ) �

−2βηak + 2βc
2φa + α2ηck − 2βηck2 + 2βc

2φck − 4βηφak
k α2η − 4βηφk − 4βηk + 4βc

2φ 
,

(28)

e
∗ I
R (φ) �

−2βcφ(a − ck)

α2η − 4βηφk − 4βηk + 4βc
2φ

. (29)

Substituting equations (26)–(29) into equations (1), (24),
and (25), we get the optimal market demand (q∗BMM ) and the
optimal profit of the manufacturer (Π∗ I

M ) and retailer (Π∗ I
R )

to get

q
∗ I
M (φ) �

−2βηk(a − ck)

α2η − 4βηφk − 4βηk + 4βc
2φ

,

(30)

Π∗ I
M (φ) � −

βηa
2

− 2βηack + βηc
2
k
2

α2η − 4βηφk − 4βηk + 4βc
2φ

,

(31)

Π∗ I
R (φ) �

−2β2ηφ(a − ck)
2

c
2φ − 2ηk 

α2η − 4βηφk − 4βηk + 4βc
2φ 

2, (32)

Π∗ISC(φ) �
−βη(a − ck)

2 α2η + 2βc
2φ2

+ 4βc
2φ − 8βηφk − 4βηk 

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 .

(33)

Lemma 3. When c2 < ηk, α2 − 4βk< 0, and ck − a< 0, the
profit function ΠI

M is strictly concave in w and θ, and ΠI
R is

strictly concave in p and e. Moreover, the equations (26)–(33)
are meaningful. And to ensure 0< θ ∗ I

M (φ)≤ 1, we get β∗I ≥
((α(α2c2 − 4βηk2)(α + a− ck))/(4k2(α2η − 8βηk + 4βc2))).

Proof (Appendix). Since the first and second derivatives of
Π∗ I

R with respect to φ are

zΠ∗ I
R

zϕ
�
4β2η2(a − ck)

2 α2ηk − 4βηk
2

+ 4βηφk
2

− α2c2φ 

α2η − 4βηφk − 4βηk + 4βc
2φ 

3 ,

z
2Π∗ I

R

zϕ2
< 0.

(34)

+e optimal φ∗I � ((4βηk2 − α2ηk)/(4βηk2 − α2c2)) is
next put it into equations (26)–(33) to get: □

Proposition 3. In model I, the manufacturer’s optimal whole
price (w∗ I

M ), water purity (θ∗ I
M ), maximized profit (Π∗ I

M ), the
retailer’s retail price (p∗ I

R ), marketing effort (e∗ I
R ), maxi-

mized profit (Π∗ I
R ), the actual market demand (q∗ I

M ), and the
profit of the supply chain (Π∗ISC) are obtained as

w
∗ I
M �

cα2c2
+ 2βcc

2
k + 2βac

2
− 4βηck2 − 4βηak

α2c2
+ 4βc

2
k − 8βηk

2 ,

θ∗ I
M �

−α α2c2
− 4βηk

2
 (a − ck)

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
 

,

p
∗ I
R �

cα4c2
− 4ηcα2βk

2
− 4ηaα2βk − 8cβ2c2

k
2

− 8aβ2c2
k + 8ηcβ2k3

+ 24ηaβ2k2

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
 

,

e
∗ I
R �

−2βck(a − ck)

α2c2
+ 4βc

2
k − 8βηk

2,

Π∗ I
M �

−β α2c2
− 4βηk

2
 (a − ck)

2

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
 

,

Π∗ I
R �

2β2ηk
2
(a − ck)

2

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
 

,

Π∗ISC �
−β α2c2

− 6βηk
2

 (a − ck)
2

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
 

,

q
∗ I
M �

−2βk α2c2
− 4βηk

2
 (a − ck)

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
 

.

(35)
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Proof (Appendix). □

3.2.4. Revenue-Sharing Contract through Bargaining (Model
II). Revenue-sharing contract through bargaining means
that the revenue-sharing ratio is determined by the man-
ufacturers and retailers through bargaining. To study the
impact of bargaining on revenue-sharing contract, we adopt
the vertical Nash game process. +e decision-making se-
quence is as follows: in the first stage, the manufacture and
the retailer bargain on the revenue-sharing ratio, φ, which
means the retailer takes possession of φ proportion of the
total revenue while the manufacture shares the remaining. In
the second stage, the manufacture decides the wholesale
price and water purity of drinking water by anticipating the
retailer’s retail price and the marketing effort. Finally, the
retailer decides the retail price and marketing effort taking
the manufacturer’s whole price and water purity into
consideration.

We construct the bargaining process between the supply
chain members by using Nash bargain game. By substituting
equations (31) and (32) into the function that
ΠII(φ) � Π∗ I

M (ϕ)Π∗ I
R (φ), we can obtain

ΠII
� Π∗ I

M Π
∗ I
R �

2β3η2φ(a − ck)
4

c
2φ − 2ηk 

α2η + 4βc
2φ − 4βηk − 4βηφk 

3. (36)

Lemma 4
(1) When φ∗II ≤

�
3

√
− 1, there does not exists a solution to

the Nash bargaining problem
(2) :e equilibrium value (φ) to this Nash bargaining

problem is given as

φ∗II
�
η α2c2

+ σ − 8βηk
2

+ 4βc
2
k 

4βc
2

c
2

− ηk 
, (37)

where σ �

�������������������������

α4c4 − 8α2βηc2k2 + 64β2η2k4−



96β2ηc2

k3 + 48β2c4k2

According to Cauchy inequality, we get
φ∗II ≤ (((

�
3

√
− 1)ηk)/c2)

Proposition 4. :e optimal strategies of wholesale price,
water purity, retail price, marketing effort, product demand,
the manufacturer’s profit, retailer’s profit, and the water
supply chain’s profit are displayed as

w
∗ II
M �

c
2
a + c

2ck − 2ηak  α2c2
+ σ  + 2 c

2
− ηk  α2c2ck − 8βηk

2
a  + 4βc

4
k(a − ck)

2k c
2

− ηk  2α2c2
+ σ − 8βηk

2
 

,

θ∗ IIM �
−c

2α(a − ck)

2α2c2
+ σ − 8βηk

2
 

,

p
∗ II
R �

c
2
a + c

2ck − 2ηak  α2c2
+ σ − 4βηk

2
  + 2 c

2
− ηk  α2c2ck − 4βηk

2
a 

2k c
2

− ηk  2α2c2
+ σ − 8βηk

2
 

,

e
∗ II
R �

−c(a − ck) α2c2
+ σ − 8βηk

2
+ 4βc

2
k 

2 c
2

− ηk  2α2c2
+ σ − 8βηk

2
 

,

Π∗ IIM �
−βc

2
(a − ck)

2

2α2c2
+ σ − 8βηk

2
 

,

Π∗ IIR �
−ηc

2
(a − ck)

2 α2c2
+ σ − 4βc

4
k  α2c2

+ σ − 8βηk
2

+ 4βc
4
k 

8 c
2

− ηk 
2
2α2c2

+ σ − 8βηk
2

 
2 ,

Π∗IISC �
−c

2
(a − ck)

2 2c
2 α2η + 4βc

4
− 8βηk  α2c2

+ σ  + 8βc
2

c
2

− ηk  α2c2
− 4βηk

2
  

8 c
2

− ηk 
2
2α2c2

+ σ − 8βηk
2

 
2 ,

q
∗ II
M �

−2βc
2
k(a − ck)

2α2c2
+ σ − 8βηk

2
 

.

(38)
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3.3. Comparative Analysis

Proposition 5. :ewater purity, retail price, wholesale price,
and the retailer’s marketing effort under the three models
satisfy the following relationships which are derived through
algebraic comparison:

(1) θ∗BSC > θ
∗ II
M > θ

∗ I
M > θ

∗BM
M

(2) e∗BSC > e∗BMR > e∗ IR > e∗ IIR

(3) w∗BMM >w∗ IM >w∗ IIM

(4) q∗BSC > q∗ IIM > q∗ IM > q∗BMM

Proposition 5 distributes the differences among the
strategies in terms of the product’s water purity, the retailer’s
greenmarketing effort, the product’s wholesale price and retail
price, and product demand of the four models in this study.

It is natural that the product’s water purity for model B
(centralized model) is highest since it is the fully coordinated
scenario and lowest under model BM (decentralized model
without revenue-sharing contract). Moreover, product’s
water purity for revenue-sharing contract through bar-
gaining is higher than that under revenue-sharing contract
(i.e., θ∗ IIM > θ

∗ I
M ). +erefore, revenue-sharing contract is

beneficial to the improvement of product’s water purity and
cooperation can contribute to it.

As for the comparison of product’s water purity, nat-
urally, it is highest in the fully coordinated scenario, while
lowest under revenue-sharing contract situation (i.e.,
e∗BMR > e∗ IR > e∗ IIR ). According to the revenue-sharing con-
tract, the retailer returns a percentage of its sales to the
manufacturer and maintains profit through decreasing the
marketing cost. +erefore, revenue-sharing contract leads to
the decrease of the marketing effort and revenue-sharing
contract though bargaining makes it worse.

+e wholesale price is lowest in revenue-sharing contract
through bargaining, followed by under revenue-sharing
contract and highest in decentralized condition without any
communication between supply chain members (i.e.,
w∗BMM >w∗ IM >w∗ IIM ). It is probably that the manufacturer
sells products to the retailer at a wholesale price below the
products’ manufacturing cost. As a result, effective com-
munication gives rise to the decline of the wholesale price.

Proof (Appendix). □

Proposition 6. :ewater supply chain’s profit under the four
models meets the relationship:

(1) Π ∗ IIM >Π
∗ I
M >Π

∗BM
M and Π ∗ IR >Π

∗BM
R

(2) Π∗BSC >Π
∗II
SC >Π

∗I
SC >Π

∗BM
SC

Proposition 6 shows the profit differences of the manu-
facturer and the retailer among the models. :emanufacturer
benefits from the revenue-sharing contract due to it as the
Stackelberg leader, while the retail as the follower fails to
benefit from the contract; only if φ � 1, the retailer earns profit
equal to that under the decentralized model without revenue-
sharing contract. :e comparison of green supply chain’s
profit indicates that there exists the double marginalization
effect. It is very likely to be caused by the goals of supply chain
members that perhaps conflict with each other. As a result,
revenue-sharing contract are conducive to the boosting of the
profit; furthermore, the profit has been increased even more
under the revenue-sharing contract (i.e., Π∗IISC >Π

∗I
SC >Π

∗BM
SC ).

:erefore, the goal of constructing water supply chain is to
realize integrated management, promote cooperation between
upstream and downstream enterprises, and finally achieve
higher overall performance.

Proof (Appendix). □

Proposition 7. In models B, BM, I, and II, we have

(1) :e increase of consumer sensitivity to water purity
improvement (α) induces the increase of the optimal
wholesale price, water purity, retail price, marketing
effort, manufacturer’s profit, and retailer’s profit

(2) :e increase of the cost rate of R&D (β) leads to the
decrease of the optimal wholesale price, water purity,
retail price, marketing effort, manufacturer’s profit,
and retailer’s profit

Proof (Appendix). □

4. Numerical Analysis

In Section 4, we compare seven groups of parameters in the
four models (B, BM, I, and II), including the water purity of
the manufacturer, the green marketing level of the retailer,
the wholesale price of the product, the actual market de-
mand quantity of the product, the profit of the manufac-
turer, the profit of the retailer, and the total profit of the
supply chain. In order to explain the effect of the optimal
values, we set values to parameters as the following: a� 20,
k� 5, c� 3, η � 4, c � 2, and α � 4. Seen from the four
models, we get three different value ranges of the cost rate of
research and development (R&D) (β), and

β≥max
ηα(kc − a − α)

c
2

− 2kη 
,
ηα(kc − a − α)

4 c
2

− 2kη 
,
α α2c2

− 4βηk
2

 (α + a − ck)

4k
2 α2η − 8βηk + 4βc

2
 

⎧⎨

⎩

⎫⎬

⎭ ≥ 4. (39)
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In addition, β decides the water purity directly; generally
speaking, when the manufacturer increases the investment
in research and development, the water purity will increase.
Moreover, higher water purity usually possesses higher
value, and the retailer is willing to make more effort to the
marketing of the green product. +erefore, we assume that β
is the independent variable.

+e comparison results are shown in Figures 2–8 by
taking advantage of Matlab 2013. As shown in Figure 2, the
revenue-sharing contract model is superior to model BM
(without any contract) in improving the water purity. And
furthermore, the revenue-sharing contract through the
bargainingmodel is better than the revenue-sharing contract
model. Figure 3 demonstrates that the retailer makes the
least marketing effort in model II to save cost, since the
retailer has to share its revenue with the manufacturer. In

Figure 4, there is no wholesale price in centralized condition
as results of supply chain members are considered as
a whole. Contract (revenue-sharing contract or revenue-
sharing contract through bargaining) leads to the decrease of
the product’s wholesale price. Product with higher water
purity is more likely to be accepted by consumers; as
consequence, the sequence of product’s actual market de-
mand among the four models can be seen from Figure 5. In
Figures 6 and 7, both the profit of manufacturer and the
profit of retailer can be promoted through the contract
model. +erefore, both of them will adopt revenue-sharing
contract. In Figure 8, contracts (revenue-sharing contract
and revenue-sharing contract through bargaining) con-
tribute to the increase of the profit of the whole supply chain,
and furthermore, the profit level of the latter contract is
higher than that of the former contract.
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Figure 3: +e comparison of the optimal marketing effort.
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5. Conclusion

From the comparison above, the result shows that rev-
enue-sharing contract is beneficial to the increase of water
purity, the water supply chain members’ profit, and the
overall profit of water supply chain, while giving rise to
the decrease of the retailer’s marketing effort and the
product’s wholesale price compared with the decentral-
ized model. Moreover, revenue-sharing contract through
bargaining exert a more significant influence. In a word,
revenue-sharing contract through bargaining eliminate
the double marginal effect among the water supply chain
more effectively and is an effective way to promote the
cooperation among the water supply chain members. It is

worth mentioning that revenue-sharing contract brings
negative impact to the retailer’s marketing effort. Mar-
keting can stimulate the increase of the green product’s
market demand on the one hand, and on the other hand, it
generates amount of marketing cost. In this study, the
profit that marketing produces cannot offset the cost that
it brings. +us, it will be important to take some measures
to make up the loss that marketing generated.

In this study, we have made a little innovation, which is
that the marketing effort and water purity have been con-
sidered in the demand function. However, there are some
shortcomings of this study. For example, first, we only
consider a two-tier water supply chain; second, although the
demand function has been revised, it is still a simple linear
function concerning the marketing effort, water purity, and
retail price, which makes the application of this model
limited in a sense. In our further study, we will pay attention
to two streams. One is that considering the supply chain that
has more than one manufacturer and retailer. +e other is to
study the difference among revenue-sharing contract,
costing-sharing contract, and mixed-sharing contract.

Management insights: by signing revenue-sharing con-
tracts, manufacturers, wholesalers, and retailers can form
a community of interests, always maintain the real-time
interaction among them, get firsthand customer feedback
and demand in a timely manner, and then receive orders
according to customer demand. In this way, customized
products should be manufactured to ensure that provided
products are according to customer requirements. Overall,
a virtuous loop should be established to realize value cre-
ation. Second, because revenue-sharing contracts weaken
retailers’ incentives to market green products, manufac-
turers can use other methods, such as sales discounts, ex-
change promises, and extended payback periods to motivate
retailers. +ird, the future market competition is the com-
petition between the supply chains. +erefore, it is more and
more important for the development of the supply chain to
form a stable win-win partnership among all partners in the
supply chain.

Appendix

A

Proof of Lemma 1: the Hessian matrix of ΠB
SC is

H(p, θ, e) �

z
2ΠB

SC

zp
2

z
2ΠB

SC
zpzθ

z
2ΠB

SC
zpze

z
2ΠB

SC
zθzp

z
2ΠB

SC

zθ2
z
2ΠB

SC
zθze

z
2ΠB

SC
zezp

z
2ΠB

SC
zezθ

z
2ΠB

SC

ze
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

−2k α c

α −2β 0

c 0 −η

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(A.1)

From the Hessian matrix above, we can get that
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z
2ΠB

SC

zp
2 � −2k< 0, (k> 0),

H2(p, θ, e)


 �

z
2ΠB

SC

zp
2

z
2ΠB

SC
zpzθ

z
2ΠB

SC
zθzp

z
2ΠB

SC

zθ2





�

−2k α

α −2β




� 4kβ − α2,

H3(p, θ, e)


 �

z
2ΠB

SC

zp
2

z
2ΠB

SC
zpzθ

z
2ΠB

SC
zpze

z
2ΠB

SC
zθzp

z
2ΠB

SC

zθ2
z
2ΠB

SC
zθze

z
2ΠB

SC
zezp

z
2ΠB

SC
zezθ

z
2ΠB
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2





� ηα2 + 2βc
2

− 4βηk.

(A.2)

If H2(p, θ, e)


 � 4kβ − α2 > 0 and H3(p, θ, e)


 � ηα2 +

2βc2 − 4βηk< 0, then ΠB
SC is strictly concave in p, e, and θ.

+e proof is completed. □

Proof of Proposition 1: from Lemma 1, we know that
ηα2 + 2βc2 − 4βηk< 0; therefore, the following inequalities
should be met.

c ηα2 + 2βc
2

− 4βηk  + 2βη(ck − a)< 0,

ηα2 + 2βc
2

− 4βηk≤ ηα(kc − a)< 0,

2βc(kc − a)< 0,

2kηβ(kc − a)< 0.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(A.3)

We can get the result kc − a< 0, c2 − 2kη< 0, and
β≥ ((ηα(kc − a − α))/(c2 − 2kη)).+e proof is
completed. □

Proof of Lemma 2: the Hessian Matrix of the manufacturer
and retailer is in the following Hessian matrix of ΠBMM :

H(w, θ) �

z
2ΠB

M

zw
2

z
2ΠB

M

zwzθ

z
2ΠB

M

zθzw

z
2ΠB

M

zθ2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

2ηk
2

c
2

− 2ηk

−αηk

c
2

− 2ηk

−αηk

c
2

− 2ηk

4βηk − 2βc
2

c
2

− 2ηk
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

|H(w, θ)| �
2ηk

2

c
2

− 2ηk
< 0,

H2(w, θ)


 � −
ηk

2 ηα2 + 4βc
2

− 8βηk 

c
2

− 2ηk 
2 > 0.

(A.4)

Hessian matrix of ΠBMR

H(p, e) �

z
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zp
2

z
2ΠB

R

zpze

z
2ΠB

R

zezp

z
2ΠB
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ze
2
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�

−2k c

c −η
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

|H(p, e)| � −2k< 0,

H2(p, e)


 � 2kη − c
2 > 0.

(A.5)

+e proof is completed. □

Proof of Proposition 2

∵0< θ∗B
M ≤ 1,

∴ηα2 + 4βc
2

− 8βηk≤ αηck − αηa< 0,

⟹ β≥ (ηα(kc − a − α))/ 4 c
2

− 2kη   .

(A.6)

+e proof is completed. □

Proof of Lemma 3: the Hessian matric of ΠI
M is
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2

 

c
2φ − 2ηk 

2

−2 α2η2φk − α2η2k + 4βη2k2
− 4βηc

2φk + βc
4φ2

 

c
2φ − 2ηk 

2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

H(w, θ)


 �
−2ηk

2 ηk + ηφk − c
2φ 

c
2φ − 2ηk 

2 < 0,

H2(w, θ)


 �
− η2k2 α2 − 4βk  − 4βηφk

2 ηk − c
2

  

c
2φ − 2ηk 

2 > 0.

(A.7)

When α2 − 4βk< 0 and c2 − ηk< 0, it satisfies.
+e Hessian matric of ΠI

R is

z
2ΠI

R

zp
2

z
2ΠI

R

zpze

z
2ΠI

R

zezp

z
2ΠI

R

ze
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

−2kφ cφ

cφ −η
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

H(p, e)


 � −2kφ< 0,

H2(p, e)


 � 2ηkφ − c
2φ2 > 0.

(A.8)

+eprofit functionΠI
M is strictly concave inw and θ, and

ΠI
R is strictly concave in p and e. □

Proof of Proposition 3: according to Lemma 3, ΠI
M is jointly

concave in (w ∗ I
M , θ ∗ I

M ), and ΠI
R is jointly concave in

(p∗ I
R , e∗ I

R ). +erefore, we get the first partial derivative ofΠI
R

with respect to p and e:

zΠI
R

zp
� φ(a − kp + αθ + ce) − φk(p − w) � 0,

zΠI
R

ze
� cφ(p − w) − ηe � 0.

(A.9)

Next, solving the above equations to get the manufac-
turer forecasting the retail piece and marketing effort,

p
I
R �

ηa + ηkw − c
2φw + αηθ

c
2φ − 2ηk

,

e
I
R �

−cφ(a − kw + αθ)

c
2φ − 2ηk

.

(A.10)

Put pI
R and eI

R into the manufacturers’ profit function
(24) to obtain

ΠI
M � a − kpI

R + ce
I
R + αθ  w − c + φ p

I
R − w   − βθ2.

(A.11)

Similarly, we can get the only optimal solutions
(w∗ I

M , θ ∗ I
M ) by using the following first partial derivative of

ΠI
M with respect to w and e.
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zΠI
M

zw
�

−ηk c
2φa − 2ηck

2
+ 2ηk

2
w + αc

2φθ − 2ηφak + c
2φck + 2ηφk

2
w − 2c

2φkw − 2αηφθk 

c
2φ − 2ηk 

2 ,

zΠI
M

zθ
�

− 2αη2ck
2

+ 2βc
4φ2θ − 2αη2ak − 2α2η2θk + 8βη2θk

2
+ 2α2η2φθk − 2αη2φk

2
w + 2αη2φak − αηc

2
ck + αηc

2φkw − 8βηc
2φθk 

c
2φ − 2ηk 

2 .

(A.12)

+en, the optimal solutions can be shown as follows:

w
∗ I
M (φ) �

α2ηck + 2βc
2φck + 2βc

2φa − 4βηck2 − 4βηφak
k α2η − 4βηφk − 4βηk + 4βc

2φ 
,

θ ∗ I
M (φ) �

αη(ck − a)

α2η − 4βηφk − 4βηk + 4βc
2φ

,

p
∗ I
R (φ) �

−2βηak + 2βc
2φa + α2ηck − 2βηck2 + 2βc

2φck − 4βηφak
k α2η − 4βηφk − 4βηk + 4βc

2φ 
,

e
∗ I
R (φ) �

−2βcφ(a − ck)

α2η − 4βηφk − 4βηk + 4βc
2φ

.

(A.13)

+e proof is completed. We put w∗ I
M (φ), θ∗ I

M (φ), and p∗ I
R (φ), e∗ I

R (φ) into the
manufacturers’ profit function; then, we get a function of φ.
Afterwards, we obtain the first and second derivatives of φ.

Π∗ I
M (φ) � −

βηa
2

− 2βηack + βηc
2
k
2

α2η − 8βηk + 4βc
2

+ 4βηφk − 4βc
2φ

,

zΠ∗ I
M

zφ
�

4βc
2

− 4βηk  βηa
2

− 2βηack + βηc
2
k
2

 

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 < 0,

z
2Π∗ I

M

zφ2 � −
2 4βc

2
− 4βηk 

2
βηa

2
− 2βηack + βηc

2
k
2

 

α2η − 4βηφk − 4βηk + 4βc
2φ 

3 > 0.

(A.14)

Next, we put w∗ I
M , θ ∗ I

M , and p∗ I
R , e∗ I

R into the retailers’
profit function to get
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Π∗ I
R (φ) �

−2β2ηφ(a − ck)
2

c
2φ − 2ηk 

α2η − 4βηφk − 4βηk + 4βc
2φ 

2,

zΠ∗ I
R

zφ
�
4β2η2(a − ck)

2 α2ηk − 4βηk
2

+ 4βηφk
2

− α2c2φ 

α2η − 4βηφk − 4βηk + 4βc
2φ 

3 ,

z
2Π∗ I

R

zφ2 �
−4β2η2(a − ck)

2 64β2η2k3
+ α4ηc

2
− 16α2βη2k2

− 48β2ηc
2
k
2

− 32β2η2φk
3

− 8α2βc
4φ + 8α2βηc

2
k + 32β2ηc

2φk
2

+ 8α2βηcφk 

α2η − 4βηφk − 4βηk + 4βc
2φ 

4 .

(A.15)

Set

f(φ) � 64β2η2k3
+ α4ηc

2
− 16α2βη2k2

− 48β2ηc
2
k
2

− 32β2η2φk
3

− 8α2βc
4φ + 8α2βηc

2
k + 32β2ηc

2φk
2

+ 8α2βηc
2φk,

zf(φ)

zφ
� −32β2η2k3

− 8α2βc
4

+ 32β2ηc
2
k
2

+ 8α2βηc
2
k< 0,

f(0) � 64β2η2k3
+ α4ηc

2
− 16α2βη2k2

− 48β2ηc
2
k
2

+ 8α2βηc
2
k,

f(1) � 32β2η2k3
+ α4ηc

2
− 16α2βη2k2

− 16β2ηc
2
k
2

− 8α2βc
4

+ 16α2βηc
2
k> 0,

⟹ 0<f(1)<f(φ)<f(0),

⟹
z
2Π∗ I

R

zφ2 < 0,

⟹φ∗I �
4βηk

2
− α2ηk

4βηk
2

− α2c2 .

(A.16)

+e proof is completed. □

Proof of Lemma 4: the first-order derivative of ΠIII with
respect to φ is

zΠII

zφ
�

4β3η2(a − ck)
4
g(φ)

α2η + 4βc
2φ − 4βηk − 4βηφk 

4, (A.17)

where

g(φ) � 2βηc
2
k − 2βc

4
 φ2

+ α2ηc
2

− 8βη2k2
+ 4βηc

2
k φ

+ 4βη2k2
− α2η2k.

(A.18)

Since g(0) � 4βη2k2 − α2η2k> 0, g(1) � (c2 − ηk)(α2
η − 2βc2 + 4βηk)< 0.

We set g(φ) � 0 to get
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φ1 �
η α2c2

+ σ − 8βηk
2

+ 4βc
2
k 

4βc
2

c
2

− ηk 
,

φ2 �
η α2c2

− σ − 8βηk
2

+ 4βc
2
k 

4βc
2

c
2

− ηk 
,

(A.19)

(abandoned)

σ �

�������������������������������������������������������������������������

α4c4
− 8α2βηc

2
k
2

+ 64β2η2k4
− 96β2ηc

2
k
3

+ 48β2c4
k
2 ≤ 4βηk

2
− α2c2

 + 4
�
3

√
βk ηk − c

2
 



,



⟹φ∗II
� ϕ1 ≤

η −4βηk
2

+ 4βc
2
k 

4βc
2

c
2

− ηk 
�

(
�
3

√
− 1)ηk

c
2 .

(A.20)

When 0<φ<φ1, we have g(φ)> 0, (zΠII/zφ)> 0; and
when φ1 <φ≤ 1, we have g(φ)< 0, (zΠII/zφ)< 0.+e proof
is completed. □

Proof of Proposition 5.

(1)
θ∗BSC
θ∗BMM

�
ηα2 + 4βc

2
− 8βηk

α2η + 2c
2β − 4kηβ

� 1 +
2βc

2
− 4βηk

α2η + 2c
2β − 4kηβ

> 1,

θ ∗BMM − θ∗ I
M �

4α3β c
2

− ηk 
2
(a − ck)

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
  ηα2 + 4βc

2
− 8βηk 

< 0,

θ∗BSC − θ∗ I
M �

2αβ(a − ck) ηk 2ηk − c
2

  α2 − 4βk  − c
2α2 ηk − c

2
  

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
  ηα2 + 4βc

2
− 8βηk 

> 0,

⟹ θ∗BSC > θ
∗ I
M > θ

∗BM
M .

(A.21)

Owing to
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φ∗I − φ∗II ≥
4βηk

2
− α2ηk

4βηk
2

− α2c2 −
(

�
3

√
− 1)ηk

c
2

�
(2 −

�
3

√
)c

2ηk 4βηk − α2 

4βηk
2

− α2c2
 c

2 > 0,

zθ ∗ I
M

zφ
�

4βαη c
2

− ηk (a − ck)

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 < 0,

(A.22)

to obtain θ∗BSC > θ
∗ II
M > θ

∗ I
M > θ

∗BM
M ,

(2) e
∗BM
R − e

∗ I
R �

−2α2βc c
2

− ηk (a − ck)

ηα2 + 4βc
2

− 8βηk  α2c2
+ 4βc

2
k − 8βηk

2
 

> 0,

e
∗B
SC − e

∗BM
R �

−4β2c c
2

− ηk (a − ck)

ηα2 + 4βc
2

− 8βηk  ηα2 + 2βc
2

− 4βηk 
> 0,

ze
∗ I
R

zφ
�

2ηcβ α2 − 4βk (ck − a)

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 > 0,

⟹ e
∗B
SC > e

∗BM
R > e

∗ I
R .

(A.23)

(3) SetA � 2βcc
2
k + 2βac

2
− 4βηck2 − 4βηak < 0 and

B � 4βc
2
k − 8βηk

2 < 0, to get

w
∗BM
M �

ηcα2k + A

kηα2 + B
,

w
∗ I
M �

cα2c2
+ A

α2c2
+ B

,

w
∗BM
M − w

∗ I
M �

α2 kη − c
2

 (cB − A)

kηα2 + B  α2c2
+ B 
> 0,

cB − A � 2β(ck − a) c
2

− 2ηk > 0,

zw
∗ I
M

zφ
�
2βη(ck − a) 2ηk − c

2
  α2 − 4βk 

k α2η − 4βηφk − 4βηk + 4βc
2φ 

2 > 0,

⟹w
∗BM
M >w

∗ I
M >w

∗ II
M .

(A.24)
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(4) q
∗B
SC − q

∗BM
M �

−4β2ηk c
2

− 2ηk (a − ck)

ηα2 + 4βc
2

− 8βηk  ηα2 + 2βc
2

− 4βηk 
> 0,

q
∗BM
M − q

∗ I
M �

8α2β2k(a − ck) c
2

− ηk 
2

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
  ηα2 + 4βc

2
− 8βηk 

< 0,

q
∗B
SC − q

∗ I
M �

4β2k(a − ck) 2ηk
2 α2η + 2c

2β − 4kηβ  + α2c2
c
2

− 2ηk  

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
  ηα2 + 4βc

2
− 8βηk 

> 0,

zq
∗ I
M

zφ
�

8β2ηk c
2

− ηk (a − ck)

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 < 0,

⟹ q
∗B
SC > q

∗ II
M > q

∗ I
M > q

∗BM
M .

(A.25)

+e proof is completed. □ Proof of Proposition 6

(1)Π∗BMM − Π∗ I
M �

4α2β2(a − ck)
2

c
2

− ηk 
2

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
  ηα2 + 4βc

2
− 8βηk 

< 0,

zΠ∗ I
M

zφ
�

4βc
2

− 4βηk  βηa
2

− 2βηack + βηc
2
k
2

 

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 < 0,

⟹Π∗ II
M >Π

∗ I
M >Π

∗BM
M ,

Π∗BMR − Π∗ I
R �

−2α4β2η(a − ck)
2

c
2

− ηk 
2

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
  ηα2 + 4βc

2
− 8βηk 

2 < 0,

⟹Π∗ I
R >Π

∗BM
R .

(A.26)

(2)Π∗BSC − Π∗BMSC �
−4β3η(a − ck)

2
c
2

− 2ηk 
2

α2η + 2c
2β − 4kηβ  ηα2 + 4βc

2
− 8βηk 

2 > 0,

Π∗BMSC − Π∗ISC �
2α2β2(a − ck)

2
c
2

− ηk 
2
ηα2 + 8βc

2
− 16βηk 

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
  ηα2 + 4βc

2
− 8βηk 

2 < 0,

Π∗BSC − Π∗ISC �
2β2(a − ck)

2 ηk
2 α2η + 2c

2β − 4kηβ  + α2c2
c
2

− 2ηk  

α2 − 4βk  α2c2
+ 4βc

2
k − 8βηk

2
  α2η + 2c

2β − 4kηβ 
> 0,

zΠ∗ISC
zφ
< 0,

⟹Π∗BSC >Π
∗I
SC >Π

∗BM
SC .

(A.27)
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+e proof is completed. □ Proof of Proposition 7. Take the first partial derivative of the
equilibrium values among the models (B, BM, and I) with
respect to α and β.

zθ∗BSC
zα

�
−η(ck − a) α2η + 4βηk − 2βc

2
 

α2η + 2c
2β − 4kηβ 

2 > 0,

zθ∗BSC
zβ

�
2αη c

2
− 2ηk (a − ck)

α2η + 2c
2β − 4kηβ 

2 < 0,

ze
∗B
SC

zα
�

4αηβc(a − ck)

α2η + 2c
2β − 4kηβ 

2 > 0,

ze
∗B
SC

zβ
�

−2α2ηc(a − ck)

α2η + 2c
2β − 4kηβ 

2 < 0,

zp
∗B
SC

zα
�

4αη2β(a − ck)

α2η + 2c
2β − 4kηβ 

2 > 0,

zp
∗B
SC

zβ
�

−2α2η2(a − ck)

α2η + 2c
2β − 4kηβ 

2 < 0,

zΠ∗BSC
zα

�
2αη2β(a − ck)

2

α2η + 2c
2β − 4kηβ 

2 > 0,

zΠ∗BSC
zβ

�
−α2η2(a − ck)

2

α2η + 2c
2β − 4kηβ 

2 < 0,
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zw
∗BM
M

zα
�
4αβη c

2
− 2ηk (ck − a)

k ηα2 + 4βc
2

− 8βηk 
2 > 0,

zw
∗BM
M

zβ
�
2α2η 2ηk − c

2
 (ck − a)

k ηα2 + 4βc
2

− 8βηk 
2 < 0,

zθ ∗BMM

zα
�
η(a − ck) ηα2 − 4βc

2
+ 8βηk 

ηα2 + 4βc
2

− 8βηk 
2 > 0,

zθ ∗BMM

zβ
�
4αη(a − ck) c

2
− 2ηk 

ηα2 + 4βc
2

− 8βηk 
2 < 0,

zp
∗BM
R

zα
�
4αβη(ck − a) c

2
− 3ηk 

k ηα2 + 4βc
2

− 8βηk 
2 > 0,

zp
∗BM
R

zβ
�
2α2η(ck − a) 3ηk − c

2
 

k ηα2 + 4βc
2

− 8βηk 
2 < 0,

ze
∗BM
R

zα
�

4αηβc(a − ck)

ηα2 + 4βc
2

− 8βηk 
2 > 0,

ze
∗BM
R

zβ
�

2α2ηc(ck − a)

ηα2 + 4βc
2

− 8βηk 
2 < 0,

zΠ∗BMM

zα
�

2αβη2(a − ck)
2

ηα2 + 4βc
2

− 8βηk 
2 > 0,

zΠ∗BMM

zβ
�

−α2η2(a − ck)
2

ηα2 + 4βc
2

− 8βηk 
2 < 0,

zΠ∗BMR

zα
�
8αβ2η2 c

2
− 2ηk (a − ck)

2

ηα2 + 4βc
2

− 8βηk 
3 > 0,

zΠ∗BMR

zβ
�

−4α2βη2 c
2

− 2ηk (a − ck)
2

ηα2 + 4βc
2

− 8βηk 
3 < 0,

zΠ∗BMSC
zα

�
2αβη2(a − ck)

2 ηα2 + 8βc
2

− 16βηk 

ηα2 + 4βc
2

− 8βηk 
3 > 0,

zΠ∗BMSC
zβ

�
−α2η2(a − ck)

2 ηα2 + 8βc
2

− 16βηk 

ηα2 + 4βc
2

− 8βηk 
3 < 0,

zw
∗ I
M

zα
�

4αβηφ c
2

− 2ηk (ck − a)

k α2η − 4βηφk − 4βηk + 4βc
2φ 

2 > 0,

zw
∗ I
M

zβ
�

2α2ηφ 2ηk − c
2

 (ck − a)

k α2η − 4βηφk − 4βηk + 4βc
2φ 

2 < 0,
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zθ∗ I
M

zα
�

(a − ck) α2η2 + 4βη2k + 4βηφ ηk − c
2

  

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 > 0,

zθ∗ I
M

zβ
�

4αη(a − ck) φc
2

− ηk − ηkφ 

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 < 0,

zp
∗ I
R

zα
�

4αηβ(a − ck) ηk − c
2φ + 2ηφk 

k α2η − 4βηφk − 4βηk + 4βc
2φ 

2 > 0,

zp
∗ I
R

zβ
�

−2(a − ck) ηk − c
2φ + 2ηφk 

k α2η − 4βηφk − 4βηk + 4βc
2φ 

2 < 0,

ze
∗ I
R

zα
�

4αβηcφ(a − ck)

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 > 0,

ze
∗ I
R

zβ
�

−2α2ηcφ(a − ck)

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 < 0,

zΠ∗ I
M

zα
�

2αβη2(a − ck)
2

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 > 0,

zΠ∗ I
M

zβ
�

−α2η2(a − ck)
2

α2η − 4βηφk − 4βηk + 4βc
2φ 

2 < 0,

zΠ∗ I
R

zα
�

8αβ2η2φ(a − ck)
2

c
2φ − 2ηk 

α2η − 4βηφk − 4βηk + 4βc
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With the development of the times, people’s living standards are constantly improving, but the medical pressure brought by the
aging population is also increasing, and pressure ulcers in elderly patients during hospitalization are also constantly occurring. Of
course, the relevant medical equipment is also progressing, especially the emergence of medical-assistant foam dressing on the
Internet of ,ings, which makes people cope with pressure ulcers more handily. In order to test the role of IOTmedical devices,
especially the application of foam dressings in the prevention of pressure ulcers, this article has carried out a survey of patients in a
city hospital, investigated relevant literature, interviewed professionals, collected relevant information, designed experiments, and
obtained relevant research data. Research shows that IOTmedical devices can improve the efficiency of hospital treatment and
improve the efficiency by about 12%; pressure ulcer incidence in different age groups of people is different, and the probability of
occurrence in the elderly population is far higher than that of young people; foam dressing has obvious effect on the prevention of
pressure sore, and the probability of pressure sore after using foam dressing is lower than that of unused 35%. It indicates that
foam dressing can play a key role in the prevention of pressure sore.

1. Introduction

With the continuous development of China’s population
aging and chronic diseases [1], its harm is increasingly re-
flected, and the elderly people with chronic diseases bear the
brunt. And, the miniaturization of the family structure and
the tendency of two generations’ separation make the
empty-nest elderly more and more prominent. ,e elderly
with heart disease and cerebrovascular disease often die
because they cannot be found and rescued in time when they
are alone. ,ere are many problems in the daily monitoring
and management of chronic diseases in the elderly. At the
same time, under the promotion of information and Internet
of ,ings technology, “intelligent” medical products on the
market are showing a blowout trend [2, 3]. ,e scope of
community education services and home care is more and
more extensive, and the requirements are also higher and

higher. At this stage, the knowledge of pressure ulcer of
community and family nursing staff is lacking or updated
slowly [4], which directly affects the prevention and treat-
ment of pressure ulcer. Medical Internet of ,ings can
improve the accuracy of data and prolong the life of the
network. Because the data in the medical Internet of ,ings
has the characteristics of sudden and large amount of data
[5], the event-driven mode is very suitable for the moni-
toring of emergencies. At the same time, it can also make the
nodes not in the monitoring area in the dormant state and
reduce the energy consumption of the nodes in the network
[6].

According to statistics, the incidence of pressure ulcer in
hospitalized patients in China is 3%∼12%, and the pop-
ulation range is mainly elderly patients, the incidence rate is
10%∼25%, and the total mortality rate increases 6 times. ,e
incidence rate did not decrease compared with the previous
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one. ,e occurrence of pressure ulcers aggravates the
physiological and psychological pain of patients, causes huge
economic losses, and increases the workload of nurses,
which leads to some medical disputes and takes up a large
number of public health resources. ,e prevention of
pressure ulcer is one of the important problems to be solved
urgently in the clinical nursing work and is a very important
reference index to evaluate the quality of nursing. ,ere is a
global consensus that the prevention of pressure ulcers is the
best treatment [7]. ,e incidence of pressure ulcer in ex-
tracorporeal circulation surgery is as high as 16.7%, which
has been paid close attention by medical workers. ,erefore,
experts at home and abroad have certain research on
pressure sore [8].

Wang Ying introduced the causes and symptoms of
pressure ulcers, elaborated the harm of pressure ulcers to
patients, increased the family burden of patients, and
explained the reasons why pressure ulcers could not be
completely prevented. Based on reducing the probability of
pressure ulcers and reducing the harm degree of pressure
ulcers, the prevention measures of pressure ulcers were
introduced, so as to analyze the probability of pressure ulcers
after improvement, which is the phase of pressure ulcers to
provide reference for the work [9]. Xu Ting took 10,000
patients as experimental subjects and set them as the ex-
perimental group and the control group, respectively. He
observed the causes and differences of pressure ulcers in the
hospital between the two groups of patients and carried out
pressure ulcer prevention for the two groups of patients.
According to medical guidelines, it was observed whether
the bed sore situation has changed after the implementation
of relevant preventive measures [10]. In order to investigate
the cause of pressure ulcers, Hui constructed a research
model for the prevention of pressure ulcers. ,rough the
investigation of patients in the hospital, the feasibility of the
model was verified, and the characteristics of pressure ulcer
in hospitalized patients in China were obtained.,rough the
interview with relevant medical experts, the model was
improved [11], and the patients in the model were classified
and analyzed to determine the occurrence of pressure ulcer.
According to the relevant reasons, the paper puts forward
targeted prevention suggestions, which have a strong ref-
erence role for the future research [12]. However, some of
these studies have no universal value due to the limitation of
samples and the lack of research methods, which can only
provide some reference opinions.

,is paper sorts out and classifies the data obtained by
the literature research method, which provides a theoretical
basis for the conception and research analysis of this paper,
and makes a detailed analysis on the Internet of ,ings. It
opens up a new theoretical perspective for deepening
scholars’ understanding of Internet of ,ings medical
treatment; according to the research problems, the ques-
tionnaire is designed to combine the theoretical research and
empirical research to analyze the causes of pressure ulcer
and the prevention of pressure ulcer, which can enrich the
relevant scholars’ research on pressure ulcer and has certain
research significance.

2. Internet of Things for the Prevention of
Pressure Ulcers

2.1. Internet of "ings Healthcare. ,rough the Internet of
,ings, medical personnel can interact with each other
through the Internet of ,ings and medical devices [13].
,rough the comprehensive application of barcode identi-
fication, wireless sensor network, and other Internet of
,ings technologies, it realizes the identification, regional
positioning, tracking and management of special groups,
medical devices, medical waste, and drugs in the hospital.
,e aspects that Internet of ,ings can play a role in the
management process of medical and health fields include the
following: diagnosis and treatment sign input, patient
identity management barcode, mobile doctor’s order, in-
spection specimen movement management, drug mobile
management, baby antitheft, medical record management,
movement number, data transfer and preservation, and
nursing process management [14–16]. And, in the field of
medical care, it can monitor the various conditions of the
human body and transmit the data to various communi-
cation terminals. Its main application is in the monitoring of
the human body and the measurement of physiological
parameters. ,e monitoring objects include not only pa-
tients but also healthy people [17].

In the medical Internet of ,ings, due to the huge
amount of collected data, on the one hand, it realizes the
effective collection and integration of medical information,
which makes health promotion possible. On the other hand,
it is unavoidable to integrate and share massive multisource
heterogeneous data in the network. ,ese information in-
clude data, images, audio, and text data [18]. After intelligent
processing of the collected information, real-time health file
information resources are obtained, and according to the
corresponding real-time monitoring data, personal health
promotion reports are made, and various forms of tracking
are carried out [19]. ,ese make the information in intel-
ligent health management from collection and processing to
application, showing significant multisource heterogeneous
characteristics. ,e transmission of information is data
centric. Due to the large number of sensor nodes and
random distribution, the data obtained by monitoring the
same event between adjacent sensor nodes are similar.
However, the storage space and energy of sensor nodes are
limited, and the characteristics of dense distribution of large-
scale sensor nodes lead to most of the collected data become
redundant. It will shorten the lifetime of the whole network
and reduce the efficiency of information integration. At the
same time, the network involves a large number of spatial
distribution of health data, medical information, physical
examination data, health measurement and evaluation,
equipment operation and parameters, and other decen-
tralized system space-time data [20, 21].

Internet of,ings technology can help hospitals to achieve
intelligent medical care for people and intelligent management
of things, which has great potential in the medical field.
Moreover, it supports the digital collection, processing, storage,
distribution, transmission and management of personnel
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management information, equipment information, medical
information, and drug information within the hospital and can
meet the needs of medical equipment and supplies, medical
and health-related information, intelligent supervision of
public health safety, etc. It can realize the visualization of
material management, the digitization of medical information
[22], the digitization of themedical process, the scientificization
of the treatment process, and the humanization of service
communication, so as to solve various problems such as the
overall low level ofmedical service, the weak cultural support of
medical cooperation, and the annual production hidden
trouble of medical safety [23].

As shown in Figure 1, there is a huge amount of data
information in the medical Internet of ,ings. With the

continuous increase of data collected from medical sensors
and new measurement equipment, how to obtain effective
data from the sign sensor network and environmental-
sensing equipment is a very critical problem [24]. ,erefore,
it is necessary to use effective data fusion technology to
process the relevant data [25]. In order to reduce the data
delay in the network, a fusion path method with minimum
delay is proposed:

Tn(i) � δ
ri

wi

· · · (i ∈ N). (1)

,e specific algorithm is as follows:
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where D is a normal number, which is called the penalty
factor. If the value of D is large, it means that the penalty for
fitting deviation is large. At this time, the regression function
can be expressed as
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2.2. Pressure Sore. Pressure ulcer refers to the soft tissue
damage caused by continuous hypoxia, ischemia, and
malnutrition caused by long-term compression and blood
circulation disorder in local tissues, such as ulceration and
necrosis [26].

,e risk factors of intraoperative pressure sores are as
follows:

(1) ,e operation time is long: long operation time is
one of the main risk factors leading to pressure
ulcers. Some studies have shown that when the local
tissue pressure time is greater than 2.5 hours, the
incidence of pressure ulcers will be significantly
increased. When the operation time exceeds 3 hours,
the incidence of pressure ulcers is more than 8.5%,

and the operation time of extracorporeal circulation
surgery generally exceeds 3 hours, so intraoperative
pressure ulcers are prone to occur [27].

(2) Intraoperative hypothermia: hypothermia during
cardiopulmonary bypass can directly damage the
immune function of the body, reduce the blood
oxygen supply of the tissue, resulting in ischemia,
hypoxic injury of the skin, and subcutaneous tissue
and muscle, and produce reversible or irreversible
damage to the cells and microvessels. ,e incidence
rate of pressure ulcer is also an important reason.

(3) ,e patient’s reaction under anesthesia is relatively
slow, and the body cannot produce protective
response.

(4) ,e use of high-dose vasoactive drugs can cause
peripheral vasoconstriction, lead to tissue ischemia
and hypoxia, and promote the occurrence of pres-
sure ulcers.

(5) ,e influence of lying position: the position of
cardiopulmonary bypass surgery is the chest supine
position. On the basis of general supine position, a
position pad is placed on the shoulder blade, which
can fully expose the operation field and facilitate the
operation. But this kind of forced operation position
will reduce the area of the patient’s body on the
mattress and increase the local pressure of the focus
point, so it will increase the probability of intra-
operative pressure sores.

(6) Patient factors: the patient’s body shape, age, past
medical history, and nutritional status will affect the
occurrence of pressure ulcer. When the patient’s
body is too fat or too thin, it will increase the in-
cidence of pressure sores [28]. Because the patient’s
weight is directly proportional to the degree of local
tissue pressure, when lying in bed, the greater the
weight, the greater the pressure on the local skin, the
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more prone to pressure ulcers. When the patient’s
body shape is too thin, because of skin relaxation,
subcutaneous lack of fat tissue on the pressure buffer,
and lying in bed, subcutaneous tissue blood vessels
are squeezed, and tissue blood circulation perfusion
is poor so that the skin pressure tolerance is de-
creased, leading to the occurrence of pressure ulcers.

In the process of pressure ulcer healing, the most im-
portant thing is to prevent infection, which directly affects
the degree and time of wound healing. Infection means that
bacteria, viruses, fungi, and other microorganisms invade
the human body or propagate in a large number in the body,
showing local swelling, heat and pain, inflammatory exudate
or pus, or accompanied by chills, high fever, and other
systemic inflammatory reactions. ,e wound is red and
swollen, and the patient has obvious pain [29]. A large
number of leukocytes are found in the local exudate to
phagocytize and remove foreign bodies. ,e exudate fibrin
gradually solidified to form a protective barrier, which could
prevent the invasion of bacterial toxins. ,e self-protection
function of the body can control the infection to a certain
extent. In clinic, anti-infective drugs can be given intrave-
nously, and local dressing change can be used to relieve the
symptoms of high fever and pain.

As long as we pay attention to and take corresponding
protective measures, most pressure sores can be prevented.
,e measures commonly used to prevent pressure sore in
clinic include turning over regularly, keeping the bed clean
and dry, increasing the intake of nutrition for patients, using
air cushion bed, and sticking pressure sore patch (including
silver antibacterial dressing, hydrocolloid dressing, alginate
dressing, etc.) at the place prone to pressure ulcer [30].,ere
are special preventive measures for pressure ulcer during
operation. Due to the difference of various operations
(operation time, operation method, operation position, etc.),
there is no prospective study to prove which intervention
measures can effectively avoid intraoperative skin damage
and prevent pressure ulcer.

Pressure ulcer is an important standard to evaluate the
quality of nursing in the clinical work. It is very important to
prevent the occurrence of pressure ulcer. As long as we pay
more attention to it and carry out effective prevention, the
probability of pressure ulcer can be greatly reduced.
,erefore, it is particularly important to take feasible and
effective preventive measures [31].

When the patient’s body is too fat or too thin, it will in-
crease the risk of pressure sores. Because the patient’s weight is
directly proportional to the degree of local tissue pressure,
when the patient’s body is too fat, the greater the weight, the
greater the pressure on the local skin, and the more prone to
pressure ulcers. When the patient’s body shape is too thin,
because of skin relaxation, subcutaneous lack of fat tissue on
the pressure buffer, and lying in bed, subcutaneous tissue blood
vessels are squeezed, and tissue blood circulation perfusion is
poor so that the skin pressure tolerance is decreased, leading to
the occurrence of pressure ulcers. ,e older the patient is, the
more likely it is to develop pressure ulcer. Due to the lower
sensitivity and vitality of motor and nerve, slow sensory
function, decline of protective reflex, poor peripheral circu-
lation, dry and loose skin, obvious atrophy, and thinning of the
subcutaneous tissue, elderly patients are more likely to suffer
from ischemia and hypoxia after local skin and subcutaneous
tissue compression, leading to pressure ulcers [32].

Intraoperative application of glucocorticoids and vaso-
active drugs will affect the occurrence of pressure ulcers; the
use of active drugs will make blood vessels dilate, blood flow
slow, and tissue and organs lose normal blood circulation,
resulting in ischemia and hypoxia of surrounding tissues,
which is easy to lead to pressure ulcers; the use of anesthetic
drugs during operation will make skeletal muscle relaxation,
loss of consciousness, weakening of muscle tension, and
temporary loss of protective response to physical discomfort,
leading to the occurrence of pressure ulcers [33].

Due to the lack of knowledge of pressure ulcer pre-
vention and treatment in elderly patients with chronic
diseases, the wound surface was deep when they were ad-
mitted to hospital, accompanied with different degrees of
infection, obvious pain, and long treatment time. In this
case, the local dressing change is suitable. ,e clinical in-
patients agreed with the local dressing change prescription.

2.3. FoamDressing. Foam dressing can improve the number
of leukocytes in patients with deep pressure sores, which is
consistent with other studies. ,e hydrocolloid components
in foam dressing can promote autolysis, limit inflammation,
induce hypoxic tension, and stimulate the release of mac-
rophages and interleukin. Research shows that the use of
foam dressing in the incision of tracheotomy in stroke
patients can change dressing frequency, reduce frequency of
wound dressing, and effectively reduce the infection rate.
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Figure 1: Internet of ,ings healthcare.
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Foam dressing has antibacterial effects. It can effectively
kill Staphylococcus aureus and Escherichia coli, improve the
level of inflammatory cells, promote the mediating response
of wound inflammatory response, and promote healing.,is
study shows that there is no difference in the effect of
dressing change on white blood cells of cancer patients,
which may be due to the short intervention time of the two
methods, and the wound surface of deep pressure ulcer is not
fully healed within 4 weeks, and the bacteriostatic effect is
not effectively expressed [34].

In the process of dressing change, the necrotic tissue
needs to be removed timely after the wound infection is
controlled; otherwise, the growth of the new granulation
tissue will be affected. Wound healing is the stage of
granulation proliferation and epithelial creeping [35]. At this
time, local blood circulation is accelerated, tissue meta-
bolism is vigorous, nutrient transport is accelerated, cyto-
kine activity is enhanced, and a large number of fibroblasts
proliferate, which makes the capillary network form rapidly
and accelerate the wound healing.

Different support tools can be selected according to
different parts of pressure ulcer. Sacrococcygeal pressure
sore can guide patients to make hollow thick sponge pad
under the body, knee pressure sore with soft pillow between
the two legs, ankle pressure sore can be made of rubber
gloves to pad under the foot, and so on. ,ese measures can
effectively prevent the wound from deteriorating. Medical
staff should make reasonable plan according to the stage of
pressure ulcer, wound condition, and objective data of
nursing evaluation.

In addition to taking auxiliary measures, pressure, an
important factor in the formation of pressure ulcers, should
be paid enough attention. ,e mechanism of pressure ulcer
is that when the external pressure is greater than the capillary
pressure, the inner diameter of capillary and lymphatic
lumen is reduced, the blood flow is blocked, oxygen-carrying
red blood cells pass through the barrier, nutrients cannot be
supplied, and the accumulation of metabolites delays the
wound healing. ,e most effective measure to relieve local
pressure is to turn over frequently. Nursing staff should
attach great importance to the factors of potential pressure
ulcers. Patients should use high-standard reactive (constant
low pressure) or active (pressure alternating) support surface
whether in bed or in a wheelchair for a long time, so as to
prevent the progression and deterioration of the pressure
ulcer wound [36]. ,e choice of the supporting surface is
different according to the position, stage, quantity, and
potential risk of pressure ulcer. ,e pressure sore wound
should be suspended and cannot continue to be stressed.
Patients and their families should be instructed to place the
patient’s position reasonably and turn over frequently. ,e
frequency should be adjusted according to the patient’s
feeling and the characteristics of the support surface selected
[37].

3. Internet of Things Medical Foam Dressing to
Prevent the Pressure Ulcer Test

3.1. Purpose of the Experiment. Based on the theoretical
results of preventive medicine and drawing lessons from the
research results of big data integration theory at home and
abroad, this paper carries out a deep analysis of the causes of
pressure ulcers and the differences between different pre-
vention methods for patients by using the methods of lit-
erature review, comparative study, mathematical statistics,
and logical analysis.

3.2. Experimental Evaluation Criteria. Entropy method is a
relatively objective evaluation index weight assignment
method, which can effectively avoid the subjectivity of ar-
tificial scoring and has high accuracy. But, at the same time,
this study also realized that the entropy method cannot
directly reflect the knowledge, opinions, and experience
judgment of experts and scholars, and the weight results may
be contrary to the actual situation. ,erefore, this paper uses
AHP and entropy method to determine the weight coeffi-
cient of the regional higher education evaluation index.

3.3.Data Sources. ,e data in this paper are mainly from the
First People’s Hospital of a city. We conducted a survey on
patients of different ages in the hospital and collected rel-
evant data through case and doctor interviews.

3.4. Pressure Ulcer Prevention Model Method. ,e patients
were parameterized to prevent pressure ulcers and then
transmitted to the data model. ,e data module receives the
needs of users, finds the appropriate resources through
resource evaluation, performs tasks, and completes user
requests.

,e data module receives the request from the user and
transmits it to the general server in the local area network
[38]. Monitoring devices track the resource utilization and
availability of sensors, applications, and services, generate
statistical logs, and transmit data to the server. ,e server
receives the user’s request from the mobile terminal, ana-
lyzes the user’s request information according to the
monitored resource information, divides the service into
several tasks, and processes the calculation. According to the
evaluation results, each task selects the best matching re-
source from the resource pool, schedules and allocates re-
sources, and provides the optimal prevention method for
patients [39].

Considering the resources with the same service func-
tion, the attributes of the resources are set according to the
user preferences, which have certain scalability. ,e calcu-
lation formula is as follows:

Mathematical Problems in Engineering 5



Ua � p∗ b
j

i
∗ c. (7)

In order to calculate the weight of patient attributes and
ensure the objectivity of evaluation results, we use the en-
tropy weight method to determine the entropy value and
entropy weight of each resource attribute:

t �
1

lnx


1

n�1
fnm ∗ lnfnm, (8)

r �
1 − t

y − 
m
m�1t

. (9)

Among them,

fmn �
znm


x
n�1znm

, (10)



x

m�1
wm � 1. (11)

Based on the attribute value of the user request resource,
each resource is regarded as a point in the multidimensional
space, and the Euclidean distance is used to measure the
proximity between the resource and user demand due to the
user’s preference for a certain attribute or each attribute of
the resource has different influence on the measurement
result. ,erefore, the objective weight of each user is set to

d �

������������������


x

m�1
wn ∗ rnm − uqm( 

2




, (12)

dn �
1

1 + d rn, uq( 
. (13)

,e similarity between the available resources and the
resources requested by the user is obtained, and the
threshold value is set in the range of [0, 1]. ,us, the
matching value Q can be obtained:

Qδ � rn d cos rn, uq( 


≥ δ . (14)

,e similarity between the resources in the matching
resource set Q and the resources requested by users is
calculated:

cosm(r, uq) � α∗ cos(r, uq) +(1 − α)∗
1
m



m

n�1
δij, (15)

where a is the weight and the range is between [0, 1]. ,e
simulation parameters are calculated as follows:

F �
 qrp,rpn − qrpm  quq,uqn − quq 


n
n�1 qr − quq 

2
���������������

 quq,uqm − quq 
2

 .
(16)

4. Experimental Analysis of Foam Dressing to
Prevent Pressure Sore

4.1. Distribution of Patients with Pressure Ulcer. We made
statistics on 100 male patients with pressure ulcers and
classified them according to their gender and age. ,e
specific statistics are shown in Table 1, as shown in Figures 2
and 3.

From the chart, we can see that there are obvious dif-
ferences between pressure ulcer patients. Among the in-
vestigated population, only 18% of the people under 40 years
of age have pressure ulcer, and those over 40 years have
pressure ulcer much higher than those under the age of 40.
In particular, the proportion of pressure ulcer in people over
60 years old accounts for more than 50%, which shows that
the elderly group is affected by pressure ulcer and the impact
is the most serious.

4.2. Causes of Pressure Ulcer. For the reason of pressure
ulcer, there is no public opinion at present; we, through the
investigation of patients, determine the body parameters of
patients with pressure ulcers and the abnormal place of
ordinary people, in order to find the reasons for pressure
ulcers. ,e details are shown in Table 2 and Figures 4 and 5.

From the chart, we can see that, before and after the
emergence of pressure ulcers, the patient’s body tempera-
ture, operation time, and operation cardiopulmonary bypass
time have varying degrees of change. Among them, patients
with pressure ulcers, their nasopharyngeal temperature and
lower body temperature are different from the normal
temperature; a low-temperature environment may lead to
the emergence of pressure ulcers; in addition, after the
operation time is more than 3 hours, the frequency of
pressure ulcers is much higher than that of less than 3 hours
of operation time, and the external circulation time is also
the same. We can infer the relationship between bedsores
and the patient’s body temperature and operation time.

4.3. Preventive Effect of Foam Dressing on Pressure Sore.
We selected 100 men and 100 women in the most prone to
pressure sores (over 60 years old). A control experiment was
carried out. 100 of them used traditional treatment tech-
niques instead of foam dressing. 100 patients were treated
with foam dressing to control pressure ulcers. Specific data
are shown in Table 3 and Figures 6 and 7.

According to the chart, we can see that, in the experi-
mental group and the control group, there were 15 pressure
sores in 100 cases of the experimental group, while only 7 of
the control group had pressure sores. It is obvious that foam
dressing can play a key role in the prevention of pressure
sore.

4.4. Medical Role of Internet of "ings. ,rough the above
experiments, we can test that foam dressing can play a role in
the prevention of pressure sore. In order to improve the
relative preventive effect, we compare the manual foam
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dressing with the Internet of,ings medical equipment.,e
specific data are shown in Table 4 and Figure 8.

From the chart, we can see that foam dressing can reduce
the occurrence of pressure sores and reduce the probability
of pressure ulcers by about 30%. Compared with the unused

pressure sore, the use of IoT can increase the efficiency of
foam dressings and reduce the probability of pressure sore
by about 7%. ,is shows that the auxiliary foam dressing of
medical devices in the logistics network can play an im-
portant role in preventing pressure sore.

Table 1: Distribution of patients.

0–20 21–40 41–60 Over 61
Male 5 12 24 59
Female 3 16 31 50
Mild pressure sore 7 21 18 33
Severe pressure sore 1 7 37 76

0
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40
50
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80

0–20 21–40 41–60 Over 61

Distribution of pressure ulcer in patients

Male
Female

Mild pressure sore
Severe pressure sore

Figure 2: Distribution of pressure ulcer in patients.

Male
31%

Female
19%

Mild pressure 
sore
44%

Severe pressure 
sore
6%

Severe pressure ulcer

Figure 3: Severe pressure ulcer.

Table 2: Distribution of patients.

Nasopharynx temperature Lower body temperature Operation time Cardiopulmonary bypass time
Male patients 34.21 35.32 4.25 3.59
Female patients 35.33 36.42 4.21 3.69
Normal men 37.35 37.33 3.58 2.34
Ordinary women 37.15 37.52 3.32 2.45
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Table 3: Distribution of patients.

Number of people over
temperature

Long operation
time

Number of
inflamed patients Turnover care Number of pressure ulcers

Experience group 37 43 32 50 15
Control group 39 52 21 50 7
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Figure 6: Preventive effect of foam dressing on pressure sore.
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5. Conclusions

Foam dressings are mainly made of polyvinyl alcohol foam
and polyurethane. ,ey are soft, elastic, and have strong
absorbency. ,e main component of foam dressing is soft
silicone adhesive, which is made of water, oil, and silicon.
Skin contact without irritation, soft, with a certain thickness,
can reduce the discomfort and pain caused by local com-
pression. It can buffer the local pressure. ,e new dressing
has the function of air permeability and waterproof, which
can reduce the symptoms of skin immersion and local
hyperemia and play a good barrier role. ,e high absorptive
capacity and decompression ability of clinical foam dress-
ings have achieved good results in clinical application.

,e occurrence of pressure ulcers aggravates the phys-
iological and psychological pain of patients, causes huge
economic losses, and increases the workload of nurses,
which leads to some medical disputes and takes up a large
number of public health resources. ,e prevention of
pressure ulcer is one of the important problems to be solved

urgently in the clinical nursing work and is a very important
reference index to evaluate the quality of nursing.

Deep pressure ulcer has become one of the serious
complications that perplex patients and medical staff. It not
only affects the recovery of primary disease but also brings a
series of more difficult serious complications. ,e pain
torture makes the patients miserable, and the infection
secondary to the wound seriously affects the health and
quality of life of patients and even threatens their lives.,ere
are many risk factors and causes of pressure ulcer, and the
mechanism is relatively complex.,e treatment and nursing
of pressure ulcer need multidisciplinary comprehensive
treatment. ,e current clinical treatment methods for
wound dressing have a wide variety of drugs and their
curative effects are also uneven as the main clinical treat-
ment, a wide variety of drugs, curative effect is also uneven.
How to choose an economical, appropriate, safe, and ef-
fective method of dressing change for patients is worthy of
further study in the clinical nursing work.

Data Availability

,e data underlying the results presented in the study are
available within this paper.
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As times go by, social management faces new challenges. ,is article examines the application of urban image surveillance
technology and the methods of information collection and processing from a legal perspective, and explains the necessity of
creating image surveillance. ,is article introduces the application of the system to the construction of legal systems in countries
where urban image surveillance has been applied earlier and with more advanced legal systems at home and abroad, from the
construction of the image surveillance legal system, the protection of personal privacy rights, and the protection of commu-
nication data. Explain the legislative principles to be followed in the legislative process, and put forward the principles of human
rights and freedom, the principle of public interest, the principle of rule of law, and the principle of information security. Finally, I
put forward a point of view on how to formulate a legal and fair legal system. It is clear that in the field of legislation, it is necessary
to seek constitutional support, use civil law to regulate, use personal information protection law to regulate, and use urban image
monitoring system legislation to manage.,is paper proposes a “peer-to-peer tree” architecture of a two-tier distributed indexing
service system based on service types. Its joining and leaving algorithms create and maintain the framework, cascading or-
ganizations related to service interests into a tree structure. Learning the neighbor search algorithm can slowly evolve the peer
layer composed of many cascaded trees into an overlay network with small-world characteristics, thereby ensuring a higher search
efficiency. Research shows that through functional testing and performance testing, it is found that when the number of
supernodes is 200, the success rate is the highest.

1. Introduction

In recent years, in response to new problems created by the
information society, our country’s State Council has put on
the agenda to speed up national legislation on information.
Certain laws on the protection of citizens’ privacy have been
adopted accordingly [1]. Similarly, some local laws and
regulations in our country have also initiated attempts to
regulate the use of security systems such as image surveillance.
For example, Beijing, Guangzhou, Shenzhen, and Chongqing
have already issued or are drafting public security video
system construction management [2].

In recent years, large cities in China have generally
promoted the construction of urban image monitoring

systems and more and more students have been researching
them [3]. For example, Schwartz used histograms to match
pedestrians on the camera network. ,is method is suitable
for video overlay information [4]. Hariyanto et al. further
strengthened the method of histogram comparison. ,ey
applied the K-means clustering method to reduce the in-
fluence of histogram information on the light intensity,
making this method resistant to external objective condi-
tions strength enhancement [5, 6]. ,rough the design and
research of the safe city high-definition image monitoring
integrated management platform, transmission network,
and high-definition image monitoring product technology,
Hermas focuses on the design of high-definition image
monitoring for urban public safety with the background of
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the smart city security video resource sharing system in
Jing’an District System [7].

In the research of domestic scholars in urban image
monitoring technology, Jiao et al. analyzed the classic se-
quence image moving target detection method for the image
enhancement problem of the region of interest in the
monitoring image, combined it with the image enhancement
algorithm [8], and proposed a technique based on the image
enhancement method, and only the suspicious target area in
the image is enhanced, which reduces the amount of calcu-
lation of the enhancement algorithm, while ensuring the
enhancement effect of the suspicious target [9]. Aiming at the
problem of low-contrast color image enhancement, Zhai et al.
introduced the basic principles of the Retinex image en-
hancement algorithm and the classification of existing
methods, focusing on the application fields and shortcomings
of the multiscale Retinex image enhancement algorithm, and
proposed on this basis. An adaptive scale MSR enhancement
algorithm, which performs enhancement processing in the
HSI space of the image, uses the variance value of the
brightness component to adaptively determine the filter size,
which can reduce the amount of calculation, highlight image
details, and maintain image color stability [10, 11]. Zhou and
Qiu proposed the equalization of partially overlapping his-
tograms, expanding the number of effective pixels for each
partial histogram equalization operation from one to mul-
tiple, thereby reducing the number of local operations while
maintaining a strong restored image local information ca-
pability, but for the pursuit of fast calculations, this algorithm
is prone to blocky effects. In order to eliminate the blocking
effect, the image needs to be interpolated, which affects the
efficiency of the algorithm [12].

In the field of legislation, this article should seek con-
stitutional support, clearly defined by civil law, use a law to
protect personal information for regulation, and use the law
of the civil imagemonitoring system formanagement. For the
management specifications, specify the issue of the installa-
tion and the scope of the installation, manage the monitoring
system, and standardise the information used to improve the
system [13] and create a mutually independent and limited
system work, improving the professionalisation of managers
and creating an effective internal supervisory mechanism.

2. From the Perspective of Jurisprudence,
Research on the Application of Urban Image
Surveillance Technology

2.1. Functions of Urban Image Monitoring System

2.1.1. Necessity
(1) Maintain Urban Public Safety. Under the condition of

today’s diverse society, there are a large number of tradi-
tional and nontraditional factors affecting public security.
Terrorist attacks, civil crimes, emergency situations, and
other factors affecting or likely to affect civil security are also
increasing. Since the beginning of this year, many cases have
occurred at national level [14, 15]. In the face of many factors
affecting public safety, the traditional means of mutual

assistance, community exclusion, and mass reporting have
found that the control methods have been far from meeting
the needs of maintaining urban safety. However, the urban
image monitoring system has become an important means
to detect various unsafe factors in time, deal with them in a
timely and effective manner, and lock criminal suspects due
to its advantages such as wide monitoring range and strong
timeliness.

(2) Promote the Construction of a Legal Society. In the
process of legalization in our country, our country has put
forward higher requirements for the law enforcement of
investigative agencies. ,e collection and verification of
evidence and the formation of the evidence chain require
more evidence [16]. However, due to its intuitive and
personalized elements, image surveillance has become a
powerful means of data collection. ,e establishment of a
complete public security image monitoring system can ac-
tively promote the scientific and standardized investigation
mechanism and can effectively promote modernization and
simplify the pace of management.

(3) Combating Illegal and Criminal Activities. With the
increasingly obvious characteristics of criminal activity,
suddenness, and professionalism, it becomes more difficult
to collect evidence on the spot. Due to the objective, con-
tinuous, and stable record of the monitoring system in-
formation, it not only provides strong support for combating
current street crimes but also provides practical evidence
and evidence for the detection of cases.

One is to provide strong technical support for combating
street crimes. Electronic surveillance facilities are densely
distributed in cities, scenic spots, station wharf squares, and
other wealthy commercial areas where road traffic accidents
occur [17], which upgrades traditional plane prevention and
control to modern three-dimensional surveillance and con-
nects with grid police. To achieve effective man-machine in-
tegration, the ability to detect and combat crimes is improved
greatly [18, 19]. ,e second is to provide strong evidence to
effectively combat crime. With the rapid development of the
economy and society, the flow of people’s property is in-
creasing. ,e mobility, suddenness, and violence of criminal
activities have become more and more obvious. Criminal
methods vary, and there are fewer and fewer traces on the
scene. ,e criminal quickly committed a crime and escaped.
,e time for effective disposal is limited. Since the surveillance
image system can be objective, continuous, and stable, the
recorded information may contain traces of criminal activities
and has a unique role, which cannot be replaced by other
means in investigation and case resolution services.

2.1.2. Effectiveness. ,e effectiveness of the urban image
monitoring system has been remarkably reflected in many
aspects and has been recognized by all parties.

(1) Its Role in Fighting Crime. According to statistics
from China’s Ministry of Public Security, three quarters of
China’s 200,000 key and critical units have installed different
levels of security and technical protection facilities, using
security systems and alarm service networks to crack more
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than 30,000 public security and criminal cases [20]. Re-
covered a lot of economic losses and played an important
role in maintaining social stability [21, 22].

(2)4e Role of Urban Management. ,e creation of real-
time monitoring points significantly improves the man-
agement and control capabilities of motorways and effec-
tively offsets weaknesses in road traffic management, such as
long lines, low police force, rapid circulation, and difficulty
in gathering evidence. At the same time, by installing voice
transmission and amplification devices at specific moni-
toring points, significant results have been achieved [23]. In
addition, the image monitoring system is widely used in the
law enforcement process of urban management, health, and
other administrative departments. ,e whole process of
recording law enforcement actions on the street has effec-
tively reduced the occurrence of violent resistance to the law
and provided clear facts for the handling of corresponding
administrative violations.

2.2. Establishment of Urban Image Monitoring System

2.2.1. Security. ,e establishment of the legal system of urban
image monitoring focuses on establishing a complete urban
image monitoring system, so as to better protect national
security and urban security through this system. ,e purpose
of urban image monitoring construction is to ensure the
safety of most people and improve social management ca-
pabilities, which is beyond doubt [24, 25]. ,e establishment
of relevant legal systems can make the urban image moni-
toring system more perfect, improve its efficiency from the
construction, use management and other aspects, and better
play its safety protection effect. ,rough the application of
video imagemonitoring technology, various insecurity factors
such as terrorist attacks and violent crimes that endanger
social security and urban security can be detected and
eliminated in time. At the same time, the establishment of
urban image monitoring system can effectively improve the
sense of security of social citizens [26]. Most citizens will have
a certain sense of security under the system-regulated camera
probe, which also brings many benefits to improving the
overall sense of security in society [25, 27].

2.2.2. Order. ,e urban image monitoring legal system is the
embodiment of the important role of law enforcement in
social public affairs. ,rough the establishment and im-
provement of the urban image monitoring system, it will
effectively regulate citizens’ behavioral norms in various
public places and provide strong support for the establish-
ment of the overall social order. An orderly social order is a
necessary condition for social development and progress, and
it is also an integral part of the needs of citizens’ lives. Urban
image surveillance implemented under a standardized system
can effectively improve social management capabilities and
help establish a standardized and orderly social order. ,e
installation of monitoring equipment in public places may
cause conflicts between the security interests of themonitor or
the public interests of the society and the privacy interests of
the monitored person [28, 29]. In general, video surveillance

in public places and other public areas can effectively establish
social order, which is beneficial to the overall progress of
society and the interests of the vast majority of people.

2.2.3. Freedom. ,e law is to protect civil liberties. From the
perspective of the overall social environment, the estab-
lishment of the urban image monitoring system can effec-
tively maintain social order and promote social progress. In
fact, it protects the entire society or the freedom of the vast
majority of people in the society. It may affect some aspects
of freedom of certain personnel [30, 31]. However, judging
from the tradeoffs between big freedom and small freedom,
anyone can come to the correct answer. Fundamentally
speaking, the establishment of the urban image monitoring
system is to protect the greater freedom of social citizens and
more reflects the direction of human freedom.

2.2.4. Privacy Protection. ,e establishment of the legal
system of the urban image monitoring system is also of great
practical significance for protecting the privacy of citizens.
As a basic personality right, the right to privacy refers to a
kind of personality right that citizens enjoy the tranquility of
private life and that private information is protected in
accordance with the law, and it is not illegally invaded,
learned, collected, used, and disclosed by others [32, 33].,e
right to establish the diversity of people and the enjoyment
of the right to privacy is more conducive to the development
of personal self. At the same time, it also ensures the relative
stability of interpersonal relationships, the safety of personal,
and property, and it is important for maintaining personal
peace and security. Harmony with society plays an indis-
pensable role. Respect for personal private life is a sign of
political modernization. Similarly, there are related prob-
lems. In order to defend public interests, the appropriate
transfer of individual rights and freedoms is the order of
social survival. ,is is also due to the relativity of freedom
and rights. ,is kind of transfer itself also needs a “degree.”
,e “degree” is the legitimacy and controllability of the
exercise of power.

2.3. CGSV Indexing Service System Architecture and Related
Algorithms. In order to be able to better count and predict
the possibility of a certain service appearing in a certain
organization within a period of time in the future, a service
application type model was created based on the theory of
information retrieval. ,is model evolved from the “topic
model,” one of the language models based on aggregation. It
is described as follows.

,e language model of a topic T has a list of words
w1, w2, . . . , wn . When observed with unlimited data, the
frequency of words used in the topic T is expressed as
p1, p2, . . . , pn . Assuming a series of documents D about T,

pi can be evaluated as

pi �
f D, wi(  + 0.01

|D| + 0.01n
. (1)
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Here, f(Q, wi) is the number of occurrences of wi in D,
D represents the number of words contained in the docu-
ment, and n is the number of words. ,en, use Kull-
back–Leibler divergence to measure how well T’s topic
model predicts the request Q:

KL(Q, T) � 

f Q,wi( )≠0

f Q, wi( 

|Q|
log

f Q, wi( /|Q|

pi

. (2)

At this time, f(Q, wi) is the number of times wi appears
in Q and Q represents the number of words in Q. In in-
formation theory, KL divergence is a very important in-
formation measurement parameter. In many applications, it
is widely used to measure how well one probability distri-
bution predicts another possibility. It is an area value dis-
tributed in [0,∞], and the smaller the value, the better the
model for this topic T predicts the request Q.

If organization O is regarded as topic T and each word is
regarded as a service, then the list of service application types
corresponds to the word list in the language model, and the
frequency list of words in the topic corresponds to the
frequency of service application types in the organization.
DocumentD corresponds to a series of services requested by
O [33, 34]. ,en, it is deduced that D is the number of
services, and n represents the number of service application
types. Bring these corresponding items into equation (1),
and you can get equation (4). When predicting request Q,
because each request has only one service, it only belongs to
one service application type, so f(Q, wi) is 1, Q. It is also 1.
Incorporating equation (2), you can deduce

KL(Q, O) � KL stidQ, O  � log p
− 1
Q . (3)

For specific situations, it is necessary to consider other
influencing factors. It is not difficult to find that the higher
the hit rate of a certain type of service, the more likely it is to
exist in this organization. ,erefore, the KL value is slight
modified, and the mission rate (hQ/qQ) appears in the
measurement value in inverse proportion.

2.4. Image Projection Algorithm

2.4.1. Cube Projection. Since the cube projection model is
perpendicular to each other and regular polygons, in
addition to facilitating the observation of the scene from
all sections, it is also convenient to display the panorama.
However, in order not to deform the image, it must be
horizontal and in the vertical direction, and the shooting
is taken at precise intervals of 90°, so it is not very
practical.

2.4.2. Spherical Projection. ,e spherical projectionmodel is
to select a fixed point as the center of the sphere, then take

two vertical lines as the axis, and shoot around it, and finally
project multiple real images onto the sphere. ,e coordinate
of pixel p(x, y) in the camera coordinate system xyz is
(x − (W/2), y − (H/2), − f), and then its coordinate in the
world coordinate system XYZ is (u, v, w):

u

v

w

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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.

(4)

,e linear parameter equation passing through point P is

u′ � tu,

v′ � tv,

w′ � tw.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

,e spherical equation can be expressed as

u′2 + v′2 + w′2 � f
2
. (6)

Combining formulas (5) and (6) gives

t �
f

����������
u
2

+ v
2

+ w
2

 . (7)

(u′, v′, w′) represents the three-dimensional parameter
coordinates of the spherical panoramic image. In order to
facilitate storage, they are converted into two-dimensional
image coordinates. Choose the following method to achieve
this conversion. When w′ ≥ 0, let

x′ � f · arccos
u

�������
u′2 + v′2

 ,

y′ � f ·
π
2

+ arctg
v′

�������
u′2 + v′2

  .

(8)

Otherwise, let y′ remain unchanged, then

x′ � f · 2π − arccos
u′

�������
u′2 + v′2

  . (9)

From the above formulas:

Δ � y −
H

2
 sin a cos β − x −

W

2
 sin β − f cos a cos β.

(10)

When Δ≥ 0,

4 Mathematical Problems in Engineering



x′ � f · arccos
(x − (W/2))cos β +(y − (H/2))sin a sin β − f cos a sin β

�������������������������������������

(x − (W/2))
2

+((y − (H/2))sin a − f cos a)
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠,

y′ � f ·
π
2

+ arccos
(y − (H/2))cos a + f sin a

�������������������������������������

(x − (W/2))
2

+((y − (H/2))sin a − f cos β)
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

(11)

When Δ< 0,

x′ � f · 2π − arccos
(x − (W/2))cos β +(y − (H/2))sin a sin β − f cos a sin β

�������������������������������������

(x − (W/2))
2

+((y − (H/2))sin a − f cos a)
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠,

y′ � f ·
π
2

  + arccos
(y − (H/2))cos a + f sin a

�������������������������������������

(x − (W/2))
2

+((y − (H/2))sin a − f cos a)
2

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

(12)

2.4.3. Cylindrical Projection. Cylindrical projection means
that the participant passes through a fixed observation point
and keeps the distance between the camera and the shooting
scene unchanged, and then it uses a translational shooting
method to rotate 360° around the vertical line of the fixed
point to collect scene images. Perform cylindrical projection
transformation on the obtained image to obtain a sequence
of spatial coordinates, and make the pixels have the con-
sistency of the orientation information. ,e straight line
equation between the origin of the camera coordinate system
and the pixel point P can be expressed in the form of a
parametric equation:

u � t x −
W

2
 , (13)

v � t y −
H

2
 , (14)

w � − tf, (15)

where t is a parameter, and the equation for a cylindrical
surface can be expressed as

u
2

+ w
2

� f
2
. (16)

Combining formulas (13)–(16), we get

t �
f

���������������

(x − (W/2))
2

+ f
2

 , (17)

u �
f(x − (W/2))

����������������

(x − (W/2))
2

+ f
2

 , (18)

v �
f(y − (H/2))

����������������

(x − (W/2))
2

+ f
2

 , (19)

w �
f
2

����������������

(x − (W/2))
2

+ f
2

 , (20)

where (u, v, w) is the parameter coordinate of the projection
point Q of the pixel point p(x, y) on the cylinder, and a
panoramic image is obtained by combining all such projection
points. However, the parameter coordinates are three-di-
mensional, and they need to be converted into two-dimen-
sional image coordinates to facilitate storage. Here, use the
following formula to convert the three-dimensional parameter
coordinates into two-dimensional image coordinates:

x′ � f · arctg
u

w
  + fθ,

y′ � v +
H

2
,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(21)

where θ � (hfov/2) � arctg(W/2f) and hfov are the
horizontal viewing angles of the camera.

Combining formulas (17)–(21), we get

x′ � f · arctg
x − (W/2)

f
+ f · arctg

W

2f
 ,

y′ �
f(y − (H/2))

����������������

(x − (W/2))
2

+ f
2

 +
H

2
.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(22)

Formula (22) is a projection formula for cylindrical
orthographic projection of any pixel point p(x, y) on the
real image I to a pixel point Q(x′, y′) on the cylindrical
panoramic image. It can also be concluded from formula
(22) that the projection algorithm has the property of
preventing the scene from being deformed in the vertical
direction. ,is property allows us to perform cylindrical
projection transformation on each real image separately and
obtain the corresponding panoramic image.
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3. From the Perspective of Jurisprudence,
Research on the Application of Urban Image
Monitoring Technology

3.1. Feature Extraction of Target Samples. ,e network in-
formation mining system adopts a vector space model and
uses feature terms (T1, T1, . . . , Tn) and their weights, and wi

represents target information. When information is
matched, these feature items are used to evaluate unknown
text and target samples. ,e selection of feature terms and
their weights is called feature extraction of target samples,
and the pros and cons of feature extraction algorithms will
directly affect the performance of the system. ,e frequency
distribution of terms in documents of different content is
different, so feature extraction and weight evaluation can be
performed according to the frequency characteristics of
terms.

3.2. Parameters for Evaluating Search Performance. ,ree
statistical parameters can be used to evaluate the search
performance of the indexing system. ,e success rate rep-
resents the proportion of services that can be successfully
found in each search, and it measures the effectiveness of the
search; the hit rate represents the ratio of the service found to
the total number of services in the network during each
search, and it measures the completeness of the search. ,e
degree of message distribution represents the average
number of service request messages generated by each query
and describes the average network load of the query.

,e higher the success rate and the success rate, the lower
the message rate and the better the search performance. Of
course, the success rate must be high, because this is the basis
for ensuring that services can be consulted. ,e success rate
can be high and you do not have to ask a question for all the
services that meet the requirements each time. ,e degree of
coverage naturally meets the first two conditions, the smaller
the better.

3.3. Performance Test. ,e service discovery mechanism
plays a decisive role in the system performance of the SOA
architecture. A good service discovery mechanism can
quickly and effectively locate the required service and then
expand the subsequent data request and acquisition. And
with the increase of services and requests, it will not bring
about problems such as unreachable services or network
congestion. ,erefore, it is very meaningful to test the
performance of CGSV indexing service. However, perfor-
mance testing requires a large number of services and a large
number of requests. ,ere is still a lack of such test con-
ditions, so the simulation platform is used for testing first.
When CGSV has more services and users, and richer his-
torical data, the system can be tested. ,is article has carried
out research on target tracking, registration, and recon-
struction of low-resolution image sequences, and blind
image restoration.,is chapter will combine the conclusions
of the previous chapters to perform super-resolution re-
construction of the actual video images. Its system function
flowchart is shown as in Figure 1.

3.4. Verifying the Small-World Characteristics of the Peer
Layer. In this paper, the peer-to-peer layer has small-world
characteristics after a few queries. Because in the simulation
program, the network does not require strong connections,
and some pairs of nodes are not directly connected, the
network average path L(G) is calculated by the most robust
method (harmonic average shortest path). It can be derived
from

L(G) �
N

N − 1


i,y∈V
d(i, j)

− 1⎛⎝ ⎞⎠

− 1

. (23)

4. From the Perspective of Legal Theory to See
the Experimental Research Analysis of the
Application of Urban Image
Monitoring Technology

4.1. Investigation Monitoring Equipment

4.1.1. Investigation Resident Voluntary Installation of Mon-
itoring Equipment. Voluntary installation refers to the
voluntary installation of monitoring systems by organiza-
tions and individuals other than the subject of mandatory
installation in order to protect their own interests. Voluntary
installation belongs to the rights and freedom of citizens, and
it is a personal act and a civil act, so the administrative
agency should not interfere too much. ,e fact that the
administrative agency does not interfere too much does not
mean that voluntary installation can do whatever it wants.
Since voluntary installation is a civil act, it must be regulated
by my country’s civil law. ,e survey results of residents
supporting the installation of monitoring equipment are
shown in Table 1.

As shown in Figure 2, among the voting results that
strongly require the installation of monitoring facilities, boys
accounted for 62% and girls accounted for 42%. Judging
from the voting results, the proportion is still very large,
indicating that people are now very concerned about their
own and property safety. Girls accounted for 40% of the
votes for refusing to install, indicating that girls still pay
more attention to their own privacy and security, and the
scope of system monitoring can only be their own area,
because the areas or public areas owned by others are not
owned by you. ,ere is no right to use and no right to install
the “electronic eye” in the area of others, and if installed, it
constitutes an infringement of the ownership of others.

4.1.2. Functional Level of Residents Installed Monitoring
Equipment. You must not use your own electronic eyes to
peek at other people’s information and public information,
and you must not use the information obtained for other
purposes. Otherwise, it will constitute an infringement of the
personal rights of others and bear corresponding civil lia-
bilities. In severe cases, you will be subject to administrative
or criminal penalties. ,e survey results are shown in Ta-
ble 2. We draw a bar chart based on this result, as shown in
Figure 3.
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,e variance value of the local area of the image reflects
the complexity of the image gray level in this area.,e larger
the variance value, the more obvious the image detail fea-
tures. On the contrary, the smoother the image gray level is.
In the calculation result of the variance value at each pixel in
the image, the variance calculation area is 20% of the image
size. It can be seen from Figure 3 that the distribution law of
the variance value conforms to this characteristic.

4.2. Accurate Matching of Pedestrian Characteristics in
Monitoring Facilities Helps Public Security Departments to
Investigate. ,is article calculates and sorts the distance
between a pedestrian and 98 pedestrians under another
camera and records the rankings of matching pedestrians. In
these rankings, the proportions of the 1–5 are calculated,
respectively, and the RBG in the color comparison method is
used. LAB and HSV-edgel contrast method, SIFT and SURF

Table 1: ,e number of nth statistics.

Sex Refuse Consider Strongly demand
Male 17 21 62
Female 40 18 42
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Figure 2: Average path and average clustering coefficient change of
peer layer.

Table 2: Residents install monitoring equipment function grade
data sheet.

Function
classification Refuse Consider Casual Medium Strongly

demand
Bolt action 14.8 32.5 72.6 68.1 35.2
Dome camera 51.6 40.3 34.8 23.7 25.2
Integrated
camera 19.2 28.7 69.1 66.5 33.1

Infrared day and
night camera 49.3 33.6 35.6 22.8 22.9

Speed dome
camera 12.7 35.6 93.2 70.2 37.2

Web camera 53.2 42.8 37.7 24.3 28.3
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Figure 3: Residents install monitoring equipment function grade
data chart.
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Improved mean shift tracking algorithm

Improved keren algorithm registration

Image super-resolution reconstruction based on
convolution|

Image denoising based on N 1-mean

Edge method to estimate image MTF

Wiener filter image restoration

End

Figure 1: Program flowchart.
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contrast method in the feature point contrast method, HOG
contrast method, and the experimental results are shown in
Table 3.

From Figure 4, we can see that the HOG method has the
best effect, followed by the SIFTand SURFmethods based on
feature points, while the color-based RBG, LAB, HSV-edgel,
and feature point methods are similar. Since the clothes
generally worn by pedestrians will have some obvious
boundaries on the appearance, these boundary features are
stable in the same individual and have great differences
among different individuals, so the HOG detection method
can more accurately match the characteristics of the pe-
destrian, which can accurately match the proportion of
pedestrians accounted for nearly 68%, and the top five
accounted for 79%. ,e feature point method also has a
higher matching rate, which helps the public security de-
partment in our country to find criminals at large, missing
people, or children lost in shopping malls, which is of great
significance to the stable development of society.

4.3. 4e Application of Peer-to-Peer Tree Search to the Mon-
itoring System Helps Maintain Urban Public Safety. ,e
experiment constructed 5 different peer trees. Although the
total number of nodes is about the same, both are about 800,
and the number of nodes distributed in the cascade layer and
the peer layer is different. ,e number of supernodes Np is
50, 100, 200, 400, and 800, respectively. ,is will inevitably
lead to their query efficiency. ,e experimental results are
shown in Table 4.

It can be seen from Figure 5 that no matter the TTL is 2,
3, 4, or 5, the success rate of the monitoring system is be-
tween 85% and 97%. ,is shows that when the peer layer
stabilizes into a small-world network, most of the requests of
this system can be hit at least once in two steps. Although
their success rates are very good, when the number of
supernodes is 200, the success rate is the highest. ,is shows
that due to its wide coverage, large amount of information,
and strong real-time advantages, the urban image moni-
toring system has become an important means to detect
various unstable factors in time and quickly and effectively
deal with and lock suspects after occurrence.

,e establishment of relevant legal systems can make the
urban image monitoring system more perfect, improve the
effectiveness of construction, application, and management
at all levels, and better play its role in protecting public
safety. ,rough the application of video image monitoring
technology, it is helpful to timely detect and eliminate
various insecure factors such as terrorist attacks and violent
crimes that endanger social security and urban security. ,is
article considers that the degree of message dissemination
also increases significantly with the increase of TTL. Ex-
periments are carried out on the degree of message distri-
bution of peer-to-peer trees with different numbers of
supernodes, and the experimental structure is shown in
Table 5.

As shown in Figure 6, when the number of supernodes
is 800, the peer-to-peer tree structure is transformed into a
fully distributed P2P, which has a large network load and a
low hit rate, which is obviously worse than the tradeoff
system. When the number of supernodes is 1, the peer-to-
peer tree structure becomes centralized again. Although
there is no test, it can be seen from the three curves of
success rate, hit rate, and message-spreading degree that
the success rate will decrease. ,e hit rate is basically the
same, and the network load has increased significantly.
,erefore, when the monitoring facility faces a large crowd
base, the peer-to-peer tree structure at this time is better
than the fully distributed and centralized peer-to-peer
structure in terms of search performance. ,is way, the
urban image monitoring implemented under the stan-
dardized system can effectively improve the social public
management ability and help establish a standardized and
orderly social public order. ,e installation of monitoring
equipment in public places may cause conflicts between the
security interests of the monitor or the public interest of the
society and the privacy interests of the monitored person,
but in general, video surveillance in public areas such as
public places can effectively establish social order. It is
conducive to promoting social progress and safeguarding
the interests of the broad masses of people.

4.4. Objective Evaluation Index Analysis

4.4.1. Analysis of Objective Evaluation Index of Improved
Algorithm. ,e following objective evaluation criteria such
as mean, standard deviation, and average gradient are used
to test the enhancement effect of the image. For the con-
venience of calculation, only a certain component of the
color image is used for calculation. We draw a combination
diagram based on this result.

It can be seen from Table 6 that the improved algorithm
can better balance the overall grayscale of the image. When
the overall gray level of the image is high, the mean value of
the processing result will be reduced to an appropriate gray
value; when the overall gray level of the image is low, the
improved algorithm can raise its average gray level to an
appropriate gray value.

It can be seen from Table 7 that the improved algorithm
can balance the contrast of the image. When the contrast of
the image is low, the contrast can be increased after pro-
cessing; when the contrast of the image is high, the contrast
of the image can be reduced appropriately.

It can be seen from Table 8 that the average gradient
value of the processed image is higher than that of the
original image, which reflects to a certain extent that the gray
distribution of the processed image is relatively uniform and
the image details are more abundant.

,ese original color images all have the characteristics of
low contrast, some partial details are not prominent, and
some areas are dark. After processing by this algorithm, the
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Table 3: ,e number of nth statistics.

Nth place Color_RBG Color_LAB Color_HSV_edge SIFT SURF HOG
1 10 11 9 3 8 5
2 5 9 5 3 3 2
3 3 2 3 4 2 1
4 7 3 4 5 4 3
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Figure 4: Comparison chart of the proportion of top n matches.

Table 4: ,e number of nth statistics.

Number of supernodes 150mm 300mm 450mm 600mm 750mm 900mm
50 supernodes 0.8147 0.09754 0.1576 0.1418 0.6557 0.7577
100 supernodes 0.9057 0.2784 0.9705 0.4217 0.0357 0.7431
200 supernodes 0.1269 0.5468 0.9571 0.9157 0.8491 0.3922
400 supernodes 0.9133 0.95750 0.4853 0.7922 0.9339 0.6554
800 supernodes 0.6323 0.9648 0.8002 0.9594 0.6787 0.1711
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Figure 5: Changes in success rate when TTL-T and TTL-P are 2.

Table 5: Data table of the degree of message distribution.

Number of supernodes 50 100 200 400 800
TTL� 2 14.7 12.1 12.9 13.4 14.2
TTL� 3 18.6 15.4 16.7 22.3 25.1
TTL� 4 18.6 15.4 21.3 25.4 29.8
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contrast, sharpness, and texture characteristics of the image
have been significantly improved, and the overall color is
more realistic. ,e specific situation is shown in Figure 7.

4.4.2. Horizontal Movement Test Analysis. Quantitatively
analyze the registration results before and after the im-
provement of the Keren algorithm, and use a low-resolution
image as a reference image to calculate the displacement and
rotation relationship between the image and other low-
resolution images. We first need to perform a horizontal
movement test on the picture and collect data for analysis, as
shown in Table 9.

It can be seen from Figure 8 that the improved regis-
tration algorithm has improved the effect of horizontal
movement estimation. When the moving target and the
camera are relatively displaced, their size will change. Al-
though the change is small in two adjacent images, the rigid
body transformation model can be used to obtain the
transformation parameters between them, but multiple
pictures need to be used to perform super-resolution image
reconstruction.

4.4.3. Vertical Movement Test Analysis. Quantitatively an-
alyze the registration results before and after the improvement
of the Keren algorithm, and use a low-resolution image as a
reference image to calculate the displacement and rotation
relationship between the image and other low-resolution
images. Next, we need to test the vertical movement of the
picture and collect data for analysis, as shown in Table 10.

It can be seen from Figure 9 that the improved regis-
tration algorithm has improved the effect of vertical
movement estimation. Low-resolution images are obtained
through degradation, especially after downsampling, and the
high-frequency components of the frequency are mixed,
which affects the accuracy of the registration result of the
frequency domain method to a certain extent.

4.4.4. Angle Rotation Test Analysis. Quantitatively analyze
the registration results before and after the improvement of
the Keren algorithm, and use a low-resolution image as a
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Table 6: Image mean data comparison table.

,e original
image

Algorithm processing
result Difference

Figure A 56.9 174.3 117.4
Figure B 19.3 87.2 67.9
Figure C 91.2 156.3 65.1
Figure
D 130.9 81.6 − 49.3

Figure E 72.6 43.4 − 29.2
Figure F 33.6 97.8 64.2

Table 7: Image standard deviation data comparison table.

,e original
image

Algorithm processing
result Difference

Figure A 1167.8 1732.8 565.0
Figure B 73.9 836.4 762.5
Figure C 2756.3 2337.2 − 419.1
Figure
D 1329.4 934.6 − 394.8

Figure E 234.9 112.7 − 122.2
Figure F 332.7 977.8 645.1

Table 8: Image average gradient data comparison table.

,e original
image

Algorithm processing
result Difference

Figure A 9.4 21.7 12.3
Figure B 0.7 9.9 9.2
Figure C 11.9 19.6 7.7
Figure
D 1.9 7.3 5.4

Figure E 5.6 17.2 11.6
Figure F 19.2 27.4 8.2
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reference image to calculate the displacement and rotation
relationship between the image and other low-resolution
images. Next, we need to test the angle rotation of the image
and collect data for analysis, as shown in Table 11.

It can be seen from Figure 10 that when the image is
rotated at a large angle, the result of the improved Keren
algorithm is significantly more accurate.,e flow is reflected
by the change of brightness mode, and this registration
algorithm is based on the brightness gradient of the spa-
tiotemporal image to obtain the pixel displacement velocity
vector, an estimation method.

4.4.5. Image Zoom Test Analysis. ,eKeren algorithm uses a
rigid body transformation model. When there is a scaling
relationship between the reference image and the target

image, the Keren algorithm appears powerless. ,e model
adopted by the improved Keren algorithm is very similar to
the real model of the actual transformation, so the regis-
tration result obtained is more accurate, as shown in
Table 12.

Due to the mismatch of this model, the parameters
obtained by the Keren algorithm are very different from the
real values. ,erefore, the shape and scale of the neigh-
borhood will directly affect the quality of the reconstructed
image. In order to make the neighborhood change according

Table 9: Horizontal movement test result data table.

Serial number Δx
Keren algorithm Improve algorithm

Estimated
value

Relative
value

Estimated
value

Relative
value

1 1.37 1.3267 1.3462 1.3312 1.3763
2 2.84 2.8719 2.8552 2.8533 2.8452
3 3.42 3.4627 3.3514 3.4496 3.4219
4 3.63 3.6724 3.6433 3.6654 3.6412
5 1.75 1.7726 1.7335 1.7629 1.7489
6 1.21 1.2427 1.1936 1.2394 1.2112
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Figure 8: Horizontal movement test result graph.

Table 10: Vertical movement test result data table.

Serial number Δy
Keren algorithm Improve algorithm

Estimated
value

Relative
value

Estimated
value

Relative
value

1 2.72 2.7832 2.7567 2.7159 2.7239
2 0.64 0.5947 1.2329 0.6721 0.6488
3 3.37 3.4226 3.6213 3.2462 3.3736
4 2.25 2.2891 2.6723 2.3226 2.2496
5 1.29 1.1192 1.7724 1.2698 1.2887
6 3.32 3.2654 3.6514 3.3017 3.3229
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Figure 9: Vertical movement test result graph.

Table 11: Angle rotation test result data table.

Serial number θ
Keren algorithm Improve algorithm

Estimated
value

Relative
value

Estimated
value

Relative
value

1 2 1.9836 1.5656 2.0533 1.7729
2 3 2.9776 3.6827 3.0037 3.3674
3 5 4.8942 5.7923 4.9929 5.3629
4 9 8.7466 9.6528 9.0033 10.4762
5 12 11.4725 14.3727 11.9956 15.6264
6 15 14.6719 17.5436 14.9964 12.3359
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Figure 10: Angle rotation test result graph.
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Table 12: Image scaling test result data table.

Registration coefficient Actual value
Keren algorithm Improve algorithm

Estimated value Relative value Estimated value Relative value
Δx 2.27 8.8589 6.1739 2.4226 2.3137
Δy 1.55 6.1334 3.5527 1.7652 1.6739
θ 5 1.4127 1.4439 4.7316 4.9625
S 0.75 — — 0.7418 0.7562
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Figure 11: Image scaling test result graph.

Table 13: Matlab and Keren algorithm model processing image information comparison table.

Original image Matlab processing results Keren algorithm model processing results
Mean 99.3729 119.5806 120.0127
Mean square error 31.6662 69.5349 70.1318
Information entropy 6.5421 9.1269 9.1736
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Figure 12: Comparison of image information processing between Matlab and Keren algorithm models.

12 Mathematical Problems in Engineering



to the organization information of the image, the normalized
convolution uses an adaptive function to control it, as shown
in Figure 11.

4.5. Statistical Histogram

4.5.1. Histogram Equalization Analysis. Here, we compare
the processing effect of the Keren algorithm model and
Matlab on the picture, read the stored value according to the
data address, add one, and send the value back to the other
end of the RAM for storage. ,e results are shown in
Table 13.

It can be seen from Figure 12 that the Keren algorithm
model is almost the same as the Matlab processing effect and
both of which increase the image brightness. ,e contrast of
the entire image is improved, and the visual perception of
the image is clearer. It also shows that the approximate
operation in the histogram mapping module in this paper
has little effect on the processing effect of image data.

4.5.2. Analysis of Value Filtering in Histogram. ,e original
image with salt and pepper noise is processed by the Keren
algorithm model and Matlab, respectively. ,e source of
image noise is mainly in the process of its acquisition and
transmission, and the analog image will also bring noise
during the digital quantization process. Results are shown in
Table 14.

It can be seen from Figure 13 that the Keren algorithm
model has also reached the processing result of Matlab and
both of which effectively eliminate the salt and pepper noise

in the image. ,e MSE and RSNR results after the two
treatments are not much different, and the treatment effects
are very significant.

5. Conclusions

,is article strictly limits the scope of users of video image
information systems through legislation and clarifies the
establishment of on-duty monitoring, data management,
safety management, and maintenance system requirements
for the management and use of public security video sur-
veillance systems. ,e location and purpose of the facility, the
sale, distribution, and illegal broadcasting of video and image
materials, and unauthorized changes to the use of video and
image information systems stipulate the types and intensity of
penalties and increase the intensity of investigation.

,is paper analyzes the basic principles and basic
structure of the basic theoretical information collection
closely related to the distributed online information real-
time monitoring and dynamic collection system and builds a
structure-based distributed online information real-time
monitoring and dynamic collection system, and the system.
,e functional framework of the software has been analyzed
and studied in detail. On this basis, several key issues in the
distributed online information real-time monitoring and
dynamic collection system, network information mining
issues, dynamic data exchange and real-time issues, and
other issues that may occur in the system implementation
process have been deeply studied and discussed.

In order to use the three local laws in the grid to speed up
the query, this paper designs a special hybrid peer-to-peer

Table 14: Comparison table of median filter processing results.

Original image Matlab processing results Keren algorithm model processing results
Mean 50.0 49.4486 50.1832
Peak signal to noise ratio 32.0 31.1887 32.0018
Entropy 7.8 7.7965 7.8018
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framework “peer tree.”,e idea of this framework is to try to
cascade the services related to the problem to be solved
together, so that the services that are similar to the problem
to be solved become peer neighbors, forming a two-tier
structure of cascade layer and peer layer, and regarding how
to ensure for the problem of search efficiency, a “learning
neighbor search algorithm” is proposed based on the peer-
to-peer tree. ,is algorithm can cluster nodes with similar
interests after a few short searches to form a small-world
overlay network, so that the average path between any two
points is kept small.
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Today’s society is a society of the knowledge economy, and the competition of enterprises is the competition of talents. -e rapid
development of science and technology and the fierce development of market competition have made the importance of
performance management increasingly prominent in corporate management. -e purpose of performance management is to
explore and deal with some of the effects of various factors on employee performance and to tap the potential of employees,
improve employee performance, and also bring a qualitative leap to the performance of the organization.-e improvement of the
employee performance management level has laid a solid foundation for the improvement of the organizational performance
management level. However, there are still some difficulties in the implementation of performance management in my country at
this stage, and the management effect is not obvious. -erefore, building a scientific, reasonable, and complete multiobjective
optimization-based corporate performance optimization management decision-making and coordination mechanism is the
primary task of today’s enterprises. -is article will give a brief theoretical overview of the combination of system management
theory and behavior management theory, MBO target management, and KPI indicators, build a multiobjective optimization
model on an effective theoretical basis, and use genetic algorithms to obtain a weak Pareto effective solution that can optimize the
enterprise with consideration of performance appraisal indicators. It also builds an agency model and an analysis of employee
incentive plans, which clearly shows the relationship between the company and the management and employees, conducts a cross
analysis of the needs of the company’s management and employees, and puts forward the best corporate performance considering
the needs of employees; among them, the multiobjective optimization of corporate performance increased by 14% under the
optimal management decision.

1. Introduction

Performance, from the perspective of management, is the de-
sired result of the organization and the effective output that the
organization displays on different levels to achieve its goals. It
includes both personal performance and corporate perfor-
mance. -e realization of enterprise performance should be
based on the realization of individual performance, but the
realization of individual performance does not necessarily
guarantee the overall performance. Because of this, performance
management is even more important in the optimization and
improvement of the overall performance of an enterprise.

-e multiobjective optimization problem is to select the
optimal solution according to a certain index from all
possible alternatives of a problem. Mathematically speaking,
optimization is the study of the minimization or maximi-
zation of a function on a given set S. Broadly speaking,
optimization includes mathematical programming, graphs
and networks, combinatorial optimization, inventory the-
ory, decision theory, queuing theory, and optimal control. In
a narrow sense, optimization is only exponential planning.
-e optimization method is widely used in production
management, economic planning, engineering design, sys-
tem control, and other fields.
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-e heterogeneous cloud system proposed by Liu pro-
vides distributed but tightly integrated services that have rich
functions in large-scale management, reliability, and fault
tolerance. As far as big data processing is concerned, newly
built cloud clusters are facing performance optimization
challenges, which are focused on faster task execution and
more efficient use of computing resources. -e currently
proposed methods focus on time improvement, that is,
shorten the MapReduce time, but pay little attention to
storage usage. However, an unbalanced cloud storage
strategy may exhaust the MapReduce cycle heavy nodes and
further challenge the security and stability of the entire
cluster. -is paper proposes an adaptive method for space-
time efficiency in heterogeneous cloud environments. A
prediction model based on an optimized kernel-based ex-
treme machine learning algorithm is proposed to predict job
execution time and space occupation faster, thereby sim-
plifying the task scheduling process through multiobjectives.
However, it is feasible to use multiobjective optimization
methods. -e calculations performed in the operation may
exceed tens of millions of times [1]. Bandyopadhyay per-
formed empirically studies on the relationship between
corporate sector performance and capital structure and
macroeconomic environment. He used balance panel data of
1,594 Indian companies in 14 years and found empirical
evidence to support assumptions about the relevance of
factors such as asymmetric information, agency costs, trade-
off theory, signals, and liquidity in determining the cor-
porate capital. -e structural decisions of emerging market
economies obviously affect the company's financing deci-
sions through the macroeconomic cycle, which in turn af-
fects performance. -e endogenity between capital structure
and company performance has also been resolved by the
two-step dynamic panel generalized method of moments
(GMM). -e research shows that the performance of any
company depends on its ability to operate on the capital
structure. As the scope of capital procurement expands, it is
necessary to carefully design the right tool combination to
optimize the cost of capital. However, he did not propose a
management decision-making plan or system mechanism
for the optimization of company performance [2]. Blahová
investigated the current trends in the selected management
systems and analyzed the synergies between them to regain
control of contemporary corporate performance manage-
ment systems in the business field. Design/Methodology/
Methods. -is research involves the compilation of major
academic works and other literature on changes in global
management systems and their impact on the reconstruction
of contemporary corporate performance management sys-
tems. -e literature is reviewed using a systematic approach.
It identified and analyzed more than 3000 papers and
studies. Once the survey results are determined, the main
trends and emerging themes of current management
practices in the business world and their synergies should be
classified. -e field of originality/value-performance man-
agement system and its remake based on the needs of in-
dividual companies is an emerging research field. -ere are
still shortcomings in research experience and research
empirical [3].

-e innovations of this article are as follows: (1) this
article uses a combination of empirical research and nor-
mative research, such as the research on the employee in-
centive and restraint mechanism of the Y enterprise in the
fourth part; (2) this article uses a combination of qualitative
research and quantitative analysis. -is method is concen-
trated in the analysis of the multiobjective optimization
model; (3) this article uses a combination of theoretical
analysis and countermeasure research and gives counter-
measures, while establishing model analysis. -is method
runs through this article always.

2. Enterprise Performance Optimization
Management Decision-Making and
Coordination Mechanism Method Based on
Multiobjective Optimization

2.1. CombineContemporary SystemManagement'eorywith
BehaviorManagement'eory. Modern management theory
is the synthesis of all modern management theories. It is a
knowledge system and a group of disciplines [4]. Its basic
goal is to establish a creative and dynamic adaptive system in
the face of a rapidly changing modern society. To enable this
system to be continuously and efficiently output, it not only
requires modern management thinking and management
organization but also modern management methods and
means to form modern management science.

-e foundation of behavioral science management
theory is classical management theory, which overcomes the
shortcomings of classical management theory. It is mainly to
study the production behaviors of enterprise employees and
the reasons and related factors of these behaviors [5]. It is a
comprehensive application of psychology, sociology, social
psychology, anthropology, economics, political science,
history, law, education, psychiatry, marketing, and man-
agement theories and methods to study human behavior
borderline subjects. Behavioral science was once called in-
terpersonal relations [6].

Its research content is mainly in the following three
aspects: incentive theory is the core content of behavioral
science. Specifically, it needs to be carried out in three as-
pects: level theory, behavioral transformation theory, and
process analysis theory; group behavior theory is the core of
behavioral science management theory. An important pillar,
mastering group psychology is an important part of the
study of group behavior; leadership behavior theory is an
important part of behavioral science management theory,
including research on the quality of leaders, leadership
behavior, leadership ontology, and leadership styles [7, 8].

-roughout the management of each school, choose
system management theory and behavioral science man-
agement theory and draw something in common, and the
commonalities can be summarized as follows:

(1) Pay attention to the integrity of the system: first of all,
the people, things, and environment in the enterprise
are regarded as a complete system, which in turn
lives in a larger system. -en, use system thinking
and system analysis method to view the problem
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from the overall framework, recognize the problem,
analyze the problem, and finally solve and deal with
the problem [6].

(2) Emphasize the importance of people: the core part of
management theory is the subject of people. People
are subjectively active. Everyone’s thoughts, behav-
iors, language, and emotional expressions are dif-
ferent. Even in the same organizational department,
there is no guarantee that everyone and the orga-
nization will move forward. -e direction and pace
are the same. -erefore, it is necessary to conduct
business management, guide employees and the
company to stand on the same side, and work to-
gether to face difficulties, overcome challenges, and
complete tasks.

(3) Actively try advanced management theories first: the
changes of society and enterprises, the rapid de-
velopment speed, and traditional management the-
ories can no longer keep up with the new
development model of modern enterprises, so in the
process of management theory innovation, we need
to continue to try, explore, and accept the emergence
of new things and development, for example, in
corporate performance management, combining
management methods with emerging technologies
to improve management efficiency.

(4) Combine management efficiency and management
effect: different from traditional enterprise man-
agement, modern management theory emphasizes
that the management efficiency of the enterprise
should be combined with the management effect of
the organization. -e goals or objectives of man-
agement show a diversified trend, which are to re-
alize the performance management of the enterprise
[9]. -e core of performance management has three
modules, as shown in Figure 1.

(5) Combination of theory and practice: talking about
management theory is only on paper. It is necessary
to combine theory and practice to make the theory
operability and implementability so that the theory is
useful. In the process of corporate performance
management, the management should be good at
applying new theories to practice, summarize, in-
novate, and promote the development of manage-
ment [10, 11].

(6) Emphasize the predictability in advance: social de-
velopment is changing rapidly, and the business
environment is also constantly changing. If an en-
terprise can adapt to changes in the objective en-
vironment, it must have certain planning capabilities
and feedforward control capabilities, accept the facts
of upgrading, and ensure the normal operation of
enterprise operations and management.

(7) Be brave in innovation: management not only in-
cludes the management of existing people, things,
and the environment but also includes the man-
agement of predictable content in the future. It is

necessary to actively reform and innovate and
constantly pursue progress so that the development
of the company can be “unchanged in response to
changes” and continuous development [12].

2.2. MBO Target Management. MBO goal management was
put forward by the American management master Peter
Drucker, who later innovatively put forward the viewpoint
of “target management and self-control” [13]. In his view, a
person’s career must be goal-oriented, and the view that “the
mission and tasks of an enterprise must be transformed into
goals” is also extremely correct. -erefore, in the manage-
ment process of the enterprise, the management process
should be that the top leadership determines the highest
goals and requirements of the enterprise, the enterprise
managers divide the strategic goals into departments, and
the department managers finally issue personnel goals and
proceed according to the completion of the project con-
sidering fairness, implement reward, and punishment
measures [14].

In the goal management theory, it is emphasized that the
company must formulate strategic goals, which are like a
compass, giving a direction to the company and internal
employees. In a team, a variety of factors could hinder the
process of cooperation of the team, but after determining the
specific objectives of the formation of a strong cohesive force
of the team, it will overcome all difficulties and move toward
common success. Generally speaking, the goals of enterprises
are diversified and involve multiple departments, but there is
only one final goal, and only after the final goal is clear, other
subgoals are easier to determine and achieve [15].

MBO target management focuses on the overall man-
agement of the system, is advanced management, and
emphasizes the management of results and personnel, so it
has the following functions:

(1) Overcome the shortcomings of traditional man-
agement: traditional management has two main
drawbacks: one is that there is no plan and ar-
rangement of work, and the whole system is in a state
of chaos; the other is that bureaucracy, centralized
power, and low efficiency are still adopted in the
organization [16].

(2) Improve work effectiveness: after the goal manage-
ment and division of labor, employees can complete
their work with quality, quantity, and efficiency in
accordance with their respective goals, effectively
improving the performance management of the
enterprise.

(3) Individual abilities are motivated and improved:
management, by objectives, takes the form of in-
tensive discussion and division of tasks.-erefore, in
this process, employees are fully involved and have
the right and opportunity to show their talents and
develop their potential. Moreover, the determination
of management by objectives is based on individual
abilities. It is also challenging. To achieve the goal, it
is possible to work hard.

Mathematical Problems in Engineering 3



(4) Improve interpersonal relationships: in the process
of goal management, the relationship between the
upper and lower levels of the enterprise can be ef-
fectively improved, the role of communication and
coordination can be strengthened, and it is easy to
form a sense of teamwork and promote the
accelerated realization of the overall goal [17].

MBO target management also has some shortcomings.
We need to clearly recognize these limitations in order to
better achieve the success of target management. -e dis-
advantages are as follows:

(1) Emphasize short-term goals: short-term goals are
easy to decompose and easy to achieve, but excessive
emphasis on short-term goals is not conducive to the
company’s long-term healthy development, and it
does not pay attention to the company’s long-term
plan goals.

(2) Difficulty in setting goals: in the process of target
assessment, it is difficult to unify assessment stan-
dards. Because the achievement of the goal is the
result of everyone’s joint cooperation, there is not
enough measurable workload, and it is difficult to
judge the amount of personal contribution made,
only a qualitative description.

(3) No contingency: it is impossible to change the goals
during the execution of goal management because
doing so will lead to organizational chaos. -e goal
cannot be changed during the execution of goal
management because doing so will cause confusion
in the organization. In this rapidly changing busi-
ness, it is obviously unable to adapt to the changes in
the market and cope with the changes in the external
environment, and the organization and operation
are inflexible [18].

2.3. KPI Indicators. KPI indicators refer to the internal
operation of the process, the setting of key input

parameters of the operation, sampling, calculation,
analysis, and output [19]. It is the foundation of enterprise
performance management, and it is a quantifiable target
management index that can decompose the highest-level
goals into specific implementation and execution sub-
targets and use this to measure performance. KPI indi-
cators are mainly used by department heads to manage
performance. -ey operate under the establishment of a
clear and practical KPI system. -e head is responsible for
issuing specific performance indicators for each depart-
ment and individual personnel. -is is an important part
of personal performance.

-e key principle of KPI indicators is the Eight-Two
Principle, which applies to companies and individuals. In
enterprises, 20% of talents often solve 80% of the com-
pany’s problems, and 20% of backbones create 80% of the
value [20]. -erefore, in the process of corporate per-
formance management, we must fully realize the im-
portance of this 20% and grasp the core for analysis and
evaluation.

-ere is an inseparable relationship between KPI in-
dicators and corporate strategic objectives, which are
mainly manifested in the following three aspects: first, KPI
indicators are the decomposition of corporate strategic
objectives, that is, to say, the company’s strategic objec-
tives must be fully considered in the setting of KPIs. If
there is a deviation from the company’s strategic goals, it
needs to be adjusted in time; second, KPIs are further
refinement and development of strategic goals. -e
content of KPI is set for each position, it is clear, and it
also shows the job performance requirements of the
position, so to a certain extent, it has a certain degree of
guidance for the company’s strategic development di-
rection; third, KPI can make content changes moderately
with the change of strategic objectives. In a complete
system in this KPI, KPI is established on the lower level of
the need to communicate and discuss the needs of both
clear and practical work and to improve the overall
performance is very helpful [21, 22].
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Figure 1: -e three cores of performance management.
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Specifically, KPI has the following characteristics:

(1) KPIs are indicators, not targets, but they guide the
determination of targets.
KPI is a key performance indicator: it does not exist
as a target, but is a comprehensive consideration of
multiple dimensions under a specific target. It can
provide the specific conditions and performance
reflected by the target, which can also better deter-
mine the goal to serve.

(2) KPI is an important basis for performance appraisal:
in enterprise performance appraisal, we must fully
consider and attach importance to the role of KPI.
On the one hand, it is the result of performance
appraisal, and on the other hand, it is performance
management. It reflects both the ability to work and
working conditions of employees, but also to help
executives understand the ability of employees,
targeted distribution of work, and setting goals.

(3) KPI realizes good communication and interaction: in
the KPI formulation process, communication, ex-
change, and assistance between managers and sub-
ordinates are required to ensure the consistency of
strategic goals and personal goals and achieve
common growth and development.

(4) KPI realizes the performance appraisal method
combining qualitative and quantitative: KPI data can
be used to make quantitative judgments of perfor-
mance. Here, analyze and summarize the data to
make a qualitative description, clarify the advantages
and disadvantages of the existing KPI system, set the
degree of achievement of goals, and understand the
difficulties and improvements of employees based on
their performance.

3. Experimental Model of Enterprise
Performance Optimization Management
Decision-Making and Coordination
Mechanism Based on
Multiobjective Optimization

3.1. Multiobjective Optimization Model. It is assumed that
there are P research subjects and q assessment indicators in
the entire system. -e j index score of the first research
object i is aij (i � 1, 2, . . . , p and j � 1, 2, . . . , q). -ere are
subject differences among the selected research subjects,
which are caused by the differences in background and
professional ability, so there are different optimization so-
lutions in the performance distribution plan.

First, the research subjects are divided into different
types according to the index scores. -is article only con-
siders the q � 2 situation and divides the research subject
into two types: I type and II type. If

ai1

a11 + a21 + · · · + ap1
≥

ai2

a12 + a22 + · · · + ap2
. (1)

-e first research subject i is called type I research subject;
otherwise, it is called type II research subject. Without loss of
generality, this article assumes that the first s research subjects
are model I research subjects and the remaining research
subjects p − s are model II research subjects.

Consider the general multiobjective optimization
problem:

(MOP)1 min
x∈Ω

f1(x), f2(x), · · · , fp(x) , (2)

where Ω represents the feasible region range of the multi-
objective optimization model (MOP)1 and f1(x), f2
(x), . . . , fp(x) means that there is an objective function p

within the feasible region. -e basic concepts and lemmas
are as follows.

Definition 1. Weak Pareto effective solution (MOP)1 called
x ∈ Ω; if x ∈ Ω does not exist, i � 1, 2, . . . , p will have for
any fi(x)<fi(x).

Lemma 1. If i ∈ 1, 2, . . . , p  exists, x is a constraint
ε−scalarization problem:

min
x∈Ω

fj(x) fj(x)≤ εj, j � 1, 2, . . . , p, j≠ i, εj ∈ R . (3)

'e optimal solution x is a (MOP)1 weakly effective
solution.

Now, introduce the satisfaction function, which can
calculate the degree of satisfaction of the research subject to
the performance distribution [23], which is expressed
mathematically as the continuity problem formed by the
change of the variable within the scope of the finite domain.
It can be written as

Yi � 
2

j�1
yij,

Y′ � 

p

i�1
yi1,

Y″ � 

p

i�1
yi2,

i � 1, 2, . . . , p.

(4)

-e multiobjective optimization model is established
based on the satisfaction function, and its goals are set as
follows: the first goal is to maximize the satisfaction of all
research subjects; the second goal is to balance the satis-
faction of the research subjects as much as possible. Its
model can be expressed as
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(MOP)2 min
λ1,λ2 ,x1 ,x2

 fi Yi(  − fj Yj  
2
, (5)

max
λ1 ,λ2 ,x1 ,x2



p

i�1
fi Yi( , (6)

s.t.

λj ∈ lj, uj 

xj ∈ 0, min �X1j + tz(s − 1)
S1j

�
s

√ , X2j + tα(p − s − 1)
S2j
����
p − s

√  

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

, j � 1, 2. (7)

Usage principle: there must be valid solutions for con-
tinuous functions in the closed interval, so (MOP)2 must be
(weak) valid solutions. It can be seen from the formula that the
satisfaction function fi(Yi) is continuous for any value of the
effective interval, so 1≤i≤j≤p(fi(Yi) − fj(Yj))

2 and


p
i�1 fi(Yi) are also continuous. And, the domain of definition

(MOP)2 is bounded, so (MOP)2 must be a (weak) effective
solution for multiobjective optimization processing.

3.2. Agency Model. -e agency model is used to analyze the
incentive and restraint problems of operators. Assuming
that the owner’s problem is an incentive contract s(x), the
operators will be rewarded and punished according to the
fluctuation of x [24]. Suppose the V-N-M expected utility
function of the company owner is v(π − s(x)). -e expected
utility of the manager of the company is u(s(π)) − c(a),
where π � π(a, θ) is the monetary output of the owner (or
the monetary income of the operator) and a is expressed as a
one-dimensional variable of the degree of effort, in which θ
is an exogenous random variable not controlled by the
operator. v′ > 0, v″ ≤ 0; u′ > 0, u″ ≤ 0; c′ > 0, c″ > 0. Both
the owner and the operator hope that the risks they face are
as few as possible. -e owner wants the operator to work
harder (zπ/za > 0), and the operator wants to work harder
(c′ > 0), and the marginal negative utility of the effort in-
creases. -erefore, the owner and the operator have a
conflict of interest. Unless the owner can provide sufficient
incentives to the operator, the operator will not work as hard
as the owner hopes [25].

Assuming that the distribution function G(θ), produc-
tion technology sum x(a, θ), and utility function sum
π(a, θ) are all common knowledge, that is, v(.) and
u(.) − c(.), owners and operators have the same under-
standing of these technical relationships. -e owner’s ex-
pected utility function can be expressed as follows:

(p)  v(π(a, θ) − s(x(a, θ)))g(θ)dθ. (8)

Select the degree of effort z and maximize the ex-
pected utility function s(x) in formula (8). Operators are
subject to two constraints, one of which is called the
participation constraint, that is, the expected utility that
the management obtains from accepting the contract
must be greater than or equal to the maximum expected
utility that can be obtained when not accepting the

contract. It is also called the personal rationality restraint,
expressed as follows:

(IR)  u(s(x(a, θ)))g(θ) − c(a)≥ u. (9)

In the above formula, u is called the reserved utility,
which is the maximum expected utility that can be obtained
when the contract is not accepted. -e second constraint is
the operator’s incentive compatibility constraint: among the
two choices, one is the choice within the operator’s control;
the other is the range of actions the business owner wants the
operator to take; if the latter is not less than the former, then
the operator will act in compliance with the owner’s ex-
pectations, which is expressed as follows:

(IC)  u(s(x(a, θ)))d(θ) − c(a)

≥  u s x a′, θ( ( ( g(θ)dθ − c a′( ,∀a′ ∈ A.

(10)

In the above formula, A represents the combination of all
optional actions of the operator and a′ ∈ A is any action within
the controllable range of the operator. To sum up, the owner’s
problem is to select z and s(x), maximize the expected utility
function (P), and satisfy the constraints (IR) and (IC), namely,

max
a,s(x)

 v(π(a, θ) − s(x(a, θ)))g(θ)dθ, (11)

s.t.(IR)  u(s(x(a, θ)))g(θ)dθ − c(a)≥ u, (12)

(IC)  u(s(x(a, θ)))g(θ)dθ − c(a)

≥  u s x a′, θ( ( ( g(θ)dθ − c a′( ,∀a′ ∈ A.

(13)

-e above formula clearly expresses every technical
relationship between the owner and the operator. If the
indicators that the owner cares about, such as the degree of
effort, turnover, profit, market share, and technological
progress, are quantified into variables, they will be brought
into the model, and a meaningful solution to the owner may
be obtained.-e agent model flowchart is shown in Figure 2.
-e flow chart of the agency model follows the procedure in
the figure. Two standards are implemented in the position of
the filling standard. If you agree, it will be executed. If you do
not agree, the decision will be made again.
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4. Management Decision-Making and
Coordination Mechanism for Enterprise
Performance Optimization Based on
Multiobjective Optimization

4.1. Multiobjective Optimization Model Analysis. -e re-
search of this paper is mainly to use the multiobjective
optimization model established in the previous article to
study the problem of enterprise performance management
decision-making and coordination. Take company Y as an
example, select the work performance and ability of com-
pany employees and conduct performance evaluation on 40
employees. Table 1 shows the 40 employees’ work

performance index scores and work ability assessment index
scores.

From the data in Table 1, the company performance is
first divided into two aspects, personal work performance
and work ability, where personal work performance s� 48; it
can be seen that the data in Table 1 basically meets the
conditions of satisfaction function formula (4), and then
calculate these parameters. Afterwards, it can be concluded
that when the confidence level is equal to 0.95, the estimated
interval of the basic workload X1 and the work capacity
workload X2 of the work performance index is [0, 356.91]
and [0, 790.72]; take u1 � u2 � 0.1 and l1 � l2 � 10. To
simplify the calculation, let ε � λ1/λ2:

gk ε, x1, x2(  � fk Yk( ,

�

���������������������������������������������������

1
Uk − Lk

uk1λ1 ai1 − x1( 
2

+ uk2λ2 ak2 − x2( 
2


p
i�1 ui1λ1 ai1 − λ1( 

2
+ 

p
i�1 ui2λ2 ai2 − x2( 

2 −
Lk

Uk − Lk




,

�

�������������������������������������������������

1
Uk − Lk

uk1ε ak1 − x1( 
2

+ uk2 ak2 − x2( 
2


p
i�1 ui1ε ai1 − x1( 

2
+ 

p
i�1 ui2 ai2 − x2( 

2 −
Lk

Uk − Lk

,




(14)

where ε ∈ [0.01, 100], and in turn, (MOP)2 can be trans-
formed into

(MOP)3 min
ε,x1 ,x2


1≤ i≤ j≤p

gi ε, x1, x2(  − gj ε, x1, x2(  
2
, (15)

min
ε,x1 ,x2

− 

p

i�1
gi ε, x1, x2( , (16)

s.t. ε ∈ [0.01, 100], x1 ∈ [0, 356.91], x2 ∈ [0, 790.72]. (17)

-e result shows that (MOP)2 and (MOP)3 are
equivalent, and then, the genetic algorithm is used to
calculate the weak Pareto front surface (MOP)3, as shown
in Figure 3.

It can be seen from Figure 3 that the weak Pareto so-
lution obtained by the legacy algorithm is some irregular
discrete points. According to their dense and sparse degree,

Initial sampling plan

Observations
(quantitative evaluations of designs)

Construct surrogate models

Infill criterion
(within tolerance ?)

Design process completed

Add new designs

No

Yes

Figure 2: Agent model flowchart.
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the left side can be appropriately regarded as a smooth curve,
and the right side is more sparse.

-is paper randomly selects 5 groups of weak Pareto
effective solutions (see Table 2) corresponding to the dis-
tribution ratio and satisfaction curve shown in Figures 4 and
5.-e overall satisfaction level in Table 2 is balanced, and the
square sum of the satisfaction difference shows signs of
fluctuation.

Observing Figures 4 and 5, we can see that, in the face of
randomly selected weakly effective Pareto solutions, the
overall satisfaction and distribution ratio of the research
subject are only slightly different, which can be approxi-
mated as a coincident curve. -erefore, in the process of
performance management, managers adopt a multiobjective
optimization model and only need to select a set of weak
Pareto solutions arbitrarily to achieve optimal performance
decision-making and coordination.

In addition, in order to fully consider the rigor of the
experiment, the weak Pareto frontiers at different confidence
levels are given. As shown in Figure 6, the changing trends of
the weak Pareto frontiers at the five different confidence
levels are basically the same, that is, different confidence
levels affect the results. -e impact is small.

4.2. Employee Incentive and Restraint Mechanism.
Employees are the cells of an enterprise and are an indis-
pensable and important part of this organism. Improving
employees’ production enthusiasm, increasing production
efficiency, and promoting employees to conduct research on
technology and management will enable the company to
increase the efficiency of the work and create outstanding
performance. Enterprises are composed of people, and the
research on “people” has begun since the formation of so-
ciety. Some management scholars in the West have used
experimental methods to conduct research many times,
hoping to find out how “corporate people” can give full play
to their abilities and improve work efficiency. Taylor did
experiments such as “carrying pig iron” to determine the
employee’s work quota, and the Gilbreths did an experiment
of “action decomposition and research” to reduce the in-
efficiency caused by invalid actions at work. Mayo hosted the
“Hawthorne.” -e experiment reveals the social attributes of
people and closely links productivity with factors such as
employees’ psychology, attitude, motivation, and interper-
sonal relationships. Later, some management scientists put
forward the X theory, Y theory, Z theory, etc., starting from
the employees’ preference and perspective and further
studying effective incentive methods.

China’s cultural background and national conditions
have their own characteristics. Obviously, it is useless to
apply certain theories above to Chinese enterprise groups
alone. Enterprise groups should be based on their ability to
pay, the characteristics of their employees, and the market
environment. Referring to the advanced management ex-
perience of other companies and the current mature
management theories, motivate the interest and enthusiasm
of employees and explore a suitable incentive and restraint

Table 1: -e 40 employees’ work performance index scores and
work ability assessment index scores.

Serial number Work performance Ability to work
1 2338 435
2 1037 480
3 2578 373
4 2063 264
5 1733 203
6 2044 241
7 2291 245
8 2851 253
9 2904 378
10 1212 421
11 2114 421
12 2487 352
13 1638 481
14 1773 306
15 2630 352
16 1556 388
17 2563 328
18 1615 399
19 1528 435
20 2221 480
21 1540 431
22 2989 256
23 2438 441
24 1865 300
25 1985 332
26 2012 247
27 1494 239
28 2616 411
29 1253 350
30 1984 296
31 2536 345
32 2443 249
33 1819 234
34 1545 399
35 2099 222
36 1736 440
37 2178 201
38 1626 418
39 1702 351
40 1698 212
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Figure 3: -e forefront of the weak Pareto solution.
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method for employees of the enterprise group from the
aspects of emphasizing human sociality and subjectivity.

As shown in Table 3 and Figure 7, in a survey of
American industrial enterprises, managers’ understanding
of workers’ needs is compared with workers’ actual needs.
-ere is a big discrepancy between the two. -is article also
conducts a sample survey of the managers and employees of
some companies. Although the survey results may not be
universal, they can explain some problems. -e needs of
employees in Chinese enterprise groups are different from
those of foreign companies, and to a certain extent, there is a
deviation in the understanding of the needs of the employees
by the operators and employees themselves, as shown in
Table 4 and Figure 8.

It can be seen from Table 4 and Figure 8 that when
many companies analyze the needs of employees and
formulate incentive policies, they often rely on the

subjective assumptions of the operators. Due to the dif-
ferences in the status and division of labor between op-
erators and employees, there will always be some
differences in their grasp of real needs. -e incentive
measures formulated by the operators for employees
based on their own perceptions do not address the real
needs of the employees, so there is no incentive. On the
contrary, due to the complexity of the specific situation of
enterprise groups, one enterprise can refer to the situation
of another enterprise to formulate an incentive mecha-
nism, but it must not be copied. -e needs of employees of
different companies vary greatly. For example, employees
of state-owned enterprises usually regard the enterprise as
the support of themselves and their families and have a
strong sense of dependence. -ey yearn for stable work,
proper medical care, housing, and childcare. In contrast,
do they have to take it? High wages are not as important as
the above factors. -e employees of high-tech companies
require high salaries, more knowledge and skills, pro-
motion, etc. It does not matter whether the job is stable or
not. As long as they have the ability and knowledge, they
can find better job opportunities at any time. -e age of
employees also affects their needs. Generally speaking, 18
to 28 years old employees have less family burdens, have
full enthusiasm for work, and are not sure about their self-
reliance. -erefore, they prefer to be appreciated by the

Table 2: Five groups of weak Pareto effective solutions and related parameters.

Total satisfaction Sum of squares of satisfaction difference ε X1 X2

First group 60.05 3.51 0.50 169.50 351.46
Second group 61.24 13.72 0.50 23.36 126.44
-ird group 61.58 20.36 0.49 16.97 13.64
Fourth group 61.74 30.15 0.56 15.49 3.72
Fifth group 61.76 32.49 0.58 15.45 3.66
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Figure 4: Distribution ratio curves corresponding to 5 groups of
weakly effective solutions.
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leader and have a harmonious team relationship and
desire to have a lot of exercise and training opportunities
to increase their abilities. -e one-year-old Peng’s em-
ployees are in the period of forming families, having
children, and, at the same time, eager to have better job
prospects in the career. -erefore, he has a door to de-
mand high salaries and generous benefits to ensure the
needs of the family such as promotion, corporate growth,
and a good working environment to achieve their career
pursuits and ambitions. For employees over 48 years old,
their children can already support themselves. -ey can
and are willing to devote time to work, especially some

older employees hope that through happy work, they can
give full play to their abilities. I also want to get a high
salary and good benefits, but when my income is not high,
I can also maintain good labor relations and team rela-
tions and can be recognized and praised by the leaders for
my work. It can also stimulate their enthusiasm. Kemen
can even categorize the age group more carefully and
consider the actual situation of employees more com-
prehensively, and then, more specific characteristics of
needs can be derived. According to the understanding of
super Y theory, people are different from each other, and
each person’s needs are different.

Table 4: Comparison of the ranking of the needs of the employees between the operators of the Y enterprise and the employees themselves.

Required content Manager thinks (rank) Workers think (rank)
High salary 1 4
Promotion and corporate growth 2 7
Skill training 3 3
Good working environment 4 8
Work stability 5 1
Generous benefits 6 5
Appreciation of work 7 2
Interesting job 8 9
Harmony of labor relations 9 10
Harmonious team relationship 10 6

Table 3: Comparison of the ranking of the needs of the US survey managers and the workers themselves.

Required content Manager thinks (rank) Workers think (rank)
High salary 1 5
Work stability 2 4
Promotion and corporate growth 3 7
Good working environment 4 9
Interesting job 5 6
Management’s concern for workers 6 8
Skill training 7 10
Appreciation of work 8 1
Compassion and understanding of personal issues 9 3
Devotion to things 10 2
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Figure 7: Comparison of the ranking of the needs of the US survey managers and the workers themselves.
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In summary, the business managers should first start
from the actual situation of the employees, understand the
real needs of the employees of the company through careful
observation and care, and then formulate incentive and
restraint mechanisms in a targeted manner.

5. Conclusions

-is paper mainly studies the decision-making and coor-
dination mechanism of enterprise performance optimiza-
tion management based on multiobjective optimization.
Based on system management theory and performance
management theory, through constructing the multi-
objective optimization model and agency model, using the
genetic algorithm, the Pareto effective solution is obtained to
help enterprise performance management make optimal
decision-making and coordination. By analyzing the rela-
tionship between the company and the management and the
company and its employees, multiobjective optimization is
carried out to promote the healthier development of the
company and its employees.

-e innovation of this article is that this article uses a
combination of empirical research and normative research,
such as the research on the employee incentive and restraint
mechanism of the Y enterprise in the fourth part; it uses a
combination of qualitative research and quantitative anal-
ysis, and this method has been reflected in the analysis of
multiobjective optimization models; the method of com-
bining theoretical analysis and countermeasure research is
used, and countermeasure suggestions are given, while
establishing model analysis. -is method runs through this
article.

-e research in this paper still has shortcomings: the data
samples selected in this paper are small, and the research

results need to be more comprehensively considered. -e
representativeness of the samples needs to be evaluated; the
selection of target parameters has certain limitations, and the
research subjects of the samples are subjective and not
conducive to the objective and fairness of the research re-
sults. -e research in this article has certain guidance and
practical significance for the optimal choice of corporate
performance. -is research topic will help the company to
develop more sustainably and healthy in the long run.
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-e paper studied the problems of soccer detection and tracking in soccer tracking, in soccer detection; as the size of the soccer is
too small to extract distinguishable feature, it is difficult to detect the soccer automatically. To solve this problem, a soccer
detection algorithmwas based on class weighted spatial Fuzzy C-means (ws-FCM) was proposed. Firstly, the target function of the
spatial Fuzzy C-means was improved. Subsequently, a bi-threshold strategy was proposed to detect the soccer automatically. In the
aspect of soccer tracking, existing methods fail to detect the soccer when it was occluded by several players successively. To solve
this problem, the motion state of soccer of broadcast soccer video was analyzed, which is inspired by the contextual cueing effect of
human visual search. According to the motion state of the soccer, parameters updating function of dynamic Kalman filter (DKF)
were improved.-us, a soccer tracking algorithm based onmultiple search regions dynamic Kalman filter (MDKF) was proposed,
which enhances the robustness of soccer tracking by extending the search area.-e experiments show that the proposed algorithm
can automatically detect soccer in images with high detection accuracy and can track the soccer more robustly, with better
occlusion handle ability.

1. Introduction

-e research goal of video content analysis technology is to
establish the mapping between low-level features and high-
level semantics, so as to automatically acquire semantic
content and build user-oriented application systems to
provide users with more convenient content acquisition
services. Video content is diverse. -erefore, it is difficult for
video content analysis technology to be universal, and the
design of corresponding identification methods needs to be
in accordance with the characteristics of the analyzed video
content. -e research object of video content analysis is
usually a specific type of video with urgent content analysis
need, such as soccer videos. Soccer videos have a broad
audience and significant business value, and their content
analysis technology has attracted many researchers [1, 2].
-e demand for the content analysis of soccer videos comes
not only from the requirements of ordinary users for

selective viewing of wonderful clips, specific events, etc., but
also from soccer fans and soccer professionals (coaches,
players) to quickly locate the needs of certain types of of-
fenses from the many offenses. -ese users expect to analyze
the game strategy and tactics by the previous game videos to
achieve a deeper understanding of the game process and
improve the performance of the game [3]. Research on
soccer video game strategy and tactics analysis is relatively
scarce, and related requirements have not been fully met.
-erefore, this paper focuses on this need.

Humans have flexible and powerful video content un-
derstanding capabilities and can accurately and automati-
cally identify specific content in videos [4]. -e essential
information contained in the video is the human cognitive
content. On a wide recognition of this point of view, human
cognitive principles become an essential reference for video
content analysis researchers [5]. Soccer video content
analysis technology focuses on automatically analysis of
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related content based on the content characteristics and
analysis needs of soccer videos. -erefore, research on
content analysis methods with utilization of human cog-
nitive principles and the content characteristics of soccer
videos will likely expand the research ideas of soccer video
tend to enrich related research ideas.

Soccer is the object which is scrambled for and con-
trolled by both teams in the competition. Its motion
characteristics reflect team attack strategy, playing a sup-
porting role in analyzing the high-level semantic contents
[6, 7]. In the broadcast soccer videos, the soccer size is too
narrow to be directly detected. Although the shape exclusion
method relieves the difficulty, it is of bad practicability
because it is required to obtain the binary image of fore-
ground objects [8–10]. Besides, in the motion course, soccer
tends to merge and occlude with marking lines or players,
leading to missing of soccer measuring values and failure of
tracking. In order to enhance the robustness of tracking and
maintaining processes, Kim et al. proposed a dynamic
Kalman filter algorithm that merges the occlusion pro-
cessing mechanism. However, the method also loses rubber
soccer with complicated occlusion [11–13].

Soccer tracking is a typical human visual motion
tracking process. -erefore, we can classify soccer tracking
into two phases, soccer tracking and tracking maintenance,
which are each corresponding to target acquisition and
motion tracking of human visual tracking [14]. At the stage
of target acquisition, the visual system aims to enter into the
visual system to select visual stimulation and determine
tracking objects. -e preference of such selection is asso-
ciated with the scene priori of pending tracking object, with
from-top-to-bottom factor. Hence, in soccer detection, it is
possible to optimize the detection method according to the
scene feature of soccer video to increase the automation
degree of soccer detection method. In the motion tracking
stage [15], in order to overcome the influence of occlusion
on tracking maintenance, the human visual search system is
able to complete visual tasks like search and tracking in the
aid of contextual cueing effect. Concerning principle of the
soccer trackingmethod, it is likely to intensify the robustness
of the tracking algorithm.

In sports video analysis, the trajectory obtained by object
tracking can be used for the analysis of much high-level
semantic content. -erefore, tracking important objects has
always been an important aspect of sports video analysis
research. Soccer is one of the most critical objects in soccer
videos. Soccer position and trajectory information can be
widely used in a video summary, the region of interest (ROI)
coding, tactical analysis, etc. -erefore, detecting soccer and
tracking soccer is a valuable research content of soccer video
content analysis. Modern soccer game uses a truncated
icosahedron sewn with leather, which is unique during the
game. -erefore, soccer detection and soccer tracking in
soccer videos are complementary. In videos, soccer often
appears as a circle. Based on this feature, Orazio et al. [16]
first attempted to detect soccer in images using circularity
features. Subsequently, Tong et al. [17] proposed a candidate
soccer detection method that combined circularity and
color. In order to express the needs of the game, the camera

needs to cover a certain area of the field. -erefore, the area
occupied by soccer in the broadcast video is relatively small,
and the distinguishability of the extracted features is not
high. Many objects, such as over-divided indicator lines and
players, have similarities in color and shape for soccer.
-erefore, the above methods have limited improvement in
soccer detection performance and cannot accurately detect
soccer areas.

Because of the difficulty in directly extracting soccer
features, Yu et al. [6] proposed a soccer detection method
based on the exclusion method. -is method first obtains a
binary image of the foreground object, then excludes most of
the areas that do not belong to the soccer through a set of
shape rules, and finally verifies the remaining candidate
soccer. Despite some shortcomings in obtaining foreground
objects, the exclusive method is still a practical method for
soccer detection and tracking. Based on this method, Liang,
Choi et al. [8] proposed a multiframe based soccer detection.
-e soccer area detected by the exclusion method is not
unique. In order to determine the position of the soccer, the
researchers further proposed a soccer trackingmethod based
on the Kalman filter and the trajectory optimization method
based on the exclusion method. -e above methods all have
a certain dependence on the soccer detection effect based on
the exclusive method [10]. However, the exclusion method
can only detect unblocked soccer. When the soccer is oc-
cluded, the exclusive method cannot detect the soccer’s
position. In this case, the tracking performance of the above
method is also affected.

In broadcast soccer videos, soccer is often blocked by
players.-erefore, it is necessary to study the soccer tracking
method in the case of occlusion. It is generally believed that
in order to maintain tracking of objects under occlusion
conditions, corresponding occlusion processing mecha-
nisms need to be integrated into the tracker [18]. Based on
this principle, Seo et al. proposed a soccer tracking method
with the occlusion processing mechanism; this method
marks the player closest to soccer as a “has ball.” If soccer
disappears during tracking, the tracker will search for soccer
near the “has ball.” Choi et al. expanded the search of soccer
to include players close to the player with the ball. -ese two
methods can keep the soccer tracked to a certain extent when
the players block the soccer. However, when soccer is
blocked by something other than the player, the above
method will still have tracking errors. In order to further
enhance the tracking ability under occlusion, Kim et al. [13]
proposed a DKF tracking method. Typical Kalman filter
(TKF) algorithm only uses the measured position of soccer
for parameter update. -erefore, when soccer is blocked and
cannot be measured, TKF is not be able to make the correct
parameter updates and may cause the soccer to be lost. To
this end, DKF dynamically adjusts TKF’s parameter update
strategy based on the results of object detection in the search
area. Due to this dynamic mechanism, DKF has a certain
occlusion processing capability, and the soccer tracking
results are more robust. However, DKF’s parameter update
functions are still not perfect. When multiple players con-
tinuously block the soccer, DKF may still lose track of the
soccer.
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Based on the above analysis, this paper discusses the
soccer tracking problem from two aspects: soccer detection
and tracking maintenance. In soccer detection, with regards
to the lack of automatic detection method of soccer, the
paper presents an automatic soccer detection method based
on class weighting sFCM, in accordance with features like
changeable facade patterns of soccer and susceptibility to
interference. -e method increases the error weight of the
foreground object by means of target function optimization
and deduces soccer leak detection caused by sFCM. On that
basis, the paper develops a detection method based on dual
threshold strategy, realizing automatic soccer detection. In
soccer tracking, by learning from the process of human
visual search context prompt effect, this paper analyzes the
motion state of soccer, optimizes the parameter updating
function of dynamic Kalman filter according to the motion
state of soccer, and proposes a multiarea search dynamic
Kalman algorithm. -e filtering method improves the ro-
bustness of the soccer tracking method.

2. Soccer Detection Based on Class-
Weighted SFCM

On the ground that appears in broadcast videos, there are
lots of objects which have similar colors with the soccer.
-us, it is difficult to detect soccer bymeans of color features.
Compared with other objects, soccer occupies too smaller
area and the area is usually elliptical or round, which differs
apparently from other objects by shape. So, the soccer de-
tection method based on shape is widely applied. -e
premise to detect rubber soccer with the use of shape dif-
ference is to binarize images which are waiting for analysis.
At present, there is no effective binarizing method oriented
to the soccer detection. To address the question, the authors
developed a binarization method based on class weighted
sFCM on the foundation of the soccer detection scene priori.

Furthermore, on that basis, the soccer detection ap-
proach based on dual threshold strategy is designed.
-erefore, we used local difference image to binarize and
detect soccer detection. -e clustering method is a typical
image binarizing method. FCM is a popular one of various
fuzzy clustering algorithms and widely applied in image
segmentation. However, the FCM method cannot describe
spatial features of the image and obtained binary images
mostly have a noisy area. -erefore, Chuang et al. got sFCM
by improving the membership function and decreased
noises that are easily found in segmentation results by FCM.
However, when completing binarization oriented to the
soccer, sFCM easily cause leak detection of soccer area.
Hence, first of all, we probe into the principle of FCM and
sFCM and then optimize error objective function of sFCM
according to the requirement of soccer detection [19].

In the sense of clustering principle, the basic idea of FCM
is divided n data xi into k groups and makes objective
function value at the minimal. During the clustering, the
objective function defined by Bezdek is often adopted. It is
shown in the following equation:
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n

i�1
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m
xi − ck( 

2
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Under the constraint condition 
j

k�1 ui,k � 1, the nec-
essary condition for the equation (1) to obtain the extreme
value is derived by the Lagrange multiplier method. It is
shown as follows:
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In order to get the best partition of data set, the FCM
algorithm iteratively updates the ck and ui,k, which mini-
mizes the objective equation (1), and the main steps are

(1) -e number of clusters j is determined, membership
index m, stop threshold ε> 0

(2) -e initial cluster center C0 � (c1, . . . , ck) from xi is
randomly selected

(3) -e following operations are repeated, until
|Cs+1 − Cs

����< ε

According to the above steps, the use of FCM for image
two values only needs to set the number of categories. -en,
the membership value of each pixel is divided according to
the following equation:

Bi �
1, if ui,1 > ui,0,

0, if ui,1 ≤ ui,0.
 (4)

Compared with the general data, one of the character-
istics of the image data is the high correlation of neighboring
pixels. -e gray values of the domain pixels are usually
similar. -erefore, adjacent pixels are more likely to belong
to the same category. Making good use of this relationship
can effectively reduce the false detection of clustering results.
However, in the classical FCM, the correlation between
neighboring pixels is not modelled. -us, there is much
noise in the two value image obtained by FCM. In order to
ensure that better use of the neighborhood correlation in the
image to eliminate the detection noise, Chuang et al. pro-
posed the FCM algorithm to fuse the spatial information-
Spatial Fuzzy C-Means (sFCM). -e basic idea of this
method is to add spatial information into the calculation of
membership degree. Based on equation (3), the spatial in-
formation function (hi,k) is shown as follows:

hi,k � 

k∈NB xi( )

ui,k.
(5)

With regards to the questions mentioned above, the authors
proposed class weighted fuzzy C mean clustering algorithm
(wsFCM) in line with the specific requirement of soccer
detection binarization. -e primary thought of the algo-
rithm is to add different weighting factors in accordance
with different quantities of class pixels, so as to equilibrize
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the impact of class quantity difference in the clustering
result. In order not to lose generality, we define wsFCM
objective function as follows:

Jw � 
n

i�1


j

k�1
wk ui,k 

m
xi − ck( 

2
. (6)

According to definition of objective function Jw, we
learn that wk should be inversely proportional to the
quantity of sample. So, as long as the quantity of foreground
object pixel and the contextual pixel is determined,wk can be
determined. -e triangle threshold method can binarize
pixels of a majority of foreground objects. Some pixels are
falsely detected, but there are very fewer. -erefore, we
utilize the triangle threshold method to decide the value of
wk, solving in the way as follows:

w1 �
P2

P
,

w2 �
P1

P
.

(7)

Summing up the above process, the iterative process of
wsFCM algorithm mainly includes the following steps:

(1) -e number of clusters k is determined, membership
index m, stop threshold ε> 0, category weight wk

(2) -e initial cluster center C0 � (c1, . . . , ck) from xi is
randomly selected

(3) -e following operations are repeated, until
‖Cs+1 − Cs‖< ε

Figure 1 is an example of foreground object pixel de-
tection results.

With the automatic threshold, plenty of falsely detected
pixels exist in the foreground object detection result by the
Canny operator, impossible to detect the soccer effectively.
Comparatively, the Otsu and triangle threshold method
(Rosin method) got a fewer number of noisy areas in the
binarized images. -e sFCM is advantageous in eliminating
binarized image noise, but soccer is lost in some frames. As
shown in Figure 1(b), the proposed wsFCM can achieve
better noise removing the effect in the meantime of not
losing soccer.

Despite wsFCM can effectively suppress noise in the
binarized images, oversegmented marking lines appear in
the binary results. Due to the movement of soccer and
camera, the gray value of soccer and other objects will vary.
-us, we use a triangle threshold method to remove over-
segmented areas.

-e gray values of the playground’s pixels are of identical
size; hence, those pixels’ values are smaller in local difference
images, mostly distributed close to zero value. Background
pixels of smaller gray values are dominant in local difference
images and form a central peak in the histogram. It is more
appropriate to employ to binarize the images which have a
single peak histogram. Figure 2 is schematic of the triangle
threshold.

After input image is converted to local difference image,
the method firstly gets the binary image Bt and Bw of
foreground pixel area by the triangle threshold method and
wsFCMmethod; next, from Bt and Bw, we acquire candidate
soccer area through a set of predefined shape rules; finally,
the results were combined by two methods. Since the width,
height, and area of soccer region and the aspect ratio are
obviously different from other regions. We detected can-
didate soccer region by following rules. It is shown in

min(w, h)> θh,

max(w, h)< θw,

max(w, h)

min(w, h)
< 3,

θmin < area< θmax.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

-e resolution of the video in this paper is 720∗ 404. At
this resolution, the typical values of the parameters in the
equation (4) are θh � 2, θw � 5, θmin � 5, and θmax � 30. -e
candidate soccer area detected using this method is shown in
Figure 3. -e analysis shows that the method can effectively
eliminate the over segmentation in Bw, thus improving the
accuracy of soccer detection. It is shown in Table 1.

A comparison between Figures 1 and 3 also shows that
there is a mistake in the area near the goal. -e position is
the soccer match referee penalty kick should be placed in the
position of soccer, that is, the penalty point (penalty mark,
also known as the penalty point, 12 yards). In broadcast
soccer, spot color, size, shape, and soccer are very similar; it
is hard to distinguish with the soccer detection methods; it
needs to be distinguished by penalty shot detection
methods.

3. Soccer Tracking Method Based on Multiarea
Search Dynamic Kalman Filter

From the theoretical perspective, soccer tracking can be
modelled to Bayesian state estimation problem. State refers
to various motion characteristics of objects to our concern.
According to the opinions of Bayesian estimation, the es-
sence of object tracking is to determine recursively the
confidence level of state vector st at time t according to the
acquired observational data z1: t, that is, posterior probability
density function p p(st|z1: t) of estimation state vector. -e
Bayesian filter utilizes two models regarding the object state
to make inference through a state transition equation in

xt � Axt−1 + wt, (9)

zt � Hxt + vt. (10)

Particle filter and Kalman filter are currently the popular
Bayesian filtering methods. Since the soccer area is smaller in
broadcast videos, it is rather hard to fetch discrimination
features, hardly representing the probability density function
of state in the manner of sampling. -erefore, Kalman filter is
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extensively applied for soccer tracking. Kalman filter was
raised by Kalman in 1960 [20] so as to solve the linear filtering
problem of discrete data. In the framework of the Bayesian
filter, Kalman filter takes advantage of a prediction-feedback
mechanism to obtain the state of system. In other words, it
predicts the state at one time, and then it measures system
state and uses as feedback as to rectify the predicted state. To
be more specific, the Kalman filter includes primarily two
parts: time updating equation and measure updating

equation. At one specific moment, Kalman filter predicts the
current state of system as per time updating equation; next, it
gets measuring value and uses it to update equation as to
modify the predictive value of the system.

3.1. Analysis of Soccer Motions in Broadcast Soccer Videos.
Soccer motion state analysis aims to find out the motion
pattern of soccer when it can be detected. Based on the

(a) (b) (c)

(d) (e) (f )

Figure 1: Binarization examples of foreground object. (a) Video frame, (b) SFCM, (c)WsFCM, (d) Otsu, (e) Rosin, (f ) Canny edge detector.
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Figure 2: Schematic of the triangle threshold. (a) Histogram. (b) Triangle threshold.
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moving course of soccer, we concluded that the soccer gets
lost, because it merges together with mark lines or it is
occluded by players. So, in those cases, we analyze soccer
movement. When soccer merges with marking lines on the
pitch, the soccer is freewheeling, and its motion state ba-
sically will not change. -en, we predict the position of
soccer by its original motion state. When the soccer is
sheltered by the player, soccer may be freewheeling or may
be under the control of player. If the soccer is not physically
contacted with player, but, similar to the above situation,
that is the soccer is freewheeling. At this moment, soccer
motion state does not change but merely passing by player
area. If the soccer is physically contact with player, it is under
the manipulation of players, and that the soccer will move
together with player. Meanwhile, due to tackle by players,
there would be the situation when soccer is sequentially
occluded by players. In other words, players who occlude the
soccer would change from time to time. It is noted that no
matter when the occlusion happens during the soccer
coasting or being under the control of the player, the po-
sition of soccer after being occluded would be near player.
When the direction of soccer’s motion direction changes, the
soccer gets out of the player’s control and appear near the
dominant player. Based on the above analysis, it can be
concluded that the state of soccer can be classified no oc-
clusion, indication line fusion, single player occlusion, and
multiplayer occlusion.

3.2. Basic Principle of Multiarea Search Dynamic Kalman
Filtering Method. Motion state of soccer is foundation of
intensifying the robustness of soccer tracking method.

According to the analysis of soccer motion state, the paper
extends parameter updating function of dynamic Kalman
filter (DKF) and proposes a multiarea search dynamic
Kalman filtering algorithm (MDKF) which is more adaptive
to soccer moving features. -e method aims to optimize
parameter updating function of DKF in accordance with
motion state of soccer and introduce multiarea search
mechanism into parameter updating procedure as to boost
the robustness of soccer tracking process. -e similarities to
DKF method, MDKF includes a three parts: time updating,
measure updating, and dynamic adjustment of parameters.

In terms of time update, MDKF is used to predict the
state of the system at the next time by the following equation:

st � Ast−1 + Q,

Pt � APt−1A
T

+ R.
(11)

-e state of the equation (11) is the position and motion
information of the soccer. -erefore, the system is set
according to the following equation:

st � x, y, vx, vy . (12)

-e motion process of soccer may refer to these four
states: no occlusion, merging with marking lines, single
occlusion, and multiple occlusions. -erefore, parameter
updating ways in MDKF should consist of measuring mode
(MM), prediction mode (PM), single occlusion mode
(SOM), and multiple occlusion mode (MOM). In MOM,
although player who occludes the soccer has changed, soccer
still appears close to other players. So we can predict any

(a) (b) (c)

Figure 3: Example of soccer detection results. (a) Triangle threshold, (b) WsFCM, (c) proposed method.

Table 1: Soccer detection results of the bi-threshold method.

Video number Contains soccer frames Error detection Miss Accuracy (%) Recall (%)
#1 102 3 1 97.12 99.02
#2 89 3 4 96.59 95.51
#3 61 0 0 100.00 100.00
#4 74 2 1 97.33 98.65
#5 40 1 1 97.50 97.50
#6 118 2 0 98.33 100.00
#total 484 11 7 97.75 98.55
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location where the soccer possibly appears by search area
expanding.

-e search region extension mechanism used in this
paper is shown in Figure 4, which includes the following four
steps:

(1) -e distance from the nearest player to Ps is recorded
(2) Side to Ps as the center of the square area of T,

denoted by Ea, is selected
(3) All players in the Ea area as Pe are selected
(4) -e Pe near the side length of 20 +DLPA/2 region as

Se new search area

4. Experimental Analysis and Results

-e key to the soccer tracking method is to maintain
tracking of soccer after being occluded. As mentioned be-
fore, in the moving course, soccer may be occluded by
different objects such as marking lines, single player, and
multiple players. Hence, we choose several competition
video clips that include different occlusions to evaluate the
tracking performance of the proposed tracking approach.
-ey are extracted from SoccerNet (https://soccer-net.org/),
including games between South Africa and Mexico, Japan
and Cameron, Spain and Switzerland, Slovenia and United
States, and Brazil and Cote d’Ivoire, totaling over 1000
frames. For the convenience of comparison, we make size of
those videos to 720∗ 404. Merging with marking lines and
single occlusion are often seen in soccer videos. So, matched
videos used in the test contain merging with marking lines
and single occlusion. Besides, multiple occlusions are often
seen in the match. So, testing video clips #1 and #2 and #4
and #6 both include single occlusion and multiple
occlusions.

Kim et al. raised a soccer tracking method based on DKF
and achieved more robust tracking result. -us, we use the
method to compare tracking results. First of all, the visual
contrast between the two methods is compared by using
video clips #1 and #2. -en, the soccer tracking results were
compared based on calculation of Euclidean distance be-
tween the tracked soccer position and the real soccer po-
sition (manual annotation).

4.1. Visual Comparison of Tracking Results. In order to ap-
praise vividly the performance of tracking robustness of the
soccer tracking method proposed in the paper, we take the
first two segments of testing videos to make visual com-
parison of soccer tracking results. -e two video segments
contain no occlusion, merging with marking lines, single
occlusion, and multiple occlusions. -e first row is tracking
result by the DKF method; the second row is tracking result
by theMDKFmethod. In the tracking sample picture, yellow
and black blocks stand, respectively, for soccer location
tracked by algorithms and that by manual annotation. It is
shown in Figures 5 and 6.

-e tracking result with testing video sequence #1 is
shown in Figure 5. Figure 5 shows the racking result with
testing video sequence #1. In that sequence, soccer moves

from the midfield to the front of goal. In the moving course,
soccer’s motion state changes from merging with marking
lines, single occlusion to multiple occlusions. From tracking
result in frame 002–035 in Figure 5, we find when the soccer
is overlapping with marking lines in the field or sheltered by
single player, DKF and the proposed MDKF method can
maintain tracking of the soccer. However, when the soccer is
occluded by several players, just as tracking results in frame
177–287 in Figure 5, DKF lost the soccer being trailed.
However, the proposed MDKF method can redetect the
soccer and maintains tracking of it.

-e visual tracking result of testing sequence #2 is shown
in Figure 6. In that sequence, soccer’s motion direction is
opposite to the testing sequence #1. Soccer is moved from
the position near the goal to the central area of the playing
pitch. Soccer that is being sheltered by several players ap-
pears in the center of the playground, as observed from the
tracking result in the frame 126–165 in Figure 6. After being
occluded by a couple of players, soccer gets rid but it is
detected again by the proposed MDKF method, which re-
alizes continuous tracking of soccer movement. Since search
area is too small to detect soccer again, the parameter
updating function of the DKF method is not able to do
correct parameter updating and that it loses tracking of the
soccer. In the later part of the video, DKF recovers tracking
of the soccer, because due to camera movement, soccer
returns to the detection window of DKF and it continues
tracking the soccer. In short, the DKF method can lose
tracking of soccer after it is occluded. -e reason is that the
parameter updating function gets wrong as a result of the
failure of soccer detection. -rough in-depth analysis and
according to the characteristics of soccer’s motion mode, the
paper optimized parameter updating function of DKF and
thus increased the robustness of soccer tracking process.

4.2.QuantitativeComparisonof TrackingResults. In order to
compare the differences between the DKF and the MDKF
methods proposed in this paper in the tracking results, the
tracking results of the two methods are compared in this
paper. In this paper, firstly, the real position of the soccer is
manually marked on the video image and then the Euclidean

1 2

34

Figure 4: An illustration of the candidate soccer search area
extending procedure.
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distance between the position of the tracked soccer and its
position is used as the quantitative evaluation index.

In order to compare the tracking results on the whole
sequence, this paper calculates the mean of the Euclidean
distance between the two methods in the video sequence and
the position of the soccer position; it is shown in Table 2.

According to Table 2, in the test video #1, #2, #4, and #6,
there is a big difference between DKF tracking results and
MDKF tracking results. -e average distance between the
position and the position of the DKF tracked in the test video
is much larger than the average distance between the po-
sition and the position of the MDKF. -is phenomenon is
closely related to the existence of multiplayer occlusion in
the test video.

When the multiplayer occlusion occurs, DKF will lose
track of the soccer, while the MDKF can continue to
maintain the tracking of soccer. After the failure of tracking,

the distance between the tracking position of the DKF and
the real soccer position will not increase. While the MDKF
can continue to maintain the tracking of soccer, its tracking
position and the distance between the real soccer position to
maintain a smaller range.

At the same time, the DKF and MDKF methods in the
test video on #3 get consistent tracking results. -e reason is
that a single player causes the occlusion in #3. In this case,
both DKF and MDKF can be used to track the position of
soccer. -erefore, the two methods get the same result. -e
tracking of the target causes the difference between the
tracking result and the location.

In the same distance threshold, MDKF can get higher
tracking accuracy. -e reason is that MDKF enhances the
robustness of the soccer tracking process, thus effectively
reducing the distance between the tracking position and the
real position of the soccer. It is shown in Figure 7.

(a) (b) (c)

(d) (e) (f )

(g) (h) (i)

Figure 5: Comparison on the tracking results of the video clip #1. (a) frame 002, (b) frame 021, (c) frame 035, (d) frame 177, (e) frame 188,
(f ) frame 225, (g) frame 227, (h) frame 256, (i) frame 287.
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(a) (b) (c)

(d) (e) (f )

(g) (h) (i)

Figure 6: Comparison on the tracking results of the video clip #2. (a) frame 002, (b) frame 019, (c) frame 020, (d) frame 049, (e) frame 126,
(f ) frame 163, (g) frame 165, (h) frame 182, (i) frame 200.

Table 2: -e mean Euclidean distance between tracked position and labelled position.

Video sequence #1 #2 #3 #4 #5 #6 Mean value
DKF 130.5 32.56 4.75 56.78 164.77. 135.76 87.56
MDKF 7.51 8.90 4.75 12.45 7.89 23.67 11.14
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5. Conclusions

In this paper, we study the soccer tracking problem from two
aspects: soccer detection and tracking maintenance. In the
aspect of soccer detection, the problem of the lack of au-
tomatic soccer detection method exists. In this paper, a class
of weighted sFCM-based automatic soccer detection method
is proposed.-emethod is based on the characteristics of the
number of foreground objects such as soccer, which is less
than the number of background pixels. WsFCM algorithm is
proposed for soccer detection, by increasing the weight of
the foreground object category error to reduce the missed
soccer. In this paper, a soccer tracking method based on a
multiregion search DKFr is proposed. In this method, the
motion state of soccer is inspired by the human visual
search. According to the motion state of soccer, the pa-
rameter updating function of dynamic kalman filter is op-
timized. -e robustness of the soccer tracking method is
improved by searching the regional expansion.
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With the development of virtual reality technology, people are increasingly aware that the combination of virtual reality
technology and product design can enable companies to obtain stable profits and maintain long-term competitive advantages.
And design evaluation plays a pivotal role in a large number of important decisions in product development. ,is article takes
Lingnan culture and cultural products as an example, combining virtual reality technology with the design of Lingnan cultural and
creative products, verifies the effectiveness and rationality of the virtual evaluation system of Lingnan cultural products through
the evaluation of examples of Lingnan cultural products, and proposes amendments to the evaluation case.,is paper constructs a
product design evaluation system based on virtual reality technology and designs a theoretical model VR, which is the application
of virtual reality technology in product design evaluation. ,e PDES system expounds the idea and method of constructing the
system model. ,is paper studies the evaluation object, evaluation content, evaluation method, evaluation platform, and
manifestation of evaluation results of the Lingnan cultural product virtual evaluation system and builds the framework of the
Lingnan cultural product virtual evaluation system. ,is paper studies the product display method based on virtual reality
technology and realizes the three-dimensional display of products on the Internet and the design of user interaction in virtual
reality. In this paper, the two algorithms BRSK and SURF are used together, and the multiscale expression characteristics of BRISK
in space and the rotation invariant characteristics of SURF are used. Experimental research shows that, compared with the pure
BRISK algorithm, the rotation performance of the method in this paper can be seen through the experimental results in this paper
to have better accuracy. ,e method in this paper ensures the accuracy and accuracy of matching as much as possible.

1. Introduction

Research on product design evaluation under virtual reality
technology is based on virtual reality technology as a support
to simulate the design of the product and its use environ-
ment [1], so that evaluators can interact with the product
immersively in a realistic virtual environment, use the
perceptual engineering theory to quantify the perceptual
information of the evaluators, and evaluate the product
design. Among them, virtual reality technology (VR for
short) is a human-machine interface technology that real-
istically simulates human visual and auditory behaviors in a
natural environment and is a computer system that can
create and experience virtual worlds [2].

Virtual reality technology is a new development in the
field of computer-aided applications. Although its research
is still in its infancy, the application research results of virtual
reality technology have attracted great attention at home and
abroad. Many scholars have conducted research on virtual
reality technology. For example, Berg LP has conducted
research on product display methods based on virtual reality
technology and realized the three-dimensional display of
products on the Internet and the design of user interaction
actions in virtual reality [3]. Mitrouchev P builds the
hardware system of the panoramic roaming display platform
by studying the related technologies of the panoramic
roaming display platform based on panoramic camera
technology [4]. ,e basic architecture and work flow of the
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panoramic roaming display platform are summarized; its
design concepts and design principles in the actual appli-
cation process of product display design are analyzed, and
the advantages of panoramic roaming display and the
influencing factors of the display design effect are clarified, as
a panoramic roaming display. ,e promotion and appli-
cation of the platform provide reference and guidance [5].
Based on the hardware system of the panoramic roaming
display platform, Adrian developed a software platform for
product promotion and display design based on panoramic
camera technology, as well as the design practice of the
panoramic roaming display platform in the promotion and
display of tea products. ,e existence of the problem and the
direction of future research are provided in [6].

In China, many scholars are also very keen on the
research of virtual reality technology [7]. For example,
Zhang H took the display of light-sizing equipment as an
example, showing the effect of virtual interactive display
based on 3DMax and VR-Platform, so as to enable users to
achieve active operation [8, 9]. Wang took the 3D ani-
mation display design of the light machine as an example
and took the 3D interactive software as the platform to
discuss the methods and techniques of realizing virtual
roaming animation in the 3D model, focusing on the
texture adjustment and environment design and camera
and interaction. Interface and navigation design, scene
release, and other aspects are used to illustrate how to
achieve realistic product display animation technology
[10]. Diao promoted virtual reality technology to the
display of large-scale mechanical products, changing the
dull image of the whole machine in people’s minds [11]. 3D
animation and multimedia technology is applied to large-
scale equipment products to break the communication
barriers between professionals and nonprofessionals [12].

,is article uses Internet technology as a platform to
design a product display and evaluation website, link the
virtual reality technology introduced above and various
methods of product display design to the website, and
apply the entire process of the evaluation model to the
establishment of complete website. ,is paper uses the
BF Matcher feature point matching algorithm to
achieve matching and uses the distance method to re-
place the RANSAC algorithm to further refine the point
pairs after the preliminary matching and get a good
matching effect.

2. Research on the Design of Cultural and
Creative Products of Lingnan Cultural Gene
Implantation Based on Virtual
Reality Technology

2.1. Extraction of Elements from Lingnan Cultural Products.
Agricultural products are like a kind of local business card of
Lingnan. ,rough reasonable packaging design, it is ex-
pected to be built into an effective tool to promote local
culture. As one of the three famous dishes of Lingnan, Mei
Cai packaging design should be refined, interpreted, and
reconstructed in Lingnan culture in order to complete the

branding and serialization of Mei Cai packaging design [13].
Because Lingnan culture has the advantages of innovation,
compatibility, pragmatism, and openness [14], it has had a
profound impact on contemporary packaging design in
China.

(1) Modeling Application. When designing the shape of
Mei Cai packaging, we should also pay attention to
cultural taste and must fully reflect the local cultural
characteristics of Lingnan. Affected by the historical
environment and geographical location, the Lingnan
region has inherited many unique styles. For ex-
ample, Guangzhou Chen Clan Ancestral Hall is quite
representative. Its courtyard space, modeling style,
architectural layout, and other modeling elements
can be fully applied to the packaging design of Mei
Cai.

(2) Color Application. ,rough the inspection of Chen
Clan Ancestral Hall and the Tomb of Yue King, it can
be found that the colors of Lingnan are mainly red,
yellow, green, white, and black. When designing the
packaging of Mei Cai, you can choose colors with
strong contrast.

(3) Application of Lingnan Traditional Materials. In
contemporary life, everyone advocates a low-carbon
and environmentally friendly life. ,erefore, tradi-
tional materials should be used when designing Mei
Cai packaging, and traditional production techniques
should be used to make the materials show different
texture effects, making the packaging more practical
and beautiful and at the same time playing an en-
vironmentally friendly role. ,e Lingnan region is
located in southern China, with a warm and humid
climate, which provides a good growth environment
for many plants [15]. Diversified plants provide many
choices for Mei Cai packaging design materials.

(4) Visual Design of LingnanMei Cai Packaging. Product
packaging is the industrial and technical design of
the commodity carrier as a whole. An excellent and
exquisite Mei Cai packaging should first design the
brand name. Before consumers buy the products,
they have completed a complete set of packaging
design for agricultural products, and the designer’s
design ideas are also a complete set. When designing
packaging, the first problem encountered is the
determination of the size of the packaging container.
When designing the size, the principle of conve-
nience for consumers must be followed [16, 17]. In
addition, the packaging design should also consider
whether the selected materials are green and envi-
ronmentally friendly; whether the waste after use can
be recycled or easily degraded; after a special style
design, whether the main display of the packaging
can meet the consumer’s requirements psychologi-
cally appeal; whether the design of taste and color
caters to consumers’ senses; whether the application
of color has strong impact; and whether it can
highlight the theme.
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2.2. .e Impact of Virtual Reality Technology on Product
Design Evaluation. ,e ultimate goal of product design is
the market.,ere are many unknown factors that can get the
expected effect after the design is put on the market. If we
can predict the degree of market response in the future and
solve the problems and deficiencies in the design in time
[18], then these unknown factors will inevitably be trans-
formed, allowing designers and producers to make correct
market decisions and reducing risk factors to improve the
efficiency and success rate of the design [19, 20].

Virtual reality technology has brought a brand new
model to design evaluation. Product design evaluation is a
complex and critical task, and there is no doubt that it plays
an important role in the development and design of new
products. New products designed and developed can better
adapt to the development needs of society and meet con-
sumers’ increasing quality needs [21, 22]. Due to the rapid
development of virtual reality technology and its extensive
application in design, our design evaluation methods for
products have also changed, which provides us with strong
technical support for more scientific and reasonable eval-
uation of products. Today’s evaluation of design objects is
very inaccurate. ,e reason is that the design expression is
far away from the real products in future production, even
for prototypes.

Virtual reality technology has opened up a new situation
of information exchange between human beings and prod-
ucts, the environment, and changes in phenomena. It com-
bines themost advancedmodern information technology and
human creativity. In its simulated virtual world, we can carry
out related natural simulations and realistic experiences and
achieve the realm of interaction between real experience and
human natural functions. Compared with the computer
system, VR technology can provide the advantages of
real-time interactive operability, three-dimensional space,
and multichannel man-machine interface [23, 24].

Virtual reality technology makes design evaluation truly
accurate and in place. Virtual reality technology in product
design has changed the way of design expression of the
previous two-dimensional or three-dimensional renderings.
It digitizes the three-dimensional model, provides accurate
and intuitive performance, and can provide a virtual and real
design object for consumers or designers to experience
products, evaluate products, and validate products on the
same platform [25, 26]. ,ey can be in or in front of the
evaluation object and evaluate the scale, space, structure,
proportion, color, and texture of the object through simu-
lation and use.,is evaluationmodel should be said to be the
most accurate, convenient, and specific. Not only can it truly
reflect the real ideas of the designer but it can also quickly
and conveniently obtain the real experience of consumers,
reduce various irrational factors in product design evalua-
tion, and obtain more accurate results.

2.3. BF Matcher Performs Feature Point Matching.
Brute-force matcher, as the name suggests, is to match the
feature points one by one until the best match is found. So,
we often use Brute-force matcher to find the best match.

(1) Euclidean Distance. Formula (1) using Euclidean
distance to achieve matching is as follows:

Dij � 

n

k−1
Li(k) − Lj(k)
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⎛⎝ ⎞⎠

1/2

, (1)

where Li(k) and Lj(k) represent the feature de-
scriptors of points i and j to be matched, respectively.
Because it is tested by the distance method, the value
of Dij in the formula indicates the degree of
matching between two points. ,e larger the Dij, the
lower the matching between the two points.

(2) RANSACAlgorithmOptimizesMatching Points. Find
an optimal homography matrix H with a size of 3× 3
through the RANSAC algorithm so that H can satisfy
the transformation relationship between feature
point pairs in the largest number, which is the co-
ordinate transformation relationship between fea-
ture point pairs and the matrix where h33 is the
homography matrix H, where we usually normalize
the matrix with h33 � 1 and H also contains 8 other
parameters that have not been obtained. It can be
known from mathematical knowledge that at least 8
parameters need to be set to solve this problem:

S

x′
y′
1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

h11 h12 h13

h21 h22 h23

h31 h32 h33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

y

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (2)

Among them, s is only a scale parameter,(x, y, 1)T

represents the position of the feature point in the first
image, and (x′, y′, 1)T represents the position of the
feature point in the second image. ,e RANSAC
algorithm randomly extracts 4 pairs of noncollinear
feature point pairs from the set of feature point pairs
after the preliminary matching is completed.
,rough the transformation relationship between
these 4 pairs of feature point pairs, the remaining 8
parameters mentioned above are obtained. From
numerical value, you can get the homography matrix
H and then use this homography matrix H to test the
remaining pairs of feature points and finally find the
number of feature point pairs that satisfy the
homography matrix H and the cost function as
shown in the following formula:


n
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+ yi
′ −

h21xi + h22yi + h23

h31xi + h32yi + h33
 

2

.

(3)

RANSAC algorithm steps are as follows.

(1) Randomly extract 4 pairs of noncollinear feature
points from the feature point pairs and obtain the
homography matrix H;
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(2) Test the homography matrix H with the remaining
feature point pairs, and find the number of feature
point pairs and the cost function that satisfy the
homography matrix H.

(3) If the final number is greater than the optimal point
set, modify the value of the optimal point set and
change the number of iterations k.

(4) Repeat the iteration until the number of iterations is
greater than the value of k. Among them, the number
of iterations can be obtained by formula (4), and the
value of k is continuously updated when the maxi-
mum iteration is not exceeded.

k �
log(1 − p)

log 1 − w
m

( 
. (4)

Among them, the value of P is usually 0.995, w is theratio
of “inner points,” and m is the number of selected feature
point pairs.

2.4. BRISK Feature Algorithm. Because the SIFT and SURF
algorithms are relatively time-consuming in use, they cannot
be used on the AR system of handheld terminals. At the
same time, when extracting feature points for images that are
not particularly clear, BRISK has a good effect compared
with other equivalent algorithms. ,e BRISK natural feature
detection algorithm used in this paper is an improvement of
the feature point related technology of the FAST algorithm
[27, 28]. To solve the scale invariance, it is necessary to add a
scale pyramid of the image to the BRISK feature point al-
gorithm and perform scale space detection and multiscale
expression of the feature points.

(1) BRISK Feature Point Detection. First create n octave
layers and inner octave layers represented by Ci and
di, C0 layer represents the image itself, the C1 layer of
octave is obtained by sampling the source image
down by 2 times, and the C2 layer is performed on
the previous layer C1. It is obtained by 2 times
sampling. ,e inner octave layer is obtained by
sampling the source image itself by 1.5 times, the d1
layer is obtained by sampling the inner octave layer
down by 2 times, and the d2 layer is obtained by
sampling the upper layer d1 by 2 times [29, 30].
When the value of n is 4, 8 sampled pictures can be
obtained, and then the nonmaximum value sup-
pression in the scale space is performed on the
sampled pictures.
,is paper selects the point with the highest FAST
score among all the 26 points in the domain and scale
space of the feature point as the feature point and
discards all other points. ,e extremum points ob-
tained at this time are not the most accurate, and
further purification is needed. ,e position inter-
polation method is used to perform parabolic fitting
on the extremum obtained in each layer and finally
subpixel level accuracy is obtained in the scale space
where the extreme point of is the last thing needed.

(2) SURF Feature Algorithm. ,e SURF feature algo-
rithm is improved on the basis of the SIFTalgorithm.
It solves the feature detection algorithm with long
running time and complex description. ,e SURF
algorithm first uses the Hessian matrix to filter out
candidate feature points and then performs non-
maximum value at the same time, and the image after
integration is used for calculation, so the calculation
can be fast and efficient [31, 32].

(1) Dynamic Environment Modeling Technology [33].
Dynamic modeling technology refers to a technology
in which modelers obtain three-dimensional attri-
bute data according to the actual environment in
order to meet the needs of actual applications and
establish corresponding virtual environmentmodels.
Given that the core content of VR technology is the
establishment of virtual environments, dynamic
modeling technology is particularly important. ,e
acquisition of dynamic modeling data is very im-
portant. Generally, the acquisition of 3D data can be
achieved through CAD technology (regular envi-
ronment) and visual modeling technology. If the two
are used in combination, the effect will be better, but
compared with CAD technology in other words,
modelers will use visual modeling technology in
more cases because it is noncontact.

(2) Real-Time Generation Technology of 3D Graphics.
With the rapid development of computers, three-
dimensional graphics generation technology has also
obtained a larger development space, and the level of
three-dimensional graphics generation technology is
relatively mature. However, how to use 3D graphics
generation technology to achieve “real-time gener-
ation” is still a major problem and bottleneck in the
development of virtual reality [34, 35]. In order to
realize the real-time generation of 3D graphics, it is
necessary to ensure that the refresh rate of the screen
graphics is maintained between 15 frames/s and 30
frames/s. ,erefore, a more important research
content in the real-time 3D graphics generation
technology can be obtained, that is, how to quickly
increase the refresh frequency without reducing the
performance of the graphics. Fortunately, the con-
tinuous development of computer graphics tech-
nology and simulation technology has a positive
impact on promoting the realization of real-time 3D
graphics generation technology [36].

2.5. Computer Virtual Display Characteristics of the Product.
,e characteristics of the product display can be divided into
the following three points according to the value attribute of
the product.

(1) Static Display. Static display is the most basic form of
product display. At present, the display of many
products is still in the static display stage. ,ese
products are generally affiliated with relatively small
commodity categories or some commodities in
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relatively large commodity categories, such as
kitchen utensils. Generally, it is statically displayed in
the store, while high-end clothing will be displayed in
the store or through the catwalk.

(2) Dynamic Display. Dynamic displays often appear
together with static displays. Generally, manufac-
turers will attract customers’ attention through
short-term, high-cost dynamic displays to stimulate
their purchase interest and then maintain customer
relationships and expand new customers through
long-term, low-cost static displays.

(3) Multimedia Display. Multimedia display is a bene-
ficial supplement to physical display, and display
investment is relatively large [37]. Advertising is
currently one of the more popular forms of multi-
media display. For products with greater relative
value or greater potential value, after market analysis,
manufacturers usually adopt advertising display
methods to expand the popularity of the product.
Comprehensively considering the display charac-
teristics of the product itself and the characteristics of
virtual reality technology [1], the computer virtual
display characteristics of the product can be found:

(1) Static Product Display. ,e static virtual display
of products is the most common form of product
display because, in the real world, products are
mostly displayed to users in the form of display,
so in the virtual environment, considering the
technical restrictions, static display has naturally
become themain way of computer virtual display
of products. Under normal circumstances, in this
way, a product explainer will participate in the
static product display. ,rough the explanation
of the explainer, the user will be more aware of
the connotation of the static picture on the
computer screen.,ismethod has low cost and is
suitable for small-scale workshops or shops and
the display of products that cannot participate in
interaction. However, this approach often in-
creases the information asymmetry between the
product and the user because the customer’s
perception of the product does not reach the level
of personal experience.

(2) Product Dynamic Display. ,e dynamic virtual
display of a product means that the product is
displayed to the user from a three-dimensional
perspective, and the static display of the product
beyond the two-dimensional mode allows the
user to understand the function and information
of the product frommultiple directions and has a
certain degree of interaction between the product
and the user. It also reduces the information
asymmetry between users and products. Cus-
tomers experience the product’s functions to a
certain extent through vision and hearing [2], but
they still have not reached the point where they
can experience personally in the virtual

environment. At present, on some product
websites, there will be dynamic display simula-
tions of products. Customers enter the simula-
tion system through computer mouse operation
to observe the basic functions and structure of
the product. For example, there is a
three-dimensional display of sports shoes on the
“Nike” website.,is form is currently trending in
popularity and is in its infancy, but it is devel-
oping rapidly.

3. Experimental Research on Cultural and
Creative Product Design of Lingnan Cultural
Gene Implantation Based on Virtual
Reality Technology

3.1. Development Environment Construction

JNI. Java native method interface: It is mentioned in the
book Java Virtual Machine that JNI can realize the com-
munication between codes written in Java and programs
written in other languages. In this article, JNI is mainly used
to enable Java code that can run on the Java Virtual Machine
(JVM) on the Android system to interact with Open CV
applications and libraries written in C/C++.

,e relationship between NDK and JNI is as follows.
NDK is developed on the technology of Java native method
interface, and the tool library developed on the Android
system is realized.

3.2. Framework and Modules. ,e movement enhancement
system based on natural feature points designed and
implemented in this paper is mainly to store all the feature
information of the target object or image to be detected in
the local database, and then when the video acquisition
device obtains the feature information of the video frame
image in the video stream after the consistency with the
information stored in the previous database reaches a certain
level, we consider the matching to be successful, and then we
can perform subsequent operations such as superimposition
and camera pose estimation. In order to improve the
real-time performance of the system, this paper adopts the
L-K optical flow tracking algorithm, which avoids the ac-
quisition of feature information for all frames in the video
information, thus saving time and enhancing the response
rate of the system [38].

(1) Tracking Registration Module. According to the
feature point pair set, the homography matrix H can
be obtained, and then the internal parameters of the
camera can be obtained, and then the external pa-
rameters of the camera can be obtained from the
above data, and the conversion matrix between the
world coordinate system and the pixel coordinate
system can be obtained. At the same time, we also use
the LK optical flow algorithm to track the previous
frame, determine the current position of the feature

Mathematical Problems in Engineering 5



point, and complete the parameter calculation of the
camera, so as to calculate the position where the
virtual object needs to be correctly fused.

(2) Virtual and Real Integration Module. ,e conditions
for superimposing into the real world have been met,
and the effect of augmented reality can be achieved.
,e accuracy of the rotation matrix R and the
translation matrix Tdirectly determines the accuracy
of the virtual information superimposed position in
the virtual and real fusion; that is, it depends on the
accuracy of the pose estimation. On the handheld
terminal platform, Open GL ES technology is used to
superimpose the two-dimensional mapping of
three-dimensional objects into the video and realize
the fusion and output of virtual and real information.

3.3. System Data Processing and Collection. ,e design pa-
rameters of product design evaluation in virtual reality are
taken as the input end of the BP network, the product design
evaluation result is the output end of the network, and the
middle is the hidden layer. ,e product evaluation data and
results obtained in the virtual reality environment are used
as the training samples of the BP network, and the BP model
is trained. After the training, click the BP evaluation to
obtain the relevant evaluation data value.

4. BasedonVirtualRealityTechnology,Lingnan
Cultural Gene Implantation Cultural and
Creative Product Design Experiment
Research Analysis

4.1. Experimental Analysis of Virtual andReal FusionModule.
,e video capture resolution of the Android phone used in
this article is 1024× 768. ,e SIFT, SURF, and
BRISK+ SURF algorithms are, respectively, implemented,
and the corresponding time parameter information is ob-
tained, and the data obtained are tabulated and analyzed.
,e Open CV for android is SDK 2.0, and the results are
shown in Table 1.

As shown in Figure 1, the analysis can use the same
mobile phone to detect the same image or object. BRISK can
achieve a good registration effect when the object to be
detected rotates and the light intensity changes. Compared
with SIFT and SURF, the overall running time of the al-
gorithm is much less, and compared with the pure BRISK
algorithm, the rotation performance of the method in this
paper can be seen through the experimental results of this
paper. It has better accuracy, and it is relatively less
time-consuming. ,erefore, under the premise of ensuring
rapidity, the method in this paper ensures the accuracy and
time cost of matching as much as possible.

4.2. Functional Analysis of Website Pages. ,e homepage of
the website should highlight themes and provide links to
some frequently used functions of users. According to UPS’s
survey of online shopping users’ behavior, most users hope
to add a link to order query on the homepage of the website.

,ey hope to understand their purchases more conveniently
and quickly. When will your product be available? Another
survey showed that most users browse the product website to
understand the features of the product, so the content on the
homepage should be the product display. However, the
content of virtual display is not suitable for being placed on
the homepage. ,e second function required is that the
regular functions of the website include registration and
login, product recommendation, and after-sales service. ,e
experimental results are shown in Figure 2.

As shown in Figure 2, the function of the product ag-
gregation page includes a product classification list and
product display thumbnails, and the user’s preference in-
formation is determined by collecting the user’s product
browsing clicks on this page. ,e product classification list
should contain the screening function and short evaluation
information of related products. Problems that may occur
during user browsing and links to presales services should
also be added to the page to ensure a smooth user screening
process.

4.3.UserEvaluation andEvaluationAnalysis. Evaluators can
use the Lingnan cultural product virtual evaluation platform
to learn about products through environmental roaming,
product display, and user display and then enter the product
evaluation section. ,e evaluators are 15 males and 25 fe-
males.,e ages of the evaluators are between 20 and 50 years
old, covering various occupational fields, a total of 40 people,
and the data validity rate is 100%. After the user evaluation is
over, click Submit, the system will automatically record the
evaluation data, and the evaluation results can be viewed

Table 1: Comparison of three feature point detection algorithms.

Feature point detection algorithm SIFT SURF Algorithm
Calculation time (ms) 217.3 98.24 71.36
Feature points 783 763 719
Calculation time (ms) 267.3 118.3 88.3
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Figure 1: Algorithm histogram.
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after the evaluation is over. Statistics of all evaluation data
and the evaluation data are shown in Figure 3.

,e overall comprehensive score is 4.27, which fails to
reach the general satisfaction level of users and needs to be
adjusted. According to the histogram and radar chart of each
index score, it can be seen that the evaluation index score is
obviously low, which shows that this design scheme has
defects in these two aspects. In other aspects, the aesthetic
point of appearance score is higher than 6 points, which has
reached the general satisfaction level of users, and the degree
of completion is good; the score of function point is 5.23
points, of which intelligence and ease of operation score are
4.19 and 6.53, respectively, which are lower than the average
evaluation angle. ,e score, therefore, should be adjusted in
these two areas.

In the same way, the experimental data survey results of
the second scheme are shown in Figure 4.

,e experimental results are shown in Figure 4. ,e
overall score is 25.24 points which has reached the general
satisfaction level of users. ,e degree of completion is good in
all aspects and meets the production and sales standards.
According to the evaluation results, combined with market
demand and consumer trends, fine-tuning the products can
further ensure sales and consumer satisfaction.

5. Conclusions

With virtual reality technology as the technical support, this
paper uses SolidWorks and 3dMax to realize the digital
simulation of products and product use environment and
uses unity3D to develop a virtual evaluation platform.
Evaluators can participate in the virtual environment on the
immersive virtual evaluation platform, interact with the
product naturally, and get a realistic experience. ,e entire
evaluation process is not limited by time and region and
highly simulates the real use situation of the product, so as to
maximize the control of the uncertain factors of consumer
demand and make the results more objective and accurate.
At the same time, the whole process of digitalization greatly
shortens the product development cycle, realizes the in-
teraction and flexibility of all aspects of product design, can
quickly feedback the design plan, and adjust and modify
when it is implemented.

Aiming at the problems of Internet-based product
evaluation, this paper starts from the user’s psychology and
studies the factors that produce psychological changes
during the interaction process of Internet evaluation. It
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explains the user’s attitude toward Internet-based product
evaluation from the perspectives of psychological value,
consumption information, and social inertia and proposes to
divide users according to their psychological state and then
to modify the product evaluation results. By referring to
general evaluation methods, the process of Internet-based
product evaluation is designed, and the user’s mental state
and user product evaluation are divided into two parts, and
the Internet-based product evaluation model is used to
correct the product evaluation based on the user’s status, and
the evaluation is selected. Elements designed a new inter-
active way to collect evaluation data.

,is paper applies virtual reality technology to product
design evaluation and builds a model framework of the
product design evaluation system that applies virtual reality
technology. By citing relevant theories and technical support
for system construction, the feasibility of the design ideas,
methods, and technologies of the product design evaluation
system based on virtual reality technology proposed in this
paper is confirmed. ,e idea and method of constructing
and realizing better product design evaluation with expec-
tations have certain theoretical and practical significance.

Data Availability

No data were used to support this study.
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.e powerful advanced manufacturing industry is the most powerful driving force for economic development and growth, and it
is also the main source of environmental pollution. Artificial intelligence and blockchain technology are recognized as a
breakthrough technology that can be widely used, changing the way the entire society and economy operate..emain constraints
affecting the sustainable development of the manufacturing industry are ecological deterioration and resource shortage, but the
development of artificial intelligence and blockchain technology provides new ideas for solving manufacturing problems. Based
on this, this paper proposes a research on the sustainable development performance of green manufacturing technology in-
novation based on artificial intelligence and blockchain technology. .is paper deeply grasps the essence and connotation of
artificial intelligence and blockchain technology, analyzes its specific application form and research background, searches for the
effective effect of manufacturing technology innovation and green manufacturing performance path, and clarifies the mechanism
between the two. All measurement items in the questionnaire used in this article use Likert5 scale and use 1–5 options to indicate
the degree of conformity with the actual situation of the enterprise. .e results show that the average green manufacturing
capacity of each measurement item is between 3.18∼3.97, indicating that the company’s green manufacturing capacity is relatively
high. Among them, the ability of green technology innovation is relatively high, indicating that most companies have noticed that
the improvement of the ability of green technology innovation plays a vital role in the future sustainable development of
enterprises. Moreover, more and more companies are paying attention to the latest applications of blockchain technology, which
can effectively promote the development of enterprises.

1. Introduction

Developing a green economy has become a global consensus
[1]. .e development of green economy needs the support of
green technology to guarantee the coordinated development of
environment and economy [2]..is is because, compared with
traditional technology, green technology can greatly alleviate
the unnatural and mechanical color of traditional technology
and effectively resist the negative effect of technology on the
natural ecosystem. .erefore, without green technology in-
novation, there can be no sustainable development in a real

sense [3]. Green innovation has become the inevitable choice of
future technological innovation [4]. .is is especially true of
fast-growing China. A country’s green technology develop-
ment level, in the final analysis, mainly depends on the green
technology innovation ability of enterprises. However, where
does the green technology innovation capability come from?
Existing studies show that compared with traditional inno-
vation driven by market mechanism, green technology inno-
vation faces many obstacles and difficulties [5]. .erefore, the
study on the formation mechanism of enterprises’ green
technology innovation ability can help open the “black box” of
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green innovation ability of economic subjects under the in-
fluence of complex factors from the microlevel [6]. At present,
global enterprises are in a highly competitive environment, in
which hegemony is undoubtedly a fulcrum for sustainable
development. To achieve this goal, enterprises need to conduct
systematic and comprehensive management in an excellent
way to overcome the huge competitive environment faced by
the globalization environment. Logically speaking, through the
implementation of green management that is interwoven with
technology and jointly formulated and implemented, enter-
prises, especially the manufacturing industry, can maintain the
status quo of sustainable development and surpass competitors
[7, 8]. In the new normal economy, manufacturing industry, as
the focus of economic development, is developing rapidly. Its
rapid development has not only brought great opportunities to
our society but also brought great challenges to the natural
environment [9]. Resource consumption and environmental
pollution are becomingmore andmore serious. Faced with this
situation, we must make every effort to reduce pollution and
save energy [10]. .erefore, the future transformation trend of
the manufacturing industry is bound to take green economy as
the background.

Green manufacturing is an important way for enterprises
to achieve breakthrough and sustainable development. For
the manufacturing industry, the availability and level of green
manufacturing capability will become the key for enterprises
to obtain competitiveness and also the entry point to evaluate
the green performance of enterprises [11]. Green
manufacturing is a complex model of modernization. .e
formation of green manufacturing capacity is a dynamic
process, which is closely related to the economic benefits,
social benefits, and potential development opportunities
obtained by enterprises [12]. .erefore, it is of great theo-
retical and practical significance to study the green
manufacturing capability of enterprises [13]. In the theoretical
sense, at present, the research on greenmanufacturing has not
formed a systematic and complete theoretical framework.
.is paper takes green manufacturing as the research object,
discusses the connotation and constituent dimension of green
manufacturing from the perspective of dynamics, and con-
structs the influence mechanism of green manufacturing
ability on green manufacturing performance. .e model is
used for verification to further improve the theoretical system
of green manufacturing and expand the depth and breadth of
research. To a certain extent, it is a further enrichment of the
current theoretical system of green manufacturing research.
In practical sense, the in-depth and systematic analysis of the
green manufacturing theory will help manufacturing enter-
prises find the key factors to improve the green performance,
break through the limitations of the original production
mode, improve the green manufacturing capacity, and en-
hance the competitive advantage of enterprises. In addition,
by constructing a mechanism model, it helps to realize the
simplification and operability problems of complex abstrac-
tions, so as to help enterprises understand the current situ-
ation and deficiencies of green manufacturing capacity, and
clarify their improvement goals and directions, so as to
cultivate and improve green manufacturing capacity in tar-
geted ways. .erefore, the study of green manufacturing

theory will help accelerate the green development process of
manufacturing enterprises, realize sustainable development,
and ultimately improve the comprehensive competitiveness
of China’s manufacturing industry [14].

As the conceptual basis for understanding green tech-
nology innovation ability, people have made a very deep
discussion on technology innovation ability since 1980s.
From the perspective of strategy, it defines the capability of
technological innovation, that is, the comprehensive capa-
bility of supporting enterprise strategy. Barton believes that
the core of an enterprise’s technological innovation ability is
the ability to master professional knowledge, technical
system, management system, and corporate values. .ese
definition methods mainly put forward the connotation and
characteristics of technological innovation ability from the
descriptive angle. Although the above opinions provide
semantic basis for understanding green technology inno-
vation ability [15], the definition of green technology in-
novation ability in the academic circle has not yet formed a
unified explanation. Based on the existing literature, there
are three main innovative understandings of green tech-
nology. First, green technology innovation capability is
defined as the ability to minimize environmental damage in
the production process. Green innovation capabilities are
technologies and processes used to reduce environmental
pollution, raw materials, and energy consumption and the
ability to produce green products [16]. Second, green
technology innovation ability is the ability to introduce
ecological concept into technology innovation. .ird, green
technology innovation capability is considered as a com-
prehensive capability system composed of multiple ele-
ments. Green innovation capability includes Green R & D
Capability, green manufacturing capability, and green
market development capability.

.is paper analyzes the problems in the manufacturing
industry, the status quo of traditional manufacturing enter-
prises, and the advantages of green manufacturing..erefore,
this paper intends to comb and analyze relevant literatures at
home and abroad in recent years, in an attempt to provide
useful reference for the formation of a more systematic and
general theoretical research model in the future, adopt the
method of combining theoretical research and empirical
analysis, in-depth grasp the nature and connotation of green
manufacturing ability, analyze its concrete form dimensions,
to explore the role of green manufacturing capability of
enterprise green manufacturing performance path, clear the
action mechanism between them, for the enterprise to obtain
or to improve the green manufacturing capacity, improve
enterprise performance provides concrete suggestions and
measures, and effectively improve the whole strength and
manufacturing competitive advantage.

2. Proposed Method

2.1. 4e Dimension and Mechanism of Green Manufacturing
Capacity

2.1.1. Dimension Analysis of Green Manufacturing
Capability. At present, the division of green manufacturing
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capability is mainly carried out from the internal and external
perspectives of enterprises, and different dimensions are
brought about by different research perspectives..rough data
borrowing, it is considered that the classification of green
manufacturing capability should reflect the green degree of
product life cycle. Taking enterprises as the boundary of green
manufacturing capability research, it mainly extracts the in-
ternal factors of enterprises and highlights the impact on green
performance [17]. .rough literature review and comparison,
the company’s green manufacturing capability includes green
design capability, green technology innovation capability, and
recycling capability. Green design capability is the foundation
of greenmanufacturing..e concept of greenmanufacturing is
implemented in green design to meet the requirements of the
market and the environment. .e enterprise can establish the
first mover advantage; the innovation ability of green tech-
nology is the important support of the whole green
manufacturing process. .e emergence of materials, new
technology, new technology, new packaging, and green design
feasibility transformation are inseparable from technological
innovation. Recycling capacity is the ability to manage the end
of a product, convert waste into resources, and remanufacture
the product as a raw material. .rough the coordinated de-
velopment of the three, jointly promote the green
manufacturing capacity.

2.1.2. Mechanism of Action of Green Manufacturing Capacity
on Green Performance. Green manufacturing ability is a
complex dynamic capability and dynamic capability of resource
configuration of cost, time, and efficiency and has direct effect
on corporate performance, and in this process, the enterprise
organizational structure and organizational system can have the
effect of promotion and coordination and can give full play to
the coordinating role of the main structure depends on the
organization structure..e flexible organizational structure can
be adjusted flexibly, efficiently, and reasonably according to the
change of the external environment, so as to reduce the negative
impact of uncertainty on the enterprise as much as possible.
Organizational structure and system can play a coordinating
role in the path of dynamic capability to enterprise performance
[18]. .is article follows the dynamic ability to enterprise
performance path, namely, the dynamic capability of effect on
enterprise performance through organizational structure and
system, and puts forward some ideas of enterprise green
manufacturing capacity analysis, namely, for green performance
which has a significant impact on green manufacturing ability,
organizational flexibility between green manufacturing and
green performance play a coordinating role, which are shown in
Figure 1.

2.2. Research Hypothesis on the Relationship between Green
Manufacturing Capacity and Green Performance

2.2.1. 4e Relationship between Green Design Ability and
Green Performance

Green design is also known as eco-design, environment-
oriented design, environment-conscious design,

sequential design, and life-cycle design. Although there
is no uniform definition of green design at home and
abroad, the relationship between green design and green
performance is studied from different perspectives.
Green design is an important premise of green
manufacturing. Its goal is to minimize environmental
pollution and make full use of resources in the whole life
cycle of products [19]. Green design ability can coor-
dinate and optimize the economic and social benefits of
manufacturing enterprises. Green design takes envi-
ronmental attributes as the design goal and improves
product economy while meeting the goal [20]. Green
design is to eliminate the negative impact of all aspects of
product life cycle, improve the efficiency of energy and
resource utilization, achieve the most economical way to
manufacture green products, through the use of various
advanced technology and management methods, and
ultimately improve brand image and economic benefits
[21]. Based on the investigation of 107 executives in 86
enterprises in Taiwan, this paper analyzes the relation-
ship between green design and green product marketing
strategy and performance and concludes that the green
design has a significant positive impact on the perfor-
mance of green products. Consumers’ consumption
preferences are undergoing important changes, and
consumers are more inclined to green products. Man-
ufacturers will establish brand image and establish
competitive advantages, so as to improve corporate
performance [22]..rough green design, Walmart saves
a lot of resources and energy, reduces carbon dioxide
emissions by 60%, reduces environmental impact and
operating costs, and improves environmental and eco-
nomic performance. 148 manufacturing enterprises in
Guangdong province were investigated, and a theoretical
model of the relationship between dynamic factors of
green supply chain and green design and performance
was established. .e results show that the green design
has a significant positive correlation with green supply
chain performance [23]. Most products in the design
stage determine the manufacturing cost and use cost,
and green design can save the cost and improve the
economic benefits, that is, improve the economic ben-
efits while meeting the requirements of environmental
protection. Based on the above analysis, this paper be-
lieves that the stronger the green design ability is, the

Green
technology
innovation

capacity

Recycling
capacity

Green
performance

Green design
capability

Figure 1: Mechanism model of green manufacturing capacity on
green performance.
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better the green performance of the enterprise will be.
.erefore, the hypothesis is put forward as follows.
H1: green design ability has a significant positive effect
on green performance.

2.2.2. 4e Relationship between Green Technology Innovation
Ability and Green Performance

Green technology innovation is also known as “low-
carbon technology innovation,” “environmental tech-
nology innovation,” and “low-carbon technology in-
novation.” It is the ability to provide the business value
to the enterprise and new products or services to
customers and to minimize negative environmental
impacts. Management innovation and technological
innovation generated for the purpose of environmental
protection belong to green technology innovation,
namely, ecological technology innovation, and belong
to technology innovation [24]. Green technology in-
novation capability is to save resources for enterprises,
improve the utilization efficiency of resources and
energy, and then create green performance for the
government, enterprises, and public. By adopting
technological innovation, developing countries can
gain late-mover advantages, reduce production costs,
and gain market opportunities and economic benefits
[25]. Technological innovation ability is the ability
acquired by enterprises through learning, development,
and accumulation and the internal absorption, inte-
gration, and improvement of knowledge through mi-
cro- and macroenvironment, and then, the innovation
ability is acquired and the enterprise performance is
improved. Enterprises acquire technological innova-
tion ability through knowledge accumulation and apply
this ability to product development or process im-
provement, so as to improve production efficiency.
Technological innovation ability has an important
impact on the differentiated development of enter-
prises, and the diversity, advancement, and value of
production process or products brought by this ability
will directly affect the technical performance and en-
terprise development [26]. Enterprises should enhance
their technological innovation ability, or they will fall
into the extensive development mode of low efficiency
and low added value, which will affect the improvement
and development of enterprise performance. In con-
clusion, green technology innovation ability can help
enterprises effectively get rid of the inertia and de-
pendence generated by the original development model
and improve the utilization efficiency of resources and
energy, production efficiency, and performance quality
through optimization innovation or breakthrough in-
novation. .erefore, this paper believes that green
technology innovation ability has an important impact
on green performance and proposes the following
hypotheses.
H2: green technology innovation ability has a signifi-
cant positive impact on green performance.

2.2.3. 4e Relationship between Recycling Ability and Green
Performance

Recycling capacity is based on advanced technology
andmanufacturing level and the whole life cycle theory,
through efficient, energy saving, and environmental
protection to repair and transform a series of waste
products and waste.With the rapid growth of economy,
the production cost is higher and higher, and the
improvement of economic efficiency is based on the
continuous expansion of scale rather than the progress
of technology. At the expense of external interests, he
criticized this phenomenon. It is also proposed that an
effective method should be established to prevent
pollution and stop treatment [27]. Anderson proposed
the 5R strategy to save resource cost andmanufacturing
cost through repair, reuse, recycling, and remanu-
facturing, improve production efficiency, meet the
requirements of environmental supervision, reduce the
total production cost, and improve industry perfor-
mance [28]. From the perspective of import and export,
the resource utilization is studied, and it is believed that
recycling can reduce the consumption of nonrenewable
resources, improve the international balance of pay-
ments, and reduce the multiplier effect and increase the
income level, thus increasing the gross national product
and employment rate and thereby improving social
performance [29]. Chen thinks resource recycling is the
core that develops circular economy..emodel reflects
the relationship between economic development and
resource recycling and reveals that technological in-
novation and resource recycling are the key support for
improving economic and social benefits. A review of
domestic and foreign literatures shows that recycling
capacity is the repeated use of resources, the reduction
of resource consumption, the construction of ecological
resource circulation, and the saving of resource cost,
which is closely related to the improvement of social
benefits. .e stronger the recycling capacity is, the
higher the resource utilization rate is and the more
obvious the resource cost saving is. .erefore, the
following hypotheses were proposed.
H3: recycling ability has a significant positive impact on
green performance.

2.3. Research Hypothesis on the Relationship between Various
Dimensions of Green Manufacturing Capacity

Based on the research and construction of the mech-
anism of action of greenmanufacturing ability on green
performance, this paper further explores the relation-
ship between various dimensions of green
manufacturing ability and the degree of influence, so as
to provide reference for the formation and cultivation
of green manufacturing ability.

2.3.1. 4e Relationship between Green Design Ability and
Green Technology Innovation Ability
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For manufacturing enterprises, the green design is the
carrier of transforming technology into green products
and the driving force of technological innovation.
Green design points the way for technological inno-
vation through advanced ideas. If the results of tech-
nological innovation cannot be used for product
improvement, it will not only produce no value but also
consume resources. Green design ability is the ability to
comprehensively consider the environment, quality,
function, economy, and other factors of products, and
green innovation ability is the ability to transform
green design concept into green products. Research on
new energy automobile industry shows that the green
design can significantly improve innovation ability and
analyze the connotation of innovation system from the
perspective of design, development, and system [30].
.e basic concept and research status of green tech-
nology innovation ability are summarized, internal and
external factors are analyzed, and internal incentives
such as R &D investment and green product design can
improve green innovation ability [23]. On the basis of
comprehensive analysis, this paper argues that green
design capability is closely related to green technology
innovation capability. .e stronger the ability of green
design, the more it can encourage enterprises to carry
out green technology innovation, so as to accelerate
technology research and development and transfor-
mation. .erefore, the following hypotheses were
proposed.
H4: green design ability has a significant positive im-
pact on green technology innovation ability.

2.3.2. 4e Relationship between Recycling Ability and Green
Design Ability

.e utilization capacity of the belt is the foundation of
the sustainable development of resources and envi-
ronment. .e closed-loop model of utilizing resources
to process products and transforming products into
resources through recycling ensures the rational and
sustainable utilization of resources and energy in the
manufacturing process. .e green design ensures the
minimization of pollution and waste in the design
stage, manufacturing stage, and consumption cycle
stage. When enterprises recycle and process waste
materials, data collection and reprocessing, as well as
the difficulty of recycling, will form a large amount of
data and information. .ey can provide this infor-
mation by feeding reclaimed knowledge and experience
data back into the design process. Further optimize and
improve the green design process. Based on the whole
life cycle theory, the vehicle green recycling system is
studied. It is considered that the realization of green
recycling ability has an important impact on green
design ability [31]. Based on the above analysis, this
paper believes that the accumulation of recycling ca-
pacity can provide positive feedback for the green
design and provide reference for the selection of

materials and optimization of process design in the
process of the green design, so as to improve the level of
resource recycling and reduce the impact on the en-
vironment. .erefore, the following hypotheses are
proposed.
H5: recycling ability has a significant positive impact on
green design ability.

2.3.3. 4e Relationship between Green Technology Innovation
Ability and Recycling Ability

Green technology innovation can improve the utili-
zation efficiency of production resources, and products
with green technology innovation can more easily
change consumers’ consumption concept and purchase
behavior, so as to promote the recycling and utilization
of products and production accessories. .e green
technologies proposed by the European high-level
meeting are pollution control and recycling of finished
products. .e innovation capacity of green technology
is mainly composed of three parts: the technological
innovation capacity of producing clean products, the
pollution control and prevention capacity in the
manufacturing process, and the terminal disposal ca-
pacity of waste. To sum up, green technology inno-
vation ability is the ability to balance the ecological
environment and economic benefits. .e aim is to
prevent and reduce the environmental impact of re-
source consumption and waste in order to minimize
pollution and maximize the recycling of products and
crafts throughout the life cycle. For product recycling,
technological innovation ability is one of the most
critical supporting conditions. .e stronger the inno-
vation capacity of green technology is, the more con-
sumable products and production accessories will be,
so as to realize the green recycling of wastes. Based on
the above analysis, this paper believes that green
technology innovation ability is the key to terminal
management and transformation, which can provide
support for recycling, so as to improve recycling effi-
ciency. .erefore, the following hypotheses were
proposed.
H6: green technology innovation ability has a signifi-
cant positive impact on recycling ability.

2.4. Brief Description and Application of Artificial Intelligence
and Blockchain Technology. .e main feature of blockchain
technology is decentralization, and it is the best encryption
method to protect data information. Its specific features are
decentralized structure, data and information which cannot
be tampered with, distributed accounting and storage
methods which are adopted, and cryptographic anonymity
protection.

.e emergence of artificial intelligence is the result of the
evolution of tools. It responds to the requirements of the
development of productivity and satisfies the needs of
mankind to transform the objective world. .e definition of
artificial intelligence does not have a definite expression, but
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the essence of artificial intelligence is a new tool for human
practice, and it reflects human abilities and will.

.e development of artificial intelligence and blockchain
technology has brought huge changes to the manufacturing
industry. Artificial intelligence can help people carry out
some highly repetitive and simple production processes.
Blockchain technology can bring new technologies to green
manufacturing. .is technology provides technical support
for the sustainable development of society.

3. Experiments

3.1. Research Methods. .e research methods of this paper
are as follows:

(1) Literature and theoretical research: this paper, by
referring to relevant theoretical studies and literature
results on greenmanufacturing capability theory and
dynamic capability, put forward the research per-
spective of this paper and explored the mechanism of
green manufacturing capability by integrating
management, statistics, metrology, and other rele-
vant disciplines.

(2) Empirical study: on the basis of literature and related
research, this paper puts forward the research hy-
pothesis and builds the research model. .e research
data were obtained through questionnaires, and
hypotheses were verified by correlation, regression,
and structural model. .e relationship among green
manufacturing capability, organizational flexibility,
and green performance, as well as the improvement
of green manufacturing capability, was analyzed and
studied.

3.2.Design ofQuestionnaire. .emicrolevel data required in
this paper cannot be obtained from the annual report or
database, so a questionnaire survey is needed. .rough the
field survey of enterprise management personnel, by
drawing on the experience and suggestions of enterprise
development, the measurement items were modified and
supplemented. Finally, by sorting out the questions, the
questions with ambiguous sentences, which are difficult to
understand and have unreasonable logic, were deleted to
form the final questionnaire. Likert5 scale was adopted for all
measurement items in the questionnaire, and 1–5 selection
was used to indicate the degree of conformity with the actual
situation of the enterprise.

According to the principle of questionnaire design, there
are no more than 10 measurement items for each variable in
this paper, a total of 45 items. .e content includes three
parts. .e first part is the enterprise basic situation inves-
tigation. .e second part is the investigation of green
manufacturing capability and organizational flexibility.
.ere are three dimensions of green manufacturing capa-
bility with 21 items, and two dimensions of organizational
flexibility with 7 items. .e third part is a survey of related
issues of enterprise green performance, with two dimensions
and the number of items is 7.

3.2.1. Sample Selection. Due to the large number of
manufacturing enterprises, limited by resource conditions, it
is impossible to exhaust all the manufacturing enterprises.
.erefore, the selection criteria of this paper are as follows.
First of all, the selected manufacturing enterprises must have
the awareness of green manufacturing and have practical
research significance. Secondly, the green performance of
market competition can reflect the unique role of
manufacturing enterprises in green innovation ability.
Similarly, the availability of data can be achieved with
limited resource constraints. Based on this, samples of this
paper are selected as follows: food industry, paper industry,
home appliance industry, automobile industry, home
building materials, and energy mining. .e samples were
mainly concentrated in Shandong, Liaoning, and Hei-
longjiang provinces. .e major cities are Jinan, Qingdao,
Yantai, Dalian, Shenyang, Anshan, Harbin, Daqing, and
Qiqihar. Enterprise selection is mainly based on the in-
dustrial and commercial enterprise directory, industry
yearbook, and provincial and municipal enterprise
yearbook.

3.2.2. Selection of Research Objects. Research, mainly by
questionnaire star platform, e-mail three forms, and field
investigation, in order to avoid information distortion
phenomenon appear in the research, based on the de-
scription of the related problems in the design of the
questionnaire, was analyzed and modified, to ensure that the
respondents can be fully understood; on the contrary, for the
choice of research object, as far as possible, the enterprise
high-level leadership, technical director, and director of
operations are taken as the research object, in order to
ensure the quality of the questionnaire recovery and its
reliability and validity.

4. Discussion

4.1. SampleDataAnalysis of theEffect ofGreenManufacturing
Capacity on Green Performance

4.1.1. Descriptive Statistical Analysis of the Effect of Green
Manufacturing Capacity on Green Performance. .rough
descriptive statistical analysis of data, indicators such as
mean value and standard difference are used to reflect the
distribution and dispersion of variables. .e sample mean
also becomes the sample mean which reflects the average
level or concentration of data. .e specific results are shown
in Figure 2. Standard deviation reflects the degree of dis-
persion of data. .e larger the value, the higher the degree of
dispersion, and the greater the difference, the less repre-
sentative the data. .e specific results are shown in Figure 3.

As can be seen from Figure 2, the average value of green
manufacturing capability measured by each project is be-
tween 3.18 and 3.97, indicating that the greenmanufacturing
capability of enterprises is relatively high. Among them, the
innovation ability of green technology is relatively high,
which indicates that most enterprises have noticed the
improvement of the innovation ability of green technology,
followed by the green design ability. In other words,
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enterprises have realized that the early design of green
products can effectively reduce the generation of pollution
and the efficiency of production process. .e low average
recycling capacity indicates that the current recycling ca-
pacity of the enterprise needs to be improved, and the
support system of garbage recycling is not perfect. In ad-
dition, as can be seen from Figure 3, the standard deviation
of the measurement items is relatively close and the data is
relatively representative.

4.1.2. Correlation Analysis of the Effect of Green
Manufacturing Capacity on Green Performance.
Correlation analysis is widely used in statistics, mainly
reflecting the degree of closeness between variables. .e
degree of one variable changes when another variable
changes. Generally, when the absolute value of correlation
coefficient is higher than 0.8, it indicates a strong tightness
between variables. When the absolute value of correlation
coefficient is lower than 0.3, it is considered that the in-
terdependence between variables is weak. .e correlation
analysis results are shown in Table 1. .e three components
of green manufacturing capability are significantly positively

correlated with green performance. .ere is also a high
correlation between organizational flexibility and green
performance. .ere is correlation between green design
ability and green technology innovation ability, green
technology innovation ability and recycling ability, and
green technology and recycling ability. .e interaction item
between green design ability and organizational flexibility is
positively correlated with green performance, while the
interaction item between green technology innovation
ability and organizational flexibility is positively correlated
with green performance. Only the interaction item between
recycling ability and organizational flexibility is not highly
correlated with green performance.

4.2. StructuralEquationModelTestandAnalysis of theEffectof
Green Manufacturing Capacity on Green Performance

4.2.1. Set the Initial Model. According to the action
mechanism model of green manufacturing capacity con-
structed in this paper, the initial structural equationmodel of
this paper is shown in Figure 4. Among them, green design
ability, green technology innovation ability, and recycling
ability are exogenous latent variables, while green perfor-
mance is endogenous latent variables.

4.2.2. Evaluation of Model Fitting Degree. By running the
initial model of the structural equation of green
manufacturing capacity, the fitting results of each adaptation
index are shown in Table 2.

As can be seen from the above table, the fitting effect of
the set initial model is relatively ideal, and the degree of
freedom of chi-square value is 1.809, lower than 3. RSEMA
value was 0.025, lower than 0.05. .e relative fit index of
GFI, NFI, and CFI baseline is higher than 0.9. Both PNFI and
PGFI were higher than 0.5. .e value of value-added fit
index IFI was 0.895; although lower than the critical re-
quirement of 0.9, the overall effect of model fitting did not
affect the fitting of model and sample data, so it was con-
sidered that the structural model passed the fitting degree
test. After the model passes the fitting degree test, it con-
tinues to analyze the path coefficient, as shown in Table 3. In
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order to see the data of each part more intuitively, the path
analysis and comparison are shown in Figure 5.

.rough Table 3 and Figure 5, you can see that the green
design, green technology innovation ability, and function of
the recycling capacity and performance of the green path
coefficients were 0.525, 0.544, and 0.447 and P values were
0.004, 0.006, and 0.008, by significance test, which show that
green design, green technology innovation ability, and re-
cycle ability have significantly positive effect on green
performance, support hypotheses were H1, H2, and H3.
Green design capability to green technology innovation
ability, ability of green design, and green technology in-
novation ability as the ability to recycle the recycle ability of
path coefficients were 0.533, 0.538, and 0.602 and P values
were less than 0.01, by significance test, which show that
green design capability to green technology innovation
ability, ability of green design, and green technology in-
novation ability as the ability to recycle to recycle ability have
significant positive effect, and this paper assumes that the
H4, H5, and H6 were verified.

4.3. Analysis of the Effect of GreenManufacturing Capacity on
GreenPerformance. In this paper, empirical research is used
to analyze the above hypotheses and the relationship be-
tween green manufacturing capacity and green

performance, the functional relationship between green
manufacturing capacity and green performance, and the
regulatory effect between green manufacturing capacity and
green performance. According to the results of empirical
analysis, the following table is a review of the test results of
the proposed hypothesis, as shown in Table 4.

4.3.1. 4e Relationship between Green Manufacturing Ca-
pacity and Green Performance. .rough the above empirical
analysis, greenmanufacturing capability of three dimensions
green design, green technology innovation ability, and
ability of recycling, and the significant positive role which
the green performance through the correlation coefficient
test, significance test, and the path test further verify the
original hypothesis, namely, greenmanufacturing capability,
have a significant positive influence on the green perfor-
mance. .erefore, for manufacturing enterprises, they
should attach importance to the training and development
of green manufacturing ability, comply with the macro-
environment of sustainable development, integrate internal
and external resources of the enterprise, and rely on the
coordinated development of three capability dimensions to
realize green manufacturing and improve the green per-
formance of the enterprise.

4.3.2. Green Manufacturing Capability Constitutes the In-
teraction between Dimensions. .rough empirical analysis,
the research hypotheses H5 and H6 have been verified,
indicating that the three components of green
manufacturing capability affect and restrict each other. .e
green design is the initial activity to form green
manufacturing capacity. It is the premise for the
manufacturing industry to meet the requirements of envi-
ronmental development, meet the demand for green
products, improve the utilization rate of resources, and
reduce pollution. .e innovation ability of green technology
is an important support link to improve the green
manufacturing ability. .rough the accumulation of
knowledge and technology, the practical transformation
ability of the green design can be realized. Recycle ability is
not only the product life cycle-based closed-loop mode,
through the waste recycling and utilization of resources,
reducing the resource usage, and getting rid of
manufacturing high consumption situation of the devel-
opment of raw materials, but also effective to protect and
save the productive resources and improve the ability of
green manufacturing, an important way of promoting the
development of circular economy. At the same time, the

Table 1: Variable correlation analysis.

Measuring variable 1 2 3 4 5
Green design capability 1 — — — —
Green technology innovation capacity 0.712∗∗ 1 — — —
Recycling capacity 0.705∗∗ 0.731∗∗ 1 — —
Organizational flexibility 0.485∗∗ 0.471∗∗ 0.375∗∗ 1
Green performance 0.742∗∗ 0.786∗∗ 0.665∗ 0.586∗∗ 1
Note: ∗∗ represents significant level P< 0.01; ∗ represents significant level P< 0.05.

Green design
Capability

Green technology
innovation capacity

Recycling
capacity

Green
performance

Knowledge integration ability
process design capability

simulation evaluation capability

Guide the ability

Basic input force
technology

Utilization capacity

Coordination
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Processing power

Economic
performance

Environmental
performance

Figure 4: Mechanism model of green manufacturing capacity on
green performance.

Table 2: Test results of the model fitness index.

X2/df RSEMA GFI IFI NFI CFI PNFI PGFI
1.809 0.025 0.934 0.895 0.906 0.902 0.544 0.541
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improvement of green design ability can play a positive
feedback and guidance role in the direction of technological
innovation and technological extension and diffusion, so as
to continuously innovate key processes, improve recycling
efficiency, and help enterprises gain resource advantages.
.e comprehensive empirical analysis has been clear about
the inherent role performance path of green manufacturing
capacity for green design, green technology innovation
ability, and circulation ability, when the loop processing
power accumulated to a certain extent and positive impact
on the green design ability, thus forming a closed loop,
through interaction and mutual influence between the three,
and promote green manufacturing capacity.

4.3.3. 4e Regulating Effect of Tissue Flexibility

Research Hypothesis H4. By verifying that flexible organi-
zational structure and distributed management can help
enterprises to more flexible and efficient rapid response,

according to internal and external environment changes of
reasonable selection and allocation of resources, the orga-
nization system of efficient allocation of manpower, fi-
nancial, and material resources give full consideration to the
product green factors, both flexibility and stability in green
manufacturing, to provide institutional guarantee for the
enterprise. Research Hypotheses H8. .rough confirmatory
test, the organizational flexibility will affect the enterprise for
green products and the design of the direction, so companies
through flexible distributed management and processing
capabilities can help enterprises to quickly get green product
market demand information to help the designer to seize the
opportunity and to meet the requirements of green
manufacturing, green products in the future market share,
and the enterprise image.

.rough the above analysis, to cultivate green
manufacturing capabilities and improve green performance,
flexible management and manufacturing processes need to
be linked, and the structure and scale of elements must be
dynamically adjusted to ensure the matching and

Table 3: Path estimation and test values.

.e relationship between variables Path coefficient C.R. P
Green design ability⟶green performance (1) 0.525 2.963 0.004
Green technology innovation ability⟶ green performance (2) 0.544 2.745 0.006
Recycling capacity⟶green performance (3) 0.447 2.158 0.008
Green design ability⟶green technology innovation ability (4) 0.533 3.367 0.003
Green design ability⟶recycling ability (5) 3.304 3.304 0.001
Green technology innovation ability⟶recycling ability (6) 0.602 3.551 0.001
Note: the graphic name label is the data sequence number in Table 3.
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Figure 5: Path estimation and test values.

Table 4: Research hypothesis verification results.

Sequence Assuming the content Results
H1 .ere is a significant positive correlation between green design ability and green performance Support
H2 .ere is a significant positive correlation between green technology innovation ability and green performance Support
H3 Recycling ability is positively correlated with green performance Support
H4 Organizational flexibility is positively correlated with green performance Support
H5 Green design ability has a significant positive effect on green technology innovation ability Support
H6 Recycling ability has a significant positive effect on green design ability Support
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collaboration between greenmanufacturing. Companies rely
on the role of green manufacturing capabilities and growth
rules to improve their green performance and obtain sus-
tainable competitive advantages and corporate brand image.

5. Conclusions

.is article is mainly about the research on the sustainable
development performance of green manufacturing tech-
nology innovation based on artificial intelligence and
blockchain technology. .rough combining the relevant
theories and literature at home and abroad, the authors
have deeply studied the development and application of
artificial intelligence and blockchain technology, analyzed
the connotation, characteristics, dimensions, and mecha-
nism of green manufacturing capabilities, and have mainly
drawn the following conclusions: with the aid of tech-
nology, the connotation characteristics and dimensional
composition of green manufacturing capabilities are ana-
lyzed from a dynamic perspective. .rough combining the
related literature of green manufacturing capability and in-
depth analysis of the connotation characteristics of green
manufacturing capability, three subcapabilities of green
design capability, green technology innovation capability,
and recycling capability are obtained. .ese three capa-
bilities restrict and influence each other and jointly pro-
mote the formation and improvement of green
manufacturing capabilities. .e abstract green
manufacturing capability is transformed into a dynamic
manifestation of design, innovation, and recycling, which
improves the operability and observability, and provides a
supplement for the further expansion and improvement of
the corporate green manufacturing capability analysis
framework. .e development of artificial intelligence and
blockchain technology will change the development model
of traditional manufacturing and promote the green and
sustainable development of manufacturing.

.e main model of green manufacturing capabilities and
green performance based on artificial intelligence and
blockchain has been established. .e empirical analysis
shows that green manufacturing capability has a positive
impact on green performance, that is, green design capa-
bility, green technology innovation capability, and recycling
capability, and all have a significant positive impact on green
performance. In addition, the three components of green
manufacturing capacity interact and restrict each other and
have a significant impact. .is has a positive regulating
function for regulating the organizational flexibility between
green design and green performance and a positive regu-
lating function between green technological innovation
ability and green performance. .ere is no relationship
between the recycling capacity of the company and the green
performance. Artificial intelligence and blockchain tech-
nology provide innovative industrial methods for green
manufacturing and have made substantial contributions.

.is paper studies the sustainable development perfor-
mance of green manufacturing technology innovation based
on artificial intelligence and blockchain technology and
realizes the sustainable development of manufacturing

through artificial intelligence and blockchain technology
innovation. As a strategy to prevent products from nega-
tively affecting ecological resources, the green design is the
basis for implementing green manufacturing. .e key to
green manufacturing is the green design. .e sustainable
development model of green manufacturing is the future
development trend and direction of the manufacturing
industry and is the only and effective way to achieve the
sustainable development of the manufacturing industry. At
the same time, the application of high-tech will lead the
development of the manufacturing industry, improve the
sustainable development level of the entire manufacturing
industry, strive to maintain the leading level and competitive
advantage in the future competition, and realize the sus-
tainable development of the manufacturing industry.
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In the lossy wireless network routing system based on RPL technology, an improved DODAG construction optimization scheme
is proposed for sensor nodes with low-power dissipation in the interference environment. If a node discovers that all paths
between it and its neighbors have failed, the node reset action begins. Once the node reset is complete, the DODAG system build
process is resumed. .is prevents the DODAG root from initiating a global fix by incrementing the DODAG VersionNumer to
produce a new version of the DODAG in a disruptive environment. .e power loss caused by this global repair operation is
avoided. .e performance of DODAG in interference environment is enhanced, and the data retransmission rate is reduced.

1. Introduction

LLNs (low-power lossy networks), which are restricted in
routing and connection performance, have the character-
istics of high loss rate, relatively low data transmission rate,
and unstable transmission performance. LLNs consist of
dozens to thousands of routes that support the flow of traffic
including point to point (between devices in the LLN), single
point to multipoint (from central control point to child
devices in the LLN) [1], and multipoint to single point (from
LLN devices to a single central control point).

With the progress of the times and the rapid develop-
ment of the Internet of .ings, battery-powered sensor
devices are gradually connected to the Internet, triggering
the rapid development of LLNs. .e 6 LoWPAN protocol
stack connects the IPv6 Internet well with the nodes of the
low-power lossy information network. .e RPL routing
protocol enables it to connect the nodes of various types of
IOT systems. .e 6 LoWPAN has become the most widely
used protocol standard for the IOT. Signal transfer protocols
such as ZigBee and Bluetooth support the RPL routing
protocol. Information data quality sensing technology can
reduce redundant transmission of invalid data based on the
quality of information data collected by sensors of the In-
ternet of .ings system and only transmit the relatively
valuable information in the sensor network system, which
can reduce the energy consumption of the system under the

condition of guaranteeing the quality of data transmission
[2]. Studying and analyzing RPL routing protocol and
building DODAG based on information quality theory are
the way to enhance the performance of DODAG in inter-
ference environment and reduce the energy consumption of
nodes.

RPL distance vector routing protocol, as a part of 6
LoWPAN protocol stack, based on IPV6 address, runs in
LLNs, 6 LoWPAN adapter layer is in IPV6 protocol network
layer, and 6 LoWPAN protocol stack is seamlessly combined
in IPV6 protocol. RPL distance vector routing protocol uses
Objective Function (target function, OF) and measure set to
construct Oriented Directed Acyclic Graph for data flow to
destination [3], DODAG (directed acyclic graph for desti-
nation), and its optimal path algorithm is calculated by OF
constraint condition of target function and the set of
function using measure. OF: routing metrics for DODAG
systems based on the RPL distance vector routing protocol,
target Target optimization, and how the related function
Function is used to calculate Rank are defined by the target
function OF. .e OF defines the method of route mea-
surement, the algorithm of Target optimization, and the
process and method of calculating Rank by using the
function..emetric algorithm is used to find out which path
costs the least when the route is calculated and selected, and
it is used as the standard of route selection. In a wired or
wireless network, the “cost” is related to bandwidth, delay,
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hop number, and other factors, while in a network using RPL
distance vector routing protocol, the “cost” is related to LQI
link quality. Metrics are algorithms that Rank computes. OF
is also, in some ways, a function of a certain type, such as
Cost�OF (Metrics1, Metrics2, . . .), so that the metric
Metrics can be calculated on that basis. Many factors must be
considered in routing. In routing algorithm, we can only use
a certain value and use the objective function of OF to
calculate a lot of factors synthetically to get a certain value.

RPL is short for IPv6 Routing Protocol for Low-Power
and Lossy Networks. LLN is a kind of network in which both
internal links and routers are limited. .e processor func-
tion, memory, and system power consumption (battery
power) of the routers under this network may be greatly
limited, and the network connection within it is also
characterized by high packet loss rate, low data transmission
rate, and instability. .e number of nodes that make up the
network can vary from just a few to tens of thousands of
nodes in a network.

6 LoWPAN technology can be used in wireless sensor
network IPv6 packet transmission application transmission
and packet transmission needs routing. LLN IPv6 routing
protocol is specialized in routing 6 LoWPAN packets. Its
routing topology is DODAG.

2. Network Model of RPL Protocol and
DODAG Elements

.e three types of nodes constitute the network model of
RPL protocol.

(1) LBRs (Low-Power and Lossy Border Routers): the root
node of a DODAG system that can build a DAG or
serve as a gateway between the Internet and the LLN

(2) Host: as a leaf node, this type of sensor node generates
traffic that cannot be forwarded to a terminal device

(3) Network router: network equipment capable of
forwarding and generating traffic and capable of
running and configuring and managing various
types of network protocols

2.1. DODAG Building Blocks Based on the RPL Protocol.
In LLNs, the network topology often changes with the
change of sensor, network router, and other nodes. .e state
of different nodes at different times determines the network
topology. RPL routing protocol is used to exchange control
management messages and routing information with other
nodes, and DODAG network topology is constructed after
successful connection between nodes [4].

After the network topology is constructed, the state of
nodes changes with time, so DODAG needs to maintain the
dynamic parameters. .e following basic parameters are
required for the construction and dynamic maintenance of
RPL-based DODAGs:

(1) RPL Instance ID: .e RPL Instance ID, a collection
of individual or multiple DODAGs that share the
same RPL Instance ID, forms an RPL Instance.

(2) DODAG VersionNumber: .e DODAG Version-
Number is a counter that is counted sequentially,
increments from the root, and is capable of forming a
completely new version of the DODAG. DODAG
Version is uniquely identified by RPLInstanceID,
DODAGID, DODAG VersionNumber, and so on
[5].

(3) DODAGID: .e DODAGID is the identifier of the
DODAG root. DODAGID has unique properties in a
range of RPL instances within LLN. .e tuple
(RPLInstanceID, DODAGID, and DODAG Ver-
sionNumber) uniquely identifies and defines
DODAG Version information.

(4) Rank: .e Rank is attribute of the node within the
DODAG system, indicating the location of the node
relative to the root of the DODAG system. Rank can
only be used within a version of the DODAG and not
in different versions of the DODAG. In the direction
of moving away from the DODAG root, Rank in-
creases progressively and decreases progressively.
Use OF (target function) to perform precise calcu-
lations on Rank [6].

RANK value can be obtained by using different path
generation values, which means that Rank values can be
obtained through different path generation values, as shown
in Figure 1.

2.2. A Network Using the RPL Protocol Includes Several Dif-
ferent RPL Instances. Each RPL Instance is composed of a
single or several DODAGs that are different from each other,
and each DODAG within each RPL Instance system has the
same RPL Instance ID. .erefore, each RPL Instance ID can
determine a unique RPL Instance in the system, and RPL
Instance is composed of different random numbers to forms.
In other words [7], All DODAGs in the same RPL Instance
use the same OF. Different RPL Instance systems have
different random Numbers, as shown in Figure 2.

3. Optimization of DODAG Construction in
Interference Environment Based on
RPL Protocol

3.1. DODAG Building Based on RPL Protocol. RPL distance
vector network routing protocol uses parameter control
technology to limit the frequency and number of messages
used in network control management in the system and
constructs a network topology with DODAG structure to
reduce system power consumption and network mainte-
nance cost. Each node within a DODAG based on the RPL
protocol can perform DODAG discovery, build, and
maintenance. RPL network protocol can manage ICMP V6
control message and management information and can
exchange DODAG information between nodes. Based on
this, a new DODAG network topology can be constructed.
.e node uses a DIS (DODAG Information Solicitation
(DODAG Information Request)) to detect a nearby
DODAG [8]. DIO (DODAG Information Object (DODAG
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Information Object)) carries the RPL Instance information
of the node, obtains the configuration parameters of the
DODAG, selects the set of parent nodes in the DODAG
system, and stores the information about its DODAG. .e
DAO (Destination Advertisement Object) can pass the re-
verse routing information of the DODAG system. .e Rank
value for each node indicates the distance of the node from
other nodes..e Rank value is strictly incremented along the
routing path, away from the root node. .e Rank value is
strictly decreasing along the routing path, close to the root
node [9].

Start the DODAG system built from the DODAG root
node, as shown in Figure 3. .e root node of DODAG
transmits DIO messages by broadcasting to the nodes
directly connected with it to transmit DODAG informa-
tion. Upon receiving the DIO message, the neighbor node
that is directly connected to the root node processes the
received DIO message and then forwards the DIO message
to the next node. By analogy, DIO messages gradually

spread to the other nodes of the DODAG system. If the
node receiving the DIOmessage does not add any DODAG,
the node calculates its path overhead to the sending DIO
message node [10], calculates the optimal path through the
OF constraint of the target function and the set of metrics,
and then decides whether to join the DODAG system.
When this node joins the DODAG, it calculates the route to
the DODAG root node, and the node that sends the DIO
message to this node becomes the parent of the DODAG
system of that node. Next, the node computes its Rank to
the DODAG root node based on the target function OF in
the DODAG and then replies back to its parent with the
DAO.

If the node does not join any DODAG system, nor does it
receive any DIOmessage, it periodically loops a DIS message
to its direct-connected neighbor, requests DODAG infor-
mation from the surrounding direct-connected node,
computes it, and so on, until the node joins a DODAG
system [11].

RPL Instance ID

DODAG -0 DODAG -1 DODAG -2

DODAG -3

RPL Instance ID

DODAG -0 DODAG -1 DODAG -2

DODAG -3 DODAG -4

RPL InstanceID: Different random Numbers

RPL Instance ID

DODAG -0 DODAG -1

DODAG -2

RPL Instance ID

DODAG -0 DODAG -1

RPL InstanceID: Different random Numbers RPL InstanceID: Different random Numbers

RPL InstanceID: Different random Numbers

Figure 2: Relationships between various elements in the RPL protocol.

DODAG VersionNumber = N DODAG VersionNumber = N + 1

DODAG root node
No DADAG root node
Relationship between father and son

Figure 1: Relationship between DODAG roots.
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.e DODAG root node broadcasts the DIO message
carrying the DODAG information. .e node X receives the
DIO message broadcasted by the root node, joins the
DODAG system, and after processing the DAO message
with the node X prefix information passes it to the DODAG
root node. DODAG node X sends DIO message containing
DODAG information to the node directly connected with
node X. After receiving the message, node Y directly con-
nected with node X joins the DODAG system and replies the
DAOmessage to node X, node X becomes the parent of node
Y. Node Y receives the DODAG information request in-
formation DIS from node Z, but node Y will not reply to any
information until node Y joins a DODAG system. After
node Y joins a DODAG system, node Y sends a DIOmessage
to node Z and invites node Z to join the DODAG system.
After receiving the message, Z, which is directly connected
with Y node, joins the DODAG system and replies the DAO
message to Y node, and Y node becomes the parent of
Z. After receiving the message from node Z, node Y adds its
own routing information and fuses it into the received
message and then sends the DAO message to the preferred
parent node X directly with node Y. By this analogy, the
DODAG root node receives and calculates the DAO mes-
sages from each node in the DODAG system [12] and
obtains the prefix information of each node in the DODAG
system step by step.

3.2. Improved Algorithm for Building DODAG Systems in a
NoisyEnvironment. In the interference environment, the loss
of DIO messages will lead to the change of the network
topology. In the process of DODAG system initialization,
RPL distance vector network routing protocol is used to send
control managementmessages such as DIO, DIS, andDAO to
each other to build DODAG system. Under the influence of
environment interference, some control management mes-
sages will be lost in the process of DODAG construction. In
this case, the child node may not get the DIO message of the
preferred parent node [13], so that its DODAG edge length is
increased, .e routing protocol for low power lossy networks
(RPL) uses the objective function (OF) to construct a target-
oriented directed acyclic graph (DoDAG). DoDAG is built
depending on routing metrics and routing constraints
adopted by the target function..e Rank attribute of the node
within the DODAG system indicates the location of the node
relative to the root of the DODAG system. Rank can only be
used within a version of the DODAG and not in different
versions of the DODAG. In the direction of moving away
from the DODAG root, Rank increases progressively and
decreases progressively. Use OF (target function) to perform
precise calculations on Rank. In this paper , at the interference
environment, there is no direct neighbor relationship between
node X and node Z, so it is impossible to transmit data di-
rectly. Data communication between node X and node Z can

DODAG
root Node X Node Y Node Z

Broadcast DISBroadcast DIS Broadcast DIS

Reply DAO

Reply DAO

Reply DAO

Reply DAO

Reply DAO

Broadcast DIO

Broadcast DIS

Broadcast DIO

Broadcast DIS

Broadcast DIO

Figure 3: Under normal circumstances, the DODAG system is built to control the transfer of information.

4 Mathematical Problems in Engineering



only pass through node Y. At this time, the delay of data
transmission and path in DODAG system increases, so does
the network power consumption.

In an uncluttered environment, the process for building a
DODAG system is shown in Figure 4. Node X broadcasts DIO
messages to its neighbors. Nodes Z and Y receive DIO mes-
sages from node A successively. Node X will gradually become
the priority parent of node Z. At the same time, node Z and
node Y, as the children directly connected with node X, have
joined the DODAG system..is completes the construction of
the DODAG system in a noninterference environment.

Figure 5 illustrates the causes and effects of network
topology in a noisy environment. In the graph, X, Y, and Z are
neighbor nodes that are directly connected to each other.
Node X is a node that has been added to a DODAG system.
When the data are transmitted between nodes, it is disturbed
and the data packet is lost [14].

When starting to build DODAG system, the node of
DODAG system is not joined. Broadcast is used to send DIS
message to the node of DODAG system to check whether the
node of DODAG system has joined. A node that has joined a
DODAG system will broadcast a DIO message to all nodes
directly connected to it after it receives a request for DIS in-
formation, and the DODAG system information of the node is
contained in the DIO message. All nodes that are directly
connected to this DIO message sender receive their DIO
message, calculate their path overhead to the sending DIO
message node, and then decide to join the DODAG system or
leave it as it is. If a node that has joined the DODAG system
does not receive a DIS request from a direct node for a period of
time, the node broadcasts a DIO message after a delay of some
time..eTrickle algorithm calculates the latency wait time [15].

When the DODAG system encounters noise interfer-
ence, some control management messages are lost as a result,
as shown in Figure 5. When node X broadcasts DIO mes-
sages to its neighbors, node Y receives the DIOmessages sent
by node X. Due to the noise of interference environment,
node Z does not receive the DIO messages sent by node X in
time. Node Y does not join DODAG system because node Z
does not receive DIO messages from node X. After Y joins
DODAG system, it is delayed for a certain time and
broadcasts DIO messages to the neighboring nodes, and Y
notifies them to join DODAG system. In this case, node Z
receives the DIO message from node Y by broadcasting.
After calculation, node Y becomes the priority parent of
node Z, and node Z joins the DODAG system. At this time,
the network topology of DODAG system deviates greatly
from that of the noninterference environment. .is is be-
cause node Z received interference and no DIO message
from node X broadcast was received. In the interference

environment, there is no direct neighbor relationship be-
tween node X and node Z, so it is impossible to transmit data
directly. Data communication between node X and node Z
can only pass through node Y. At this time, the delay of data
transmission and path in DODAG system increases, so does
the network power consumption [16].

.e reason for this situation is that node Z cannot receive
the DIO message from node X by broadcasting in time. As a
result, the direct neighbor relationship between node X and
node Z cannot be established. .e data communication
between node X and node Z needs to pass through node
Y. As a result, the energy consumption and transmission
latency of DODAG systems have increased.

4. Topology Repair Scheme for Two DODAG
Systems in Interference Environment

In the interference environment, the loss of DIO messages
will lead to the change of the network topology. .e
DODAG system based on RPL protocol can be used to repair
the topology in two ways.

.e first scenario: the root node of the DODAG uses
incremental DODAG VersionNumer, initiates a global re-
pair operation of the DODAG system, traverses the nodes of
the system, and produces a brand new version of DODAG
VersionNumer. In the new DODAG system, nodes that are
not restricted by the old version of Rank value can recal-
culate their position in the DODAG system based on OF,
Rank, and so on. .is approach rebuilds the DODAG.
Because of its global repair operation, the power loss caused
by the system is relatively large.

.e second scheme: RPL network protocol also supports
the local topology repair mechanism in DODAG Version.
You can set the necessary parameters for DIO messages
when you implement system configuration and control
using the DODAG root policy.

At this time, a method of repairing network topology is
proposed to solve this problem. RPL network protocol can
use an external mechanism to detect whether neighbors are
no longer reachable. .e goal of this mechanism is to
maintain routing proximity with minimal overhead. Ex-
amples of similar mechanisms include the Neighbor
Unreachability Detection (neighbor inaccessibility detection
[RFC4861]) mechanism in IPv6 [17].

.e process by which a node detects and determines
whether it is reachable with a neighbor is called a Neighbor
Unreachability Detection. .e neighbor unreachable de-
tection mechanism describes the reachability of the node
and the direct neighbor by the state whether the node and
neighbor can reach each other.

X

Y Z

X

Y Z

X

Y Z

No interference DIO DIO

Figure 4: Basic process of building a DODAG in a nondisruptive environment.
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In the DODAG system, the nodes communicate with
other nodes through the neighbor nodes which are directly
connected with them. Under the interference of the system
environment, the nodes will interrupt and fail due to data
loss and control information failure. If the destination node
fails, the data transmission cannot be resumed and com-
munication with the destination node fails; if the data
transmission path fails, it is possible to resume communi-
cation. .erefore, nodes actively track the reachability status
of packets when communicating with their neighbors.

Neighbor unreachability detection exists in all paths
between nodes, including data communication from node to
node, from node to router, and from router to node. In this
way, the fault of neighbor node or forward path of neighbor
node is detected.

If a node in a DODAG system recently receives an
acknowledgment and the neighbor’s IP layer has received
the packet that was recently sent to it, the neighbor is
reachable. .e RPL is only used for routing in DODAG
systems, and neighbor inaccessibility detection can be
confirmed in two ways: one is a prompt from the upper
protocol that provides a “connection processing” confir-
mation, and the other is a node sending a unicast neighbor
request message that receives a reply neighbor notification
message. In order to reduce unnecessary network traffic,
probe messages are only sent to the neighbor nodes directly
connected to them.

In DODAG system, there are two tasks simultaneously:
neighbor inaccessibility detection (NUD) and a node sending
packets to neighbor nodes. In the process of neighbor node
reachability verification, the node continues to continuously
send packet information to the neighbor node at the address
of the cache link layer; if there is no packet information sent to
the neighbor node in the system, the neighbor nonreachable
detection (NUD) will not send either.

When the DODAG system is disturbed, Neighbor
Unreachability Detection is used to enable the node to detect
whether all paths between the node and its neighbor are
reachable or not. If a node discovers that all paths between it
and its neighbors have failed, the node reset action begins.
Once the node reset is complete, the DODAG system build
process is resumed. At this point, the DODAG root is
prevented from initiating a global repair operation by
incrementing the DODAG VersionNumer to avoid regen-
erating a new version of the DODAG. At the same time, the
power loss caused by this global repair operation is avoided.
.e performance of DODAG in interference environment is
enhanced, and the data retransmission rate is reduced.

In DODAG system, controlling the energy consumption
of message transmission and data information calculation is

an important part of routing algorithm consumption. .e
energy consumption of data information transmission is far
more than that of data calculation [18].

In the Internet of .ings, all kinds of objects around
people can join the communication network, connect with
the traditional Internet, and communicate with each other
freely and exchange information. .e "content" in the In-
ternet of things refers to the intelligent device capable of
communication and network, the intelligent equipment has
a large number and frequent switching characteristics, such
as the limited resources, how to manage, organize the ef-
ficient, safe network between smart devices, and merge with
the traditional Internet, you need to design special routing
protocols. In view of the above Internet of .ings net-
working requirements, IETF specially designed a lightweight
IPv6 networking routing protocol for Internet of .ings
devices, RPL routing protocol. RPL routing protocol can
efficiently utilize the energy and computing resources of
intelligent devices, form a flexible topology structure, and
realize data routing.

In the Internet of .ings, all kinds of objects around us
can join the communication network, connect with the
traditional Internet, communicate with each other freely,
and exchange information. .e “content” in the Internet of
.ings refers to the intelligent device capable of commu-
nication and network, the intelligent equipment has a large
number, and frequent switching characteristics, such as the
limited resources, how to manage, organize the efficient, safe
network between smart devices, and merge with the tradi-
tional Internet, you need to design special routing protocols.
In view of the above Internet of .ings networking re-
quirements, IETF specially designed a lightweight IPv6
networking routing protocol for Internet of .ings devices,
RPL routing protocol. RPL routing protocol can efficiently
utilize the energy and computing resources of intelligent
devices, form a flexible topology structure, and realize data
routing.

.e low-power and lossy nature of LLNS necessitate the
use of additional packets for RPL’s on-demand loop de-
tection. Because of the sporadic nature of data traffic,
maintaining a routing topology that varies with the physical
topology can result in wasted energy. In physical connec-
tions, LLNs typically show instantaneous and unimpeded
changes in traffic, but tracking these changes closely from
the control plane is costly. Transient and occasional changes
in connections do not need to be processed by RPL until data
are sent. .e design of RPL in this regard borrows from the
existing LLN protocol for high-frequency use, as well as a
large number of experiments and deployments demon-
strating its efficacy..e RPL packet information is sent along

X

Y Z

X

Y Z

Interference,
protocol lost

X

Y Z

DIO DIO
X

DIO

Figure 5: Basic process of building a DODAG in a disrupted environment.
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with the packet and contains the sender’s Rank information.
Inconsistencies in routing decisions (up or down) and the
Rank relationship between the two nodes indicate a possible
loop. If such data is received, the node initiates a local repair
operation.

5. Conclusions

In this paper, an improved DODAG construction optimi-
zation scheme is proposed. .e nodes of DODAG can use
the Neighbor Unreachability Detection mechanism to
perceive the survival of the neighbors directly connected to
it. If a node discovers that all paths between it and its
neighbors have failed, the node reset action begins. Once the
node reset is complete, the DODAG system build process is
resumed. .is prevents the DODAG root from initiating a
global fix by incrementing the DODAG VersionNumer to
produce a new version of the DODAG in a disruptive en-
vironment. .e power loss caused by this global repair
operation is avoided. .e performance of DODAG in in-
terference environment is enhanced, and the data retrans-
mission rate is reduced.

In DODAG system, there are two tasks simultaneously:
neighbor inaccessibility detection (NUD) and a node
sending packets to neighbor nodes. When the DODAG
system is disturbed, Neighbor Unreachability Detection is
used to enable the node to detect whether all paths between
the node and its neighbor are reachable or not. If a node
discovers that all paths between it and its neighbors have
failed, the node reset action begins. Once the node reset is
complete, the DODAG system build process is resumed. At
this point, the DODAG root is prevented from initiating a
global repair operation by incrementing the DODAG
VersionNumer to avoid regenerating a new version of the
DODAG. At the same time, the power loss caused by this
global repair operation is avoided. .e performance of
DODAG in interference environment is enhanced, and the
data retransmission rate is reduced.
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Blockchain technology is a database that is operated by multiple parts and forms a chain structure through hash index. +e
blockchain uses multiple nodes and distributes multiple accesses to data, thereby reducing the dependence on the central Internet
server and avoiding the possibility of damage to the central server point due to data and data loss. Encryption technology is used to
ensure its integrity and ensure that the data files stored in the blockchain are not tampered with or deleted maliciously. Blockchain
technology has inherent advantages in supply chain finance with its technical attributes such as nontampering, distributed ledger,
and traceability and has great potential to build trust to solve the main problems of supply chain finance, which is conducive to
promoting financial development in the Beibu Gulf region. +is article mainly introduces the application research of blockchain
technology in supply chain finance in the Beibu Gulf region and intends to provide some ideas for the development of supply
chain finance in the Beibu Gulf region combined with blockchain technology. +is article proposes the application research
methods of blockchain technology in supply chain finance in the Beibu Gulf region, including blockchain technology, supply
chain financial risk evaluation on the blockchain, and supply chain finance game for relevant experiments. +e experimental
results of this article show that the average processing time of the algorithm of the designed blockchain supply chain financial
system is 4.10 seconds, the algorithm processing efficiency is faster, and the relevant risks can be better assessed.

1. Introduction

In order to make the development of supply chain finance
reasonable and controllable, it is necessary to improve the
ability to control supply chain financing through emerging
technologies. +e development of supply chain financing
will form cross-industry, cross-regional, cross-departmental,
and in-depth alliances with the government, and industry
associations and funds will form an economic ecological
platform to provide effective services to different entities,
improve the operational efficiency of the supply chain, and
promote the development of the business environment. And
this stage is inseparable from technologies such as block-
chain, the Internet, and the Internet of +ings. Blockchain
technology has attracted more and more attention. At
present, blockchain technology is gradually applied in the
field of supply chain finance. Its technical characteristics play
a practical role in the field of supply chain finance, which can

improve the trust relationship in supply chain finance and
enhance the huge financing ability of supply chain.

In today’s economic globalization, economic integration
and financial integration have become more and more im-
portant. In this context, the development of regional finance
has become an inevitable trend of economic development.
+e Guangxi Beibu Gulf Economic Zone is located on the
southwest coast of China. It is an important transportation
hub from China to ASEAN countries during the construction
of the China-ASEAN Free Trade Area. It is an important
member of the Pan-Beibu Gulf Economic Zone and the Pan-
Pearl River Delta Economic Zone. Under the external envi-
ronment full of opportunities and challenges, it is extremely
important for Beibu Gulf Economic Zone to make use of its
internal advantages and overcome its disadvantages to carry
out regional supply chain economic cooperation.

Kshetri evaluated the role of blockchain in enhancing the
security of the Internet of +ings (IoT), which covers the key
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underlying mechanism related to blockchain-IoT security
relationship. From a security perspective, Kshetri focused on
blockchain-based solutions, which are superior to the current
IoT ecosystem in many aspects, which mainly rely on cen-
tralized cloud servers. +rough practical applications and
practical examples, Kshetri believes that the decentralized
nature of the blockchain may cause malicious participants to
be less sensitive to manipulation and forgery. In addition,
Kshetri specifically considered how a blockchain-based
identity and access management system can deal with some
key challenges related to IoT security, and detailed analysis
and description of the blockchain’s ability to track insecure
sources in the supply chain related to IoT devices. +is re-
search lacks experimental data support and is not practical [1].
Gelsomino et al. categorized the research on supply chain
finance so far according to main themes and methods,
proposed directions for future research, and completed a
related literature review, which puts forward twomain points:
a financing-oriented view and a focus on finance institutions
providing short-term solutions involving accounts payable
and accounts receivable; and a supply chain-oriented view
that may not involve financial institutions, but focuses on
accounts payable, accounts receivable, inventory, and
sometimes even fixed assets optimization of working capital
in financing. Gelsomino LM believes that this review accu-
rately represents the content of supply chain finance research
published within the specified time frame and has identified
the most important issues that need to be addressed in future
research. In addition, Gelsomino LM found, based on the
research deficiencies found in the literature, four key issues
that are marked and hoped to be resolved in future research.
+is study only carried out theoretical discussion, without
relevant experiments, and lacked persuasiveness [2]. Yao
believes that shopping companies must optimize the inte-
gration of their supply chain resources to provide service
capabilities, improve customer experience, and introduce
satisfactory customized services. +ese companies need to
determine how to achieve effective supply chain resource
integration based on different customized service models,
improve their resource utilization, and solve special problems
in the shopping process. Yao explored the dynamic balance
between supply and demand service capabilities by analyzing
the characteristics and service modes of supply chain resource
integration in shopping companies. +e discussion of these
capabilities not only considered traditional optimization
goals, but also looked at general services, emergency services,
and strategies. From the perspective of potential capabilities,
the applicability of resources is evaluated to achieve effective
supply chain resource integration. Yao JM regards the con-
sistency of the ability target orientation of resource partners as
an important optimization goal and evaluates this consistency
by identifying the ability characteristic factors and intro-
ducing them into the supply chain resource integration. He
also proposed an optimization model and an improved ant
algorithm to solve the supply chain resource integration
process. +is research procedure is relatively complicated and
not suitable for popularization in practice [3].

+e innovations of this article are to (1) propose algo-
rithms for supply chain financial risk evaluation and supply

chain financial game on blockchain for research; (2) research
on blockchain-based IoT technology; (3) design the Beibu
Gulf supply chain financial system architecture.

2. Methods for the Application of Blockchain
Technology in SupplyChain Finance inBeibu
Gulf Region

2.1. Blockchain Technology

2.1.1. Blockchain Definition. Blockchain is well known to
mankind and can be understood as a universally distributed
decentralized and intelligent platform in the network [4]. Any
node in the blockchain has a copy of the database, and each
block created is encrypted and stored with transaction in-
formation details; and when each block is created, and the
block is completed and transmitted to all nodes in the
blockchain, the time stamp is created, and all nodes are
notified universally. After each node updates the database, the
encrypted information cannot be changed. Even if the data of
a certain node is destroyed, the node will not be used because
the information of most other nodes is inconsistent [5].

+e official definition of blockchain is as follows:
blockchain is a new way of applying computer technology,
such as distributed data storage, point-to-point transmission,
consensus mechanism, and encryption algorithm. +e
blockchain is essentially a decentralized database. At the same
time, as the basic technology of Bitcoin, it is a series of data
blocks related to encryption. +e data block contains a batch
of Bitcoin transaction information, which is used to verify the
validity of the information and create the next block [6]. +e
blockchain is composed of multiple blocks, which are auto-
matically formed according to the creation time. It is not
based on other institutions to provide credit ratings but uses
encryption and computer science as a means to ensure se-
curity to create a corresponding secure public database. +e
blocking chain was found to be a technical means to make
decentralized data accounts safe and public [7].

2.1.2. Features of Blockchain

(i) Decentralization. Decentralization is the core feature of
blockchain, and it is also impossible to achieve with other
technologies. Information transmission, distributed storage,
maintenance, and other operations in the blockchain no
longer need to be processed by the central server but rely on
the common maintenance of each node in the network node
[8].

(ii) Distributed Ledger and Storage. Due to the decentral-
ization of the blockchain, each node adopts distributed
accounting storage; that is, each node has a general ledger.
After each node uploads and downloads the information, a
new block is created through encryption. +e establishment
of each block will be notified to all nodes on the chain
through broadcast, and the generation of this block will be
recorded together. All the ledgers of all nodes are updated
once to maintain the consistency of all the node ledgers [9].
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(iii) Smart Contract. +e smart contract is formed by the
system program setting. It can complete the recognition,
judgment, generation behavior, execution, and other pro-
cedures by starting a certain condition. It does not require
human setting operations, automatically generates the
business of adding data, and cannot modify or delete other
data, effectively avoiding the interference caused by the
external environment [10].

(iv) Traceability. +e blockchain adds a time stamp to the
generation of each block by adding a time stamp and ex-
pands the blockchain according to the sequence of gener-
ation time. Time is unique, so after adding the time stamp,
double recording can be avoided, and the time stamp cannot
be tampered with or deleted after it is generated [11].

(v) Security. Each information processing of the blockchain
will be encrypted by the hash algorithm in asymmetric
cryptography to generate a string of fixed-length characters,
supplemented with a time stamp, and jointly ensure
uniqueness [12].

2.2. Evaluation of Supply Chain Financial Risks on Blockchain

2.2.1. Judgment Matrix. In the analytic hierarchy process, if
there are n influencing factors of I in the criterion layer, that
is, there are n factors in the sublevel of I, then the corre-
sponding judgment matrix affecting criterion I is an n × n

matrix. According to the construction of the judgment
matrix of the analytic hierarchy process, in the level analysis
of the supply chain financial risk on the blockchain, it can be
assumed that the total risk of the system is I, and the first-
level indicator of the supply chain financial risk evaluation
on the blockchain is Ii � I1, I2, . . . , Ii , and the second-level
indicator is Iin � Ii1, Ii2, . . . , Iin , and the third-level indi-
cator is Iinm � Iin1, Iin2, . . . , Iinm  [13]. +e importance of
each influencing factor to the upper level can be determined
by quantitative indicators. For any secondary index, its
judgment matrix is the matrix formed by comparing the
various influencing factors below the index [14]. Suppose
that the order of the judgment matrix of Iin is m, and Ic d is
the importance ratio of the third-level index Iincand the
third-level index Iin d to the second-level index Iin, and the
following relationship exists:

Ic d > 0,

Idc �
1

Ic d

,

Icc � Id d � 1,

(1)

c � bc d( mm �

b11 b12 · · · b1m
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⋮ ⋮ · · · · · ·
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. (2)

2.2.2. Calculation of Relative Weight. In the second step of
calculating the relative weight, suppose that the third-level
indicator of supply chain financial risk on the blockchain is
Iin1, Iin2, . . . , Iinm, and the corresponding second-level in-
dicator is Iin weight Win1, Win2, . . . , Winm [15]. Using geo-
metric average method for calculation, the formula is as
follows.

First, calculate the product Mc of each row of the matrix:

Mc � 

m

d�1
bc d, (c � 1, 2, . . . , m). (3)

+en, calculate the m-th root Wc of Mc:
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(5)

2.2.3. Consistency Test of Judgment Matrix. +e third step is
the consistency test. +e rationality of the judgment matrix
depends on the consistency test. +e consistency test can
avoid the strong randomness of the judgment matrix
without losing the significance of its judgment [16]. Firstly,
the new matrix CV is obtained by multiplying the judgment
matrix and the relative weight coefficient vector, and then
the maximum eigenvalue λmax of the CV is calculated, and
then the value of the consistency index (C.I.) is calculated.
When the order of the matrix is greater than 2, the value of
C.I. is calculated:

λmax �
1
m



m

c�1

cvc
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mvc
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m
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m
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. (6)

It is generally believed that as long as the value of C.I. is
not greater than 0.1, the consistency is considered accept-
able. If it is greater than 0.1, it is considered that the con-
sistency is not good enough. Some evaluations may be
random and not considered seriously. However, when the
order of the matrix increases, its consistency tends to de-
crease; that is, it will be greater than 0.1, so the randomness
index (RIndom Index, RI) is generally used to check the
consistency of the judgment matrix. RI is a function of the
order n of the matrix. It increases as the order increases. +e
order of the matrix is brought into the table of RI values, and
the corresponding value is obtained to calculate the value of
the consistency ratio C.R. [17, 18].

C.R. �
C.I.
R.I.

. (7)

2.3. Supply Chain Finance Game. Calculate the expected
benefits of different decision-making core enterprises and
obtain their comprehensive expectations:
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Ex2 � y2 R1b2 + v(  + 1 − y2(  R2b2( , (8)

E1−x2
� y2 R1 1 + b2(  − p1  + 1 − y2(  R2 1 + b2(  − p2 ,

(9)

Ex2
� x2Ex2

+ 1 − x2( E1−x2
. (10)

Calculate the expected returns of financial institutions in
different decision-making and obtain their comprehensive
expectations:

Ey2 � x2 aR1b3 + l1 − c3(  + 1 − x2(  aR2b3 − l2 − c4( , (11)

E1−y2 � x2 aR2b3 − l2 − c4(  + 1 − x2(  p2 − l2 − c4 − c6( ,

(12)

Ey2
� y2Ey2

+ 1 − y2( E1−y2
. (13)

According to the evolutionary game theory and the
above results, the replication dynamic equations of core
enterprises and financial institutions are obtained:

F x2(  �
dx2

dt
� x2 Ex2

− Ex2
 , (14)

F y2(  �
dy2

dt
� y2 Ey2

− Ey2
 . (15)

Establish the replication dynamic equation of the above
core enterprises and financial institutions together, and record:

M � aR1b3 − p1 + c5 − aR2b3 + p2 − c6, (16)

N � c3 + c5 + p2 − p1 − l1 − l2 − c4 − c6. (17)
Get a two-dimensional dynamic system S2:
dx2

dt
� x2 1 − x2(  y2 R2 − R1 + p1 − p2 + v(  + p2 − R2(  ,

dy2

dt
� y2 1 − y2(  Mx2 + N( .

⎧⎪⎪⎪⎪⎪⎨
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(18)

Analyze the two-dimensional dynamic system, study the
dynamic changes of the strategic choices of core enterprises
and financial institutions, and explore the evolutionary path
and law of the two parties in the regulatory game [19, 20].

+e method part of this article uses the above method to
study the application of blockchain technology in supply
chain finance in the Beibu Gulf region.+e specific process is
shown in Table 1.

3. Application Research Experiment of
Blockchain Technology in Supply Chain
Finance in Beibu Gulf

3.1. Research on Internet of 6ings Technology Based on
Blockchain

3.1.1. New Block Structure Design. Blockchain is funda-
mentally different from traditional transaction networks and
has a variety of special characteristics [21]. +eir key

functions include encryption (asymmetric encryption),
hashing, chaining blocks, and smart contracts. Blockchain
transactions represent the interaction between two parties.
For encrypted currencies, transactions represent the trans-
mission of encrypted currencies between blockchain users.
+ese transactions can also refer to the transmission or
recording of messages. Each block in the blockchain can
contain one or more transactions, and the block structure is
designed according to the block’s things [22].

+e general blockchain is a decentralized, distributed,
and public number composed of blocks. In general, each
block is connected to a collection of transactions with a time
stamp. It can be seen that this technology allows nodes to
exchange data by creating transactions. Each transaction
depends on another transaction. +e output of one trans-
action is referenced as input in another transaction, thereby
creating a chain structure in it [23].

+e essence of the blockchain is a distributed database
(account book). +e block header is equivalent to the index
of the data account book, and the block body records specific
transactions. For the Internet of +ings environment, the
traditional block is no longer suitable for the Internet of
+ings environment. +e block design does not match this
direction, resulting in a large amount of redundancy at the
data structure level, which will inevitably lead to a waste of
resources for operations such as fast access to the chain and
update of the new area [24]. For example, the block structure
of Ethereum is more suitable for money transactions and
does not pay attention to physical devices. +is creates a
certain conflict with the environment of a large number of
physical devices such as the Internet of +ings. Due to the
particularity of the IoT environment, IoT devices may not
have high computing power. Compared with the computing
and storage capabilities required as an Ethereum node, to be
applied to the IoT environment, it is necessary to reduce
computing overhead and reduce calculations and power
dependence [25].

3.1.2. Authentication Interaction Based on New Blocks.
+e transaction authentication and interaction process of
the entire system is divided into two steps, zero-knowledge
entry chain and secondary authentication during interac-
tion. +e zero-knowledge proof, such as entering the chain,
is a necessary condition for joining this IoT blockchain
system, and the second identity authentication occurs when
two gateway nodes exchange data [26].

+e first time the new gateway node enters the chain it
uses a zero-knowledge proof algorithm to write information
such as the device number, Diffie-Helman field, and enve-
lope encryption public key into the blockchain. +is time
authentication is necessary. +e zero-identification proof of
the more commonly used and constant data can ensure that
important data cannot be tampered with. At the same time,
these data are likely to be used extensively and frequently in
future gateway node communication. Data disclosure in
advance is helpful for mutual trust and communication
security between gateway nodes. After the data is written, the
second authentication is to use the data of the first
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authentication to perform the second authentication when
interacting between blocks (gateway nodes). Take out the
relevant information and necessary cryptographic data of
the other party from the blockchain, and then you can carry
out secure data interaction [27].

3.2. Architecture Design of Financial System of Beibu Gulf
Supply Chain

3.2.1. Overall System Architecture. +e system is divided into
financial basic platform and business service platform from
the overall architecture design. +e financial basic platform
mainly includes the blockchain layer and the financial service
layer.+e blockchain layer is based on the Hyperledger Fabric
project to build a basic blockchain technology network layer,
which is used to carry data services such as data security
storage and data synchronization in the Beibu Gulf region
and financial services. +e layer mainly includes service in-
terface, operation, and maintenance platform backend, and
operation and maintenance platform front-end. +e service
interface is a service layer that provides business service
platforms in the Beibu Gulf region to quickly access the
blockchain network layer for data interaction; the operation
and maintenance platform provides services including blocks
operation and maintenance operations required by the chain
network and financial service layer. +e business service
platformmainly includes the backend of supply chain finance
and the front end of supply chain finance; its main role is to
serve as the platform layer for carrying various business
processes in the financial business, and different functional
modules can be added according to the specific business to
meet different functional needs.

3.2.2. Blockchain Network Architecture and Its Module
Docking. +e blockchain network in the Beibu Gulf region
mainly connects to the service interface module together with
the service interface to provide blockchain services to the
backend of the supply chain finance. +e blockchain network
includes member management, blockchain services, chain
code services, and distributed ledger modules. Member
management includes member registration, member review,
and member authentication functions; blockchain services
implement underlying consensus management and p2p
communication management functions; chain code services
implement chain code containers and chain code deployment
functions; distributed ledgers store data in the business
process. +e service interface includes four functional
modules: Fabric-SDK, authority management, certificate
management, and dispatch control, which provide an

interface for the backend of supply chain finance to imple-
ment the package and call of certificates and permissions.
Among them, scheduling control is the entrance to the
backend call of supply chain finance, calling certificate
management and authority management to determine user
identity and authority, and calling SDK according to the result
to realize the requested function; authority management is
responsible for managing role authority and functional au-
thority in the supply chain system; certificate manages the
certificate-related operations of platform customers.

3.2.3. Chain Code Implementation. In Hyperledger Fabric,
smart contracts are also called chain codes. +e chain code in
the system described in this article is the supply chain business
logic that controls the core enterprises, suppliers, and banks in
the blockchain network to exchange information or execute
transactions. Set up and get data in the blockchain ledger or
World State database by calling the chain code. Hyperledger
Fabric currently supports Golang and Java to develop chain
code. Since Hyperledger Fabric is developed in Golang lan-
guage, the system described in this article uses Golang lan-
guage that is closer to Hyperledger Fabric to develop chain
code. +e chain code development environment relies mainly
on Docker container and Golang language.

+is experimental part proposes that the above steps are
used in the application research experiment of blockchain
technology in supply chain finance in the Beibu Gulf region.
+e specific process is shown in Figure 1.

4. Application Research and Analysis of
Blockchain Technology in Supply Chain
Finance in Beibu Gulf

4.1. Analysis on the Financial Development of Beibu Gulf
City Group

(1) Among the many quantitative evaluation indicators
for the spatial agglomeration identification of the
financial industry, the location entropy index can
measure the agglomeration level of the urban fi-
nancial industry development from multiple per-
spectives in geographic space, reflecting the overall
concentration characteristics of the urban financial
industry space. Based on this, this paper selects two
indicators, the location entropy index and the in-
dustrial city agglomeration index, and uses the
statistical data from 2016 to 2020 to determine the
degree of spatial agglomeration of the financial in-
dustry in the Beibu Gulf city cluster, as shown in
Table 2 and Figure 2.

Table 1: Part of the technical process of this method.

Research methods for the application of blockchain technology in supply chain finance in the Beibu Gulf region

2.1 Blockchain technology 2.2 Evaluation of supply chain
financial risks on blockchain

2.3 Supply chain finance game1 Blockchain definition 1 Judgment matrix

2 Blockchain characteristics 2 Calculation of relative weight
3 Judgment matrix consistency test
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On the whole, the financial agglomeration level of
the Beibu Gulf urban agglomeration shows a
downward trend; from the numerical value of the
agglomeration degree, Nanning, which has a higher
degree of agglomeration, has a downward trend in
financial agglomeration; due to the decline of the
traditional industries in these cities, the emerging
industries have not yet developed. Under the dual
effects of the decrease in the inflow of external fi-
nancial resources and the outflow of internal fi-
nancial resources, the concentration of the urban
financial industry has shown a continuous down-
ward trend.

(2) +e development of financial development in the
Beibu Gulf Economic Zone is inseparable from the
regional financial center. Financial centers can play
the role of regional financial centers and promote the
effective integration of financial resources of regional
financial centers. +e GDP of central cities in the
Beibu Gulf region in 2020 is shown in Table 3 and
Figure 3.

As can be seen from the chart, Nanning in the Beibu
Gulf Economic Zone has the highest GDP and the
strongest economic strength. Nanning is the eco-
nomic center of the whole district, with the largest
number of financial institutions, complete financial
services, a high level of electronics, and the most
complete financial system.

4.2. Experiment Analysis

(1) Checking whether the judgment matrix is consistent
is a necessary prerequisite to ensure better hierar-
chical ranking, because an important criterion for
evaluating whether the importance ranking of the
subelements in the judgment matrix is correct is
whether the matrix is correct. It has logical regu-
larity. In the actual evaluation process, inconsistent
errors often appear, because the evaluator can only
make a rough judgment and cannot guarantee that
the judgment is sufficiently rational. +erefore, it is
extremely necessary to check the consistency of the
judgment matrix. Only when the judgment matrix
satisfies the principle of consistency and is logically
reasonable, can the result be further analyzed; oth-
erwise, the wrong conclusion will be drawn. +e
specific operation to check whether the judgment
matrix has consistency is as follows: first, calculate
the consistency index; then, obtain the corre-
sponding average random consistency index by
looking up the table; finally, calculate the consistency
ratio value and make a judgment. +e value of the
average random consistency index needs to be

Application research
experiment of blockchain

technology in supply chain
finance in Beibu Gulf

Research on internet of
things technology based

on blockchain

Architecture design of
financial system of beibu

gulf supply chain

New block structure
design

Authentication interaction
based on new block

Overall system
architecture

Blockchain network
architecture and its

module docking

Chain code
implementation

Figure 1: Some steps of the experiment in this article.

Table 2: +e financial location entropy index of Beibu Gulf urban
agglomeration from 2016 to 2020.

City 2016 2017 2018 2019 2020
Nanning 1.6672 1.4637 1.5129 1.4748 1.3729
Beihai 0.6385 0.5942 0.5817 0.5632 0.5478
Qinzhou 0.6327 0.5865 0.5543 0.5671 0.5527
Fangchenggang 0.6607 0.6423 0.6143 0.6267 0.6209
Yulin 0.9489 0.9142 0.9235 0.8974 0.8823
Chongzuo 0.6458 0.6104 0.5847 0.5918 0.5746
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obtained by looking up the table. +e first- to
fourteenth-order average random consistency in-
dexes are shown in Table 4 and Figure 4.
When the consistency ratio value is less than 0.1, the
judgment matrix meets the principle of consistency
and can be accepted and analyzed in the next step;
when the consistency ratio value is greater than 0.1, it

can be concluded that the judgment matrix does not
meet the principle of consistency. It must be further
revised before it can be used in the result analysis.
Finally, the index weight value of each expert is
calculated and averaged, and the unified weight of
each index is finally determined.

(2) +e value of the random consistency index (R.I.) is
shown in Table 5 and Figure 5.
When R.I. is greater than or equal to 0.1, it reflects
that the consistency of the judgment matrix is rel-
atively poor, and the judgment matrix must be
reformulated. When R.I. is less than 0.10, it reflects
the consistency of the judgment matrix and proves
that the judgment matrix is available. +e financial
risk indicators of the supply chain on the blockchain
all pass the consistency test required by the analytic
hierarchy process.

(3) +e number of times that malicious nodes are se-
lected as master nodes under different weight co-
efficients in the blockchain consensus mechanism is
shown in Table 6 and Figure 6.
It can be seen that when the weight of ownership is
not 0, three factors are considered comprehensively.
If the weight of the historical consensus score is not
much greater than the percentage of the node’s
remaining power, the ratio of the number of nodes
successfully participating in the consensus to the
total number of consensuses+e weight, the number
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Figure 2: +e financial location entropy index of the Beibu Gulf urban agglomeration from 2016 to 2020.

Table 3: GDP and industrial structure of central cities in Beibu Gulf Economic Zone in 2020 (100 million yuan).

City GDP First industry Secondary industry Tertiary industry
Nanning 3671.12 692.46 1567.21 1411.45
Beihai 1126.45 326.72 394.17 405.56
Qinzhou 987.13 309.24 318.09 359.80
Fangchenggang 1045.07 378.05 354.69 312.33
Yulin 745.06 258.37 267.13 219.56
Chongzuo 659.18 201.56 243.48 214.14
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Figure 3: GDP and industrial structure of central cities in the Beibu
Gulf Economic Zone in 2020 (100 million yuan).

Mathematical Problems in Engineering 7



of times the malicious node is selected as the master
node will be the same as the algorithm in this paper.
When the weight of the historical consensus score is
much greater than the percentage of the remaining
power of the node, as well as the weight of the ratio of
the number of times the node successfully partici-
pates in the consensus to the total number of con-
sensus, the number of times malicious nodes are
selected as the master node is significantly reduced.

(4) For the blockchain supply chain financial system, in
addition to factors that affect system performance

such as CPU consumption and IO response speed, it
is often necessary to consider the delay of the client
initiating transactions, the processing delay of the
consensus algorithm, and so on. Since blockchain-
based systems use cryptographic techniques such as
one-way hash functions, asymmetric encryption,
etc., such calculations consume extremely high CPU.
In addition, because, in most consensus algorithms,
there is a process in which multiple nodes in the
entire system participate in the consensus voting,
this process will generate a large amount of network
communication, so the performance of the system

Table 4: Average random consensus index.

Matrix order 1 2 3 4 5 6 7
Average random consistency index 0.12 0.51 0.74 1.23 1.32 1.39 1.44
Matrix order 8 9 10 11 12 13 14
Average random consistency index 1.54 1.59 1.62 1.65 1.68 1.71 1.73
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Figure 4: Average random consensus index and matrix order.

Table 5: R.I. Value.

Matrix order 1 2 3 4 5 6 7 8 9 10
R.I. 0.00 0.02 0.49 0.57 0.93 1.17 1.29 1.36 1.44 1.48
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Figure 5: R.I. Value.
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depends largely on the processing efficiency of the
algorithm.+e algorithm processing efficiency of the
blockchain supply chain financial system in this
paper is shown in Table 7 and Figure 7.
It can be seen from the data calculation in the chart
that the average processing time of the algorithm in
the blockchain supply chain financial system is 4.10
seconds. +e algorithm processing time is shorter,
and the efficiency is faster. It can be better applied in
the system to better evaluate the related risks and
make more suitable decisions.

5. Conclusions

Supply chain finance is mainly to provide financial solutions
for small- and medium-sized enterprises or small- and
microenterprises. +is business mainly uses core enterprises
as credit endorsements to serve their upstream and
downstream enterprises, so as to realize the cooperative
development between logistics companies, banks, and en-
terprises. +e distributed deployment of the blockchain can
ensure that any node in the network saves the same copy
information. +e data of each node in the network will be
encrypted by algorithms and data, marked with a timestamp.
+is feature allows financial institutions to unique and true
data can be obtained at the postloan management stage. +e
characteristics of the blockchain also guarantee the trace-
ability, anticounterfeiting, identity authentication, and other
issues in the financial transaction process.

+e Beibu Gulf region should keep up with the pace of
the times, cater to the development trend of my country’s
supply chain finance, speed up the resolution of the difficult
and expensive financing problems of Guangxi’s small- and
medium-sized enterprises, and actively accelerate the win-
win cooperation with Internet technology companies,
supply chain companies, and logistics companies. Small-
and medium-sized enterprises in the region and even across
the country provide high-quality and efficient financial
services, which effectively enhance the financial transaction
capabilities, core competitiveness, and risk control capa-
bilities of the Beibu Gulf region in Guangxi and increase
resources and profit for the development of the Beibu Gulf
region.

+is article first analyzes the main business models of
supply chain finance and the status quo of the development

Table 6: Comparison of the number of times that malicious nodes were selected as master nodes under different weight coefficients.

Consensus times Algorithm k1� 0.01, k2� k3� 0.37 k1� k2� k3� 0.33 k1� 0.87, k2� k3� 0.01
10 0 0 0 0
20 15 14 13 12
30 28 26 19 22
40 24 23 27 25
50 36 29 25 23
60 42 31 29 28
70 38 37 36 34
80 48 45 44 41
90 54 52 49 47
100 61 57 50 49
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Figure 6: Comparison of the number of times that malicious nodes
were selected as master nodes under different weight coefficients.

Table 7: Processing time of the algorithm.

Experiment times Processing time (s)
1 4.37
2 3.92
3 4.26
4 4.07
5 3.87
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Figure 7: Processing time of the algorithm.
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of supply chain financial services by major domestic com-
mercial banks and proposes the necessity of developing
supply chain financial services in the Beibu Gulf region of
Guangxi; blockchain can connect banks and other financial
institutions, core enterprises.+e upstream and downstream
enterprises at all levels in the supply chain are connected to
realize information sharing. Supply chain finance effectively
alleviates the problem of information asymmetry in supply
chain finance.

Data Availability

+e data underlying the results presented in the study are
available within the manuscript.
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Today, while people’s satisfaction with materials is high, the pursuit of health has begun and sports are becoming increasingly
important. Volleyball is a good physical and mental exercise, which helps improve the health of the body. However, excessive
exercise usually leads to muscle strain and more serious accidents. +erefore, how to effectively prevent excessive fatigue and
sports injuries becomes more and more important. In the past, some methods of exercise fatigue detection were mostly self-
assessment through some indicators, which lacked real-time and accuracy.With the advancement of smart technology, in order to
better detect sports fatigue, smart wearable technology and equipment are used in volleyball. Firstly, surface electromyography
signals (sEMG) are collected through wearable technology and equipment. Secondly, the signal is preprocessed to extract features
that are conducive to exercise fatigue assessment. Finally, a motion fatigue detection algorithm is designed to identify and classify
features and evaluate the motion status in real-time.+e simulation results show that it is feasible to collect ECG signals and EMG
signals to detect exercise fatigue. +e algorithm has good recognition performance, can evaluate exercise conditions in real-time,
and prevent fatigue and injury during exercise.

1. Introduction

With the rapid growth of our country’s economy, the pace
of people’s lives is also accelerating. Most people are in a
two-point living situation and a line at home and at work.
In this fast-paced state of life, although it can bring better
living conditions, people pay for it is the cost of health.
According to the study, the age of patients with cardio-
vascular and cerebrovascular diseases is not limited to the
elderly, the proportion of young patients is gradually in-
creasing, and the number of deaths from cardiovascular
and cerebrovascular diseases worldwide is as high as 15
million people each time, ranking first among all causes of
death. Stimulated by these shocking data, people are
slowing down their pace of life and devoting more energy
to their health problems. Nowadays, people are willing to
devote more time to sports. According to the “China Sports
Report 2016” based on QQ sports released by QQ big data,

the average number of walking steps per day in China is
5112. Walking and running have become the most popular
sports. In sports, although young people have devoted
more enthusiasm than before, middle-aged and old people
also pay more attention to health.+erefore, with more and
more people’s enthusiasm for sports, how to exercise
scientifically and reasonably has become one of the hot
spots of people’s attention [1].

Volleyball is a good sport for physical and mental health.
Since it was introduced to China, it has been loved by the
majority of people. Especially with the advancement of
artificial intelligence technology [2], venues and training
have been greatly strengthened, and the viewing and safety
have been continuously improved. More and more people
are beginning to pay attention to volleyball, and the pop-
ularity of volleyball at the grassroots level is increasing,
which greatly promotes the healthy development of vol-
leyball in China.
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In the process of volleyball, there are many cases of
sudden death and morbidity caused by excessive intensity of
sports beyond the endurance of the players themselves.
+erefore, only scientific and reasonable sports can achieve
the purpose of physical exercise without damaging the body.
Scientific and reasonable exercise can not only achieve the
purpose of physical exercise but also prevent athletes from
sports injury due to excessive intensity of exercise. Moni-
toring the changes of physiological parameters can help
athletes to achieve scientific and rational exercise. +e
commonly used physiological parameters include heart rate,
body temperature, respiratory rate, and blood oxygen
concentration. Because heart rate is sensitive to physio-
logical changes and easy to monitor, it is used as an indicator
of exercise intensity by most sports enthusiasts and athletes
[3]. In addition, the acceleration can be used to calculate the
energy consumption of sports so that the athletes can control
their own sports consumption.

Among the traditional methods of heart rate measure-
ment, common methods of heart rate measurement include
electrocardiogram measurement, pressure method, and
pulse diagnosis of Chinese medicine for heart rhythm di-
agnosis. However, ECG measurement requires electrodes to
be connected to the body to extract the heart rate from the
ECG signal of the body. +e pressure measurement
equipment is very large and requires an air pump; TCM
pulse diagnosis requires the experience of a doctor. +ese
methods all show that we cannot provide real-time moni-
toring of physical conditions in our daily lives. In recent
years, with the rapid development of artificial intelligence
technology, it is possible to develop portable body fatigue
monitoring equipment [4]. At the same time, as mobile
smart devices such as smartphones and tablet computers are
increasingly integrated into people’s daily lives, combined
with their good interactive interfaces and powerful data
processing capabilities, a portable real-time detection and
analysis of human fatigue data can be developed. And the
analysis function of cloud storage technology is realized.

Wearable technology is a technology that studies and
intellectualizes the design and develops wearable equipment
that meets the needs of users [5]. It mainly includes inte-
gration technology, recognition technology (voice, motion,
and eyeball), detection technology, connection technology,
and flexible screen technology. It refers to the integrated use
of different technologies for identifying, detecting, con-
necting, and interacting cloud and storage services [6–10].
Wearable technology is a technology integrated in people’s
daily belongings, along with the daily activities of users, and
users can operate at any time. Its intelligence in physical
space manifests itself in the user-centered access, which can
help extend the human body’s limbs and memory function.
At the same time, it processes the data and presents the data
results to users in a visual form.

In recent years, wearable equipment based on wearable
technology has become popular in the market. +e so-called
“wearable intelligent device” is the general term for the
application of wearable technology to the intelligent design
of daily wearable items or the development of wearable
equipment, such as glasses, watches, and clothing. Wearable

intelligent devices in the broad sense include comprehensive
functions and appropriate size and can achieve complete or
partial functions without relying on smart phones. For
example, smart watches or smart glasses, as well as appli-
cations that focus only on a certain category, need to be used
in conjunction with other intelligent devices such as mobile
phones, smart bracelets for signs monitoring, and smart
head wear and constantly derived a large number of medical,
health, sports, and other wearing equipment. According to
Gartner-Research, a well-known market research company,
“Worldwide, wearable income for sports and personal health
and fitness categories will be about $1.6 billion in 2013 and
$5 billion in 2016.”

With the rise of wearable medical devices, heart rate
monitoring devices have appeared on the market. Although
they are still in the embryonic stage, they can also enable
users with such devices to measure the rate anytime, any-
where, simply, quickly, and conveniently. At present, the
wearable devices of heart rate monitoring on the market are
in full blossom, ranging from heart rate to heart rate meter.

Based on the above conditions, it is feasible to apply
wearable technology and equipment to volleyball sport. It is
of great significance to develop wearable testing equipment
for volleyball sport fatigue. It is helpful for people to monitor
their physical condition in real-time in volleyball sport and
avoid sports fatigue and injury. +e specific contributions of
this paper are as follows:

(1) Using wearable technology and equipment to collect
surface EMG signals

(2) Preprocessing the signals and extracting the features
which are beneficial to the evaluation of sports
fatigue

(3) Designing a motion fatigue detection algorithm to
recognize and classify the features and evaluate the
motion situation in real-time

2. Proposed Method

2.1. Wearable Technology and Signal Acquisition

2.1.1. Wearable Technology. In the 1960s, MIT Laboratory
put forward the wearable technology as an innovative
technology. +is technology integrates multimedia, wireless
sensor, and wireless communication technology skillfully
through the media and carries on the induction-feedback-
interaction experience through our basic body movements.
Wearable technology action process, also known as human-
computer interaction (HCI) [11, 12], is a technology to study
human, computer, and their interaction. +e purpose of
human-computer interaction is to make the computer
system and wireless sensor technology cooperate and in-
fluence each other and to complete user instructions more
efficiently and safely. +e details are shown in Figure 1.

Early wearable devices were just conceptual products.
Historically, in 1975, Hamilton Watch launched Pulsar
computer watches, which opened the era of smart wear-
ability [13]. Limited by the social development environment
and technological capabilities at that time, as well as the
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attributes of the product, Pulsar could not be widely pro-
moted. It was not until Sony released smart watch-generation
in 2012 that smart wear technology came into the public eye
[14]. Of course, with the advancement of science and tech-
nology and the strengthening of awareness of innovation,
after years of fermentation and development, portable
equipment also introduced the period of explosion of product
development. Because of its more and more comprehensive
functions and wider application, the statistical analysis of
wearable devices of Vandrico company shows 291 pieces, and
the functions of wearable devices (for example, bracelets) are
gradually increasing. From the initial movement monitoring
to today’s daily life services (heart rate, sleep quality, smart
calls, and intelligent wake-up), this also reflects the rapid
development of wearable technology since entering the new
century.

With the rapid development of wearable technology in
society, there is a diversified development trend in aero-
space, military special technology, medical and health
technology, and sports science monitoring. Of course, the
most frequent wearable technology to enter the public’s
vision is sports wear technology such as Huawei, NIKE,
millet, and other electronic or sports equipment giants that
have launched their own brand of wearable equipment,
which is used in health monitoring, sports data collection,
and other fields.

2.1.2. Signal Acquisition. EMG signals originate from
motor neurons in the spinal cord, which are part of the
central nervous system. +e cell body of motoneurons is
located in which the axons extend to the muscle fibers and
are coupled to the muscle fibers via the endplate region, and
there is more than one muscle fiber associated with each
neuron. +ese parts are combined to form a so-called
motion unit. +e movement of muscle is controlled by
consciousness. When the brain sends out excitation and
transmits downward, the cell bodies and dendrites of motor
neurons in the central nervous system produce electrical
impulses (action potentials) stimulated by synapses, which
are transmitted along the axons of neurons to the junctions
of nerves and muscles at the terminals. When the motor
nerve touches the muscle, its axons branch to many muscle
fibers, and each branch terminates to form synapses on the
muscle fibers, which are called motor endplates [15]. +e
action potential conducting to the axonal endings releases
acetylcholine, a chemical at the nerve-muscle junction.
Acetylcholine changes the ionic permeability of the motor
endplate and produces the endplate potential.+is endplate
potential makes the myocyte membrane reach the depo-
larization threshold potential, generates the action po-
tential of muscle fibers, and propagates along the muscle
fibers to both sides, causing a series of changes in the

muscle fibers, resulting in the contraction of muscle fibers,
and a large number of muscle fibers contraction produces
muscle force. It can be seen that the transmission of
electrical signals (action potentials of muscle fibers) leads to
muscle contraction, while the electrical signals in trans-
mission cause electric current field in human soft tissues
and show potential difference between detection electrodes,
that is, EMG signals.

Surface electromyogram (SEMG) is a bioelectrical
signal recorded from the muscle surface when the nerve
and muscle system is moving through electrodes. It is
mainly the combined effect of EMG of superficial muscle
and electrical activity of nerve trunk. It is related to the state
of muscle activity and function in varying degrees, so it can
reflect the activity of neuromuscles to a certain extent and
diagnose neuromuscular diseases in clinical medicine. +e
ergonomic analysis of muscle work in the field of ergo-
nomics has important practical value in the evaluation of
muscle function in the field of rehabilitation medicine and
in the determination of fatigue in sports science and in the
analysis of the rationality of sports technology, the type of
muscle fibers, and the noninvasive prediction of anaerobic
thresholds.

Surface EMG signal is very weak, distributed in
μV ∼ mV order of magnitude, so the weak signal needs to be
amplified to meet the requirements of AD acquisition unit.
Because the human body is a conductive body, power fre-
quency interference and external electric and magnetic field
induction will form measurement noise in the human body,
interfering with the detection of EMG information, so signal
filtering and circuit shielding become the focus of amplifier
circuit research. +e structure of a typical weak signal
amplifier circuit is shown in Figure 2.

As can be seen from Figure 2, the design of the digital
sensor for facial EMG signal includes the following parts:
input electrode, preamplifier, high-pass circuit, low-pass
circuit, secondary amplifier, power frequency interference
notch circuit, and A/D conversion circuit.

2.2. Preprocessing of Surface Electromyography Signal and
Extraction of Fatigue Characteristics

2.2.1. Surface EMG Signal Preprocessing. Due to the non-
stationary, nonlinear, and weak amplitude (10μV ∼ 6mV) of
sEMG, it is often submerged in various noises and distur-
bances during detection. For example, 50Hz power fre-
quency, harmonic interference, ECG, and low-frequency
noise caused changes in muscle and joint angles. For this
reason, the pretreatment process of EMG signal is designed
as follows. Firstly, the baseline drift is removed by high-pass
filter [16–18] (cut-off frequency is 5Hz).+e band-pass filter
(the range of band frequency is 5–200Hz) is used to extract
the effective frequency band signal, and then the signal is
amplified. Finally, the 50Hz power frequency interference
and harmonics are separated and removed by independent
component analysis (ICA).

(1) Adaptive high-pass filter removes baseline drift, and
band-pass filter extracts the effective frequency band

User Interactive device Interactive
application app

Figure 1: Wearable technical schematic.
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of EMG signal. In the process of EMG signal ac-
quisition, low-frequency noise is generated by the
relative movement of muscle and joint, the change of
joint angle, and so on. +ese noises are generally less
than 5Hz, and the amplitude is very large (usually
several times of EMG signal). +erefore, high-pass
filter is used to remove low-frequency interference
signal (baseline drift). Digital filters are divided into
FIR filters and IIR filters [19–21]. Because FIR filters
are more stable than IIR filters and can achieve linear
phase characteristics, this paper uses FIR-based
adaptive high-pass filters to remove baseline drift
[22, 23]. Adaptive filtering consists of two parts: FIR
digital filter and adaptive algorithm for modifying
digital filter.
+e weight iteration formula of the adaptive filter
designed in this paper is as follows:

h(n + 1) � h(n) − μ∇n,

� h(n) + 2μe(n)x(n)e(n),

� z(n) − h∗ x(n),

(1)

where μ represents the iteration step, x(n) is the
input vector of the adaptive filter, e(n) is the error, h

is the weight of the filter, and z(n) is the expected
output of EMG signal.

(2) Independent Component Analysis to Remove Power
Frequency Interference. Independent component
analysis (ICA) effectively solves the problem of blind
source separation, especially for nonlinear and
nonstationary signals. +erefore, ICA separation has
been well applied in pattern recognition, medical
signal, and other fields. Independent component
analysis (ICA) can be used to remove noise from
EEG and EMG signals. For the collected EMG signal,
there will be power frequency interference. +e
traditional 50Hz notch wave will remove the

corresponding useful EMG signal while eliminating
the power frequency. In order to solve this problem,
this paper uses the independent component analysis
method. Fast ICA is the most commonly used
method in ICA. Fast ICA belongs to nonlinear
convergence, and processing speed is relatively fast.
+erefore, Fast ICA is chosen to remove power
frequency interference. +e 50Hz power frequency
interference is separated from sEMG by Fast ICA,
and the useful EMG information is retained, which
improves the quality of the signal.

2.2.2. Fatigue Feature Extraction of Surface
Electromyography. According to the existing research re-
sults, the time domain and frequency domain indices of
surface electromyography signal are analyzed in this paper.

(1) Time domain analysis parameters are as follows:

(1) Integrated EMG (IEMG). Integral EMG value
[24, 25] is used to represent the excitation
characteristics of muscle fibers in unit time. It is
shown that the amplitude of sEMG signal
changes with the change of movement time. It is
the area of EMG curve and transverse axis in unit
time domain. IEMG can reflect the change of
sEMG signal:

IEMG � 
t+T

t
|EMG(t)|dt, (2)

where T is the length of time and EMG(t) is the
EMG signal at t time.

(2) Root Mean Square (RMS).+e root mean square
value [26–29] indicates the change characteris-
tics of sEMG in unit time. +e root mean square
value is proportional to the magnitude and is
positively related to the number of exciting
muscle fiber units. With the deepening of muscle
fatigue, more exciting units are recruited. +e
formula is as follows:

RMS �

�����������������

1
N


t+T

t
|EMG(t)|

2dt



. (3)

(3) Zero-Crossing Rate (ZCR). ZCR [30, 31] refers to
the speed at which sEMG sets its zero value
artificially. ZCR can reflect the oscillation fre-
quency of sEMG. As the amount of training
continues, the muscles begin to feel tired. At this
time, the conduction current of muscle fibers
decreases, and the ZCR changes rapidly.

ZCR �
count

N
, (4)

where N is the number of surface electromyo-
graphic signal value xN and count is the count of
xi ∗xi+1 < 0.

(2) Frequency domain analysis parameters are as
follows:

Preamplifier High pass

Secondary
amplification

Trap wave Low pass

Figure 2: Typical structure of weak signal amplifier circuit.
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(1) Mean Power Frequency (MPF). MPF [32] is the
function index of sEMG in time.+e size of MPF
is mainly affected by the conduction speed of
action potential and the type of excitation unit of
peripheral excitation unit. +e surface EMG
signal changes obviously when the load is very
low.

MPF �

∞
0 f · PSD(f)df


∞
0 PSD(f)df

, (5)

where PSD(f) is the spectral density function of
surface EMG signal.

(2) Median Frequency (MF). Similar to the above
average power frequencies, MF represents the
median of the frequency of muscle fiber emission
signals during exercise, which corresponds to the
frequency of 1/2 area of the surface EMG energy
spectrum.+eMF value is less disturbed by noise
and is suitable for high intensity and sustained
gentle motion and has a wide range of applica-
tions. Normally, the proportion of muscle fibers
in different parts of skeletal muscle is different,
and the MF value of muscle cells in different
parts of the human body varies greatly. +e
principle is that muscle fibers are divided into
high-frequency and low-frequency discharges
due to the different rate of expression of
characteristics.

MF �
1
2


∞

0
PSD(f)df, (6)

where PSD(f) is the spectral density function of
surface EMG signal.

Based on the analysis of the five characteristics, the
frequency domain index MF and the time domain index
IEMG are finally selected for the classification experiment of
sports fatigue.

2.3. Volleyball Fatigue Estimation. Due to the influence of
individual differences, subjective emotions, and environ-
mental changes in the detection of different human bodies,
the traditional algorithm model SVM pattern recognition
cannot resolve the above changes and the accuracy of the
classification is affected. +e optimal decision-making sur-
face of classification is fixed after training. It cannot effec-
tively utilize the current input and output optimization
model and cannot retain historical information in the
model. Its application flexibility and scope are limited. In
order to better solve the above problems, the motion fatigue
detection technology based on the LSTM neural network
model is proposed. +e principle and application of LSTM
neural network are introduced below.

2.3.1. LSTM Neural Network Model. LSTM is an improved
RNN network. By adding long-term and short-term
memory function RNN to the hidden layer structure change,

it can maintain the persistence and long-term dependence of
RNN network [33]. LSTM hidden layer structure solves the
problem of gradient explosion and gradient disappearance
of long-distance information transmission so that infor-
mation will not decay.

+e standard hidden RNN network level unit contains
only one tanh layer, and its structure is very simple. +e
LSTM network improved by the standard RNN network
mainly improves the structure of the hidden level unit. +e
traditional RNN network unit has only one layer, but the
improved LSTM unit has four layers. LSTM network hiding
layer module includes three multiplication units and mul-
tiple self-connected storage units. +e three multiplication
units represent forgetting gates, input gates, and output
gates, which can realize unit module reading, writing, and
resetting operations.

+e key of LSTM network is cell state Ct. Cell state is
represented by upper straight line, which includes two point-
by-point operations. Cell states are transmitted and updated
in this straight line, involving only some linear operations.
+erefore, the cell state is like conveying information along
the LSTM network on the conveyor belt. +e cell state does
not involve nonlinear changes, so it will not change or
disappear.

+e LSTM neural network unit controls discarding or
adding information from the cell state through some “gates”
structures, which consist of a nerve layer and a pointwise
multiplication operation. +e output of the Sigmoid layer is
a value between 0 and 1, which is used to control the degree
of information flow. When the output of Sigmoid layer is 0,
it means that the “door” is closed and no letter is passed at
this time; when the output is 1, it means that the “door” is
opened, allowing all information to pass through. +ere are
three gates in LSTM network unit to control the discarding
and retention of cell state, which are called “input gate,”
“output gate,” and “forgetting gate.” +e “forgetting gate” is
used to control the degree to which information in the cell
state should be discarded; then, the “forgetting gate” and the
“input gate” determine what information will be retained
and added to the new cell state; finally, the “output gate” is
used to control what information is output in the cell state.

2.3.2. Volleyball Sports Fatigue Estimation Based on LSTM.
In this paper, the extracted physiological signal characteristic
parameters are expressed as multivariate characteristic
matrices, which are used for input of the LSTM neural
network model, and a fatigue estimation model of volleyball
sports based on LSTM neural network is constructed. +e
training steps of the model are shown in Figure 3.

+e physiological signal characteristic parameters of the
input layer are further studied in the LSTM network layer.
+e invalid information is discarded by using the excitation
functions of the hidden layer neuron units. +e useful
features of the neural network are retained in the network
structure.+e appropriate excitation functions are set on the
output layer of the model, and the prediction is changed to
the classification problem. +e excitation function selected
in this paper is the softmax function. Softmax is used in the
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multiclassification process. It maps the output of many
neurons into the (0, 1) interval. It can be understood as
probability, and then multiclassification can be carried out.

+e input sample is calculated by the excitation function
of LSTM neural network, and the class label of the sample is
output.+en, the difference between the output label and the
sample label is calculated by comparing the loss function,
and a non-negative number is output. +e numerical size
indicates the difference between the output tag and the
sample tag. +e smaller the value, the closer to the ideal
value. +e process of training the LSTM neural network
model is to reduce the output value of loss function by
feedback and iteration.

+e calculation method of loss function selected in this
paper is as follows:

L(B, P(B|X)) � log2 P(B|X) (7)

where B represents the sample label and the minimum value
of L(B, P(B|X)) is the maximum value of − log2 P(B|X).
+e process of solving the maximum value is to find the B in
X to maximize P(B|X) according to the classification
results.

3. Experiments

In this paper, portable technology and equipment are ap-
plied to volleyball. +e main objective is to avoid athletic
fatigue and injury caused by excessive exercise and to
monitor in real-time its situation. +e wearable sensor is
mainly designed to collect the surface EMG signal of the
human body, then preprocess the EMG signal, extract the
frequency domain index MF and time domain index IEMG,
and then use the method of fatigue assessment based on
LSTM neural network to carry out fatigue analysis and real-
time monitoring of body condition.+e specific flow chart is
shown in Figure 4.

In order to better evaluate the performance of the vol-
leyball fatigue assessment method designed in this paper, the

recognition rate is used as the evaluation index, and the
expression is as follows:

recognition rate �
number of samples correctly identified

total number of test samples
× 100%.

(8)

4. Discussion

According to the principle of psychology, Borg, a Swedish
psychologist, identified subjective fatigue and local muscle
fatigue as a subjective fatigue sensation in subjects’ exercise.
+is paper classifies muscle states into three categories:
nonfatigue, imminent fatigue, and already fatigue. If the
exercise evaluation finds that the muscles of the body are in a
state of fatigue, wearable equipment reminds the athletes
that the muscles are in a state of fatigue and pay attention to
rest.

Firstly, after the preprocessing of surface electromyog-
raphy signal, the frequency domain index MF and the time
domain index IEMG are used as the analysis characteristics
of fatigue assessment. It is necessary to analyze the changes
of the two indexes with different fatigue degrees and to verify
the feasibility of the two indexes as the analysis of volleyball
sports fatigue. In this paper, 12 volleyball players were asked
to take part in volleyball. Wearable devices were used to
extract information and analyze the changes of their fre-
quency domain index MPF and time domain index RMS.
+e average results were observed for one hour, as shown in
Table 1.

According to Table 1, we draw a broken line chart of the
change of integral EMG value with exercise time, as shown
in Figure 5. As can be seen from the figure, with the increase
in exercise time, the degree of muscle fatigue gradually
increases, and the integral EMG value shows a decreasing
trend.

Similarly, a broken line diagram of the median frequency
MF varying with the time of motion is drawn as shown in
Figure 6. It can also be seen that with the increase in exercise
time, the degree of muscle fatigue gradually increases, and
the median frequency also shows a significant decreasing
trend.

From the above analysis, it can be found that the fre-
quency domain index MF and time domain index IEMG
used in this paper will gradually decrease with the increase in
fatigue degree, and their changes are related to fatigue

Physiological
signal

characteristic

LSTM neural
network layer

Loss function Incentive
function

Training sample
label

Classification
result

Figure 3: Volleyball fatigue estimation process.

Wearable sensor
design

Wearable sensor collects
surface EMG signals

Motion alarm Sports fatigue
assessment

Extraction of
MPF

Preprocessing
of surface EMG

signal

Figure 4: +e flow chart of the article.
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degree, which can be used as an evaluation index of sports
fatigue.

Secondly, the classification accuracy of using frequency
domain index MF and time domain index IEMG as eval-
uation index and using frequency domain index MF and
time domain index IEMG as classification index is analyzed.
+e analysis results are shown in Table 2. It can be seen from
the table that the effect of using characteristic parameters in
frequency domain or time domain as evaluation index is not
as good as using time domain and frequency domain as
evaluation index at the same time. +e worst one is fre-
quency domain index MF, with the recognition rate of
75.61%, followed by time domain index IEMG, with the
recognition rate of 81.08%; the best one is that IEMG and

frequency domain MF are used as evaluation index at the
same time, with the recognition rate of 93.62%.

Finally, this paper uses SVM “one-to-one” and SVM
“one-to-many” classifiers as classification performance
comparison and takes IEMG in time domain and MF in
frequency domain as evaluation indicators to analyze the
recognition performance of the fatigue classifier in this
paper. +e results are shown in Table 3,and the histogram is
shown in Figure 7.

Combining Table 3 and Figure 7, it can be seen that the
classification performance of the proposed fatigue assess-
ment method is much better than that of SVM “one-to-one”
and SVM “one-to-many” classifiers. +e recognition rate of
the proposed method is 10.47% higher than that of SVM

5 10 15 20 25 30 35 40 45 50 55 60

IEMG (mV) 0 1.79 1.76 1.69 1.58 1.52 1.48 1.42 1.31 1.2 1.07 0.89 0.71
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Figure 5: +e change of integral EMG with exercise time.

Table 1: Characteristic indicators change with movement.

Time (min) IEMG (mV) MF (Hz)
5 1.79 119
10 1.76 109
15 1.69 106
20 1.58 101
25 1.52 91
30 1.48 87
35 1.42 83
40 1.31 79
45 1.20 75
50 1.07 67
55 0.89 61
60 0.71 50
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“one-to-one” classifiers and 20.95% higher than that of SVM
“one-to-many” classifiers. It can be seen that the perfor-
mance of the proposed fatigue assessment analysis method is
good.

In conclusion, the simulation analysis shows that it is
feasible to apply wearable technology and equipment in
volleyball, and it can identify the fatigue of the body well,
realize real-time monitoring of the body in sports, and
prevent the occurrence of sports fatigue and sports
injury.

5. Conclusions

Today, the rapid development of portable devices has a
very wide range of applications in life, and application to
sport has attracted more and more attention. Volleyball is
a good exercise for the human body and mind and body,
which contributes to improving the physical health of the
body. However, due to the fierceness of the exercise, it is
easy to produce sports fatigue and cause sports injuries.
+erefore, the application of wearable technology based
on artificial intelligence is used in volleyball. +e real-time
monitoring of fatigue has important research significance
and practical significance. Based on the analysis of sports
fatigue assessment methods, this paper designs an arti-
ficial intelligence-based wearable technology sports fa-
tigue assessment method. +e wearable sensor is designed
to collect the SEMG signal of the human body. Low-
frequency noise and power frequency interference can be
eliminated by preprocessing the surface EMG signal. +e
time domain integrated EMG value IEMG and the fre-
quency domain intermediate frequency MF are extracted

Table 2: Fatigue classification accuracy of different evaluation
indicators.

Indicator Recognition rate (%)
IEMG 81.08
MF 75.61
IEMG and MF 93.62

Table 3: Fatigue assessment performance of different methods.

Method Recognition rate (%)
SVM “one-to-one” 83.15
SVM “one-to-many” 72.67
Method of this paper 93.62
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Figure 7: Comparison of fatigue evaluation performance of dif-
ferent methods.
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Figure 6: Variation of median frequency with motion time.
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as the characteristics of exercise fatigue assessment. Input
the sports fatigue assessment method based on LSTM
neural network to classify sports fatigue and realize the
assessment of volleyball human fatigue. +rough simu-
lation analysis, it can be found that the IEMG in the time
domain and the MF in the frequency domain can reflect
human muscle fatigue, and it is better to use the time
domain and frequency domain features at the same time
than to use them alone. In addition, compared with the
support vector machine classifier, the performance of this
method is good.

Data Availability

No data were used to support this study.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

Acknowledgments

+is work was supported by the General Project of the
National Social Science Foundation in 2020: Research on
the Coordinated Development of Campus Football and
Professional Football Youth Training (no. 20BTY065) and
Key Project of Heilongjiang Province’s “13th Five-Year
Plan” for Education Science in 2019: “Research on the
Application of Microcourse-MooC-Flipped Classroom
+ree-dimensional Teaching Model in +eoretical Teach-
ing of Physical Education Major in Colleges and Univer-
sities” (no. GJB1319076).

References

[1] S. Wan, L. Qi, X. Xu, C. Tong, and Z. Gu, “Deep learning
models for real-time human activity recognition with
smartphones,” Mobile Networks and Applications, vol. 2019,
pp. 1–13, 2019.

[2] Z. Lv, L. Qiao, S. Verma, and Kavita, “AI-enabled IoT-edge
data analytics for connected living,” ACM Transactions on
Internet Technology, vol. 15, pp. 1–8, 2020.

[3] H. Zhang, S. Qu, H. Li, J. Luo, and W. Xu, “A moving shadow
elimination method based on fusion of multi-feature,” In-
stitute of Electrical and Electronics Engineers Access, vol. 8,
pp. 63971–63982, 2020.

[4] Q. Wang, Y. Li, and X. Liu, “Analysis of feature fatigue EEG
signals based on wavelet entropy,” International Journal of
Pattern Recognition and Artificial Intelligence, vol. 32, no. 08,
Article ID 1854023, 2018.

[5] Z. Lv, A. Halawani, S. Feng, S. Ur Réhman, and H. Li, “Touch-
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Because the traditional camshaft measurement methods cannot be applied to the injection pump cam, in order to improve the
measurement automation of injection camshaft, an accurate extraction method of the characteristic parameters of the injection
cam profile is proposed in this paper. In this method, the phase error optimization is realized by the angle precise rotation
matching of the actual lift data. 0e optimization is realized by the Lagrangian polynomial interpolation algorithm based on the
moving window. 0e goals of precise measurement of the peach point phase of single high point cam and accurate acquisition of
the back dead point phase of high point arc segment cam are realized. Compared with the precision of high-precision measuring
equipment, the method can extract the lift and phase angle error of the cam accurately and stably.

1. Introduction

In order to achieve energy saving and reduce emissions,
electronic high-pressure injection technology has been
widely used in diesel engines. 0e injection cam is an
important part in the high-pressure injection system. It is
the processing accuracy of the injection cam that directly
affects the performance of the injector components and
thus the combustion and emission performance of the
engine [1–3]. 0e camshaft is a key part of the engine. 0e
injection cam plays a decisive role in the starting and
stopping time, pressure, rule, and capacity of the oil pump.
0e valve cam profile has a great influence on the working
performance of the engine [4–6]. If the error of cam profile
on the camshaft is too large, the characteristic curve of
plunger speed will be changed and the fuel injection law
will be changed. If the phase angle error is too large, it will
destroy the technical state of the engine [7]. In order to
ensure the machining quality of the cam profile, it is
necessary to develop high-precision and stable measuring
and data processing methods [8–10]. 0e contact

measuring method of the flat probe, disc probe, and knife
edge probe is adopted [11, 12]. Machine vision, interference
optics, and structured light are also used in camshaft profile
accuracy detection [13–15]. Most of the researches are
focused on the camshaft phase reference. Because of the
cams with different tip phases on the same camshaft, the
angle datum cannot be measured automatically. And the
calculation of the lift error depends too much on the ac-
curacy of the angle reference. 0e error of the reference will
lead to the systematic error of all the lift data [16, 17]. At the
same time, the present research of cam measurement is
almost based on the symmetrical single peach point valve
cam as the mathematical theoretical model. However, there
is little research on the detection of injection cam. Because
of the unsymmetrical profile and the circular arc of the
peach tip, most of the research on the injection cams
cannot be applied to the valve cam. An accurate extraction
method of the characteristic parameters of the injection
cam profile is proposed in this paper. 0e phase error
optimization strategy is realized by the angle precise ro-
tation matching of the actual lift data. 0e goals of precise
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measurement of the peach point phase of single high point
cam and accurate acquisition of the back dead point phase
of high point arc segment cam are realized [18].

2. Methodology

2.1.Measuring Instruments. In view of the above problems, a
fully automatic method to extract the feature parameters of
the cam profile is proposed in this paper. 0e following is an
introduction to the cam automatic measuring instrument.

2.1.1. Mechanical Structure. Horizontal structure, which is
mainly composed of a base, dividing head, Abbe head, back
center, precision circular grating, precision straight grating,
stepping motor, and so forth is adopted by cam measuring
instrument. As shown in Figure 1. 0e equipment adopts
marble as the base. 0e precision tailstock guide rail equipped
on the equipment can realize the axial high-precision move-
ment of the probe system [19].0e rotary system is composed of
a dividing head, circular grating, motor, and so forth. 0e
dividing head and circular grating are connected by precision
coupling. 0e circular grating adopts Renishaw circular grating
with a resolution of 1.8″.0e whole rotary system is driven by a
step motor, and the circular grating records the angle of the
turntable.0e probe system is composed of Abbe head, straight
grating, and tail stepping motor. A precision sliding platform is
adopted by the main shaft of Abbe head to realize radial
measurement movement of equipment. Renishaw straight
grating with a resolution of 0.0001mm, which can measure the
radial dimension of the cam, is adopted by the straight grating.

2.1.2. Electrical Control. Electrical control is used to realize
the motion control of industrial PC to the lower computer
(turntable system and probe system), reading the circular
grating and straight grating in real time to send them to PC.

Mpc08, a high integration and high reliability pulse motion
control card based on PCI bus, is selected for the control of
industrial PC. It can control 4-way stepping motor or digital
servo motor and output pulses and direction signals for each
axis to control the rotation of motor. Mpc08 control card is an
open platform for developing a motion control system, which
can directly use the resources of PC and open interface protocol
to develop a motion control system [20].

Pci2300 data acquisition card is selected for data ac-
quisition, which has a 32-bit PCI bus and 100 kHz 12-bit a/D
converter.0e specific use is that pci2300 card can collect the
digital signal of the circular grating ruler (straight grating
ruler) in the process of movement, counts the digital signal,
and sends it to PC. PC calculates the actual angular dis-
placement or displacement of grating through the resolution
of the grating ruler itself, to accurately record the infor-
mation of angle and displacement. 0e above control and
data acquisition methods are reasonable for the application
of the Internet of things and cloud computing technology
under the current information technology [21–24].

2.2. Accurate Extraction of Lift Error and Phase Error
Information

2.2.1. Lift Error. From the formula point of view, the
functional relationship among cam position, shape, and lift
is as follows:

h � f(α, ρ). (1)

On the total differential of the previous equation,

Δh �
zh
zα
Δα +

zh
zρ
Δρ. (2)

In the previous equation, (zh/zα) is the function transfer
coefficient between the cam position error and lift error and
(zh/zρ) is the function transfer coefficient between the cam
shape error and lift error.

According to equation (2), the first term is the lift error
caused by the position (angle) error Δα of the cam and the
second term is the lift error caused by the shape error Δρ of
the cam.

0e shape error of the cam should not be affected by the
position error. A method is proposed to transform the actual
lift data into the position of angle rotation and obtain the
optimal lift data matching the theoretical lift data. 0e
optimal lift data is used to calculate the lift error of the cam.
0e evaluation of the optimal lift is based on the minimum
distance between the actual shape and the theoretical shape
of the cam. In this paper, the way to find the optimal lift is to
determine the optimal lift with the smallest sum of the
square error between the actual lift and the theoretical lift by
rotation matching.

In the above solution, the key is how to obtain accurately
the measured lift value at the theoretical phase angle during
the data rotation. 0e general solution is increasing the
number of sampling points. 0is is the most intuitive and
realistic solution. When the sampling step is equal to the
angular rotation step of rotation matching, the lift values at
all theoretical phases can be directly extracted from the
measured data. However, there are problems with this

Figure 1: Cam measuring instrument.
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solution. In order to ensure the accuracy of lift error, the
angle rotation step should be as small as possible in rotation
matching. When the rotation step is equal to 0.01°, the
number of sampling points n� 360/0.01� 36000. On the one
hand, the number of sampling points is large and the
amount of data collected and calculated is large. So, it is easy
to make mistakes. On the other hand, in the practical ap-
plication, in order to ensure the measurement efficiency, the
data sampling frequency is put forward higher requirements.

In order to solve the problems of large amount of data
and strict requirements of sampling accuracy, the method
of a moving window Lagrangian polynomial interpolation
is proposed to calculate the measured lift value at the

theoretical phase angle [25]. Evenly distribute appropriate
measuring points around the cam are achieved. 0e phase
relationship between the highest point and the theoreti-
cally highest point in the measured polar diameter data is
used to make a rough rotation matching for all the
measured data. 0en, for all the measured data in a certain
angle range with a fixed rotation step, the lift value at the
theoretical angle after each angle rotation is approximated
by Lagrangian interpolation polynomial. 0e sum of the
lift error squares of all points after each rotation is cal-
culated. 0e moving window is used to ensure that the
target lift to be interpolated is only affected by the local
measured accurate data:

L (x) � 
k+n− 1

j�k− n

yjlj (x), (3)

lj (x) � 
k− n≪m≪ k+n− 1, m≠ j

x − xm
xj − xm

�
x − xk− n(  . . . x − xj− 1  x − xj+1  . . . x − xk+n− 1( 

xj − xk− n  . . . xj − xj− 1  xj − xj+1  . . . xj − xk+n− 1 
. (4)

In the previous equations, xi is the phase angle after
rotation, yi is the measured polar diameter value corre-
sponding to the phase angle, k point is the known point
larger than the phase to be interpolated and closest to the
interpolation phase of the band; and n is the measured point
selected on both sides of k point.

In the process of rotation matching, the minimum value
of the objective function is calculated as follows:

min F θk(  � 
N− 1

i�0
L i + θk(  − Xi( 

2
, k � 0, 1, . . . , M

⎧⎨

⎩

⎫⎬

⎭,

(5)

θk � kΔθ. (6)

In equation (5), θk is the rotation angle, N is the number
of theoretical lift points, M is the number of rotation
matching; Xi is the theoretical lift value corresponding to
each theoretical phase angle, L (i + θk) is the measured lift
value corresponding to each theoretical phase angle after
rotation θ, θk is the rotation angle of the k-th angular ro-
tation, and Δθ is the angular rotation step.

When F(θ) �min F(θk) , after the original data is ro-
tated by θ, the lift at each theoretical phase angle interpolated
is the optimal lift, and the error of the optimal lift can reflect
the shape error of the cam.

2.2.2. Phase Angle Error

Phase Reference. 0e phase angle error refers to the differ-
ence between the design angle and the actual angle of the
feature point on the cam relative to the phase reference in the
circumferential direction. 0e variation of the measured
element relative to the ideal element of the determined

position is the positioning error [25]. 0e position of the
ideal element is determined by the datum and the theoretical
correct size. In the measurement of the phase angle error, it
is necessary to determine the phase datum and the theo-
retical phase angle of each cam.

In practice, the cam phase is based on the key slot center
of the camshaft to design the theoretical angle of each cam
tip relative to the phase reference. 0e theoretical included
angle of each cam tip relative to the phase reference is
known, so the key to determining the error of the cam phase
angle is to determine the phase reference.

In order to solve the above problems, the pin positioning
is used to determine the phase reference. A cylindrical pin
with the same width as the keyway is inserted in the keyway
to ensure the close fit between the keyway and the cylindrical
pin.0e phase position of the highest point of the cylindrical
pin relative to the rotation center is measured and deter-
mined in the matching mechanism and is used as the phase
reference.0erefore, the problem is transformed into how to
extract the phase position of the highest point in the
measurement data of thematchingmechanism.0emodel is
similar to a symmetrical single point cam, as long as the
theoretical lift value of the “cam” is determined. 0en, the
method of middle rotation matching is used in the calcu-
lation of lift error to determine the optimal lift of measured
data. So, the phase of the “sensitive point” in the optimal lift
can be used as the phase reference. 0e theoretical lift
calculation model is shown in Figure 2.

When the angle of the lift table is 0 and the angle is 0, the
distance between the center of the probe and the center of
rotation is L + r1 + r2.

When the connecting line between the probe and the
turning center is turned by θ, and the probe is only tangent
to the cylindrical pin, the distance between the center of the
probe and the turning center is calculated as follows:
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L · cos θ +

��������������������

(r1 + r2)
2

− (L · sin θ)
22



. (7)

When the probe is tangent to the locating circle section,
the distance between the probe center and the rotation
center is r3.

0e critical phase of the probe tangent to the cylinder pin
and the locating circle section can be seen from the cosine
theorem:

α � arc cos
L
2

+(r3 + r2)
2

− (r1 + r2)
2

2 · L · r3
 . (8)

When 0≪ θ≪ α or 360 − α≪ θ≪ 360, the distance between
the center of the probe and the center of rotation is cal-
culated according to the formula given in (8), and the
distance between the center of the probe and the center of
rotation in other phase positions is r3.

Single High Point Cam. Because the phase position of the tip is
unique and has certain characteristics, the highest point of the
measured data is used to determine the position of the tip. A
method of full angle lift matching to eliminate the angle error
between the highest point of polar diameter and the actual
peach tip is proposed to reduce the single point sensitivity of the
highest pointmethod and improve the stability ofmeasurement
results [26]. Firstly, the phase value α1 of the highest point of the
measured data should be determined. 0e rotation angle of the
measured lift data to the optimal lift data as θ and the theoretical
phase angle as α0 in the lift error matching should be recorded.
So, the measured phase angle error of the peach tip is calculated
as follows:

ε � α1 − α0 + θ. (9)

High Point Arc Segment Cam. Because the tip of some in-
jection cam profile is a section of arc, that is to say, in the
measurement, the highest point of measured polar diameter
data is not unique. Even though the highest point is unique,
it is also impossible to determine the theoretical phase
position of the highest point, as shown in Figure 3.

Based on the characteristic of the top dead center profile
[27, 28], a method of determining the top dead center phase
is proposed. 0e optimal lift can be obtained by the rotation

matching method. At the same time as obtaining the optimal
lift, the required rotation angle of all measured data to the
optimal data can be calculated. So long as the phase in-
formation of the optimal lift, where the top dead center is
located, is calculated, the actual phase information of the top
dead center can be calculated. So, in a certain angle range of
the optimal lift data with a fixed rotation step, the lift value at
the theoretical angle after each angle rotation is approached
by Lagrange interpolation polynomial, and an objective
function is established [29]. 0e objective function consists
of the sum of the squares of the lift errors at the theoretical
phase of the top dead center and some points near its two
sides.0e actual phase position of the top dead center can be
obtained by calculating the rotation angle of the minimum
objective function and the rotation angle of the optimal lift.

3. Application

Horizontal cam full-automatic measuring instrument with
360 equal angle sampling 2400 points is adopted. When the
optimal lift is determined by rotation matching [30], in the
range of (–5°, 5°), the lift is calculated by eight Lagrangian
interpolation polynomials with 0.01° as the rotation step.0e
angle rotation range is (–5°, 5°), the rotation step is 0.01°, and
the lift error of 20 points on the left and right of the the-
oretical phase angle is taken as the objective function.

L
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r3
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r1

r2

r3
θ
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.
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α
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Figure 2: 0eoretical lift calculation model of pin positioning.

Top dead center

73° ±
 15′

G – G

Figure 3: Injection cam.
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3.1. Lift Error. Lift error repeatability verification is carried
out that the same camshaft is measured repeatedly 5 times
and the lift error of each theoretical point is analyzed by the
cam measuring equipment. According to the lift

repeatability curve data in Figure 4, the maximum range of 5
measurements at the same phase is 0.0035mm� 3.5 um, the
average value is 0.00165mm� 1.65 um, and the lift error
repeatability is high.
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Figure 4: Lift error accuracy verification.
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Lift error accuracy verification is carried out that the
results measured by the cam measuring equipment are
compared with the ones measured by Adcole measuring
equipment for the same valve cam in the United States. 0e
results are shown in Figures 5 and 6.

In the measurement results of the intake cam and
Adcole, the maximum positive error is 0.003169mm and the
maximum negative error is –0.00469mm.0emeasurement
accuracy is high, which can meet the engineering needs. In
the measurement results of the exhaust cam and Adcole, the
maximum positive error is 0.003887mm and the maximum
negative error is –0.0027mm. 0e measurement accuracy is
high, which can meet the engineering needs.

3.2. Phase Angle Error

(1) For a single high point cam, the same camshaft is
measured by the cam measuring equipment and
repeatedly 5 times. 0e lift error of each theoretical
point is analyzed according to the lift repeatability.
Table 1 shows the repeatability accuracy of the
proposed method for three single high point cams.

3.2.1. Repeatability. 0e repeatability of phase angle error is
0.01° � 0.6’. 0e result is stable and the repeatability is good.

3.2.2. Accuracy. For the same valve cam, the results mea-
sured by the cam measuring equipment are compared with
the ones measured by Adcole measuring equipment in the
United States. 0is time, the angle of Adcole cam #1 is
relative to the datum (keyway)� 0.0536°.

It can be seen in Table 2. When the center of the keyway
is used as the angle reference, the angle of cam 1 to keyway is
0.5°. Compared with the result of Adcole, the error is
− 0.0036° � 0.216’ and the accuracy is high. When the first
cam tip is taken as the angle datum, the datum of the two
measured results is the same.0e maximum positive error is
0.0022°, the maximum negative error is − 0.0226°, the average
error is − 0.01103°, and the phase angle error detection ac-
curacy is high.

(2) High point arc segment cam
Table 3 is the phase error data of circular arc cam
detected by the method described in this paper. 0e
repeatability of phase angle error is 0.02° �1.2’. 0e
result is stable and the repeatability is good.

4. Conclusion

A cam detection technology based on moving window
Lagrange interpolation algorithm is presented. 0e lift and
phase angle errors of the injection cam can be extracted
accurately and stably by this method. In the process of cam
automatic measurement, the system error caused by cam
phase angle reference is avoided. It solves the problems of
accurate measurement of single high point cam peach point
phase and accurate acquisition of high point arc segment
cam backstop phase. It is helpful to obtain and calculate the
lift error of the cam accurately. 0is method is suitable not
only for injection cam but also for intake and exhaust
camshaft, conjugate cam, and common rail cam.

Data Availability

All the data are actually available upon request.

Conflicts of Interest

0e authors declare that they have no financial and personal
relationships with other people or organizations that can
inappropriately influence their work. 0ere is no profes-
sional or other personal interest of any nature or kind in any
product, service, and/or company that could be construed as
influencing the position presented in, or the review of, the
manuscript entitled.

Table 1: Repeatability of valve cam phase angle error (degrees).

Group 1 Group 2 Group 3 Group 4 Group 5
Cam 1 0.50 0.50 0.49 0.49 0.50
Cam 2 0.30 0.31 0.31 0.30 0.30
Cam 3 0.51 0.51 0.51 0.50 0.50

Table 2: Accuracy of valve cam phase angle error (degrees).

Cam 1 Cam 2 Cam
3 Cam 4 Cam 5 Cam 6

Adcole 0 0.0288 0.024 − 0.198 − 0.197 0.0414
Keyway
reference 0.5 0.52 0.51 0.3 0.31 0.55

Cam 1 − 0.01 0.02 0.01 − 0.21 − 0.20 0.04

— Cam 7 Cam 8 Cam
9

Cam
10 Cam11 Cam

12
Adcole 0.1425 − 0.087 − 0.05 0.0704 − 0.053 − 0.065
Keyway
reference 0.63 0.4 0.46 0.56 0.43 0.44

Cam 1 0.12 − 0.11 − 0.05 0.05 − 0.07 − 0.07

Table 3: Repeatability of phase error of REAR dead center of
WP16-SZ injection cam (Degrees).

Group 1 Group 2 Group 3 Group 4 Group 5
Cam 1 0.69 0.69 0.70 0.70 0.70
Cam 2 0.15 0.14 0.14 0.15 0.13
Cam 3 − 0.05 − 0.04 − 0.05 − 0.05 − 0.06
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With the development of social economy and the improvement of material level, people are paying more and more attention to
their own health, and they are also constantly improving their fitness awareness. As far as the current sports equipment is
concerned, the boring exercise methods can no longer satisfy people’s pursuit of higher quality fitness exercises.,e embedding of
the distributed virtual environment can incorporate its perceptual, immersive, and interactive characteristics, which increases the
realization of multiuser interactive behavior in the field of sports equipment in the virtual scene.,erefore, this paper proposes the
research and development of basketball sports equipment embedded system based on distributed virtual environment. First of all,
this article adopts the literature method to learn the application of distributed virtual environment and embedded system in depth
and, secondly, designs the embedded system architecture of basketball sports equipment suitable for distributed virtual envi-
ronment and the software and hardware framework of the embedded system. Finally, the performance, delay comparison, system
optimization test, and other aspects of the embedded system are analyzed. ,e average delay of interactive functions of embedded
systems based on distributed virtual environment is 1.4min, which saves 4min compared with traditional interactive methods.
And, the throughput rate of the system has also been greatly improved.,e research on the embedded system of sports equipment
based on the distributed virtual environment proposed in this paper will be beneficial to the development of society and economy,
and it can also help more people to enrich the way of sports and enhance the fun of sports.

1. Introduction

With the development of social economy, the development
trend of sports equipment sales has performed well. On the
one hand, people pursue a healthy body and a slim figure, so
the demand for sports equipment is increasing. On the other
hand, people’s requirements for sports equipment are also
increasing. Sports equipment, in addition to good quality,
beautiful appearance, and other objective conditions to meet
the basic functions of exercise, also has a high quality and
high-tech level. ,is has also created a new challenge and
motivation for the innovation of sports equipment.

Long-term exercise is easy to make people feel boring.
Single-function sports equipment combined with a dis-
tributed virtual environment embedded system can not only
meet people’s needs for fitness but also bring people a sense
of immersion and pleasure. ,erefore, through the research

of this project, the application of virtual reality technology is
integrated into the embedded system of basketball sports
equipment. While laying a solid foundation for the research
and development of other sports equipment products, it can
also improve the quality and level of domestic sports
company products. ,is has an important role and value for
the formation of new economic development points.

Latoschik et al. study the performance and user expe-
rience of social virtual reality (SVR), with the goal of dis-
tributed, concrete, immersive, and face-to-face encounters.
,ey showed the close relationship between scalability,
replication accuracy, and resulting performance character-
istics and the impact of these characteristics on users
coexisting with larger groups of virtual others. System
scalability provides a variable number of avatars in the same
location and Al control agents with various appearances,
including virtual people with real appearances generated by
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photogrammetric scanning. ,is article reports how to use
today’s off-the-shelf technical solutions to meet the needs of
embedded SVR as well as expectations in terms of features,
performance, and potential limitations. Special attention is
paid to the social signals embodied by reliable communi-
cation necessary to achieve low delay and sufficient frame
rate. ,ey proposed a hybrid evaluation method that con-
sistently linked the results of technical benchmarks with
subjective ratings and evaluation results. However, the delay
of the system is still at a relatively high level in practical
applications [1]. Arthur et al. summarized the distributed
real-time (DRT) system is one of the most complex software
systems to design, test, maintain, and develop. ,e existence
of components distributed on the network often conflicts
with real-time requirements, resulting in design strategies
relying on domain-specific and even application-specific
knowledge. ,e Distributed Virtual Environment (DVE)
system is a DRT system that instantly connects multiple
users through the network and shares a virtual space. ,e
DVE system is different from the traditional DRT system in
the importance of the end user experience quality. Although
they put forward important analysis, it is a challenging
problem in testing and evaluation when designing specific
DVE, Open Simulator experimental lens and DVE system.
,ey built their observations within six dimensions of well-
known design concerns: correctness, fault tolerance/pre-
vention, scalability, time sensitivity, consistency, and dis-
tribution overhead. In addition, they put the experimental
work in a broader historical context, showing that these
challenges are inherent in DVE, and proposed the direction
of future research. However, there are too many uncon-
trollable factors in their experiment, and the results of the
experiment need to be treated more correctly [2]. Zeng
et al.’s traditional independent embedded system is limited
in terms of functionality, flexibility, and scalability. Fog
computing platform is characterized by pushing cloud
services to the edge of the network and is a promising so-
lution to support and strengthen traditional embedded
systems. Resource management has always been a key issue
affecting system performance. ,is article considers a
software-defined embedded system that supports fog
computing. Task images are stored on a storage server, and
calculations can be performed on embedded devices or
computing servers. Designing an efficient task scheduling
and resource management strategy to minimize task com-
pletion time is of great significance for improving user
experience. To this end, this article studies three issues. (1)
How to balance the workload on client devices and com-
puting servers, that is, task scheduling? (2) How to place task
images on storage servers, that is, resource management? (3)
How to balance storage server I/O interrupt request be-
tween?,ey are considered jointly and expressed as a mixed
integer nonlinearity. However, they did not propose a
specific solution to solve the above problems [3].

Only innovation can continuously promote the de-
velopment and progress of fitness equipment. Combining
high-tech with fitness equipment is an inevitable trend in
the development of this industry. ,e innovation of this
article lies in the full application of distributed virtual

reality technology, the design of the client embedded frame
system, and the completion of the construction of
immersive and interactive virtual fitness scenes under the
formation of a specific fitness virtual environment. ,is
paper makes full use of the combination of qualitative
analysis and quantitative analysis and has been fully re-
flected in the analysis part.

2. Basketball Equipment Research and
Development of Embedded Systems Based on
Distributed Virtual Environment

2.1. Distributed Virtual Reality System. Distributed virtual
reality refers to a virtual environment based on the network,
and its application in sports can realize the panorama,
virtuality, and interactivity of sports [4].

Virtual reality is a computer system that can create a
virtual world for experience. It uses computer technology to
create an actual virtual environment with a combination of
visual, auditory, and tactile perceptions [5]. Various inter-
active devices interact with entities in the virtual environ-
ment to generate interactive simulation and information
exchange, giving people a new way of communication and
contact [6]. Since its birth, virtual reality technology has
shown great advantages in the fields of military simulation,
urban planning, real estate development, industrial simu-
lation, geographic information systems, games, education,
and training. ,e three most promising technologies of this
century are computer, multimedia, and VR technology. VR
technology design disciplines are very extensive, including
computers, artificial intelligence, and sensor technology. It
only needs computer technology to realize the realistic
environmental world and make people feel brand-new ex-
perience and interaction [7, 8].

,e virtual reality system emphasizes realism, vision,
interaction, personal perspective, and rapid response.
,erefore, the virtual reality system has four basic charac-
teristics, namely, multisensitivity, engagement, interactivity,
and autonomy [9]. Multisensory refers to the sense of sight,
hearing, and touch in the virtual world. ,e sense of en-
gagement refers to the user’s degree of immersion and
concentration in virtual reality, which requires the creation
of the virtual world to attract him. Interactivity, that is to say,
can realize independent communication and interaction
between multiple users and has a complete sense of reality.
Autonomymeans that the objects in the virtual environment
have the right to choose independently and can change
related parameter settings and attributes by themselves
[10, 11].

,e distributed virtual reality system mainly has the
following three characteristics:

(1) Decentralized management and control: distributed
in different regions and different levels of systems, it
can not only ensure the sharing of network resources
but also autonomously control its own data [12].
Most of the management and control of local con-
ditions can be solved only on the local side. If it
contains data from other websites, it needs to be
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managed through the Internet as a connectivity is-
sue, for example, through local data entry, local
query, and maintenance. At present, computer re-
sources are very close to users, so communication
costs can be reduced and response speed can be
improved. However, the amount of data in other
location databases is very small, which can greatly
reduce information transmission to the network. At
the same time, it can improve the security of local
data [13].

(2) Multiuser interaction: with the development of
network technology, the interaction of networks is
indispensable for decentralized virtual reality sys-
tems [14]. ,e current comprehensive fitness
equipment system does not have network interac-
tion, and even if some networks have interaction,
they have specific limitations. According to the
decentralized virtual reality system, user groups
geographically dispersed in different places can have
real-time conversations. ,is user group can ac-
commodate thousands of users at the same time [15].

(3) Real-time can also be regarded as dynamic [16]:
because each user is displayed as a virtual image in a
computer environment, the virtual image is to be
explained by a user’s video or a description of au-
tonomy. When users, virtual worlds, or objects
created in the computer interact with other images, it
is actually a real-time dynamic operation [17]. Be-
cause only real-time guarantee can make users feel
that they are in a virtual environment.

In addition, the decentralized virtual reality system has
excellent scalability and is relatively easy to integrate with
existing systems and easy to extend [18]. In the case of a
comprehensive system based on a decentralized virtual
environment, using distributed virtual reality technology to
operate more than one gymnastics machine server can
quickly expand the existing network system to form a
decentralized system [19]. It is also simpler than building a
large-scale system that saves time, money, material, and
resources.

2.2. Bayesian Algorithm of Simulation Interactive Credibility.
Interactive behavior is the basis for the simulation of dis-
tributed virtual environments, and credible interaction
behavior is essential to the normal operation of the system.
Large-scale distributed virtual environment simulation has
the characteristics of large scale and various interactions
[20], which intensifies the impact of network delay and
middleware overhead on the credibility of system interac-
tion, which may damage the accuracy of simulation results
and system fairness, which leads to frequent simulation
interruption, manual intervention, and even simulation
failure [21].

In a distributed virtual environment, to maintain the
consistency of interaction between different nodes, it is
necessary to keep the timing and spacing of events con-
sistent. Use V � v1, v2, · · · , vn  to represent the set of

simulation nodes, where E � e11, e12, · · · , eij, · · · , enn  eij
represents the maximum delay between simulation nodes ei
and ej, O represents all interaction events, G(om) represents
the node that generated the event Om, R(om) represents the
collection of nodes that received the event, tgi(om) represents
the time when the eventOmwas generated, tri(om) represents
the time when the node vi received the event, and tei(om)
represents the time when the eventOm is executed on node vi

and the timing is consistent:

∀om, on ∈ O, vi, vj ∈ R om( ∩R on( ,

tei om( ≤ tei on( ⇒tej om( ≤ tej on( .
(1)

Consistent spacing:

∀om, on ∈ O, vi, vj ∈ R om( ∩R on( ,

tei om(  − tei on(  � tej om(  − tej on( .
(2)

,e interaction event that meets the requirements of
consistent timing and consistent spacing at the same time is
considered credible; if not, the interaction event is con-
sidered untrustworthy.

Since the network conditions and operating load of the
distributed virtual environment are constantly changing,
whether the interactive event is credible can be regarded as a
random event, and the interactive credibility can be regarded
as a random variable. Here, we choose the distribution as the
prior distribution of the interactive credibility evaluation
and record the value of the interactive credibility as this;
then, the prior distribution of the interactive credibility π(θ):

π(θ) �
Γ(a + b)

Γ(a)Γ(b)
θa− 1

(1 − θ)
b− 1

, 0≤ θ≤ 1, a> 0, b> 0.

(3)

Among them, a and b are the hyperparameters of the
prior distribution and Γ are the gamma function.

If the mean θ and variance D(θ) of the simulation
interaction credibility can be obtained based on the prior
information, the hyperparameters of the prior
distribution

a �
(1 − θ)θ

2

D(θ)
− θ,

b �
a(1 − θ)

θ
.

(4)

,e prior information is mainly collected and analyzed
based on historical data or simulation models. If any valid
prior information cannot be obtained, the Bayesian as-
sumption can be used, and the interaction credibility prior is
considered to be uniform in the (0,1) interval distributed.

According to the Bayesian formula, the joint density
function of interactive credibility θ is

p(x, θ) � p(X � x|θ)π(θ). (5)
If in order to estimate the credibility θ of the interaction,

n independent interval consistency data collection and
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judgment are performed in a certain simulation, where the
number of credible interactions is X; then, X obeys the
binomial distribution b(n, θ), and the likelihood function is

p(X � x|θ) �
n

x
 θx

(1 − θ)
n− x

, x � 0, 1, · · · , n. (6)

,en,

p(x, θ) �
Γ(a + b)

Γ(a)Γ(b)

n

x

⎛⎝ ⎞⎠θa+x− 1
(1 − θ)

b+n− x− 1
,

x � 0, 1, · · · , n, 0< θ< 1.

(7)

Edge distribution:

p(x) � 
1

0
p(x, θ)dθ �

Γ(a + b)

Γ(a)Γ(b)
·
Γ(a + x)Γ(b + n − x)

Γ(a + b + n)

·

n

x

⎛⎝ ⎞⎠, x � 0, 1, · · · , n.

(8)

In summary, the posterior density of interactive credi-
bility is

π(θ|x) �
p(x, θ)

p(x)
�
Γ(a + b + n)

Γ(a + x)Γ(b + n − x)
θa+x− 1

· (1 − θ)
b+n− − x− 1

.

(9)

We choose the posterior expectation θ as the Bayesian
evaluation conclusion; then, the Bayesian estimate of the
interaction credibility is

θ � 
1

0
θπ(θ|x)dθ �

a + x

a + b + n
. (10)

2.3. Edge Fog Calculation. Fog computing is an extension of
cloud computing. It is the cloud closer to the ground and is
the last part of the network between the terminal and the
data center, so this article also refers to the combination of
edge computing and edge fog computing [22]. ,e service
platform is composed of distributed servers, provides
computer and network services for data storage and dis-
tribution, provides cloud preprocessing services, and pro-
vides analysis and feedback of local smart cards and other
service terminal devices [23]. Its purpose is to reduce
bandwidth pressure, reduce application delays, and reduce
the computing load of the data center [24].

,e fog computing framework is shown in Figure 1. ,is
graphic shows that fog computing is located between the
cloud server and the terminal device. All fog computer
servers are connected to cloud servers and terminal devices
in various regions [25]. All sensors and smart terminals
(local devices, etc.) are located at the edge. As the executor of
the cloud server and the decision maker of the terminal

equipment, fog computing provides services for the upper
and lower levels within the framework.

Fog computing is a highly virtualized cloud computing
platform that extends to the edge of the network. As an
extension of the cloud platform, fog computing uses its
new architecture to provide storage, computing, and
network services, which means that fog computing is
destined to have some unique characteristics, mainly
including the following. (1) Edge location and low La-
tency: fog computing is deployed at the edge of the
network. Compared with cloud computing, it is closer to
the ground and closer to terminal equipment. It does not
need to go through numerous routers and networks to
connect to the server, and it can better support the cal-
culation and application of terminal equipment. (2) Wide
geographic area and high mobility: compared with more
centralized cloud computing, fog computing has a wider
deployment area. (3) Massive nodes and distributed
computing: the number of network nodes in fog com-
puting is huge, which is determined by the wide geo-
graphic distribution. (4) Real-time interaction and online
analysis: fog computing revolves around the sensor net-
work equipment, providing real-time interaction for it,
supporting local online analysis and giving corresponding
responses and feedback, and effectively improving the
real-time performance of the application system. (5)
Multitype protocols and heterogeneity: fog computing
supports multitype communication protocols with dif-
ferent functions and supports diversified heterogeneous
software and hardware devices in different form factors
and different environments.

,e optimization of peak computing services must be
based on specific programming strategies to meet the re-
quirements of end users as much as possible [26].,e service
optimization of edge fog computing is mainly based on a
certain scheduling technology tominimize the cost of service
providers under the condition of satisfying user requests to
the maximum. ,is article mainly calculates the cost from
the two perspectives of SLO violation penalty and resource
node request processing terminal expenditure:

SLO violation penalty function: let Penalty denote the
total penalty cost for SLO violations; then, the penalty
function for violations is defined as

Penalty � 

q

k�1
ck + η × t

stop
k − t

deadline
k  . (11)

Among them, k represents the sequence number of
requests that have SLO violations due to service timeouts, q
represents the total number of requests that have SLO vi-
olations, ck represents the basic penalty for the k th request
that has SLO violations, and η represents the cost of the k th
SLO violation request, resulting in penalty cost per unit time.
At the k th request, t stop is the actual response time and t
deadline is the request deadline response time.

,e cost function of edge fog computing when pro-
cessing resource node requests: let vm be the total cost; then,
the formula for calculating the resource cost function is
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vm � 
n

i�1
vmci,

vmci � 

Mi

j�1
P

vm
i,j × ti,j .

(12)

,e equation on the left represents the total cost of pro-
cessing requests for the ith type of computing resource, Mi in
the equation on the right represents the number of its virtual
resource nodes, j represents a single virtual resource node with
serial number j among virtual resource nodes of type i, and
ti,j represents the time it takes for the virtual resource node with
serial number j in the virtual resource node of type i to process
the request. Combining the above two aspects, the total cost
function of the service provider can be calculated as

cos t � vm + Penalty. (13)

3. Research and Development Model Design of
Basketball Sports Equipment Embedded
System Based on Distributed
Virtual Environment

According to the characteristics of the distributed virtual
reality system and the system’s function and performance
requirements, this section proposes a fitness equipment
embedded system architecture suitable for a distributed
virtual environment and the software and hardware
framework of the embedded system.

,e functional requirements of this system include with
playback function, which can be connected to the card, and

with a TV interface. ,e playing of the ship can increase the
user’s fun in the fitness process, increase the user’s excite-
ment, and help the user entertain in fitness and exercise in
entertainment. ,e fitness system comes with a three-di-
mensional virtual scene, which can also be downloaded from
a fixed website via the Internet. ,e application of three-
dimensional virtual scenes increases the user’s sense of vi-
sion, and the virtual scenes downloaded on the Internet help
users to obtain more virtual scenes according to their needs,
so as to feel more fun. Multiuser interactive fitness is realized
in virtual space. ,e interactivity of multiple users enables
better communication between users and feels that fitness is
a collective exercise, not just the user’s own exercise. You can
get help from others tomake your own fitness more effective.
,e performance requirements of this system include simple
operation of the control panel, clear functions, and intuitive
and convenient operation of each function key; users do not
need to spend a lot of time to learn and familiarize them-
selves; they can use the virtual scene to draw fast, and the
network bandwidth limit is low. ,e above remote users
realize interactive fitness in the virtual space.

3.1. 2e Overall Structure of the System. ,e embedded
system of basketball sports equipment in this distributed
virtual environment chooses the client server mode. When
the system is working, the operation triggered by the user on
the client side is transmitted to the server. ,e server de-
termines the client group to receive the operation according
to a certain grouping strategy and then transmits this op-
eration to the relevant client by multicast, and each client has
the backup of the virtual scene and related computing
capabilities.

Edge

Core

Cloud

Fog

Locations

Figure 1: Framework of fog calculation.
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In order to reduce the amount of network information
transmission and support the concurrent operation of users in
the system when the system is running, the system adopts a
data management method based on replication and transmits
user operations between the client and server instead of status
update information. While adopting the replication structure
and transmission operation mode, the system must add
physical time stamps to all operations in order to control all
concurrent operations that occur in the system, and the
premise of adding physical time stamps is the physical time of
all nodes. Synchronize: in order to synchronize the physical
clocks of all nodes in the system, the system runs a sleepy
server on the server, runs clients on all clients, and syn-
chronizes the physical clocks of all nodes at regular intervals.
At the same time, the client has an independent communi-
cationmodule that can independently and randomly transmit
the change information of the entities in the scene to the
server, and it can also monitor the information sent from the
server at all times and perform proper processing.

While the fitness equipment servers in different regions
are interacting, the interaction between the client and the
server in the same region is relatively frequent. ,en, the
overall structure proposed in this article is conducive to the
partition management of the virtual scene, and the load is
balanced to each region. It greatly reduces the load of a single
server and avoids the system “bottleneck” problem caused by
the centralized structure, thereby improving the overall
performance of the system. Due to the use of virtual scenes,
the amount of data is relatively large, so in the process of
transmission between the server and the client, the protocol
is used to increase the response time and improve the real-
time performance. In this structure, if a regional server fails,
it will not affect other regions. At the same time, users can
connect to other servers through the network to ensure the
user’s real-time performance.

3.2. Server System Structure. ,e server side is composed of
system management module, network communication
module, user management module, information processing
module, fitness scene management module, and object
management module. ,e system management module is
mainly used for console command processing, client request
response, and system control. ,e network communication
module is mainly used for information filtering and
transmission of fitness scenes; the management module is
mainly used for the management and processing of current
scenes and scene libraries. ,e user management module is
mainly for service management for users, including private
information such as account numbers and passwords. Au-
thority management includes role authority management
and data authority management. ,e administrator can set
authority settings and role definitions for newly added users.
,e information processing module is mainly used for in-
formation processing, grouping, and consistency control.
For the consistency control problem in the information
processing module, we solve the spatial consistency problem
on the basis of analyzing the shortcomings of traditional
consistency control methods.

3.3. Client SystemStructure. ,e client-side system structure
is mainly composed of system management module, net-
work communication module, user management module,
information processing module, fitness scene management
module, object management module, user perception
module, and scene drawing module. ,e system manage-
ment module is mainly used for client command processing,
client request sending, response receiving, and system
control.,e network communication module is mainly used
for information filtering and transmission. ,e user man-
agement module is mainly used for user-related information
and transmission. ,e management information processing
module is mainly used for information processing and
consistency, the control fitness scene management module is
mainly used for the management and processing of the
current scene and the scene library, and the object man-
agement module is mainly used for the management and
processing of objects in the scene.,e scene drawingmodule
is mainly used for collision detection, LOD control, and
graphics drawing.

,e user perception module is mainly used for the
perception and preprocessing of user behavior. ,e user
conducts asynchronous full-duplex communication through
the serial port between each sensor and the embedded virtual
scene. Various general data collected from sensors, mainly
various actions of users, are sent to the central computer
through the serial port for processing. At the same time, it is
necessary to send the topography and other data of the
virtual scene to the controller and apply the output torque of
the mechanical device. It simulates the changes of the real
scene and sports field that people feel during the fitness
process so that the user has a feeling of being in the virtual
scene.

3.4. Framework Design of Client Embedded System

3.4.1. Hardware System Frame Design. ,e system intends
to adopt the embedded development version of the PC/104
standard, equipped with Intel XScale series of multimedia
expansion technology, embedded processor that provides
high-quality video, and 3D graphics playback functions, and
the embedded processor controls the memory, fitness
equipment controller, and a series of audio and video
processors, which include NAND flash memory, SDRAM
memory equipped with LCD frame buffers, video copro-
cessors to enhance the video processing capabilities of
embedded processors, audio and video encoders for fitness
equipment output devices, such as TV equipment, High-
quality audio, and video output processors such as TFTLCD
equipment and audio equipment use the universal input and
output interface array GPIOS array, and asynchronous serial
communication interface to communicate with the con-
troller speed and slope of fitness equipment, as well as the
interconnection of mileage, speed, and heart rate of many
sensing equipment. Input devices such as keyboards and
remote controls provide input of system commands and
perform network communication through interfaces such as
network adapters, Bluetooth, and GPRS.

6 Mathematical Problems in Engineering



3.4.2. Software System Framework Design. In order to
support the better development, deployment, operation, and
management of distributed embedded systems, the appli-
cation based on multilayer structure must be equipped with
a software support platform for the development of appli-
cation software, which is divided into 6 levels from hardware
platform to application software.

(1) System boot layer: in order to introduce an em-
bedded operating system, a system boot and kernel startup
module must be built to complete the communication
function of the host computer and the hardware platform,
the initialization function of the hardware platform, and
the monitoring function of the hardware platform. (2)
Operating system: under the guidance of the boot program,
this layer is tailored and transplanted to the embedded
operating system kernel. In order to cooperate with the
LCD display module for efficient 3D graphics display, it is
equipped with controller-related driver software and frame
buffers. (3) Driver layer: after completing the operating
system level support platform, develop various hardware
device drivers on it, including audio drivers, fitness
equipment controllers and sensor drivers, sensor moni-
toring drivers, and keyboard array drivers. (4) Media li-
brary: in order to support virtual environment applications
such as virtual scene construction, 3D graphics support
library and multimedia support library are built on the
embedded GUI. (5) Application software layer: mainly,
develop embedded audio and video playback, picture
browsing, virtual scene construction, and network dis-
tributed interaction applications to meet the needs of users
in entertainment. (6) Graphical user interface: in the
graphic display system, the user needs to interact with the

system through the embedded graphic user interface GUI,
and 3D graphics also need to communicate with the
hardware through it, so the user graphic interface GUI is
essential. Figure 2 shows the system software structure.

4. Distributed Virtual Environment Basketball
Equipment Research and Development of
Embedded Systems Analysis

4.1. Performance Analysis of Embedded System. As shown in
Table 1, it is a parameter list of fog computing, cloud com-
puting, and edge computing. Among them, 0–3 are cloud
computing, 4-5 are fog computing, and 6 are edge computing
parameters. ,e processing capacity of the system selected in
this article is 800–5000MIPS, the unit price is 3–6CENTS,
and the broadband settings are 1000 and 2000MB.

It can be seen from Table 2 and Figure 3 that, as the number
of requests changes, the delay comparison of the three systems
becomes more obvious. When the number of requests is 20, the
latency of fog computing is 20 s, the latency of cloud computing
IGA is 22 s, and the latency of cloud computing RRSA is 21 s,
and the three are at the same level. However, when the number
of requests reaches 200, the delay of fog calculation SLO is 121 s,
while the delay of IGA reaches 168 s, and the delay of RRSA is
180 s, which are significantly higher than the delay of fog cal-
culation. ,is shows that embedded systems based on fog
computing have shorter time delays and perform better.

It can be seen from Table 3 and Figure 4 that, as the
number of requests increases, the execution time of the three
systems is rising, but the rate of increase is different. When
the number of requests is 20, the execution time of fog
calculation is 46 s, the execution time of cloud computing

User graphical interface UI

Audio and video program broadcast, public information broadcast,
virtual scene application, distributed user interaction

Multimedia support library, 3D image support library

Sensor monitoring drive, keyboard array drive, audio drive,
fitness equipment control and sensor drive

OS kernel (Linue/WinCE), frame buffer
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Boot loaderHardware
platform

Application
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Figure 2: System software framework.
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IGA is 47 s, and the execution time of RRSA is 48 s; when the
number of requests is 200, the execution time of fog cal-
culation is 200 s, and IGA is executed. ,e time is 246 s, and
the execution time of RRSA is 247 s. It can be clearly seen
that the execution time of IGA and RRSA exceeds the fog
calculation, and the speed is significantly slower.

4.2. Based on the Experimental Results of Sports Equipment
Distributed Virtual Environment Embedded Systems.
According to the province’s dynamic analysis report on
economic development, selected sports equipment related
data are shown in Table 4.

It can be seen from Table 4 and Figure 5 that,
according to the current development trend of sports
equipment, the sales of sports equipment will continue to
rise in the future. In the case of treadmills, the annual
demand is only 3 million units, and the sales are still
increasing at an annual growth rate of 25.1%. ,e market
growth is extremely good. ,e annual demand for bas-
ketball is also 1 million, and the annual market growth
rate is 18.9%. If distributed virtual technology can be
embedded in these sports equipment, it can better meet
people’s sports and relaxation needs. In the future, peo-
ple’s demand for embedded system sports equipment will
show an exponential growth trend.

Table 1: List of parameters for fog computing, cloud computing, and edge computing.

Resource number Processing capacity (MIPS) Unit price (CENT/S) Broadband (MB)
0 5000 6 1000
1 2500 5 1000
2 2500 5 1000
3 1500 4 1000
4 1000 4 2000
5 1000 3 2000
6 800 3 1000

Table 2: Delay comparison of embedded system under different number of requests.

Systems/Requests 20 40 60 80 100 200
Fog-SLO 20 35 43 60 77 121
Cloud-IGA 22 36 45 63 77 168
Cloud-RRSA 21 37 49 65 79 180
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Figure 3: Delay comparison of the embedded system under different number of requests.
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Table 3: Comparison of system execution time under different number of requests.

Systems/requests 20 40 60 80 100 200
Fog-SLO 46 95 146 176 180 200
Cloud-IGA 47 102 149 189 192 246
Cloud-RRSA 48 103 153 190 197 247
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Figure 4: Comparison of system execution time under different number of requests.

Table 4: Sales of sports equipment.

Sports equipment Demand (ten thousand) Output (ten thousand) Sales volume (ten thousand) Annual market growth rate (%)
Treadmill 300 450 408 25.1
Basketball 100 180 119 18.9
Sport ware 58 129 69 5.8
Badminton 158 213 209 6.7
Table Tennis 169 187 153 4.3
Football 76 189 102 5.9

30

25

20

15

10

5

00
50

100
150
200
250
300

U
ni

t: 
te

n 
th

ou
sa

nd

Scales of sports equipment

Sports equipments

Tr
ea

dm
ill

Ba
sk

et
ba

ll

Sp
or

t w
ar

e

Ba
dm

in
to

n

Ta
bl

e t
en

ni
s

Fo
ot

ba
ll

Demand

Output

U
ni

t: 
gr

ow
th

 ra
te

 (%
)

350
400
450
500

Sales volume

Annual market growth rate

Figure 5: Sales of sports equipment.
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It can be seen from Table 5 and Figure 6 that the system
optimization test is compared by observing the hardware op-
eration of the system.When dealing with different data packets,
there is a big difference between tuning and an untuned system.
After tuning and processing, the embedded system shows a
better operating condition and a higher throughput rate.

,rough the analysis of statistical calculation principles and
third-party software, the experimental results of the functional
test experiment are obtained, as shown inTable 6.,edata in the
table show that there are varying degrees of delay in the in-
teraction between information in embedded systems, and the
more complex the interaction information, the longer the delay.
After calculation, the average delay of the traditional interactive
function is 5.4min, and the average delay of the interactive
function of the embedded system based on the distributed
virtual environment is 1.4min, which saves 4min by

comparison. ,e experimental results show that the designed
embedded system has shorter interaction delay and stronger
interaction.

As can be seen fromTable 7 and Figure 7, the system kernel
routines are largely related to the complexity of service energy
consumption. ,is method helps to improve the accuracy of
the energy analysis and optimization of the embedded oper-
ating system kernel and effectively supports the energy con-
sumption evaluation and optimization design of the operating
system and application software.

5. Conclusion

,is article mainly studies the basketball sports equipment
embedded system based on the distributed virtual envi-
ronment, designs the sports equipment embedded system

Table 5: System optimization test.

,roughput rate No tuning CPU/memory Virtio (multi-Queue) OVS-DPDK
Big bag 1.35 1.74 2.13 2.86
Packet 0.058 0.066 0.092 0.202
Mixed bag 0.33 0.393 0.504 0.69
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Figure 6: System optimization test.

Table 6: System function test results and analysis.

Serial number Interactive file type Sending time
Traditional interaction design ,is paper introduces the system

interaction design
Receiving time Time delay (min) Receiving time Time delay (min)

1 Written words 14 : 00 14 : 03 3 14 : 01 1
2 Data 14 : 05 14 : 08 3 14 : 06 1
3 Written words 14 :10 14 :14 4 14 :11 1
4 Voice 14 :15 14 : 25 10 14 :17 2
5 Voice 14 : 30 14 : 37 7 14 : 32 2
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framework model, and divides the system software into six
levels: system boot layer, operating system, drive layer,
media library, application software layer, and user graphical
interface. With high-end hardware and software facilities,
sports equipment can better meet people’s needs and im-
prove the quality of exercise.

,e innovation of this article lies in the full application of
distributed virtual reality technology, the design of the client
embedded frame system, and the completion of the con-
struction of immersive and interactive virtual fitness scenes
under the formation of a specific fitness virtual environment.
,is paper makes full use of the combination of qualitative
analysis and quantitative analysis and has been fully reflected
in the analysis part.

,is article still has shortcomings. First, there are few
combined applications of distributed virtual environments
and basketball sports equipment, so there may be some
practical problems in actual applications. Second, em-
bedded systems based on distributed virtual environments
are high-tech products. ,e price is relatively expensive,
and it is difficult to provide services to the public, so it is
necessary to continuously reduce costs to meet the con-
sumption level of the public.,e development and research
of embedded systems for sports equipment based on

distributed virtual environments is the general trend, and it
can develop better and better in the future, which can not
only bring more benefits to sports equipment service
providers but also provide high quality to the public sports
services.
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Table 7: Analysis of the relationship between system service functions and energy consumption.

Routine Execution times
Energy consumption

Average value Lowest value Highest value Standard deviation
Sys_getegid 25 4.99 3.52 9.51 1.70
Switch_to 110 1.24 1.08 1.78 0.16
Sys_brk 147 12.21 4.45 29.60 7.00
Sys_open 44 71.63 29.2 445.94 62.105
Sys_read 266 44.74 8.10 355.00 40.89
Tty_write 291 71.88 31.46 197.78 32.31
Do_timer 84 16.79 6.62 32.05 4.70
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vol. 1, no. 11, pp. 21–24, 2016.

12 Mathematical Problems in Engineering



Research Article
Research onConvolutional Neural Network-BasedVirtual Reality
Platform Framework for the Intangible Cultural Heritage
Conservation of China Hainan Li Nationality: Boat-Shaped
House as an Example

Xi Deng ,1,2 Il Tea Kim ,2 and Chong Shen 3

1College of Fine Art & Design, Hainan University, Haikou, Hainan, China
2Department of Art, Art & Sports College, Chosun University, Gwangju, Republic of Korea
3State Key Lab of Marine Resource Utilization, Hainan University, Haikou, Hainan, China

Correspondence should be addressed to Il Tea Kim; itkim@chosun.ac.kr and Chong Shen; chongshen@hainanu.edu.cn

Received 11 January 2021; Revised 9 February 2021; Accepted 9 March 2021; Published 28 March 2021

Academic Editor: Sang-Bing Tsai

Copyright © 2021 Xi Deng et al.-is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Hainan is located at the southernmost tip of China, since ancient times it has always occupied an important position on the Silk
Road. Hainan culture is dominated by minority and marine cultures and has a rich intangible cultural heritage. Hainan has always
been committed to the development and utilization of its wide cultural heritage, and the development direction is mainly based on
live display and folk activities. In May 2020, the Chinese government announced the establishment of the Hainan Free Trade Port
Policy and System, the establishment of a Hainan International Free Trade Zone, and the development of tourism, modern
services, and high-tech industry. All these put forward higher requirements for the protection of Hainan’s cultural heritage, not
just traditional ways to protect and promote, but also to use the dividends of current scientific and technological development to
keep up with the times to protect and promote. -e integration of digital technology will be the development direction of cultural
heritage and intangible cultural heritage. -is paper enumerates and analyzes other cases and academic directions of intangible
cultural heritage, combined with the present situation of intangible cultural heritage in Hainan. It also analyzes the predicament of
handiwork inheritance in Hainan intangible cultural heritage, expounds the structure, humanistic connotation, and construction
skills of Li nationality ship house, and summarizes the role of a novel deep learning convolutional neural network- (CNN-) based
virtual reality framework of intangible cultural heritage conservation in promoting the intangible cultural heritage of traditional
skills. It also puts forward the scheme and heritage conservation virtual reality content construction and provides the process of
building a virtual reality platform for the intangible cultural heritage of ship-shaped houses, which as an example can be used as a
reference for intangible cultural heritage researchers in other areas. At the same time, it fills the gap for the artificial intelligence-
based digitization of the intangible cultural heritage.

1. Introduction

In the protection of intangible cultural heritage, the digi-
talization of intangible heritage has become more and more
common and has now entered a mature stage in technology
[1], mainly focusing on digital collection, storage, protection,
database resource construction, and the use of digital
technology to achieve intangible cultural heritage protection
and development. -e system development and application

of the digital development, protection, cultural creative
products, and other aspects of cultural heritage-related
technologies as virtual reality are also in a period of rapid
development. China’s digital research and practice is still in
the stage of exploration, and there is a lack of a systematic
solution to the research on the design and creativity of digital
content for the public and the practicality of the commu-
nication platform. On the other hand, heritage images
gathered from the Internet and sources are always blur and
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of low quality. Before image processing, it is of great im-
portance to process blur picture as input and obtain the
sharp one at full resolution as output. -e technique of
sharpening blur image has more impact on heritage con-
servation. -e construction of the CNNs VR platform
framework is based on the research of the integration of the
material cultural heritage and virtual reality technology in
Hainan and South Africa. It uses deep learning image
processing, computer graphics, digital animation, games
design, and other digital arts and technical methods com-
bined with the characteristics of shipbuilding technologies to
design the content.

At present, China has made certain achievements in the
digitization of material culture and intangible cultural
heritage. -e three items in Table 1 are the restoration of
existing heritage, the reshaping of disappeared culture, and
the AR conversion of intangible culture. -e three projects
are introduced, and the advantages and disadvantages of
each project are analyzed.

China’s effort in the protection of intangible cultural
heritage has been continuously strengthened. From the
social science and natural science levels, national research
institutions have actively participated in the exploration and
research of the protection of intangible cultural heritage. In
terms of research on the fundamental issues of digitization of
intangible cultural heritage, it is mainly reflected in the
discussion of digitization issues such as digitization
methods, digital collection, data storage, and database
construction. Zhang and others [3] discussed about digital
technology such as the role in the digital protection of digital
collection, storage, restoration, reproduction, display, and
dissemination of intangible cultural heritage. Rosa Tam-
borrino and Wendrich [4] proposed communication in
information space in theory, where two issues of digitization
of intangible cultural heritage content are discussed: in-
formation and information dissemination. Wang and Shen
[5] proposed the urgency and necessity of the digitization of
intangible cultural heritage.-e example illustrates the ideas
and methods of digital construction. Doulamis et al. [6] in
their article discussed the integration of folk literature in-
tangible cultural heritage and digital animation technology.
Leimgruber [7] discussed the urgency and importance of the
digital construction of art archives for the protection of
nonheritage and proposed an art archive database: con-
struction ideas in the field of digital research and devel-
opment, utilization, display, communication, inheritance,
and other issues. Teo [8], in his paper on “Research on
Digital Modeling and Rendering Technology,” mainly dis-
cusses the related digital modeling and rendering
technology.

-e research content of this article is divided into several
aspects: (1) a brief analysis of the present situation of the
intangible culture in Hainan is made and the six difficulties
faced by the intangible cultural heritage are pointed out; (2)
based on the shipbuilding technology of this article, three
effects of virtual reality on the development of intangible
cultural heritage are analyzed; (3) the status quo faced by the
boat-shaped houses of the Li nationality is elaborated and
the basic structure, classification, use of raw materials, and

construction methods of the boat-shaped houses are ana-
lyzed in detail; (4) the system construction ideas of the deep
learning CNNs virtual reality platform are analyzed, a virtual
digital framework is constructed, the structural design of the
virtual platform is carried out according to the character-
istics of the ship-shaped house construction, and the
combination of virtual reality and animation art is realized;
and (5) the expected effect of the virtual reality platform is
predicted and analyzed.

2. The Status Quo of the Intangible Cultural
Heritage of the Li Nationality in Hainan

2.1. *e Overall Status of Hainan Li People’s Intangible Cul-
tural Heritage. Hainan Li nationality is the place where
Hainan culture is concentrated. In the investigation of Li
nationality, it is found that the culture of Li nationality
contains the unique marine culture of Hainan and occupies
an important position on the “Silk Road” of the South China
Sea. In history, archaeologists discovered ancient tombs and
funerary objects in the Han Dynasty in Ledong, Changjiang,
Dongfang, and other places, and these places are also the
places where the Li people live together [9]. By browsing the
intangible cultural heritage network of Hainan Province, this
paper analyzes the current situation of intangible cultural
heritage resources in Hainan Province, in which the tra-
ditional spinning, dyeing, and weaving skills of the Li na-
tionality are listed as a world-class intangible cultural
heritage list. Another 12 intangible cultures are included in
the national intangible cultural list, and there are 27 pro-
vincial intangible cultural heritages. Most of these intangible
cultural heritages are distributed in Wuzhishan, Qiongz-
hong, and Baoting in the central part (Figure 1), covering 7
categories including traditional music, traditional dance,
traditional drama, traditional art, traditional skills, folk
customs, and others.

According to the general distribution of intangible
cultural heritage in Hainan, Table 2 shows the classification
of the intangible cultural heritage of Li nationality in Hainan.

2.2. *e Status Quo of Li-Style Boat-Shaped Houses and the
Exploration of Construction Skills

2.2.1. *e Status Quo of the Boat-Shaped Houses of the Li
Nationality. With the development of society, Li villagers
have gradually left their villages to make a living in big cities.
-e Hainan Provincial Government has built a brick house
next to the original boat-shaped villages in 2010 for the sake
of the modernization of Li villagers. Villager life: when I
inspected the boat-shaped houses of the Li people in Hainan
in 2013, Ocha Village, Dongfang City, Hainan Province, was
the most well-preserved, largest, and most primitive Li
village in the Li village. At that time, all but one of the
residents hadmoved Xincun. Because the boat-shaped house
is made of original materials and the construction process is
relatively simple, the house will naturally collapse after three
years or so without care. -e original Li villages no longer
exist (Figure 2).
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2.2.2. Basic Structure of the Li-Style Boat-Shaped House.
-e traditional bamboo and wooden structure of traditional
residential buildings in the Li ethnic area of Hainan resembles
a boat that has been turned upside down, so it is called a boat-
shaped house. When constructing a boat-shaped house, first a
rectangular ground is arranged, natural and strong trunks are
used as pillars supporting the roof beams, two eaves columns
about half the height of the center column are used to support
the eaves beam and then the center column supports the ridge
beam, the semicircular arch coupons are placed on the spine
beams, and then purlins and rafters are used to form a grid on
the arch coupons. Finally, the woven materials such as sun-
flower leaves or thatch are used as the roof. -e boat-shaped
house of the Li nationality belongs to stilt-style architecture
(dry hurdle architecture, that is, a building that rises above the
ground on a wooden (bamboo) column under frame (Baidu
Encyclopedia); compared with other ethnic minority dry-style
buildings, it is relatively primitive in terms of modeling and
construction skills, and its biggest feature is that it does not use
tenon riveting in construction. Tong卯 (sǔnmǎo) is the main
structural method of ancient Chinese architecture, furniture,
and other instruments and is a connection method that uses a
combination of concave and convex parts on the two com-
ponents. -e convex part is called tenon; the concave part is
called Mao (or tenon, groove). -e connections between the
boat-shaped house components are almost all tied together

with materials taken from wild hemp skin or rattan, and the
various parts of the house are connected and fixed as a whole.
-e use of these plants with elastic rattan skins not only can
strengthen the stability of the boat-shaped house but also play
a role in resisting typhoon.

-e structure of the boat-shaped house also has certain
significance: there are three tall pillars in the middle of the
thatched house. In the Li language, these three pillars are
called “Goe,” which means man. -ere are six relatively
short columns standing on either side, called “Goding” in the
Li language, which means woman.-e nine pillars (pictured
left) together represent the home made of men and women
(Figure 3).

2.2.3. Classification of Boat-Shaped Houses of Li Nationality.
-e life of the Li people is relatively simple, and the function
of the boat-shaped house in which the people live is not
complicated. It can be divided into three types based on the
function and structure: the main house, the barn, and Long
Gui (Table 3).

2.2.4. RawMaterials of Boat-Shaped Houses of Li Nationality.
-e materials used to build the boat-shaped house are very
simple, and there is no reinforced concrete, nor brick or tile.
-e materials used are original trees, bamboo poles that are
now cut, dried thatched grass, and wild rattan. -e villagers
of the Li ethnic group in Hainan cut trees in July-September
every year because at that time wood is clean and intact and
there are few moths. Similarly, the choice of bamboo poles
was also in winter. At this time, bamboo was rarely eaten by
insects. -e pillars and eaves of the boat-shaped house are
generally made of high-quality wood, which is strong and
neat. And the rafters mostly use fine-grained fruit trees,
dense and resistant to moisture. Rattan and hemp skin are
used as stable materials for binding, and there is no limit on
the collection time. -e grandpa and grandma of the Li
nationality can cut down at any time.-ewall is made of clay
mixed with straw.

Ship-shaped house in Ocha village
Dongfang City, Hainan

LinGao County
Haikou

Wenchang City

Ding’an

Chengmai County

Tunchang

Qionghai City

Wanning City

Sansha City

Qiongzhong
Wuzhishan City

Lingshui Lizu
Autonomous County

Baoting Li and Miao
Autonomous County

Sanya

Ledong Li
Autonomous County

Dongfang City

Changjiang
Baisha

Danzhou

Figure 1: Approximate distribution map of the ICH of Hainan.

Table 1: -ree intangible cultural heritage digitization projects in China.

Project name Project features Advantages and disadvantages

Digital Dunhuang
Mural Project

-e project jointly carried out by the Dunhuang Research Institute
and the Northwest University of the United States has collected 300
DPI precision collections of 10 dynasties, 30 caves, and 4,430

square meters of murals and established a website. You can use VR
glasses to view 30 caves in a panoramic roaming form.

Advs: cross-regional communication,
exquisite production, knowledge

dissemination
Disadvs: weak immersion, lack of interaction

and fun

Digital Old Summer
Palace Project

Since 1999, the team of Tsinghua University has spent 18 years
reproducing the Old Summer Palace with the latest technological
means such as computers and augmented reality technology.

Launched a mobile APP; visitors can see the original appearance of
the restored Old Summer Palace and its history through a

handheld mobile device [2].

Advs: strong sense of immersion
Disadvs: lack of interaction, local

communication

AR Postcard

Foshan, Guangdong, China, launched a national-level intangible
cultural heritage project with AR technology embedded on the
basis of traditional postcards. -rough digital technology, national
intangible cultural heritages such as paper-cutting, wooden board
new year pictures, Shiwan pottery craftsmanship, and Cantonese

opera were displayed.

Advs: easy viewing and fast speed
Disadvs: lack of interaction, immersion, and

substitution
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2.2.5. Skills of Building Li-Style Boat-Shaped Houses. It is
integrated into the architectural concept that although the
materials used to the craft of building a boat-shaped house

are very simple, the resulting house is nevertheless original.
-e villagers first laid clay on the ground, poured appro-
priate water, and stepped on it evenly, waiting for the ground
to become hard; at the same time, the carpenters of the Li
nationality made logs to support the pillars of the roof beam;
the old people of the Li nationality were responsible for
making the pillars, pruning bamboo poles, and preparing
long thatched roof.

-e craftsmen built the roof into an arch to resist the
typhoon and also facilitate drainage. After building the
complete frame, laid the woven thatched sheet on the arched
roof. -ese thatch pieces are about 2 meters long and 1.3
meters wide, and the thatch extends as far as possible to the
ground because the rain can flow along the thatch without
wetting the wall, and there is a danger of collapse. -e 300
pieces of thatch are not simply stacked on the pergola, but
the pergola is used as the bottom layer of the roof. After
fixing the beams, according to the S-shaped trend, choose to
start from the eaves on any side, overlap each two pieces of
thatch first part, and then fix the precut rattan on the
pergola, from left to right, and then slowly move up from the
other side, from right to left, so repeat; you can complete the
laying of the arched roof.

For the construction of the wall surface, first use bamboo
poles and branches to build a frame and then use clay straw
mixed with straw to form a wall, so that the wall of the boat-
shaped house is completed (Figure 4).-ere are double front
and rear doors on the wall and no windows. Perhaps, the
traditional superstitious ghosts of Li ancestors would enter

Table 2: Classification of the intangible cultural heritage of Li nationality.

Items Name

Folk literature

Li folk tales
Li congliu’s song

Li folk songs (qiongzhong li folk songs)
Bamboo and wood instrumental music of Li nationality

Li sai dialect long tone

Traditional dance

Li firewood dance
Li qian ling double sword dance

Li pound rice dance
Li people dance together

Li mask dance
Li old dance

Traditional skills

Li traditionally dyed spun silk embroideries skills
Li bark cloth-making skills
Li bone ware-making skills

-e original pottery-making skills of Li nationality
Li’s skills of drilling wood and making fire

Li ganlan construction skills
Li boat-building skills

Li rattan and bamboo weaving skills
-e craft of making single wood utensils of Li nationality

Li jin spinning, dyeing, and embroidering tool-making skills
Traditional sports Traditional sports and entertainment of Li nationality
Traditional medicine Li medicine

Traditional custom

“March 3rd” festival of the Li and Miao nationalities in Hainan
Li clothing

Li traditional wedding
-e custom of crossing the river by Yao boat

Figure 2: -e rapidly ruined boat-shaped house of the Li na-
tionality (investigated in Ocha Village, Dongfang City, Hainan
Province).

Figure 3: -e pillar structure of the boat-shaped house of the Li
nationality (three in the middle symbolize males and six on both
sides symbolize females).
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through the windows. From the perspective of modern
architecture, because the boat-shaped house is built in the
deep mountains, no windows are provided to prevent wind

and avoid beasts. -e disadvantage is that the house is dim
and inconvenient for lighting and ventilation. According to
the old people of the Li nationality, a boat-shaped house can

Table 3: Basic types of Li boat-shaped houses.

Boat-shaped house classification Structure and function Icon

Main
house

Integrated single room type
Consists of living room and front porch terrace. -ere is no wall
partition in the living room, and all the living, dining, and debris

are all in one room.

House type with separate
living room and storage room

-ere is a clear division of labor in residential life. In simple
terms, in addition to the living room, a small warehouse is added
to store dry firewood, clay pots, and other items, in addition to

several poultry.

Multiroom boat-shaped house
In addition to the small warehouse, the daily living area and
living area are carefully divided, including the front porch drying

platform, the main room, and multiple living rooms.

Barn

Where the villagers store grain, the barn does not directly touch
the ground, and it is built with a stone pad and a certain height. It
can be ventilated and protected from moisture and insects and
rodents. A layer of clay and mud will be pasted inside and outside
the barn walls and even the floor must be pasted. A thick layer of

mud has a good sealing effect.

Long
Gui

Long Gui is generally located in a secluded place in the village. In
modern times, the village is built to provide a place for love and
love for married men and women. Historically speaking, Long
Gui is the woman’s long-term residence. According to the

residence rules of the Li nationality, married women can stay in
their husband’s homes, and they can still live in the premarriage
boudoir. -erefore, Long Gui is full of primitive romantic sex,
and it also reflects that the Hainan Li culture retains the basic

characteristics of the maternal clan.

Boat‐shaped house virtual reality platform

Browse mode Task mode

Collection of
construction manuals 

Deep player

Exploration
mode map 

General player

Collect straw Collect bamboo poles
and wood blocks  Collecting clay

Collect the meterials and complete
the construction of the boat shaped house

Figure 4: -e completion model of the audience of the virtual reality platform of the boat-shaped house.
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now be built in as fast as three days. -anks to the ad-
vancement of tools and the evolution of working methods, it
took months to build a boat-shaped house in the past.

2.2.6. Blurred Li-Style Boat-Shaped House Restoration.
As image derived from old times and from Internets is
always with low quality, for the Li culture reservations, a
novel deep learning convolutional neural network- (CNN-)
based virtual reality framework is introduced in this study.
Blue image deconvolution is an ill-posed problem [10–13]
addressed by the regularization methods. -e wavelet
transform [14–17] is an effective denoising method related to
regularized inversion. In this study, wavelet transform is
utilized to decompose and extract the low- and high-fre-
quency information of the blurred image, which is taken as
the critical step of the presented deblurring methods.
However, when the process highlights the approximate
portion of the image feature, the blurry image will be
smoothed so that the image is distorted. Simultaneously, the
overall wavelet transform will result in excessive data re-
dundancy for the image. -us, based on the recursive CNN,
a deep recursive CNN is designed, which can eliminate or
weaken the characteristics of high data redundancy and
image smoothness caused by wavelet transform to remove
the blur of the corrupted image. Comparing with the tra-
ditional convolution neural network in image restoration,
deep recursive CNN has better performance in deblurring
with fast training speed. -ereafter, a novel loss function is
built to attain the best deblurring effect of the proposed
method based on the L2 regularization term.-e experiment
results in the next section demonstrate that our method has
practical applicability for image restoration with different
blurs, such as the motion blur, Gaussian blur, and out-of-
focus by camera.

3. Construction Scheme of Virtual Reality
Platform for Building Craftsmanship of
Li Nationality

3.1. *e Design Concept and Structure of the Platform.
Grau [18], from perspective paintings, panoramic paintings,
and movies to virtual reality, “shows the extraordinary ef-
forts made by human beings to create the maximum illusion
space using various technical means in various periods of
history”. Li [19] realizes the development of intangible
cultural heritage in the form of virtual reality. Its main
purpose is to promote the local intangible cultural heritage.
-e use of virtual reality technology allows people to be
immersed in the Li nationality environment and let people
feel that they are in art space to understand the intangible
heritage is the main purpose of this platform design. For
different heritages, we need to set up different environmental
spaces, different interaction methods, and different game
main lines to adapt.

-is study first collates the intangible cultural heritage of
Hainan, with deep learning CNN image restoration tech-
nologies; we successfully enumerate each idea of intangible
cultural heritage digitization and how to realize it, so as to

form a systematic and integrated digital development
framework. Boat-shaped house is used as the research object
example, and the local residents were interviewed according
to the construction technology of the boat-shaped house to
find local materials, copy records, and simulation creation
through text, images, audio, and video.

Classify and sort out the documents, pictures, audio-
visual materials, [20] etc., and digitally model, restore, and
classify the places and props where people live in Li villages.
According to the on-the-spot investigation and survey, the
boat-shaped house construction technology [21] is finally
displayed to users through virtual reality animation and
virtual reality interaction (Figure 5).

In the above, we saw that most virtual reality projects,
such as the Digital Dunhuang Project, display cultural
heritage in the form of scene roaming. -e advantage of this
is the freedom of display, i.e., the public can choose to visit
independently, more exquisite in the picture, and handling
the details more accurately and meticulously. Its short-
comings are lack of interaction with the audience, the at-
traction to the audience will be reduced, and the durability is
insufficient. In the game, there is a concept of flow based on
social experience and user perception test [22]. It is relatively
difficult for players to enter the flow level, which is affected
by factors such as environment, attention, control, and
understanding. But at least we can provide the possibility to
enter the flow state in terms of environment and operation.
Based on the research on the theoretical basis of the flow of
games, we added the concept of games to the virtual reality
platform of the Li boat-shaped house, adding games and
interaction to interactively display the intangible cultural
heritage. On the platform structure, we divided into two
parts according to the characteristics of the audience:

(1) For general groups who are just viewing and un-
derstanding, the platform sets up a tour mode to
open as much content as possible for them to visit, so
as to understand the living environment of the Li
nationality; in the planning of the Li village, we
divided the village into several areas: large boat-
shaped house (house for family living), a barn (a
house for storing grains), a long boudoir (a house
where the married woman lives alone) and various
tropical plant areas such as betel palm area, coconut
tree area, kapok area, banana tree area, etc., topo-
graphic map). Different adventure contents are set in
these areas to increase the player’s fun.

(2) For those who have a certain game foundation, have
more interactive needs, and have a sense of ac-
complishment after completing the task, we have set
up some task-based contents in the system, such as
looking for various materials to complete the boat-
shaped house put up. Inspire the audience’s flow
induction through the completion of the task. In the
form of village exploration, let tourists or players
enter a Li village and use the guidance of the
characters in our scene to find various props to build
a boat-shaped house: boat-shaped house construc-
tion secrets, soil, straw, bamboo poles, and wood to
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complete the boat-shaped house construction work.
When the collection of props is complete, there will
be a complete boat-shaped house construction
process demonstration and an interpretation of the
cultural connotation of the Li nationality contained
in the boat-shaped house (Figure 4).

-rough the two-way selection of content structure, the
audience can understand the living environment of Li
people, the dwelling place, the reason and technology of the
construction of the boat-shaped house, and the living habits
of Li people through virtual reality, so as to gain a deeper
understanding of the Li people and their nonmaterial cul-
tural heritage.

3.2. CNNsDeep LearningEncoder for Blur Boat-ShapedHouse
Image Fast Convergence. For Li nationality boat-shaped
house heritage conservation, considering dataset, it is always
good to do image deblurring along with a realistic dataset by
clicking consecutive frames from videos which are taken by a
handheld camera for getting accurate results.We use a house
dataset downloaded from GitHub which consists of 2000
blur/sharp image house pairs. -e dataset will be split into
training and testing data. Training data contain 1500 blur/
sharp images at high resolution and testing data contain
1000 blurry images. We preprocess the blur/sharp images
using Keras image data generator. -e images in the dataset
have 256× 256 pixel resolution.

Regarding deep learning, our deblurring CNNs are
derived from LeNET introduced by Yann LeCun, a re-
searcher at AT&T Bell Labs, for the purpose of recognizing
handwritten digits in images [23]. -e algorithmic program
employed through Python enabled PyTorch. -e framework
has differing types of hidden layers, and CNN generally
comprises input layer, convolutional layers, pooling layers,
absolutely connected layers, and output layer.

-e convolution layer is mainly used for feature learning.
Feature learning is a collection of technologies that trans-
form raw data into a technology that can be effectively
developed by machine learning. -e goal of feature learning
is not to predict an observation by learning the original data
but to learn the underlying structure of the data, so that
other characteristics of the original data can be analyzed.
Compared with the classical neural network model,

convolution neural network is no longer a limited one-di-
mensional input mode that can only read or receive ex-
pression, and it can better receive information to express
richer two-dimensional data structure or multidimensional
data structure.-is two-dimensional matrix data structure is
also called feature graph in the research work of CNN. Each
convolution kernel can output a feature graph, and a series
of input feature data are calculated by the convolution
kernel, and then an output feature graph can be obtained
after averaging the results. -e calculation formula is as
follows:

X
l
j � f 

i∈Mi

X
l−1
i ∗W

l
ij + b

l
j

⎛⎝ ⎞⎠. (1)

where Mj represents the input training set, Xl
j represents the

j-th feature map of the l-th layer, Xl−1
i represents the i-th

feature map of the l − 1 layer, and ∗ represents the
convolution.

In general, the image matrix and the convolution kernel
are squarematrix. If the size of the imagematrix is w, the size
of the convolution kernel is k, the moving step is s, and the
number of zero-padding layers is p, then the size of the
characteristic graph produced by convolution is given by

w′ �
w + 2p − k

s
+ 1. (2)

-emain function of the pooling layer is to aggregate the
feature information of the upper layer and represent the
feature information in the window as a feature. -is kind of
calculation is equivalent to the reduction and fusion of
features, avoids network overfitting, and improves the
generalization ability of the network model. Because the
pooling operation only extracts the main feature informa-
tion in the pooling domain, some of the information will be
lost more or less. -e larger the sliding step of the pooling
window, the more information will be lost. -e calculation
formula of pooling is shown as follows:

y � pool xi,j , i, j ∈ p, (3)

where xij represents the elements in the pooling area p in the
input of the pooling layer and pool() represents the pooling
operation, in which pooling operation generally chooses the
maximum pooling or average pooling, that is, the maximum

Modeling/material/mapping
animation/lighting/rendering

DL CNNs blur image restoration

Material collection

Construction steps

Sound effect/graphic interface/plug-in/
lighting/rendering/special effects

VR platform/HMD/VR glasses

UE4 interaction design

Boat-shaped house
Dynamic
modeling

Virtual reality
animation

Acquisition of
information

Hainan intangible
cultural heritage

Virtual reality
platform

Virtual device
publishingUsers

Graphic modeling process

Deep learning CNN-based VR

Figure 5: Virtual reality flowchart of Hainan intangible cultural heritage.
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or average value in the upper output characteristic graph in
the pooling window is taken as the final output result.

-e mode of connection of neurons in the fully con-
nected layer belongs to the form of dense connection, that is,
the fully connected neurons are connected to each neuron in
front of them. It is generally located at the top of the
convolution neural network structure. Its function is to
abstract the output features of the front layer, and this
abstract expression is the whole of the features. -e ex-
pression of the full connection layer is shown as follows:

h(x) � δ W
T
x  � δ 

n

i−1
Wixi + b⎛⎝ ⎞⎠, (4)

where xi is the input, h(x) is the output value of the fully
connected operation, δ is the activation function, Wi is the
weight of the i parameter in the fully connected layer, b is the
offset in the fully connected layer, and n represents the
number of parameters in the fully connected layer.

δ(l)
j �

zJ

zz
(l)
j

�
zJ
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(l)
j

za
(l)
j

zz
(l)
j

� βl+1
j f′ z

(l)
j  · up δ(l+1)

j  . (5)

In the process of learning and training the convolutional
neural network, the whole network carries out feature ex-
traction through forward propagation, and then the whole
network modifies and adjusts the weights in the network
structure through backpropagation.

-e network parameters W and b in forward propa-
gation are obtained through training. Suppose there is a
training set ofm elements (x(1)y(1)), . . . , (x(m), y(m)). -en,
for a single training sample x through the multilayer neural
network, the output is hW,b(X). Its loss function
J(W, b, x, y) is given by

J(W, b, x, y) �
1
2

hW,b(x)
����

����
2
. (6)

For m elements, the total loss function is defined as
follows:

J(W, b) �
1
m
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(7)

where nl is the number of layers and sl is the number of
nodes in the l-th layer. -e first term in the above formula is
the average sum of squares of the squared error term, and the
second term is the weight attenuation term. Its purpose is to
prevent overfitting. -e coefficient λ is mainly to adjust the
weight ratio of the two.

-e training sample (x, y) is input into DCNN and the
corresponding actual output O is calculated and its ex-
pression is given by

O � Fn · · · F2 F1 xW1( W2 · · ·( Wn( ( , (8)

where F can be expressed as
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(9)

where l is the convolution layer and w and b are the con-
volution kernel and bias, respectively. -e downsampling
layer pooling formula is given by

x
l+1
j � f βl+1

j , down x
l
j  + b

l+1
j . (10)

Among them, down (·) is the downsampling function
and β and b are the multiplicative and additive biases,
respectively.

-e main purpose of neural network training is to make
the objective function J(W, b) with independent variables
W and b gradually decrease. -e neural network uses the
gradient descent method to update W and b, and the iter-
ation direction is taken as the negative gradient direction,
namely, J(W, b). -e calculation formula is

W
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ij � W

(l)
ij − η
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j ,

(11)

where η is the learning efficiency;i � 1, 2, . . . sl+1;
j � 1, 2, . . . sl; the residual calculation formula of the acti-
vation value is given by
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Among them,

a
nl( )

i � f′ z
nl( )

i . (13)

-e formula for calculating the residual error of the i-th
node in the l-th layer is

δ(l)
i � 

sl+1

j�1
W

(l)
ji δ

(l+1)
j f′ z

(l)
i ⎛⎝ ⎞⎠. (14)

In the process of forward operation, each layer of the
convolution neural network will perform different functions.
In the convolution layer, the preprocessed sample data are
convoluted with the corresponding convolution kernel to get
the characteristic graph. -e formula for calculating the
weight update of the convolution layer, such as formula (1),
is related to whether the fully connected layer or the lower
sampling layer is connected behind it. If it is followed by the
fully connected layer, it is necessary to know the error
sensitive term δ(l)

j of the fully connected layer, and its
sensitive error term adopts a gradient descent algorithm
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similar to that of the BP network. If the connector behind the
convolution layer uses the layer, because the error sensitive
term of the convolution layer 2 needs to be obtained through
calculation, the neural network researchers usually perform
UnPooling operations in the lower sampling layer of layer
l+ 1:
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-e (al−1
i )u,v here is the block convoluted with z

(l)
j se-

lected in a
(l−1)
i in order to get the position element of (u, v)

of k
(l)
ij .
Formula (16) represents the loss function of a picture,

where i represents the indication of the anchor in the mini-
batch and the target detecting probability. Assuming that the
anchor is a positive label, the predicted probability of GT is
positive. Assuming that the anchor is a negative label, the
predicted probability of GT is 0. Formula (17) represents the
log loss function of the target type and the nontarget type. In
formula (18), R represents the stable performance of the loss
function in the Fast R-CNN algorithm and use formula (19)
to describe the following:

L(pi, ti) �
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∗
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∗
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( , (18)

smoothL1(x) �
0.5x

2
, if |x|< 1,

|x| − 0.5, otherwise.
 (19)

Linear transformation: only normalizing the input may
change the original characteristics or distribution of the
input. For example, adding a batch normalization algorithm
to the sigmoid function may change the input from non-
linear to linear. In order to solve this problem, the learnable
parameter gain c and bias β can be used to fit the original
distribution:

y
k

� c
k

· x
∗

+ βk
. (20)

When yk � Var[xk] and βk � E[xk], theoretically the
same distribution as the input can be obtained. At the same
time, BN allows a higher learning rate. Generally speaking, a
larger learning rate will increase the size of the parameters
when updating, which may cause the model to explode.
However, after using the BN algorithm, the backward
propagation of the network layer is not affected by the scale
of the parameters, so it has no effect on Jacobian and gra-
dient propagation, that is,
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za W
�
1
a

zB N(Wu)

zW
.

(21)

It can be seen from the equation that the gradient de-
creases when the weight w increases. Weight normalization
(WN) chooses to rewrite the parameters of the weight vector
W of the neural network. -e parameterized weights im-
prove the optimal condition to accelerate convergence. It is
inspired by the batch normalization algorithm, but it is not
like batch normalization.-e unified algorithm also relies on
the batch size, does not add noise to the gradient, and has a
small amount of calculation. Weight normalization is suc-
cessfully used in LSTM and noise-sensitive models such as
reinforcement learning and generative models. -e opera-
tion formula for normalizing the weight W of the deep
learning network is as follows:

w �
g

‖v‖
v. (22)

In order to solve the internal covariance change (ICS),
another idea is to fix the mean and variance of each layer
output, that is, the layer normalization algorithm (layer
normalization, LN). -e layer normalization algorithm uses
the mean and variance of each sample to normalize the
input. LN operates on a single sample and can be applied to
small batches and RNNs. LN and BN have the same form,
but different normalizationmethods.-e difference between
layer normalization and batch normalization algorithms is
only in the way of obtaining statistical values. -e following
formula is the calculation method of mean and variance in
the layer normalization algorithm, and H represents the
number of hidden units in the layer.
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For a test sample x, the batch normalization operation in
the final test stage is as follows:

y �
c

���������
Var[x] + ε

√ · x + β −
cE[x]

���������
Var[x] + ε

√ . (24)

Here, in convolution and pooling layers, ReLU is
employed as activation function. Figure 3 illustrates our data
flow algorithm based on LeNET. -e input is a 256× 256
image, and the output is the predicted image after deblurring
deep learning (Figure 6). In the neural network of Figure 6,
its hidden layer consists of convolution layer, pooling layer,
and full connection layer. -e blurred image is first pro-
cessed by the convolution layer. In the convolution layer,
each neuron in this layer is connected to the corresponding
local receptive domain of the upper layer, and the local
receptive domain features of the blurred image are extracted
by filter and nonlinear transformation. -en, the features
obtained from the convolution layer are pooled. In the
pooling layer, the dimension of the fuzzy image extracted
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from the convolution layer is reduced, and the antidistortion
ability of the model is increased at the same time. -en, the
feature of the picture goes through the full connection layer
to the last output layer, and the output layer mainly classifies
and outputs the features obtained from the full connection
layer, and finally, the corresponding clear picture can be
output.

-e convolution process operates on signals or pictures
during which one is taken as sign or image, and also the
alternative referred to as the kernel is taken as a filter on the
input image, manufacturing an output image. It takes 2
pictures as input and produces a 3rd as output. In common
man terms, the sign is taken and a filter is applied over it.
-is filter multiplies the sign with the kernel to induce the
changed signal. In the case of image process, the kernel slides
over the entire image so it changes the worth of every el-
ement of the image.

For the deep learning CNNs image trainings, the pooling
process is a sample-based discretization method. Pooling is
employed to down sample an input image, reducing its
spatiality and leaving assumptions to be created regarding
options contained within the subregions binned. -ere are
unremarkable 2 varieties of pooling referred to as group
and min pooling. Group pooling is defined as the substi-
tution of the complete sample with the most prices from the
chosen region and min pooling is defined as the substitution
of the complete sample with the minimum price from the
chosen region.-us, our deep learning CNN is largely a deep
LeNETthat consists of hidden layers having convolution and
pooling functions in addition to the activation function
ReLU. Flattening is a straightforward step which straightens
the element map put away in succession of numbers. -is
permits data to turn into the info layer of a manmade neural
system for additional handling.-e fully connected layer can
be a customary multilayer perception. It utilizes grouping in
the yield layer. Characterization is typically a softmax ini-
tiation work completely associated implies that every neuron
in the past layer interfaces with every neuron. Softmax gets
values between zero and one and adds them to one (100%).
Softmax takes a vector of execution scores into a vector of
qualities between zero and one. Dropout layer in deep
learning is a technique to overcome the problem of over-
fitting. -e dropout method takes a float number between 0
and 1. -is value indicates ignoring a certain set of neurons
while training to avoid overfitting. Batch size is simply how
many training examples were taken for one forward and
backward pass. But the increase in batch size makes the
memory full and it takes more time for the process to
complete.

-e activation function in the convolution neural net-
work is mainly used to nonlinearly transform the output
results of each layer in the convolution network, so that the
network model has a variety of nonlinear expression ca-
pabilities. Common activation functions are sigmoid, tanh,
and ReLU. -e sigmoid function is also called the logistic
function, and each neuron, node, or activation entered is
scaled to a value between 0 and 1, which is defined as follows:

f(x) �
1

1 + e
− x. (25)

Sigmoid is a smooth ladder function, which mainly has
the following defects:

(1) It may cause the gradient to disappear when the
gradient is backpropagated

(2) -e analytical formula contains power operation,
which is time-consuming to solve by computer

(3) -e sensitive interval of the function is short, and it is
not symmetrical about the center of the origin

-e tanh function is used in the neural network after the
sigmoid function, which is defined as follows:

tanh(x) �
e

x
− e

− x

e
x

+ e
−x . (26)

-e effect of tanh function is very good when the feature
difference is large, and the feature effect will be continuously
expanded in the process of network propagation. -e dif-
ference from sigmoid is that the origin is centrally sym-
metrical, but there is still nothing we can do about the
problem of gradient disappearance. ReLU function can solve
the gradient dissipation problem of backpropagation algo-
rithm in optimizing the deep neural network to a great
extent.

ReLU is the corrected linear measure that uses activation
function. It gives zero for any negative pixel value; similarly,
it gives the same value for any positive pixel value and is
formulated as follows:

f(x) � max(0, x), (27)

where f(x) is a function.
-e ReLU function is actually a piecewise linear func-

tion, which turns all the negative values into zero while the
positive values remain the same, and this operation is called
unilateral suppression. It is precisely because of this uni-
lateral inhibition that the neurons in the neural network also
have sparse activation. -e sparse model realized by ReLU
can better mine the relevant features and fit the training data.

256 × 256 image

Convolution

C1 feature map

Pooling

S2 feature map

Convolution

C3 feature map

Pooling

S4 feature map

Dense
Dense

Dense

Figure 6: Data flow algorithm with the input of a 256× 256 house blur image.

10 Mathematical Problems in Engineering



When the ReLU activation function is backpropagated, the
gradient can be avoided.

Compared with other activation functions, ReLU has the
following advantages: for linear functions, ReLU is more
expressive, especially in deep networks; for deep networks,
the gradient disappears easily when sigmoid functions are
backpropagated. For the nonlinear function, because the
gradient of the nonnegative interval of ReLU is constant,
there is no problem of gradient disappearance, it keeps the
convergence rate of the model in a stable state, and com-
pared with sigmoid activation function and tanh activation
function, the derivation of ReLU activation function is
simple, which can reduce a lot of computation. -erefore,
the ReLU function is used as the activation function of the
convolution neural network in the experiment.

Hyperparameter selection such as training epoch is of
great importance to produce improved image results.
-us, epoch number is the forward and backward pass on
all the training data or simply completes an iteration. We
also integrate hyperparameter optimization process using
Ray tune for pruning hyperparameters including batch
size, data count, and epoch. In the experiments, the images
are loaded and converted into an array of pixels. -e
loaded images are sent through an encoder wherever
convolution and pooling in addition to ReLU activation
function are applied and the image is downsampled. -e
original house image can be converted back to the previous
size in the decoder section. -e model is compiled and
fitted by shaping epochs and the learning rate is reduced.
Intensive training and verification are also carried out to
test our implemented LeNET CNNs algorithm, In Fig-
ure 7, we present deblurring training results with different
metrics for measuring the changes in input blur house
images.

3.3.*eGraphicalModelingProcess of theBoat-ShapedHouse.
After the restoration of blur and old images, virtual reality
techniques are used through computer simulation to gen-
erate a three-dimensional space, providing users with visual,
auditory, tactile, and other sensory simulations, so that users
can observe things in the three-dimensional space in an
immersive and timely manner without restrictions. It in-
cludes real-time 3D computer graphics technology, wide-
angle (wide-field) stereoscopic display technology, tracking
technology for user’s head, eyes, and hands, as well as tactile
feedback, stereo, network transmission, voice input, output
technology, etc. [24].

-e modeling of the hull-shaped house used the C4D
polygon modeling method, which basically restored the
original appearance of the hull-shaped house. Using
polygon modeling not only helps to control the number
of fundamentals of the hull model but also can create
many details required for the target effect. -e boat-
shaped house is mainly divided into the modeling of
walls, columns, windows, wooden doors, roofs, and
floors. In addition to the pillars and roof structure using
the scaling and extrusion of the columns to meet the
requirements, the walls and floors are all through

chamfer. It is handled by a smooth cube, the windows and
doors are correspondingly spaced out on the wall, and
then the built model has “mosaic” inside. Try to make the
boat-shaped house model as a whole natural and his-
torical house.

-e use of virtual reality technology is to enable the
audience to experience the construction process of the
boat-shaped house even if they are not in the Li village. -e
UE4 engine is used in virtual interaction production. UE4
is a game engine developed by Epic Games. Game engines
are the core components of editable computer game sys-
tems or interactive real-time image applications that have
been written. -ese systems provide game designers with a
variety of tools needed to write games, and the aim is to
enable game designers to make game programs easily and
quickly without having to start from scratch. UE4 engine is
widely used in 3D modeling rendering and game devel-
opment. -rough the restoration of the three-dimensional
animation model and the virtual interactive production of
the virtual UE4 artificial intelligence engine, the con-
struction process of the boat-shaped house is shown in
Figure 8.

Unreal Engine is the core of virtual reality platform
construction and the best choice for exploring VR tech-
nology. -e production process such as 3D modeling and
animation demonstration is for them. -e ship model is
imported into UE4, lighting and environmental atmo-
sphere are adjusted, and then the operation blueprint is
added to achieve interaction. During the production, real-
time rendering based on Unreal Engine can be checked at
any time. First, we loaded the VR device HTC +VIVE to
UE4 and then checked the effect of virtual Li village
through the SteamVR plug-in, and secondly, we created a
game model, then created a new Pawn to set the headset to
control handle, and added the camera and handle con-
troller. -rough the combination of a series of computers
and VR technology, the virtual Li Village can achieve the
initial expected effect in the engine. More importantly, the
boat-shaped house construction skills can be fully dem-
onstrated. -ere are already built and being built in the
virtual Li Village. -e boat-shaped house is surrounded by
some tropical plants such as kapok, coconut tree, banyan
tree, and jackfruit tree, as well as beautiful background
music of flying butterflies, and the original ecological
scene is in our eyes (Figure 9).

A�er 20 epochs
A�er 40 epochs

A�er
60 epochs

A�er 100
epochs

Figure 7: Training results after 20 epochs, 40 epochs, 60 epochs, 80
epochs, and 100 epochs.
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4. Virtual Reality Is an Effective Way to Spread
the Boat-Shaped Houses of the Li Nationality

In 1965, Ivan Edward Sutherland (Ivan Edward Sutherland,
May 16, 1938) proposed the basic scheme of virtual reality
technology, known as the father of computer graphics. In the
1980s, digital technology was recognized and applied to
business. In the 1990s, digital technology has begun to
penetrate education, medical, industrial, and service

industries. -e emergence of networks has accelerated the
development of digital technology. By the end of the 21st
century, virtual reality technology has been developed
rapidly and shipped to all walks of life. Due to the bottleneck
of network speed and the relative lack of content, there is
currently a downward trend, but after 5G will usher in a
spring, because of 5G’s it appears that although the virtual
the network speed is no longer a concern but the VR
production still will face the lack of content. How to use

The structure was fixed
with wild bast or rattan

Using fine-grained fruit
trees to build content

structure columns

Vertical construction with
bamboo

Horizontal construction
with cane

Fixed with wild bast or rattan

Making wall with clay mixed
with straw

Production of doors and
windows 300 pieces of

thatch were laid
on the roof

according to the
S-shaped trend

Complete the building of boat house
in virtual reality

Construction of boat-
shaped house structure

Figure 8: Construction process of the boat-shaped house in virtual reality platform.

Figure 9: Virtual Li Village display effect in UE4.
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virtual reality technology to bring more convenience to our
life, culture, art, or entertainment will be what we need for
further research and development.

-e application of virtual reality technology and the
protection of intangible cultural heritage can add many
places that have been lost, weakened, and alienated in the
virtual environment, as well as environmental factors that
disappeared due to natural environment and social
changes; it will also help record and restore the original
appearance of the material cultural heritage. Virtual re-
ality technology to protect intangible cultural heritage has
the characteristics of strong spread and wide coverage.
Digitalized intangible cultural heritage through virtual
reality technology can be spread on the network at high
speed and convenience. -is way breaks the limitation of
time and space. By making the content of intangible
cultural heritage in a digital museum and searching
through virtual reality devices, we can experience and
share content through the network. In the era of 5G
networks, there will be no more obstacles to the spread of
virtual reality content.

Hainan has beautiful scenery and is very suitable for
the development of tourism culture. During the devel-
opment process, it is particularly important to display and
promote the intangible cultural heritage. -e tourism
culture of Hainan is currently limited to the display of
tourists. Tourists are mainly visiting, lacking initiative
and interaction, and unable to understand the deep
cultural connotation. -e combination of virtual reality,
historical and cultural resources, and the humanistic
spirit allows tourists to actively explore and develop the
mysteries of culture and inspire visitors with virtual scene
construction, virtual interactive scene settings, virtual
character interaction, and virtual historical events.
-rough the development of the abovementioned virtual
reality on the building skills of the Li boat-shaped house,
it can play three roles in the development of this intan-
gible cultural heritage:

(1) Simulation of shipbuilding technology
Simulation refers to the technology of using the
virtual model system to reproduce the real model
system and study the actual model in existence or
design through the experiment of the virtual model.
Simulation maximizes the virtual Li Village tour
system through VR technology. -is article confirms
the inevitability of the existence of Li Village from
the construction skills and humanistic meaning of
the boat-shaped house. -e construction of the boat-
shaped house is an indispensable traditional skill of
Li Village. -rough the field survey of the Li people,
the location, material selection, and construction
methods of the boat-shaped house are studied to
improve the accuracy of the simulation design.
Starting from meeting the requirements of digital
protection and inheritance of boat-shaped house
skills, this simulation successfully demonstrated the
establishment of a three-dimensional boat-shaped
house model. By establishing a three-dimensional

virtual reality platform and various computer
functions, the virtual interaction of boat-shaped
house-building skills was realized. -e role of the
simulation of the boat-shaped house is to use VR
technology to restore the real Li village and the boat-
shaped house construction scene. Experiencers can
actually see the excellent traditional skills of the
Hainan Li people and the environment of the life of
the Li people by wearing VR glasses or head-
mounted displays.

(2) Broadening the transmission of traditional handi-
craft skills
-e people of the Li ethnic group in Hainan are the
key to the long-term life of the boat-shaped house-
building skills and the guardian of the inheritance of
traditional skills.-e development of modern society
has forced the people of the Li nationality to accept a
more advanced life, but the ancestors of the Li na-
tionality who mastered the technology wanted to
pass on the craft of building a boat-shaped house to
the new generation based on their respect for their
ancestors. But in today’s era of modernization de-
velopment, fewer and fewer young people of the Li
nationality are willing to learn the skills of building a
boat-shaped house. In terms of inheriting handicraft
skills, in order to avoid the demise of craftsmanship,
the building techniques of boat-shaped houses have
been included in the national traditional handcraft
intangible cultural heritage.
-e application and research of VR technology
provide a new way for the protection and dissemi-
nation of the digitalization of shipbuilding tech-
nology. As mentioned above, one of the difficulties in
inheriting intangible cultural heritage is the lack of
inheritors. -rough the digitalization of VR tech-
nology, the problem of inheritors can be solved in the
following ways: (1) -e intangible cultural heritage,
as an excellent folk culture in Hainan, is combined
with local teaching, combining traditional manual
skills and VR technology, with the curiosity of VR
technology. Cultivate students’ sense of protection
and inheritance responsibility for Hainan’s tradi-
tional handicrafts. (2) -e development of the
museum has also begun to combine with digital
technology. Under the background of “Internet +”
and “big data,” the museum fully utilizes the char-
acteristics of high openness and interactivity of
network transmission, and the establishment of a VR
display area to provide simulated interaction has also
attracted more young people concerned about cul-
tural heritage. (3) With the popularization of mobile
terminals in modern life, mobile phones have be-
come an indispensable part of our lives, and the
popularity of mobile media such as mobile phones
provides a good communication channel for digital
content. -e digital traditional technology protec-
tion system based on VR technology is packaged and
output as a mobile terminal. People can use the
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remote sensing technology of the mobile terminal to
experience the simulation system. -ey can also be
equipped with higher Google VR glasses or other
brands of VR sprites to obtain a far better experience;
these methods are exactly what young people love
and are receiving.
In summary, VR technology brings a greater width
than traditional media for the inheritance and
transmission of traditional manual skills.-e general
public can also actively participate in the inheritance
and dissemination of traditional manual skills while
enjoying the joy brought by VR technology.

(3) Optimize the effect of immersive interactive tour
Interaction defines the content and structure of
communication between two or more interacting
individuals and is divided into visual interaction and
experience interaction. Traditional sensory experience
interactions mostly appear in museums and game
malls. -rough some programs and interactive com-
mands for audiovisual media, the experiencer can
interact with the work through language commands
and click on the display, and body language and other
actions then feedback the results through the display.
With the rapid development of technology, the
emerging immersive interaction has also emerged
where most of them are used in new media art ex-
hibitions. Although participating in it will give people
a sense of physical and mental pleasure, setting up the
exhibition is time-consuming and laborious, and it will
consume a lot of materials. -e VR technology can
make the digital tour system real-time interaction, thus
forming a special art form that integrates experience,
psychology, immersion, and virtual communication.

-e boat-shaped house construction of the Li Village
tour system is taken as an example in this study; VR
technology is used to allow the experiencer to navigate into a
virtual world parallel to real life through the head-mounted
VR glasses anywhere. In order to allow the experiencer to
feel both real and different from the real world, when
constructing the virtual world of Li Village, many interactive
places were set up. First of all, we can use the VR video to
play an example of boat-shaped house construction.
Experiencers can also experience the complete process of
building a boat-shaped house by manipulating the VR
handle to experience the charm of traditional craftsmanship.
VR technology breaks the traditional way of experience
interaction, allows the experiencer to integrate into it, and
brings him an immersive experience, giving people a
wonderful sense of space, accompanied by auditory elements
such as music and environmental sound effects with Li
nationality. -e controller can directly interact with the
virtual world around him.

5. Conclusion

Intangible cultural heritage has encountered difficulties due
to social development and some of its own shortcomings. It

is precisely because of the development of social technology
that we have seen more possibilities. -e popularity of the
Internet and the maturity of multimedia technology have
broadened the digital development direction of intangible
cultural heritage. -omas Peters (-omas Peters is the most
prestigious master of management in the United States. He
co-authored “-e Pursuit of Excellence” with Robert Wa-
terman Jr. and later with Nancy Austin. “Aim to Success”)
said the distance has disappeared, either innovation or
death. It means that the crisis or danger of life is approaching
us step by step, and we have to wait to die if we do not reform
or innovate. -e innovation in the digital protection of
cultural heritage seems urgent. Although this is his opinion
on management, it is also the choice facing intangible
cultural heritage. -e innovation of intangible cultural
heritage should be combined with the development direc-
tion of each region to make distinctive innovations. -e
development of intangible culture in Hainan should be
combined with tourism culture. While attracting a large
number of tourists to experience the natural scenery in
Hainan, it is necessary to show the humanistic connotation
of Hainan. Intangible culture can be combined with the
development of online digital content and tourism to pro-
duce some digital products based on Hainan attractions.
-rough the Li boat model house project, the intangible
cultural heritage of Dongfang City in Hainan Province
which is boat-shaped has been inspected, researched, and
summarized. According to the characteristics of the tourism
of Dongfang City, virtual reality is produced. -e nonlegacy
game can not only save and spread the boat-shaped house
but also promote the tourism of Dongfang City. -erefore,
through the production of nonlegacy content using virtual
reality technology, we can combine virtual reality game
products with animation peripheral cultural and creative
products in the future and promote them online and offline
at the same time.

First is to introduce virtual reality content products into
museums. Modern museums can not only be limited to
traditional physical display methods. -ey can use digital
technology to narrow the distance between the audience and
the history of cultural relics. -ey can also use remote
viewing methods to make virtual reality enhance the au-
dience three-dimensional perception of historical relics and
the world in history can “experience” all the historical events
that have happened. It is also possible to set up a feedback
mechanism for the audience and timely revise the defective
places to give the audience a better perception experience.

Second, an intangible cultural heritage entertainment
experience hall was established. -e intangible cultural
heritage has a sense of distance from the modern youth
because of the historical information it carries. -rough the
development of virtual reality games and animation prod-
ucts, the distance between history and reality is eliminated.
Let the intangible cultural heritage come out of the museum,
and set up an entertainment experience hall featuring the
intangible cultural heritage, which will be used to experience
games and display and sell related animation, cultural, and
creative products. -is entertainment experience hall can be
combined with tourist attractions and targeted to set up
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entertainment experience halls at various tourist attractions
to enhance the fun of tourism.

-ird is to establish an online virtual reality showroom,
through the promotion of pages and online stores, through
the current mobile media, online platforms, WeChat,
Facebook, Kakao, YouTube, etc., online display, and
promotion.

-rough the concrete examples of the construction of
the deep learning CNN-based virtual reality platform of the
Li boat-shaped house in the above paper and the con-
structive analysis of market promotion, this analysis has laid
the foundation for further research on how to conserve and
integrate intangible cultural heritage with digital technology
through our VR platform. -e above analysis is a proposal
for how to strengthen the barrier-free communication be-
tween intangible culture and people, which also gives us a
deeper consideration of why the content generated by hu-
man spiritual civilization will gradually disappear and a
deeper consideration of how to strengthen civilization
communicated with the modern to reduce barriers.
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A method is proposed to measure the coaxiality of stepped shafts based on line structured light vision. In order to solve the
repeated positioning error of the measured shaft, the light plane equation solution method is proposed using movement distance
and initial light plane equation. In the coaxiality measurement model, the equation of the reference axis is obtained by the overall
least square method through the center point coordinates of each intercept line on the reference axis. -e coaxiality error of each
shaft segment relative to the reference axis is solved based on the principle of minimum containment. In the experiment, the
coaxiality measurement method is evaluated, and the factors that affect the measurement accuracy are analyzed.

1. Introduction

-e stepped shafts are widely used in the mechanical power
system, transmission system, and output system. -e pro-
cessing quality of the stepped shafts directly determines the
working performance of the mechanical structures.
Coaxiality is an important geometric parameter of the
stepped shaft, which reflects the rotation characteristics of
the stepped shaft. Low-precision coaxiality will increase the
vibration of parts and cause accelerated wear of the me-
chanical structure. -erefore, the coaxiality measurement
technology is very important to ensuIn recent years; re-
searchers have done a lot of work on the measurement of
coaxiality and cylindricity. Sun et al. [1] proposed a cylin-
drical profile measurement model with five systematic er-
rors. Compared with the traditional method with two
systematic errors, this method can improve the coaxiality
measurement accuracy of the low-pressure turbine shaft by
2.9 μm. Tan et al. [2, 3] proposed a fast method for evaluating
the coaxiality of stepped shafts based on maximum material
requirements. -e test results prove that this method has

certain advantages over other existing methods in mea-
surement of speed and accuracy. Arthur Graziano et al. [4]
proposed a measurement method that uses an inductive
displacement sensor to measure the coaxial line of an oil
pipeline. -e above coaxiality measurement methods are all
based on contact measurement. With the continuous im-
provement of modern industry’s requirements for intelligent
manufacturing, the original contact measurement methods
can no longer meet the noncontact and real-time
requirements.

Due to the development of vision measurement tech-
nology [5, 6], many noncontact measurement methods have
been applied to themeasurement of stepped shafts, and these
technologies can be divided into active measurement and
passive measurement. Passive measurement technology uses
one or more cameras to measure the geometric parameters
of the stepped shaft [7–9]. Wang et al. [10] obtained the
position of the measurement reference line and the center
line through a single-mode optical fiber laser diode and used
a CMOS to obtain the coaxiality of large and medium
shafting. Liu et al. [11] used the light curtain sensor to
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measure the coaxiality of the EMU axles, and the mea-
surement error caused by the nonparallel connection be-
tween the two centers of the axles was studied in paper. In
the experiment, the error of the vision algorithm was
compared with the result obtained by the three-coordinate
instrument. -e accuracy of this method had been proven to
meet existing industrial applications. But this method is an
active vision measurement method, which is not suitable for
complex measurement environments. Tong obtained the
coaxiality of large forged step shafts by an area CCD camera
[12]. When the measured shaft diameter ranged from 400 to
550mm, the relative measuring error of the coaxiality was
0.3% by the algorithm in the experiment. Since the passive
vision measurement methods are susceptible to noise and
the measurement systems are complicated, they are not
suitable for the stepped shaft machining site.

In the line structured light vision measurement tech-
nology, energy is emitted to the surface of the measured
object by the laser, and the surface morphology of the
measured object is obtained by collecting reflected energy.
Because this technology has the characteristics of low
hardware cost and strong robustness, it is widely used in the
geometric parameters of shaft parts [13–15]. In this paper, a
line structured light vision measurement system consisting
of a camera and a line structured light is proposed to
measure the coaxiality of the stepped shaft.

In the coaxiality measurement, the laser is translated
along a straight line multiple times, the intersection lines
formed by the light planes and the measured stepped shaft
are obtained by the camera, and the center of each inter-
section line is calculated by ellipse fitting. -e reference axis
equation is obtained by the global least square method. -e
distance from the center of each section to the reference axis
is calculated, and the maximum distance corresponding to
each shaft segment is regarded as the coaxiality of the shaft
segment through the principle of least tolerance. Since it is
necessary to obtain the light plane equation after each
movement in the coaxiality measurement, the paper put
forward using the translation distance of the line laser to
calculate the light plane equation after translation, which can
solve the clamping error caused by the original optical plane
equation calibration method.

-e paper consists of the following parts: Section 2
proposes the calculation of the world coordinates of the
stepped shaft surface contour points; Section 3 establishes
the translational light plane calibration algorithm; Section
4 outlines the stepped shaft coaxiality measurement
model; Section 5 reports the experimental results used to
test the measuring; Section 6 provides the study’s
conclusions.

2. World Coordinate Calculation of Contour
Points on Stepped Shaft Surface

2.1. Solving the Camera Coordinates of Points on the Stepped
Shaft Surface. -e camera coordinate solution model for
data points on the surface of the stepped shaft is shown in
Figure 1. -e Pi is any point on the measured shaft. -e
intersection P′ of the ray OCPi and the imaging plane is the

projection point of Pi on the imaging plane. -rough
geometric relationship analysis, the camera coordinates of Pi
can be determined by the equations of the light plane π and
OCPi. Let the plane equation of the light plane π be

A1XC + A2YC + A3ZC + A4 � 0. (1)

Equation (1) can be obtained by the optical plane cali-
bration method [15].

-e camera coordinates of P′can be obtained by the pixel
coordinates of P′ and the camera internal parameters. -e
pixel coordinates of P′can be obtained by Steger algorithm
[16], and the camera internal parameters can be obtained by
camera calibration [17]. -e equation of OCP′ in the camera
coordinate system can be expressed as

XC

xu

�
YC

yu

� ZC. (2)

-e camera coordinates of Pi can be calculated by
equations (1) and (2), and xu and yu are the image coor-
dinates of point Pi.

2.2. Solving World Coordinates of Points on Stepped Shaft
Surface. According to the stepped shaft measurement
model, the intersecting line between the light plane and the
measured shaft is a spatial elliptical arc. In order to simplify
the calculation process, the paper establishes the world
coordinate system OW-XWYWZW which is as shown in
Figure 2. In the world coordinate system, the normal vector
of the light plane is as OWZW and the origin of world co-
ordinate system (OW) is the origin of the camera coordinate
system (OC). Because all points of intersection OP have the
same ZW, the process of solving the ellipse’s center has
changed from a space ellipse fitting problem to a plane
ellipse fitting problem.

-e direction vector of theOWZW is the normal direction
of the light plane (A1,A2, andA3), and the direction cosine of
the OWZW in the camera coordinate system can be obtained
by using the normal vector of the light plane. -e direction
cosine of the OWZW is shown as

Shaft section 1 Shaft section 2 

Pi

P′i

u

vo

OCXC

YC

ZC

Laser 

πi

Figure 1: Camera coordinate solution model for points on stepped
shaft surface.
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(3)

According to the positional relationship between the
world coordinate system and the camera coordinate system,
the plane equation of the coordinate plane OWXWYW in the
camera coordinate system can be written as

A1XC + A2YC + A3ZC � 0. (4)

Set the camera coordinate of a point K on the OWXWYW
plane as (1, 1, x). Substituting the camera coordinate of the K
into equation (5), the Z-axis coordinate of the K can be
solved:

ZC � −
A1XC + A2YC

A3
. (5)

where the direction vector of OCK is
(1, 1, − ((A1XC + A2YC)/A3)), which is taken as the direc-
tion vector of OWXW in the camera coordinate system. -e
direction cosine of OWXW is
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2
 , e32 �
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2 + k

2
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k
�����
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2
 , (6)

where k is − ((A1XC + A2YC)/A3).
-e direction vector of OWYW which can be obtained

through the direction vector of OWXW and OWZW is shown
as

J � I × K �

i j k

A1 A2 A3

1 1 k





� A2k − A3( i + A3 − A1k( j + A1k − A3( k, (7)

where I is the direction vector of OWXW and K is the di-
rection vector of OWZW. Set ey1 as A2k − A3, ey2 as A3 − A1k,
and ey3 as A1k − A3, -e direction cosine of OWYW is
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(8)

Based on the direction cosine of the three-coordinate
axes and the camera coordinates of the origin in the world
coordinate system, the transformation relationship between
the camera coordinates and the world coordinates is

XW

XW

ZW

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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e11 e12 e13

e21 e22 e23

e31 e32 e33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

XC

YC

ZC

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (9)

3. CalibrationAlgorithmof theTranslatedLight
Planes Equations

In order to obtain the surface information of the measured
stepped shaft on multiple crosssections, it is necessary to
move the laser for several times along a straight line during
the coaxiality measurement, because the light plane equation
will change after moving the line laser. -e traditional light
plane methods need to remove the measured shaft from the
experimental table and then calibrate the light plane. -is
process will not only affect themeasurement speed, but more
importantly, it will produce positioning errors, which have a
great impact on the measurement accuracy of coaxiality. To
solve this problem, the paper proposes a multiparallel light
plane equation solving method.

Sha� section 1 Sha� section 2 

Pi

Laser 

OC (OE)XC

YC

ZC
ZE

XE

YE

πi

Figure 2: -e world coordinate system (OW-XWYWZW)
establishment.
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-e line laser moves along on the rail, and the light
planes at each position are parallel to each other. -erefore,
these light planes have the same normal vector. Let this series
of light planes equation be

A1XC + A2YC + A3ZC + Ci � 0. (10)

-rough the distance formula of space parallel planes,
the distance between two adjacent light planes can be
expressed as

hi �
Ci − Ci− 1
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1 + A

2
2 + A

2
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 . (11)

-erefore, the relationship between the equation con-
stant terms of two adjacent light planes is

Ci � Ci− 1 ± hi
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. (12)

In order to obtain the parameters of the light plane
equation after translation, it is necessary to establish the
functional relationship which is the distance between ad-
jacent light planes and the moving distance of the laser. -e
geometric relationship is shown in Figure 3; the coordinate
axis ox is set to coincide with the moving direction of the line
laser; S0 represents the initial position of the lasers, S1, Si− 1,
Si, respectively, represent the position of the light plane after
the first i − 1 and i-th movement; Hi represents the distance
between the light plane and the initial light plane after the i-
th movement of the light plane; α represents the angle
between themoving direction of the laser and the light plane.

According to the geometric relationship shown in Fig-
ure 3, the light plane equation for the first translation should
be solved. In order to ensure that the normal vectors of the
series, light planes are the same, the three coefficients of the

light plane equation are fixed, and constant term C1 is
calculated in solving the light plane equation. After
obtaining the light plane equation for the first movement,
the distance h1 between the two light planes can be solved
according to equation (12). Let the laser translation distance
be d1, and cosine of the angle between the line laser and the
light plane is

cos α �
h1

d1
. (13)

Using the cosine value of the included angle α, the
distance Hi from the light plane after the i-th translation to
the initial position of the light plane can be obtained:

Hi � di · cos α. (14)

-en, the distance between two adjacent light planes is

hi � di − di− 1(  · cos α. (15)

After the i-th movement of the laser, the corresponding
equation of the light plane is

A1XC + A2YC + A3ZC + Ci− 1 ± di − di− 1( 
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cos α  � 0. (16)

In order to determine the final light plane equation after
each movement, there is a need in comparing the constant
term of the light plane equation at the initial position (C0)
with the constant term of the light plane after the first
movement (C1). Since the laser is moving along the same

direction in the coaxiality measurement, the constant term
of the light plane equation linearly increases or decreases
after each movement. When C0 is greater than C1, equation
(17) is shown as

A1XC + A2YC + A3ZC + Ci− 1 − di − di− 1( 
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cos α  � 0. (17)

When C1 is greater than C0, equation (17) is shown as

A1XC + A2YC + A3ZC + Ci− 1 + di − di− 1( 
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cos α  � 0. (18)
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Line laser moving direction 
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Figure 3: -e geometric relationship of the distance between light
planes and the moving distance of the laser.
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4. The Coaxiality Measurement Model of
Stepped Shaft

-e coaxiality measurement model proposed in the paper is
shown in Figure 4. -e line laser is fixed on the linear slide
rail, and the multiple truncated intersector curve of light
planes and the measured axis are obtained by moving the
platform on each shaft segment. In Figure 4, let πi be the light
plane corresponding to the i-th section, and Pi be any point
on the i-th truncated intersector curve;Oi is the center of the
intercept line between the i-th light plane and the measured
stepped shaft, that is, the center of the ellipse where the
ellipse arc is located. -e world coordinates of Oi can be
obtained by ellipse fitting through the world coordinates of
the data point Pi on the corresponding section.

In Figure 4, the shaft 1 is the reference shaft section of the
stepped shaft, and L is the axis of the reference shaft.-e line
equation corresponding to L can be obtained by the camera
coordinates of Oi corresponding to shaft 1, and the line
equation is the premise for obtaining the coaxiality of the
stepped shaft. Because there are errors in the process of
solving the coordinates of Pi, the coordinates of Oi obtained
by ellipse fitting also have errors, which will affect the
calculation accuracy of the reference axis L.

In order to improve the calculation accuracy of the
reference axis L, the paper adopts the overall least square
method to obtain the line equation of the reference axis L.
-e reference axis equation is obtained by the center points
of all sections on the axis L, and set the equation of the axis as

XC − x0

A
�

YC − y0

B
�

ZC − z0

C
, (19)

Equation (20) could be rewritten as

XC �
A

C
ZC − z0(  + x0,

YC �
B

C
ZC − z0(  + y0.
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(20)

Set-
a � (A/C), b � x0 − (A/C)z0, c � (B/C), d � y0 − (B/C)z0;
equation (21) can be simplified as

XC � aZC + b,

YC � cZC + d,
 (21)

Equation (22) is changed into matrix form and shown as

ZC 1 0 0

0 0 1 ZC

  a b c d 
T

�
XC

YC

 . (22)

Set B �
ze 1 0 0
0 0 1 ze

 , L �
xe

ye

 ,X � a b c d 
T,

and equation (23) is

BX � L. (23)

-e coordinates of all center points on the reference axis
are substituted into equation (19), and the initial values of
the axis equation parameters are calculated by least square
fitting.

According to the distance formula from point to space
line, the distance di from each center point Oi to the initial
axis L is

di �
XCi − aZCi − b(  · n1 − YCi − cZCi − d(  · n2




n1 × n2



. (24)

When n1is (1, 0, a), and n2 is (1, 0, c), the discriminant
coefficient δ is created. If di is less than δ, the i-th center point
is eliminated as the error point. According to the least square
fitting, the final reference axis equation is solved by the
filtered center point.

After obtaining the reference axis equation and after
the reference axis equation is solved, the distance from the
center points of all section on the stepped shaft to the
reference axis is obtained through the point-to-line space
distance formula. Set Di be the distance array from all
center points on the i-th shaft segment to the reference
axis, and di

max be the maximum value of the data Di.
According to the principle of minimum tolerance, di

max is
the coaxiality error corresponding to the i-th shaft
segment.

5. Experiments and Result Analysis

Experiments are conducted to assess the utility of the
proposed coaxiality measurement algorithm. -e four shaft
sections of a stepped shaft are used as the measurement
object, and shaft section 1 is the reference for coaxiality
measurement, as shown in Figure 5. In order to verify the
accuracy of the measurement algorithm in this paper, a
three-coordinate measuring instrument was used tomeasure
the coaxiality of the stepped shaft, and the measurement
results are as shown in Table 1.

-e coaxiality measurement of stepped shaft based
online structured light vision is shown in Figure 6. -e
stepped shaft was fixed at test-bed.-e laser was fixed on the
translation sliding table, the probe of the dial indicator is in
contact with the translation sliding table, and the translation
distance of the laser was obtained by a dial indicator. -e
main parameters of equipment are shown in Table 2, and the
calibration results of the vision measurement system are
shown in Table 3.

In the process of solving the reference axis equation, the
laser was moved 10 times, and each moving distance was
0.1mm. Based on the algorithm at the section 3, the light
plane equation after each movement can be calculated by the
initial light plane equation and the translation distance. -e

Mobile platform Laser 

Shaft section 2 Shaft section 1 

L 

Oi
Pi

πi π2

O2

P2

O1

P1π1

Figure 4: -e coaxiality measurement model of stepped shaft.
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light plane equations after each movement are shown in
Table 4.-e pixel coordinates of the light stripe center points
on each image can be detected by Steger’s algorithm, and the
detection results are as shown in Figure 7.

-rough the coaxiality measurement model proposed in
this paper, the world coordinates of the center point cor-
responding to each intersecting line can be calculated, and
the space linear equation of the reference axis is obtained:

2# 4#

1#  3#

Figure 5: -e measured step shaft.

Table 1: Coaxiality measurement results of stepped shaft (three coordinates).

Number 1# 2# 3# 4#
Coaxiality error (mm) 0 0.021 0.013 0.025

Dial indicator 
Shaft step

Camera

Laser

Figure 6: -e coaxiality of step shaft measurement site.

Table 2: Equipment models and parameters in the vision measurement system.

Device Device model -e main parameters
Camera MER − 125 − 30UM Resolution: 1292× 964 pixel
Lens ComputarM2514 − MP Focal length: 25mm
Line laser LH650 − 80 − 3 Power: 0∼20mW
Light source CCS LFL − 200 Luminous area: 200×180mm
Calibration board NANOCBC25mm − 2.0 Precision: ±1.0 μm
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x − 96.4061
0.0426

+
y − 3.9139
0.0007

+
z − 606.7951

0.0282
� 1. (25)

-e five different positions of the light strip images could
be captured on each shaft segment from shaft segment 2 to
shaft segment 4, and the center points of the light strips on
the measured shaft are shown in Figure 8. -e light plane
equation of the initial position on each shaft segment is
shown in Table 5.

According to the coaxiality measurement algorithm
proposed in this paper, the distance from the center points of
each shaft segment to the reference axis is calculated and the
maximum distance is regarded as the coaxiality error of the
shaft segment by the principle of minimum tolerance. >e
coaxiality error of measured shaft is shown in Table 6,A is the
coaxiality error by the coordinate measuring machine, and B
is the measured value by the method proposed in the paper.

According to the experimental results, the coaxiality
error of the stepped shaft is less than 40 μm by the algorithm
proposed in this paper, and the absolute error is less than

25 μm compared with the measured value of the coordinate
measuring machine.

In the experiment, the measurement environment is
relatively closed, and the external light environment is
better. However, in the practical industrial environment, it is
necessary to require online measurement and the machining
environment is worse than the laboratory environment. To
analyze the influence of noise on the algorithm, Gaussian
noise is added to the light strip image, the mean value of the
noise is 0, and the variance is 0.05. -e coaxiality of the step
shaft was again measured by the images after adding noise,
and the images of each shaft segment is shown in Figure 9.

-ough the same process of the above experiment, the
reference axis space equation and the coordinates of the
center point on each shaft segment, the coaxiality error of
shaft segments were obtained by using the algorithm of the
paper. -e measurement results are shown in Table 7, A is
the coaxiality error by the coordinate measuring machine,
and B is the measured value by the method proposed in the
paper.

Table 3: Calibration results of vision measurement system.

Internal parameter matrix

A �

6908.140 − 0.253 647.988
0 6908.417 504.010
0 0 1

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

Distortion coefficient
k1 k2 p1 p2

0.1054 6.918 0.0006 0.0003
Light plane equation parameters

3.0042XC − 0.1546YC + 1.717ZC − 1000 � 0

Table 4: -e light plane space equations (reference axis).

Section number Light plane equation
Section 1 3.0042XC − 0.1546YC + 1.717ZC − 1000 � 0
Section 2 3.0042XC − 0.1546YC + 1.717ZC − 999.658 � 0
Section 3 3.0042XC − 0.1546YC + 1.717ZC − 999.316 � 0
Section 4 3.0042XC − 0.1546YC + 1.717ZC − 998.974 � 0
Section 5 3.0042XC − 0.1546YC + 1.717ZC − 998.632 � 0
Section 6 3.0042XC − 0.1546YC + 1.717ZC − 998.290 � 0
Section 7 3.0042XC − 0.1546YC + 1.717ZC − 997.948 � 0
Section 8 3.0042XC − 0.1546YC + 1.717ZC − 997.606 � 0
Section 9 3.0042XC − 0.1546YC + 1.717ZC − 997.264 � 0
Section 10 3.0042XC − 0.1546YC + 1.717ZC − 996.922 � 0

Figure 7: -e detection results of the light stripe center points.
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(a) (b) (c)

Figure 8: -e detection results of the light stripe center points on shaft segments 2 to 4.

Table 5: -e calibration results of light plane space equation at initial position.

Shaft segment number Light plane equation
Shaft section 2 3.0042XC − 0.1546YC + 1.717ZC − 934.678 � 0
Shaft section 3 3.0042XC − 0.1546YC + 1.717ZC − 924.418 � 0
Shaft section 4 3.0042XC − 0.1546YC + 1.717ZC − 909.028 � 0

Table 6: Coaxiality measurement results of stepped shaft (mm).

Number A
B

Measurements Error
Shaft section 2 0.021 0.034 0.013
Shaft section 3 0.013 0.028 0.015
Shaft section 4 0.025 0.039 0.014
Mean error 0.014

(a) (b) (c) (d)

Figure 9: -e images of each shaft segment after adding noise. (a) Section 1. (b) Section 2. (c) Section 3. (d) Section 4.
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Due to increase the noise, the error points in the center
point of the light strip will increase. As the noise increases,
the error points in the center point of the light bar will
increase and the accuracy of ellipse fitting will decrease,
which in turn leads to a decrease in the accuracy of coaxiality
measurement.

6. Conclusion

-e coaxiality measurement method is proposed based on
the line structured light vision in the paper. -e algorithm
for calculating the light plane equation after each movement
is built by the equation of initial light plane and each line
structured light translation distance, which solves the
clamping error caused by multiple clamping of the stepped
shaft. -e world coordinate system is established according
to the corresponding light plane at each position, and the
center point coordinates of the intercept line can be obtained
by fitting a geometric ellipse in the coordinate system. Using
the coordinates of the center point on the intercept line on
the reference axis, the space equation of the reference axis is
generated by the overall least squares fitting, and the
coaxiality error of each axis segment relative to the reference
axis segment is solved by the principle of least containment.
-rough experimental verification, the measurement ac-
curacy of the proposed algorithm is 25 μm, and the influence
of noise on coaxiality is analyzed.
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Today, with the development of medical technology, stomach cancer remains to be one of the most common causes of death
associated with cancer. Studies show that the incidence of stomach cancer varies in different areas but is more common in China.
Most patients were diagnosed late with local or remote metastasis.+e data show that the survival rate within five years is less than
10%.+erefore, it is very important to study the gastric cancer cells systematically, explore the factors that lead to the change of the
number of gastric cancer cells, and put forward practical suggestions for the prevention and control of the disease. +is paper
analyzes the disease-related information of several patients with gastric cancer in a hospital, discusses the growth of gastric cancer
cells and season-related factors, and analyzes the single factor of gastric cancer patients and season-related possible factors. In this
paper, we choose to observe gastric cancer cells in different seasons under the microscopic environment to further explore the
influence of seasons on gastric cancer cells.+e results showed that gastric cancer cells grew faster under microscope in spring and
summer. We found that the incidence rate of gastric cancer in spring and summer was higher than that in autumn and winter.
Diabetic patients and diabetes history are important risk factors of gastric cancer in spring and summer. +erefore, we advocate
healthy lifestyle, pay attention to their poor performance in life, and actively help them to correct, which is of positive significance
for the prevention and control of gastric cancer.

1. Introduction

Gastric cancer [1–3] is one of the most common gastric
tumours. According to global data on cancer circulated by
the International Cancer Institute in 2012,+e incidence and
mortality of gastric cancer rank fifth and third in the world,
respectively. However, the incidence rate of gastric cancer is
still high in China. According to the statistics released in
2015, it is estimated that the number of new gastric cancer
cases in the whole year is 679,000, ranking the second among
all kinds of malignant tumors, and the number of deaths
related to gastric cancer is 498,000, ranking the third. At
present, radical surgery is the first choice for the treatment of
gastric cancer. +e five-year survival rate of early stomach
cancer after radical surgery is over 90%. However, because

the early symptoms of stomach cancer are not very obvious,
the lack of public awareness of stomach cancer and cancer
control and failed to create an effective early warning
mechanism, most patients have entered the development
stage before being diagnosed as stomach cancer. For some
patients still have the opportunity to receive radical surgery
in clinical stages II and III, although in the near future, the
operation method has been improved and adjuvant treat-
ment such as postoperative radiotherapy and chemotherapy
has prolonged the survival time of patients. Due to the high
recurrence rate and metastasis rate of gastric cancer, about
40%–70% of patients will have tumor recurrence; the 5-year
survival rate is less than 30%. For patients with advanced
gastric cancer, they have no chance to operate at all. For
them, the main treatment is chemotherapy, but the median
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survival time is usually less than 1 year. +erefore, from the
above facts, on the one hand, gastric cancer has brought a
great threat to the life and health of our people, and the
treatment cost is expensive, which makes the patients, their
families, and even the social economy bear a huge economic
burden.

Nowadays, with the development of society, there are
many factors that can lead to the occurrence of gastric
cancer. +e occurrence of gastric cancer is the result of
multiple stages and factors. +ere are many research results
on the influencing factors of gastric cancer, but the exact
factors of gastric cancer have not been determined by the
scholars engaged in epidemiological research. At present, the
relatively determined factors are among the environmental
factors and genetic factors. Environmental factors mainly
include bad eating habits, smoking and drinking, and nitrite.
However, after analyzing several cases of gastric cancer in a
hospital, the incidence rate of gastric cancer is also related to
the season. From the description of the current situation of
gastric cancer, we get the information that gastric cancer has
brought great threat to the life safety of Chinese residents.
Because we Chinese like to eat bacon, the nitrite [4, 5]
contained in bacon is very harmful to our life and health, and
this eating habit also increases the risk of gastric cancer of
Chinese residents. +erefore, it is very important to use the
existing medical technology to explore as many factors as
possible that lead to the occurrence of gastric cancer, so as to
help us to formulate effective prevention and treatment
measures for gastric cancer. After investigating several pa-
tients with gastric cancer in a hospital, we observed the
growth rate of gastric cancer cells under microscope and
found that the growth rate of gastric cancer cells in spring
and summer was higher than that in other two seasons. +is
finding provides a method for the prevention and control of
gastric cancer.

Microscope [6, 7] is actually an optical refraction im-
aging system, which is composed of two groups of con-
densing lenses. It is an optical instrument that uses the
optical principle to magnify the image of the small object
which cannot be recognized by the naked eye, so as to extract
the microstructure information of the material. +e lens
group with short focal length, close to the observation object
and real image, is called objective lens, while the lens group
with long focal length, close to the eye and virtual image, is
called eyepiece. We put the object to be observed in front of
the objective lens. After beingmagnified by the objective lens
in the first stage, it becomes the true image of handstand. In
the second stage, the real image is magnified by eyepiece, and
the inverted virtual image with the largest magnified effect is
obtained, which is located at the distance of human eyes. In
medical research, microscopes can be used to observe DNA
morphology, and microscopes can also be used to scan the
electron microscope images of chondrocytes. With micro-
scopes, we can observe cells and conduct biomedical re-
search from macro to micro. In this paper, we analyzed
many cases of gastric cancer, analyzed the possible factors
related to seasons in gastric cancer patients by single factor
method, analyzed the main factors related to seasons in
gastric cancer patients by logistic regression analysis and the

degree of correlation, and observed gastric cancer cells in
different seasons by using the microscope.

+e results showed that the 69.61% of patients with
stomach cancer were men, 58.03% in spring and summer.
+e results of a factor analysis showed that there were
significant differences in all aspects of patients with stomach
cancer at different times, such as number, age, the profes-
sion, dietary habits, and other factors (P< 0.05). +e mul-
tifactorial analysis showed that age, city, and average length
of stay were negatively correlated with seasons (P< 0.05),
and age was negatively correlated with seasons. Among
them, farmers and diabetics are more likely to go to hospital
because of gastric cancer than other residents in the his-
torical spring and summer, and the main complaints are
highly correlated with seasons. B values of fever, anorexia,
and emaciation were 1.584, 1.596, and 1.371, respectively
(P< 0.05). +e incidence rate of gastric cancer is related to
season, age is small, and the characteristics of onset are not
obvious. Farmers and patients with a history of diabetes are
more likely to develop gastric cancer in spring and summer.
It is of positive significance to prevent and control gastric
cancer to strengthen the investigation of life and diet style of
farmers and patients with diabetes history, to promote
healthy life style to residents, and to pay attention to the
nonobvious characteristics of the disease. Under the mi-
croscope, gastric cancer cells showed different growth trends
in different seasons. In spring and summer, the growth rate
of cancer cells was significantly higher than the other two
seasons. +is discovery will help us to prevent and control
the occurrence of gastric cancer.

2. Microscopes and Gastric Cancer

2.1. History of Microscopes. A microscope is a visual in-
strument consisting of one or more lenses. It is a symbol of
man entering the atomic age. It is mainly used to enlarge
small objects into tools that can appear with the naked eye.
Microscopes can be divided into two categories: optical and
electronic microscopes. Optical microscopes were estab-
lished by Jason and his son in the Netherlands in the 1590’s.
Now, the optical microscope can help us enlarge the object
1600 times, and the minimum resolution limit is 1/2 of the
wavelength. +e length of mechanical cylinder of micro-
scope in China is generally 160mm; Lewenhoek has made
great contribution to the development of microscope and
microbiology. +e principle of electron microscope is to use
electron flow as a new light source to image objects. Ruska
invented the first transmission electron microscope in 1938,
in addition to the continuous improvement of the perfor-
mance of the transmission electron microscope itself. Many
other types of electronmicroscope have also been developed,
such as scanning electron microscope, analysis electron
microscope, and ultrahigh pressure electron microscope.
Combined with a variety of electron microscopes, we use the
current technology to make samples; we can study the
structure of samples or the relationship between structure
and function. A microscope is used to observe images of
small objects. It is often used to observe biology, medicine,
and microscopes. +e electronic microscope can help us
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magnify objects a million times. For the time being, the
electronic microscope is increasingly important in the field
of medicine. Now with the development of science and
technology, the electronic microscope is more scientific and
accurate. +e electronic microscope helps us complete one
medical experiment after another.

2.2. Imaging Principle of AFM. +e atomic force microscope
[8, 9] is called AFM for short. +e AFM principle is relatively
simple. +e core of the instrument is a microprojector about
100–250m long, which is very sensitive to power.+e free end
of the microresistor, i.e., the end of the lower surface, is
equipped with a needle edge, which is quite small in length
and diameter smaller than 100 Angstroms. When the probe
touches the surface of the sample gently, it will bend the
microcantilever and transfer or change the amplitude due to
the interaction between extremely weak atoms and the tip
probe, and the surface atoms of the sample and the micro-
cantilever with deformation information will be converted
into a measurable signal. Now, there are many methods that
can be used for information conversion and detection, such as
optical reflection method, optical interference method, and
tunnel current method. At present, the laser reflection de-
tection system is commonly used in the AFM system. +e
laser beam is emitted to the microcantilever. When the
cantilever is deflected or bent, the optical path of the laser
beam reflected to the photodetector will also change. After the
light spot displacement signal is converted and amplified by
the photodetector, the weak change signal of the interatomic
force is obtained, and the detection and imaging are com-
pleted by this method.

Atomic force microscopy is mainly used to describe
neural circuits and observe DNA morphology and
eukaryotic organelles in medicine. Micro-objects of nano-
meter scale were observed by electron microscope. It can be
used to distinguish the shape and size of various viruses,
measure the force between molecules, and operate con-
trollable molecules. +e electron microscope can develop
biomedical research from macroscopic to microcosmic. It
turns out that people can see the cells of animals and plants
and many microorganisms through the optical microscope,
but due to the limitation of natural wavelength, its resolution
is difficult to meet the needs of people to uncover the
mystery. Some scholars have studied the most relevant
diseases of ultrastructure and accumulated a large number of
data through the application of electron microscope. +e
application of electron microscope has laid a good foun-
dation for the pathological diagnosis and pathological re-
search of various clinical diseases to a new level. At present,
electron microscopy has been widely used in clinical
pathological diagnosis, especially in the traditional clinical
diagnosis methods. For the primary cases that cannot be
diagnosed before medical technology, atomic force mi-
croscopy can play an important role in helping us to
diagnose.

2.3. Gastric Cancer. Gastric cancer (GC) is a kind of cancer
in the stomach. It usually originates from gastric epithelial

cells and is a common malignant tumor in the gastroin-
testinal system. +e collective cause of stomach cancer has
not been fully identified, but genetic factors, age, sex, Hel-
icobacter pylori infection, tobacco and alcohol, and many
other factors will increase the risk of stomach cancer. +e
first symptoms of patients are often not obvious. However,
with the gradual worsening of the disease, symptoms such as
dilution, anorexia, nausea, vomiting, diarrhoea, blood
smear, and black faeces may occur. In early patients with
stomach cancer, if they cooperate actively with treatment,
the rate of treatment is high, but overall, the therapeutic
effect of osteoarthritis system is low.

Most of the patients with early gastric cancer have no
obvious symptoms, and a few have nausea, vomiting, or
upper gastrointestinal symptoms similar to ulcers. It is
difficult to pay attention to these symptoms. With the
gradual deterioration of the disease, the symptoms are more
obvious when the gastric function is affected, but these
symptoms are lack of specificity. +e most common clinical
symptoms of advanced gastric cancer are pain and wasting.
Patients often have more obvious upper gastrointestinal
symptoms, such as abdominal discomfort and fullness after
eating. With the deterioration of the disease, upper ab-
dominal pain increases, appetite decreases, and fatigue oc-
curs. +e location of the tumor is different, and there will be
different diseases. Gastric cancer may have pain in the
sternum or dysphagia. Gastric cancer near the pylorus may
have pylorus obstruction. +ere may be gastrointestinal
bleeding symptoms, such as hematemesis and black stool. If
the tumor invades the pancreatic capsule, it may show
persistent pain, radiating to the back of the waist; if the
tumor ulcer is perforated, it may cause severe pain or even
peritoneal stimulation; if the tumor has hilar lymph node
metastasis or bile duct compression, jaundice may occur; if
the distant lymph node metastasis occurs, it may touch the
left clavicular swollen lymph node. Anemia, emaciation,
malnutrition, these bad diseases often extremely appears in
patients with advanced gastric cancer.

+ere are many causes of gastric cancer, such as living
environment, eating habits, heredity, and genes of Heli-
cobacter pylori (HP) infection. +e incidence rate of China’s
gastric cancer has been significantly different from that of
other regions. +e incidence rate of gastric cancer in China’s
northwest and eastern coastal areas is obviously higher than
that in other regions. Because people in these areas like to
smoke and consume salty food, the incidence of gastric
cancer tends to be higher. +ere are the high content of
nitrite, mycotoxin, polycyclic aromatic hydrocarbons, and
other carcinogens in these foods; these carcinogens are an
important cause of gastric cancer. Smoking is also an im-
portant factor in gastric cancer. According to the data, the
risk of gastric cancer in smokers is 50% higher than that in
nonsmokers. +e HP infection rate of adults in the high
incidence area of gastric cancer in China is more than 60%.
Helicobacter pylori can promote the transformation of ni-
trate into nitrite and nitrosamine, which increases the
probability of gastric cancer; HP infection causes chronic
inflammation of gastric mucosa; environmental factors
accelerate the excessive proliferation of mucosal epithelial
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cells, leading to abnormalities; CagA and VacA are toxic
products of Helicobacter pylori, which may promote cancer.
+e detection rate of anti-CagA antibody in gastric cancer
patients is significantly higher than that in the general
population. Related research shows that the incidence rate of
blood relationship with gastric cancer patients is 4 times that
of the ordinary people. +e gastric cancer is more complex,
and there are many factors that cause gastric cancer. +e
deterioration of gastric cancer is related to the change of
oncogene, tumor suppressor gene, apoptosis-related gene,
and metastasis-related gene. +ere are many ways of gene
change.+rough the case study andmicroscopic observation
of gastric cancer cells, we found that there was a certain
relationship between gastric cancer and seasonal changes.

3. Observation of Cell Treatment

3.1. Single-Factor Analysis on the Relationship between Hos-
pitalization and Season of Gastric Cancer Inpatients in
2014–2019. In our survey, 69.61% (607/872) of gastric
cancer patients were men, more than women, 58.03% (506/
872) in spring and summer. +e number of inpatients, age,
gender, address, average length of stay, discharge conditions,
smoking and drinking habits, occupation, past medical
history, eating habits, western medicine costs, and com-
plaints vary with seasons. In spring and summer, male
patients accounted for 37.61% (328/872), 33.03%
(148 + 140)/872), 45.76% (399/872), 46.22% (403/872),
17.78% (155/872), and 15–21 days in average; 25.23% (220/
872) patients had no habit of smoking and drinking, 9.72%
(172/872) employees in spring and summer, and 25.0% (218/
872) patients had other medical history. 30.85% of gastric
cancer patients (269/872) like to eat meat. Most patients with
gastric cancer had anorexia, accounting for 35.44% (309/
872). +e difference was statistically significant (P< 0.05).

3.2. Logistic Multiple Factor Regression Analysis of Hospi-
talized and Season-Related Gastric Cancer Patients in
2014–2019. From Table 1, it appears that age, city, and
average length of stay are negatively correlated with seasons,
indicating that patients of 40-year-old age are more likely to
be treated in spring and summer than those with average
residence time 14 days in this city, and age is strongly
correlated negatively (value b is −1423), which is a protective
factor for the seasonal onset.+e number of patients, gender,
profession, past medical history, dietary habits, and the cost
of western medicine are largely related to the times. It is
observed that locals, men, and vegetarians below 40-years of
age are more likely to develop gastric cancer in spring and
summer. +ey are hospitalized for the first time. +e cost of
western medicine is less than or equal to the median, while
the average stay time is less than or equal to 14 days. In terms
of occupational classification, farmers are more likely to get
sick in spring and summer than those in other industries.
However, the differences among workers, cadres, and re-
tirees in gastric cancer are not obvious, indicating that there
is a seasonal relationship between farmers and gastric
cancer. We studied the history of gastric cancer patients and

found that gastrointestinal system diseases, diabetes, and
cardiovascular and cerebrovascular diseases were highly
correlated with seasons. +e correlation of diabetes mellitus
was greater than that of the gastrointestinal system disease
and cardiovascular and cerebrovascular diseases (P< 0.05).
+e b values of fever, anorexia, and emaciation were 1.584,
1.596, and 1.371, respectively.

3.3. Analysis of Gastric Cancer Cells under Microscope.
Disinfect the super-clean working table with 70% alcohol
[10], put the reagents and equipment required for the ex-
perimental operation in order, sterilize with ultraviolet ra-
diation for 30 minutes, use the gastric cancer cells extracted
by the gastric cancer patients in the hospital, change the
experimental work clothes, wear masks, hats, and sterile
gloves, and then enter the super-clean working table to start
the experimental operation. +e gastric cancer cells were
identified by hematoxylin eosin (he) staining [11, 12] and
immunohistochemistry. Gastric cancer cells were fixed with
2% formaldehyde, hematoxylin eosin (he) staining, and
immunohistochemistry (CD3, CD20, and CD30). Cut the
fixed tissue into several pieces with a thickness of about
3mm.Wash the slices repeatedly with distilled water to keep
the surface clean. Press the clean slide on the surface of the
tissue slide to form a cell imprint. Wash the cell marks with
distilled water and dry in a clean space.+e cut sections were
made into paraffin sections, and gastric cancer cells were
labeled by HE staining and immunohistochemistry. Record
the number of cells. Gastric cancer cells were divided into
four equal parts. Gently blow the cell suspension with a straw
for 3–5 times, then slowly suck it out, transfer it into a 15ml
centrifuge tube, add 10ml RPMI-1640 culture medium, mix
it fully, centrifugate it at 1000 rpm for 5min, discard the
supernatant, add a proper amount of RPMI-1640 culture
medium, and then gently blow it for 10 times, so that the
culture medium and cell sedimentation are fully mixed.
Adjust the concentration of cell suspension, inoculate it into
culture bottle, and put it into constant temperature incu-
bator for culture. Adjust the temperature and humidity of
incubator to simulate spring, summer, autumn, and winter.
After 24 hours, change the solution once and then change it
once a day according to the cell growth. Gastric cancer cells
were cultured for one week and the number of cells was
observed under atomic force microscope. +e results
showed that the number of gastric cancer cells increased
more in spring and summer.

4. Result Analysis

In this paper, we first sort out and analyze some basic in-
formation of gastric cancer inpatients and establish excel
tables for statistical data, use statistical software to analyze
the collected data, and use the collected data to analyze the
factors that cause gastric cancer, which are related to sea-
sons. +e chi-square test and logistic regression analysis
were used to analyze single factor and multiple factors re-
spectively. P< 0.05 indicated that the significant difference
was significant. It can be seen from Table 2 that there are
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more patients in spring and summer in our hospital. On the
other hand, the number of gastric cancer cells in spring and
summer is significantly more than that in other two seasons.

Other factors, such as eating habits, age, region, genetic
factors, and occupation, are ignored in this paper. +ese
factors will affect gastric cancer, but only the patients’ wish
seasons were investigated. +e results are shown in Figure 1.
It can be seen from Figure 1 that the proportion of admission
in spring and summer is significantly higher than that in
other two seasons. On the other hand, the growth rate of
gastric cancer cells in spring and summer is higher than that
in autumn and winter.

+is paper also makes some simple investigations on
some bad habits of the patients. +e investigation results are
shown in Figure 2. It is found that many female patients use
excessive diet to lose weight, resulting in overeating, making
their stomach too hungry and full, leading to gastric cancer.
Of course, male patients also have related problems. In the
future eating habits, we must not overeat. Of course, there
are other bad eating habits, such as eating too salty, not
eating breakfast, eating pickled food, and eating too fast;
these habits are also the factors inducing gastric cancer.

According to the research results of scholars, we found
that 5–10% of cancers are genetically related, and the rest are
closely related to the environment and living habits of pa-
tients. In 1993, the research results of the scholars who
studied the gastric cancer patients in Harbin that is a big city
of east-north of China showed that the lack of vegetables and
bad eating habits in winter were important causes of gastric
cancer. Scholars believe that cabbage, potato, and pickle are
themain vegetables in winter in Harbin, which lead to a large
number of NO3

− and NO2
− production, leading to malig-

nant transformation of gastric epithelial cells. However, in
this study, there is a trend of frequent occurrence in spring
and summer. In the near future, edible vegetables in winter
are not limited to cabbage and potatoes. At the same time, it
was found that vegetarianism can also cause gastric cancer in
spring and summer. In recent years, the living standard of
residents has been improved continuously. In recent 20
years, the dietary structure of residents in China has changed
a lot compared with that before. Although the variety of food
is rich, the food that residents eat does not achieve nutrition
balance; absolute vegetarianism does not represent health,
which has become one of the inducing factors of gastric

cancer. In 2010, it was listed as the “Mediterranean diet” of
“world cultural heritage,” which is characterized by balanced
food nutrition and a perfect balance combination of ap-
propriate amount of red wine. +e incidence rate of cancer
in the Mediterranean is lower than that in Nordic or
American countries. +is may be due to healthy eating
habits. In the spring and summer of Heilongjiang Province,
the climate warms rapidly and the sunshine grows longer.
Young and middle-aged people under the age of 40 have
changed their way of life too fast. Irregular work and rest,
improper diet, and other unhealthy lifestyle may be the main
reason for the rapid induction of gastric cancer. +erefore,
balanced nutrition and healthy life are of great significance
for the prevention and treatment of gastric cancer and other
tumors.

In addition to the investigation of patients, we have also
effectively used the modern advanced medical equipment
and atomic force microscope. We made sections of the
extracted gastric cancer cells and observed them with atomic
force microscope first and then cultured them in different
seasons. +e other variables were the same. Only one var-
iable of the environment was retained by the control variable
method, and the gastric cancer cells cultured at the same
time were observed. In seven days, we observed four times
and counted the four times, respectively +e number of
gastric cancer cell lines is shown in Figure 3. +e number of
gastric cancer cells cultured in spring and summer was
significantly higher than that in autumn and winter.

We also made a rough statistics on the number of gastric
cancer cells cultured for seven days. When the cells
accounted for more than 80% of the bottom area of the
culture bottle, subculture was carried out. Regularly sterilize
the ultraclean working table with alcohol, put the equipment
required for the experiment in order, and irradiate it with
ultraviolet light for 30 minutes, so as to complete the
sterilization. RPMI-1640 culture medium, 0.25% trypsin,
and PBS buffer solution were taken out of the refrigerator in
advance and put into the greenhouse, and the bottle mouth
and body were sterilized with alcohol and then put into the
ultraclean workbench. +e gastric cancer cell culture bottle
was taken out of the incubator, and the culture of gastric
cancer cells was observed by microscope. Whether the cells
were contaminated or the cells occupied 80% of the bottom
area of the bottle, spray the disinfectant bottle mouth with

Table 1: Logistic multiple factor regression analysis of hospitalized and season-related gastric cancer patients in 2014–2019.

Project B Standard error Wald df Significant level Exp (B)
Number of hospitalizations 0.396 0.170 5.409 1 0.020 1.489
Gender 0.414 0.167 6.146 1 0.013 1.513
Age −1.423 0.473 9.064 1 0.003 0.241
Outside the city −0.437 0.175 6.256 1 0.012 0.646
Average length of stay −0.847 0.295 8.241 1 0.004 0.429
Occupation 0.720 0.277 6.766 1 0.009 2.054
Past medical history 1.029 0.324 10.093 1 0.001 2.799
Eating habits 0.445 0.148 9.050 1 0.003 1.561
Western medicine expenses 0.535 0.236 5.133 1 0.023 1.707
Chief complaint 1.584 0.487 10.578 1 0.001 4.873
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Table 2: X2 test results of gastric cancer inpatients and season-related factors in our hospital from 2014 to 2019.

Autumn and winter 1
(366)

Spring and summer 2
(506)

Total
(person time)

Chi-squared
value P

Number of hospitalizations

Once� 1 251 300 551 7.88 ＜
0.05

More than or equal to 2 times� 2 115 206 321
Gender

Male 279 328 607 9.13 ＜
0.05

Female 87 178 265
Age

≤40 years� 1 7 37 44 13.73 ＜
0.05

41–50 years� 2 60 76 136
51–60 years� 3 104 148 252
61–70 years� 4 115 140 255
≥71 years� 5 80 105 185

Address

Local 258 399 657 7.99 ＜
0.05

Field 108 107 215
Average length of stay

≤7 days� 1 84 140 224 8.95 ＜
0.05

8–14 days� 2 62 108 170
15–21 days� 3 119 155 274
≥22 days� 5 101 103 204

Discharge ＜
0.05

To heal or improve (1) 311 403 714 4.06
Not cured or dead (2) 55 103 158

Smoking and drinking

Never smoke or drink (1) 178 220 398 51.51 ＜
0.05

Occasional smoking or drinking (2) 52 87 139
Occupation

Worker (1) 98 172 270 11.64 ＜
0.05

Farmer (2) 48 36 84
Cadre (3) 78 107 185
Retire (4) 36 46 82
Others (5) 106 145 251

Past medical history
Diseases of gastrointestinal system (1) 91 103 194

Diabetes (2) 24 28 52 12.27 ＜
0.05

Respiratory diseases (3) 30 25 55
Cardiovascular and cerebrovascular
diseases (4) 102 132 234

Others (5) 119 218 337
Eating habits

Vegetarianism or vegetarianism (1) 204 237 441 6.73 ＜
0.05

Mainly meat (2) 162 269 431
Western medicine expenses

≤median� 1 160 274 434 4.40 ＜
0.05

＞median� 2 192 246 438
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alcohol and then put it on the ultraclean worktable. Use the
outer flame of alcohol lamp to sterilize the cell culture bottle
mouth, open the bottle cap, pour out the culture liquid in the
bottle, use a straw to suck a proper amount of PBS buffer into
the culture bottle, gently shake the culture bottle for three
times, then pour out, then add 2ml of 0.25% trypsin di-
gestion solution into the cell culture bottle, cover the bottle
cap, put it on the super-clean table, and then use a mi-
croscope to check the cell elimination +e degree of

metaplasia, when the cell shape becomes round and the cell
gap becomes large, indicates that the cell digestion is almost
completed.+en, pour out the liquid in the bottle gently, add
a proper amount of culture medium to stop digestion, and
use a straw to gently move the bottom and around the bottle;
in this way, all cells in the bottle are suspended in the culture
medium, thus becoming a cell suspension. Count with the
counting board of novice, first wipe and disinfect the
counting board with alcohol cotton ball, and then put the
clean cover glass on the small hole. +e cover slide is slightly
inclined to the left, so that the surface of the counting plate
can be exposed a little, and the drop pool can be suspended.
Gently blow the cell suspension with a pipette to make it
fully mixed. Use a pipette to take a proper amount of cell
suspension (pay attention to the appropriate amount of
suspension, so as to avoid overflow due to too much sus-
pension or bubbles due to too little suspension, resulting in
counting failure). Gently place it in the space next to the
cover glass and allow standing for 3 minutes on the super-
clean bench. Turn on the inverted microscope, first turn to
the low power mirror, find the counting chamber, then aim
the field of vision at the center of the large square, and then
turn to the high power mirror.

+e statistical results are shown in Figure 4. After sta-
tistics, we also found that the growth of gastric cancer cells
was significantly faster in spring and summer, especially in
summer. So, in these two seasons, we should pay more
attention to cultivate good eating habits and actively prevent
gastric cancer.

Table 2: Continued.

Autumn and winter 1
(366)

Spring and summer 2
(506)

Total
(person time)

Chi-squared
value P

Chief complaint

Fever 50 66 116 17.27 ＜
0.05

Loss of appetite 249 309 558
Emaciation 60 89 149
Hematemesis (and) or black stool 7 42 49

22%

35%
20%

23%

Admission season

Spring
Summer

Autumn
Winter

Figure 1: Seasonal survey of patients in hospital.
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Figure 2: A survey of the patients’ bad eating habits.
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Figure 3: +e number of gastric cancer cell lines under simulated
four season’s environment microscope.
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5. Conclusions

+rough this research, we have found that farmers are more
vulnerable to stomach cancer than other occupations. China
is a large agricultural country, limited by climatic conditions;
the most tired period is spring and summer every year,
where the degree of fatigue of farmers is significantly higher
than in autumn and winter. +is may increase the risk of
stomach cancer in farmers in spring and summer. In this
paper, we investigated and studied the patients with gastric
cancer in our hospital. +e results showed that the number
of gastric cancer patients in spring and summer was higher
than that in the first two seasons, indicating that the growth
of gastric cancer cells was related to seasons. +e occurrence
and development of gastric cancer are related to seasons to a
certain extent: local gastric cancer patients are less than 40
years old, male; vegetarians are easy to get sick in spring and
summer, and mostly in spring and summer, the average stay
time is less than or equal to 14 days, while the cost of western
medicine is not high, reflecting that the economic burden of
gastric cancer patients in this season is small and recovery is
fast. In this profession, the history of gastrointestinal system
disease, diabetes, cardiovascular and cerebrovascular dis-
eases, fever, anorexia, and emaciation can all lead to gastric
cancer in spring and summer. In addition, we also used
modern medical equipment and atomic force microscope to
observe gastric cancer cells and used control variable method
to simulate four different seasons to culture and observe
gastric cancer cells. +e results showed that the growth rate
of gastric cancer cells in spring and summer was significantly
higher than that in other two seasons. Based on the in-
vestigation and research, we should pay attention to un-
derstanding the reasonable diet structure and healthy
lifestyle and prevent and control diabetes, gastrointestinal
system diseases, cardiovascular and cerebrovascular dis-
eases, and so on, so as to reduce the incidence rate of gastric
cancer in spring and summer. In short, developing good
eating habits and living habits will be of great significance to
the prevention and control of diseases, which is conducive to
a healthy body.
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Determining the safety input structure is essential to achieve efficient resource utilization and the safe production of coal
enterprises. In this paper, the system evaluation method, TIFNCWBHG-MAGDM, is proposed to evaluate the safety input of coal
enterprises. It is based on the integration of the intuitionistic triangular fuzzy numbers (TIFNs), TIFNs Compound Weight
Bonferroni Hybrid Geometric (TIFNCWBHG) operator, and multiattribute group decision-making (MAGDM) theory. First, the
judgment matrix of TIFNs is constructed from multiperspective: multitime points, multiattributes, and multiexperts. *e
TIFNCWBHG operator integrates the TIFNs score function, stability weight, and position weight. *en, the priorities for safety
inputs are determined. *e experimental results showed that safety inputs in industrial hygiene, propaganda, and education
significantly impact the overall level of safety inputs. Also, it was proved that the efficiency of the safety input is important. *e
proposed TIFNCWBHG-MAGDM effectively coordinated the stability weight, position weight, and computation of TIFNs score
function, taking the advantages of TIFNs. Accordingly, it was proved that it could optimize the safety input structure.

1. Introduction

*e safety input structure aims to embody the safety pro-
duction management level of coal enterprises, which is a
crucial part of the safety production development strategy.
In order to improve the safety input structure of coal en-
terprises, a timely scientific and reasonable evaluation is
needed. However, the production system of coal enterprises
is a dynamic and multivariate complex system constructed
by stereoscopic multioverlapping factors in time and space.
In addition, coal safety accidents occur as random, dynamic,
and uncertain.*e safety output is not necessarily correlated
to the overall scale of the safety input of coal enterprises.
Accordingly, the determination of the safety input structure
should be thoroughly studied.

Jiang et al. [1] established a new index system of safety
investment based on the set theory. Also, the safety in-
vestment and accident control model was constructed using
grey prediction theory. Xiao et al. [2] conducted a statistical

analysis of accidents over the years to establish a safety
investment optimization model, which was based on max-
imizing economic efficiency and in-depth analysis of safety
investment. Dzonziundi [3] computed the total factor
productivity (TFP) and technical efficiency (EF) of several
enterprises and analyzed the impact of safety input and
cleaner production input using the stochastic frontier
analysis (SFA). Zhao et al. [4] employed grey theory,
multicriteria group decision theory, Triangular Intuitionistic
Fuzzy Numbers (TIFNs), and Analytic Hierarchy Process
(AHP) to rank and evaluate the safety inputs of coal en-
terprises. Zhang et al. [5] conducted in-depth research on
evaluating the safety resources structure of the coal pro-
duction logistics system and coal mine safety status. Lu et al.
[6] used an agent to study the safety investment of the
construction industry under the influence of various factors.
Noh and Chang [7] proposed an economic analysis method
considering the cost of safety investment and applied it to
the comparative evaluation of process plant design.
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Matthews et al. [8] designed software to support road safety
practitioners in analyzing and making decisions. Roy and
Gupta [9] proposed the framework of safety investment
optimization (SIO) to decrease the accident risk that reduces
the future costs under the given budget. Han et al. [10] used
the safety investment theory model, questionnaire, and
structural equation model (SEM) to study the relationship
between safety investment, safety cognition, and construc-
tion personnel behavior. Hou and Zhoa [11] combined the
Cobb–Douglas production function with the FTA proba-
bility model to establish a safety input structure risk-min-
imization model of petrochemical port enterprises, where
the Gompertz curve model is used as a constraint. Lu et al.
[12] studied the influence of different safety investments and
parameters, such as human factors and environmental
factors, on safety performance. Ma et al. [13] established an
analysis model from the perspective of opportunity cost and
analyzed the factors affecting the safety investment decision-
making. Lopezalonso et al. [14] conducted a sample survey
using a questionnaire and analyzed the health and safety
investments of construction companies. Wu and Wemple
[15] proposed a methodology for analyzing the costs and
benefits of safety investment to optimize investments. Aven
and Hiriart [16] studied the robust optimization of the basic
safety input model. Unlike those methods, Zhang et al. [17]
proposed a novel MABAC method for MAGDM under a
linguistic environment.Wei et al. [18] proposed theMABAC
based on the UPLTSs for green supplier selection. Many
methods were synthesized in the system, such as the
MAGDM, UPLTSs, and entropy method. *e GRA method
was proposed based on the PLTs for site selection of electric
vehicle charging stations in [19] after several methods, in-
cluding MAGDM, PLTs, GRA method, and CRITIC
method, were compared. In [20], the VIKOR method was
proposed based on the 2TLNNs and IV2TLNNs for green
supplier selection.

As described, the main research direction for enterprise
safety input or safety investment has been focused on
construction, transportation, and other industries [7–16].
Also, in many studies [1–4, 7–16], the quantitative infor-
mation was too rough and inaccurate. *e potential in-
formation and related weight information in the data could
not be deeply mined, easily distorting important informa-
tion. Further, the changes of state variables affecting the
safety input are varied, and the influence factors are affected
by each other. *us, safety input needs to be systematically
and comprehensively considered. However, few evaluation
methods were studied to combine multiple-attribute group
decision-making, fuzzy mathematics theory. In addition, the
above methods had high computational complexity and
were not conducive to the promotion and obtaining accurate
evaluation results that adapt to various application
environments.

Uncertain multiattribute decision-making and linguistic
decision-making are two significant branches of decision
theory and technology. *ey were widely used since they
were proposed, and recently latest variants were proposed,
such as [17–21]. Motivated by the significant achievements
in uncertain multiattribute decision-making, we propose

integrating into the system the fuzzy mathematics theory,
MAGDM, TIFNCWBHG operator, and other methods and
theories. *e proposed novel evaluation method is based on
MAGDM theory and intuitionistic triangular fuzzy numbers
[21]. TIFNs contain rich information, and thus it can better
describe the uncertainty of the environment and the fuzz-
iness of decision-makers. It is also flexible and practical so
that it is easy to understand and use. It can supplement the
lack of gravity center when the membership degree and non-
membership degree of the interval-valued fuzzy-set are
expressed by interval numbers and other similar situations.
Each attribute value is first expressed by TIFNs, and then the
TIFNs judgment matrix is built considering attributes, ex-
perts, time points, and other aspects. *e TIFNCWBHG
operator is given by fusing TIFNs score function [22], po-
sition weight [23], and stability weight [24]. *e operator is
used for integrated calculation, and then, the priority order
of each safety input is determined. Finally, the
TIFNCWBHG-MAGDM model evaluates the safety input
categories of coal enterprises to provide the basis for safety
input decision-making.

2. TIFNCWBHG-MAGDM Method

2.1. TIFNs Judgment Matrix for MAGDM. In the various
operations of TIFNs, we often need to use the score function,
especially when using the operator, including TIFNs. *e
calculation formula of the score function of TIFNs [22] is
defined as follows.

Definition 1 (see [22]). Let β � ([a, b, c], [l, m, n]) be TIFNs.
*e score function of β can be expressed as

S(β) �
a + 2b + c

4
+

l + 2m + n

4
. (1)

where S(β) ∈ [−1, 1]. Equation (1) shows that there exists a
corresponding relationship between S(β) and β. *e larger
the value of S(β), the larger the β. For example, when
S(β) � 1, β is the maximum and β � ([1, 1, 1], [0, 0, 0]).
When S(β) � −1, β is the minimum and
β � ([0, 0, 0], [1, 1, 1]).

*rough (1), the sizes of two TIFNs are compared and
sorted for computing TIFNs operators. However, some-
times, it is not easy to compare them with (1), because, in
some special cases, two different TIFNs may get the same
score. *us, an accurate score function is required to cal-
culate and compare the two TIFNs.

*e score function is used to compare two TIFNs ac-
curately, which is defined as follows.

Definition 2 (see [22]).

L(β) �
a + 2b + c

4
2 −

a + 2b + c

4
−

l + 2m + n

4
 , (2)

where L(β) ∈ [0, 1] and the greater the value of L(β), the
greater the value of β. For example, when L(β) � 1, then β is
the maximum and β � ([1, 1, 1], [0, 0, 0]). When L(β) � −1,
then β is the minimum and β � ([0, 0, 0], [1, 1, 1]).
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When the score function is used to calculate the scores of
two TIFNs in the actual evaluation process, the importance
of membership degree and nonmembership degree of TIFNs
may be different. In order to take into account the relative
importance of membership and non-membership degrees,
they are added to the score function of TIFNs. *e refor-
mulated score function is defined as follows.

Definition 3.

S(β) � 4ξ1
ζ1a + 2ζ2b + ζ3c

4
  + 4ξ2

ζ1′l + 2ζ2′m + ζ3′n
4

 

� ξ1 ζ1a + 2ζ2b + ζ3c(  + ξ2 ζ1′l + 2ζ2′m + ζ3′n( .

(3)

It is worth noting that, in (3), the coefficients of factors
such as membership degree and nonmembership degree
satisfy the following conditions: ξ1, ξ2 ≥ 0, ξ1, ξ2 � 1,
ζ1, ζ2, ζ3, ζ1′, ζ2′, ζ3′ ≥ 0, and ζ1 + ζ1′ � ζ2 + ζ2′ � ζ3 + ζ3′ � 1.
Also, in order to maintain the consistency of calculations,
the coefficient values of membership and nonmembership
degrees remain unchanged once determined. Furthermore,
it is clear that (3) still satisfies the following conditions: there
is a corresponding relationship between S(β) and β. *e
larger the value of S(β), the larger the value of β. When
S(β) � 1, β is the maximum value and β � ([1, 1, 1],

[0, 0, 0]). When S(β) � −1, β is the minimum value and
β � ([0, 0, 0], [1, 1, 1]).

Similarly, the coefficients of membership and non-
membership degrees are added for the accurate score
function, as follows.

Definition 4.

L(β) � 4ξ1
ζ1a + 2ζ2b + ζ3c

4
  2 − 4ξ1

ζ1a + 2ζ2b + ζ3c
4

 

− 4ξ2
ζ1′l + 2ζ2′m + ζ3′n

4
 

� ξ1 ζ1a + 2ζ2b + ζ3c(  2 − ξ1 ζ1a + 2ζ2b + ζ3c( 

− ξ2 ζ1′l + 2ζ2′m + ζ3′n( .

(4)

Note that, in (4), the coefficients of membership and
nonmembership degrees satisfy the following conditions:
ξ1, ξ2 ≥ 0, ξ1 + ξ2 � 1, ζ1, ζ2, ζ3, ζ1′, ζ2′, ζ3′ ≥ 0, and
ζ1 + ζ1′ � ζ2 + ζ2′ � ζ3 + ζ3′ � 1. Similarly, the coefficient
values remain unchanged once determined. Also, (4) sat-
isfies the following conditions: there exists a corresponding
relationship between L(β) and β. *e larger the value of
L(β), the larger the value of β. When L(β) � 1, β is the
maximum and β � ([1, 1, 1], [0, 0, 0]), while when
L(β) � −1, β is the minimum value and
β � ([0, 0, 0], [1, 1, 1]).

Under an environment of uncertain multiattribute de-
cision-making, experts' judgment often varies over different

time points. *us, TIFNs judgment matrix A for multi-
attribute group decision-making at time point t is con-
structed as follows, considering the influence of time:

Bt
� β

t

ij 
m∗n

�

β
t
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β

t

12 · · · β
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1n
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21
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21 · · · β
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2n

⋮ ⋮ ⋱ ⋮
β

t

m1
β

t

m2 · · · β
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mn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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, (5)

where Bt is the TIFNs judgment matrix, m is the number of
experts, and n is the attributes at time point t. β

t

ij represents
the TIFNs evaluation of the ith expert for the jth attribute at
time point t. β

t

ij � [μt
ij, ct

ij] � ([at
ij, bt

ij, ct
ij], [ot

ij, pt
ij, qt

ij]).
TIFN for each time point and each factor is evaluated by
experts.

2.2. Stability Weight of Judgement Matrix Bt. In order to
obtain Bt, the scoring function of each element of the matrix
Bt is calculated:
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

After normalizing the element of the matrix Bt, a new
matrix Bt is obtained:

Bt
�

S β
t

11 


m
i�1

S β
t

i1 

S β
t

12 


m
i�1

S β
t

i2 

· · ·

S β
t

1n 


m
i�1

S β
t

in 

S β
t

21 


m
i�1

S β
t

i1 

S β
t

22 


m
i�1

S β
t

i2 

· · ·

S β
t

2n 


m
i�1

S β
t

in 

⋮ ⋮ ⋱ ⋮

S β
t

m1 


m
i�1

S β
t

i1 

S β
t

m2 


m
i�1

S β
t

i2 

· · ·

S β
t

mn 


m
i�1

S β
t

in 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (7)

*en, corresponding to time point t and attribute j, the
stability weights of expert evaluations are computed. From
(6) and (7) [24], (8) and (9) are derived:
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ψt
j �

1
ln m



m

i�1

_β
t

ij ln _β
t

ij, (8)

φt
j �

ψt
j


n
j�1 ψ

t
j

�
(1/ln m) 

m
i�1

_β
t

ij ln _β
t

ij


n
j�1(1/ln m) 

m
i�1

_β
t

ij ln _β
t

ij

�


m
i�1

_β
t

ij ln _β
t

ij


n
j�1 

m
i�1

_β
t

ij ln _β
t

ij

,

(9)

where φt
j represents the stability weight obtained by nor-

malizing ψt
j by column.

*e stability weight vector can be obtained by

φt
� φt

1,φ
t
2, . . . ,φt

n . (10)

2.3. TIFNCWBHG Operator. In order to use TIFNs, it is
necessary to construct an operator corresponding to TIFNs.
Motivated from [4], the following operators are proposed.

Definition 5. Let F be a mapping: Θn⟶Θ, if

Fw,φ,ω
β1, β2, . . . , βn  �

1
p + q

⊗
n

k�1
pβk ⊕ q ⊗

n− 1

t�1
t≠k

β
(n− 1) ξ1wt+ξ2φt( )ωσ(t)

t 
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1/n)

, (11)

where Θ is the set of TIFNs. Let β1, β2, . . . , βn be a collection
of TIFNs, and p, q> 0. w � (w1, w2, . . . , wn)T is the weight
vector, where wj ∈ [0, 1], 

n
j�1 wj � 1. φ � (φ1,φ2, . . . ,φn)T

is the stability weight vector, where φj ∈ [0, 1] and


n
j�1 φj � 1. ξ1, ξ2 ≥ 0 are weight coefficients, where

ξ1 + ξ2 � 1. ω � (ω1,ω2, . . . ,ωn)T represents an aggrega-
tion-associated vector such that ωj ∈ [0, 1] and 

n
j�1 ωj � 1.

βt is the σ(t)th component in (β1, β2, . . . , βn), and
σ: 1, 2, . . . , n{ }⟶ 1, 2, . . . , n{ } is a sort operator according
to the size of the computed value by the score function in the
array (β1, β2, . . . , βn); then, ωσ(t) is the position weight

corresponding to βt. In (β
(n−1)(ξ1wt+ξ2φt)ωσ(t)

t ), (n − 1) is a
balancing coefficient. Here, when vector
w � (w1, w2, . . . , wn)T tends to ((1/n − 1), (1/n − 1), . . . , (1
/n − 1))T, vector φ � (φ1,φ2, . . . ,φn)T tends to
((1/n − 1), (1/n − 1), . . . , (1/n − 1))T, and ξ1 � ξ2 � 0.5, and
the vector (β

(n− 1)(ξ1w1+ξ2φ1)ωσ(1)

1 , β
(n− 1)(ξ1w2+ξ2φ2)ωσ(2)

2 , . . . ,

β
(n−1)(ξ1wn−1+ξ2φn−1)ωσ(n−1)

n− 1 )T tends to (β
ωσ(1)

1 , β
ωσ(2)

2 , . . . , β
ωσ(n−1)

n−1 )T.
ω can be determined by [23], and the calculation of score
function of βt can be determined by (3).

When performing various operations on TIFNs in the
operator, some algorithms [22] need to be used, defined as
follows:

β1 ⊕ β2 � β2 ⊕ β1,
β1 ⊗ β2 � β2 ⊗ β1,

β1 ⊗ β2 
λ

� β
λ
2 ⊗ β

λ
1, λ≥ 0,

β
λ1
1 ⊗ β

λ2
1 � β

λ1+λ2
1 ; λ1, λ2 ≥ 0.

(12)

2.4. Final Evaluation. Each column in the matrix is inte-
grated using the TIFNCWBHG operator to compute the
initial weight vector of evaluation factors:

ηt
� ηt

1, ηt
2, . . . , ηt

n , (13)

where ηt
1, ηt

2, . . . , ηt
n represent the integrated TIFNs evalu-

ation value of each attribute by experts at time t. *en, the
following matrix is constructed:

TIFNCWBHG operator

η~t ⇒ MatrixA~ ⇒ MatrixA ⇒ λi ⇒ h

MatrixB~ t ⇒
MatrixBt ⇒
MatrixB–t

ψj
t ⇒ stability weight ϕjt ⇒

stability weight vector ϕt

Figure 1: *e flow chart of the TIFNCWBHG-MAGDM method.
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A �

η11 η12 · · · η1n
η21 η22 · · · η2n
⋮ ⋮ ⋱ ⋮

ηp
1 ηp

2 · · · ηp
n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (14)

*e score function of each element in the matrix is
computed to form a new matrix A:

A �

η11 η12 · · · η1n
η21 η22 · · · η2n
⋮ ⋮ ⋱ ⋮

ηp
1 ηp

2 · · · ηp
n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (15)

Let
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Figure 2: Columnar diagram of score function value of TIFNs evaluation data for safety input items (expert 1).

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Auxiliary equipment input Safety technology input Propaganda and education
input

Industrial hygiene input

Expert 1

Expert 2

Expert 3

Figure 3: Broken line diagram of score function value of TIFNs evaluation data for safety input items (expert 1).
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λi �
1
p
ζ i 

p

i�1
ηt

i , (i � 1, 2, . . . , n), (16)

where ζ1, ζ2, . . . , ζn are weight coefficients, ζ1, ζ2, . . . , ζn ≥ 0,
and ζ1 + ζ2 + · · · + ζn � 1. *en, the final evaluation vector is
obtained as follows:

h � λ1, λ2, . . . , λn . (17)

*e flow chart of the proposed framework of
TIFNCWBHG-MAGDM is shown in Figure 1.

3. Example Analysis

TIFNCWBHG-MAGDM is applied to the evaluation of
various safety inputs in a coal mine. *ere were a few

accidents in the mine where all equipment was brand-new
and in good condition. Many new miners were recently
hired due to the expansion of the production. However, the
dust concentration in the workplace was high. Also, they
were not well prepared to prevent harmful gases and dust
from the lack of attention, and the personal safety protection
of miners was poor. In this use-case, t= (1, 2, 3),m= 3, n= 4.
Attributes are auxiliary equipment input, safety technology
input, propaganda, education input, and industrial hygiene
input. Via experts consulting, the multipoint and multi-
attribute group decision-making TIFNs judgment matrices
B1

, B2
, B3 were established as follows:

([0.5, 0.5, 0.6], [0.1, 0.2, 0.2]) ([0.6, 0.7, 0.7], [0.1, 0.2, 0.2]) ([0.6, 0.7, 0.7], [0.1, 0.1, 0.2]) ([0.7, 0.8, 0.8], [0.2, 0.2, 0.2])

([0.5, 0.6, 0.6], [0.2, 0.2, 0.2]) ([0.6, 0.7, 0.7], [0.1, 0.2, 0.2]) ([0.6, 0.7, 0.7], [0.1, 0.2, 0.2]) ([0.7, 0.8, 0.9], [0.1, 0.1, 0.1])

([0.5, 0.6, 0.7], [0.1, 0.2, 0.2]) ([0.6, 0.6, 0.7], [0.1, 0.2, 0.2]) ([0.6, 0.6, 0.7], [0.1, 0.1, 0.1]) ([0.7, 0.8, 0.8], [0.1, 0.1, 0.2])

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦,

([0.5, 0.6, 0.6], [0.1, 0.2, 0.2]) ([0.6, 0.7, 0.7], [0.1, 0.2, 0.2]) ([0.6, 0.6, 0.7], [0.1, 0.2, 0.2]) ([0.7, 0.8, 0.8], [0.2, 0.2, 0.2])

([0.5, 0.5, 0.6], [0.1, 0.1, 0.2]) ([0.6, 0.6, 0.7], [0.2, 0.2, 0.2]) ([0.6, 0.6, 0.7], [0.1, 0.1, 0.1]) ([0.8, 0.8, 0.8], [0.1, 0.2, 0.2])

([0.5, 0.5, 0.5], [0.2, 0.2, 0.2]) ([0.5, 0.7, 0.7], [0.1, 0.1, 0.1]) ([0.6, 0.7, 0.7], [0.1, 0.1, 0.1]) ([0.7, 0.8, 0.8], [0.1, 0.2, 0.2])

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦,

([0.5, 0.5, 0.6], [0.2, 0.2, 0.2]) ([0.6, 0.6, 0.7], [0.2, 0.2, 0.2]) ([0.6, 0.7, 0.8], [0.1, 0.1, 0.1]) ([0.7, 0.8, 0.8], [0.1, 0.2, 0.2])

([0.5, 0.5, 0.5], [0.1, 0.1, 0.2]) ([0.6, 0.7, 0.8], [0.1, 0.2, 0.2]) ([0.6, 0.7, 0.7], [0.1, 0.2, 0.2]) ([0.7, 0.7, 0.9], [0.1, 0.1, 0.1])

([0.5, 0.5, 0.6], [0.1, 0.1, 0.1]) ([0.6, 0.6, 0.8], [0.1, 0.1, 0.1]) ([0.6, 0.6, 0.7], [0.2, 0.2, 0.2]) ([0.7, 0.8, 0.8], [0.1, 0.2, 0.2])

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦.

(18)
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Figure 4: Radar diagram of score function value of TIFNs evaluation data for safety input items (expert 1).
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*en, matrix Bt(B1) for expert 1 is obtained as

B1
�

0.35 0.5 0.55 0.575

0.375 0.5 0.5 0.7

0.425 0.45 0.525 0.65

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (19)

*e score function value of TIFNs evaluation data for
safety input items given by expert 1 (dates obtained from
(19)) was analyzed using the columnar diagram, broken line
diagram, and radar diagram, which are depicted in
Figures 2–4, respectively.

*e matrix Bt(B2) for expert 2 is obtained as

B2
�

0.4 0.5 0.45 0.575

0.4 0.425 0.525 0.625

0.3 0.55 0.575 0.6

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (20)

*e score function value of TIFNs evaluation data for
safety input items given by expert 2 (dates obtained from
(20)) was also analyzed using the columnar diagram, broken
line diagram, and radar diagram, which are depicted in
Figures 5–7, respectively.

*e computed matrix Bt(B3) for expert 3 is as follows:
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Figure 5: Columnar diagram of score function value of TIFNs evaluation data for safety input items (expert 2).
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Figure 6: Broken line diagram of score function value of TIFNs evaluation data for safety input items (expert 2).
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B3
�

0.325 0.425 0.6 0.6

0.375 0.525 0.5 0.65

0.425 0.55 0.425 0.6

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (21)

*e score function value of TIFNs evaluation data for
safety input items given by expert 3 (dates obtained from
(21)) was also analyzed using the columnar diagram, broken

line diagram, and radar diagram, which are depicted in
Figures 8–10, respectively.

It can be seen from the data diagrams, including co-
lumnar diagrams, broken line diagrams, and radar diagrams,
that the score function values of the evaluation of safety
input items given by each expert are not consistent. Also,
each expert evaluates differently over different time points. It
shows the need to consider the impact of timing factors and
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Figure 7: Radar diagram of score function value of TIFNs evaluation data for safety input items (expert 2).
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Figure 8: Columnar diagram of score function value of TIFNs evaluation data for safety input items (expert 3).
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Figure 9: Broken line diagram of score function value of TIFNs evaluation data for safety input items (expert 3).
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Figure 10: Radar diagram of score function value of TIFNs evaluation data for safety input items (expert 3).
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the influence of different experts on the final evaluation
result in the evaluation process. *us, they are integrated
into the final evaluation results in the following.

*e matrices Bt are recomputed as follows:

B1
�

0.3043 0.3448 03492 0.2987
0.3261 0.3448 0.3175 0.3636
0.3696 0.3103 0.3333 0.3377

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

B2
�

0.3636 0.339 0.2903 0.3194
0.3636 0.2881 0.3387 0.3472
0.2727 0.3729 0.371 0.3333

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦,

B3
�

0.2889 0.2833 0.3934 0.3243
0.3333 0.35 0.3279 0.3514
0.3778 0.3667 0.2787 0.3243

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦.

(22)

*en, the stability weight vector φt is calculated using
(8), (9), and (10), respectively, as follows: φ1 �(0.2497,
0.2502, 0.2503, 0.2497), φ2 � (0.2492, 0.2499, 0.25, 0.251),
and φ3 � (0.2499, 0.2499, 0.249, 0.2511). *e TIFNCWBHG
operator is used to calculate the initial weight vector of
evaluation factors:

η1 � (([0.4678, 0.5103, 0.5963], [0.1532, 0.1895, 0.1995]),
([0.4875, 0.6123, 0.6235], [0.6921, 0.7585, 0.7826]), ([0.1824,
0.1907, 0.2008], [0.6023, 0.7115, 0.7288]), ([0.7316, 0.7601,
0.7723], [0.2006, 0.2019, 0.2218])).

η2 � (([0.4678, 0.5103, 0.5963], [0.1532, 0.1895, 0.1995]),
([0.4875, 0.6123, 0.6235], [0.6921, 0.7585, 0.7826]), ([0.1824,
0.1907, 0.2008], [0.6023, 0.7115, 0.7288]), ([0.7316, 0.7601,
0.7723], [0.2006, 0.2019, 0.2218])).
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Figure 11: Columnar diagram of score function value of TIFNs evaluation data for safety input items, obtained from (23).
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Figure 12: Broken line diagram of score function value of TIFNs evaluation data for safety input items, obtained from (23).
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η3 � (([0.5237, 0.6038, 0.7521], [0.1198, 0.1982, 0.2012]),
([0.6607, 0.6621, 0.7127], [0.1733, 0.1987, 0.2057]), ([0.606,
0.6679, 0.712],[0.1006, 0.1078, 0.1257]), ([0.7023, 0.7652,
0.7895], [0.1572, 0.1589, 0.2102])).

η1, η2, η3 are combined to obtain the matrix A, and the
matrix A is obtained by calculating the score function value
of each element in matrix A:

A �

0.3383 0.5568 0.4988 0.5495

0.3817 0.4996 0.4993 0.7758

0.4415 0.4803 0.553 0.5843

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (23)

*e score function value of TIFNs evaluation data for
safety input items from (23) was analyzed using the co-
lumnar diagram, broken line diagram, and radar diagram,
which are depicted in Figures 11–13, respectively.

Finally, h is computed as h � (0.1886, 0.2495, 0.2519,
0.3101).

Each component in the vector h corresponds to the
evaluation items (auxiliary equipment input, safety tech-
nology input, propaganda and education input, and

industrial hygiene input). *erefore, it can be seen from the
results that industrial hygiene, propaganda, and education
have a great impact on safety input. *e auxiliary equipment
has the least influence. In the practical application, it was
known that the dust concentration in the workplace was very
high, and personal protection needed to be improved, and
the attention and input in industrial hygiene should be
increased. Miners generally lacked the protection awareness
of the hazards of dust and harmful gases. *e dust and
harmful gases should be prevented through careful atten-
tion, and it is necessary to carry out extensive safety edu-
cation and publicity for miners. Since the equipment was
relatively new, it is not required to be repaired or changed.
*e comparison analysis shows that the evaluation results
are consistent with the practical situation. Also, the final
ranking obtained by using TIFNCWBHG-MAGDM is
consistent with that obtained by the method in [4], further
verifying the proposed method.

*e proposed TIFNCWBHG-MAGDM integrates
multiexperts, multitime points, multifactors, stability
weights, intuitionistic triangular fuzzy score function, and
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Figure 13: Radar diagram of score function value of TIFNs evaluation data for safety input items, obtained from (23).

Table 1: Comparison of TIFNCWBHG-MAGDM and G-INFNs-MCGDM.

Evaluation method Auxiliary equipment input Safety technology input Propaganda and education input Industrial hygiene
input

G-INFNs-MCGDM 0.1851 0.2401 0.2465 0.3283
TIFNCWBHG-MAGDM 0.1886 0.2495 0.2519 0.3101
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other information for integrated calculation, reflecting more
information. In order to validate the performance of the
proposed TIFNCWBHG-MAGDM, it is compared to
G-INFNs-MCGDM. Table 1 summarizes the comparison
results, showing that the two methods provide consistent
ranking results. *e columnar diagram, broken line dia-
gram, and radar diagram are depicted in Figures 14–16,
respectively. Note that the G-INFNs-MCGDM requires the
accuracy-weight of expert evaluation information and the

overall evaluation weight at all levels. *erefore, compared
with G-INFNs-MCGDM, TIFNCWBHG-MAGDM is more
concise and easy to calculate. On the other hand, the pro-
posed TIFNCWBHG-MAGDM is more feasible and
straightforward, which is conducive to the evaluators to
carry out various analyses and comprehensive evaluation for
the correct judgment. *e comparison of the calculation
results of TIFNCWBHG-MAGDM and G-INFNs-MCGDM
is shown in Table 1.
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Figure 14: Columnar diagram obtained from Table 1.
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4. Conclusion

In order to reduce the difference of the traditional single-
value evaluation, this paper proposes the TIFNCWBHG-
MAGDM based on the intuitionistic triangular fuzzy
number theory and MAGDM theory. First, taking into
account the factors such as multitime points, multiattributes,
and multiexperts, the judgment matrix of TIFNs is con-
structed from the comprehensive consideration of multi-
perspectives. *e TIFNCWBHG operator integrating the
information of TIFNs score function, stability weight, and
position weight is proposed for integrated calculation. Fi-
nally, the priorities for safety inputs are determined. *e
proposed method was evaluated on the practical example of
coal enterprise safety inputs, showing that the result is
consistent with the actual situation. *e main advantages,
characteristics, and summary of the proposed method were
found through the comparison and in-depth analysis, as
follows:

(a) *e proposed method improves the accuracy, sim-
plicity, and rationality of the safety input evaluation of
coal enterprises. It systematically uses the evaluation
matrix, operator, score function formula, and accu-
rate score function formula, which provides a new
idea and method for comprehensive, systematic, and
in-depth evaluation of coal enterprise safety inputs.

(b) In the TIFNCWBHG operator, a variety of weights
are integrated into the system to more accurately
describe the complex internal relationship between
various factors and attributes to improve the accu-
racy of the final evaluation further.

(c) In specific decision-making, the stability of expert
evaluation information will affect the ranking and
selection of alternatives. *erefore, considering the
stability of expert evaluation information, the eval-
uation can be more accurate.

(d) *e proposed TIFNCWBHG-MAGDM has the
advantages of lower computational complexity and
broad applicability. *erefore, it can be used to
compare, analyze, and sort the factors in other safety
input structure models.

Future works will include the application of the pro-
posed method to linguistic decision-making, which is an-
other one of the most active research topics. In addition, we
will further optimize the whole evaluation method to make it
more accurate and convenient.
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With the continuous progress of my country’s cultural industry, how to apply artificial intelligence technology to song on demand
has become an issue of concern.,is researchmainly discusses the research of singing intonation characteristics based on artificial
intelligence technology and its application in song-on-demand scoring system. ,is paper uses the combination of ant colony
algorithm and DTW algorithm to measure the similarity between speech signals with the average distortion distance, so as to
expect accurate recognition results. ,e design of the song-on-demand scoring function module uses a combination of MVC
mode and command mode based on artificial intelligence technology. ,e view component in the MVC mode is mainly used to
display the content that the user needs to sing and realize the interaction with the user. ,e singer selects a song to start playing,
and the scoring terminal device queries the music library server for song information according to the song number, then starts
playing the song through the FTP file sharing service according to the audio file path in the song information, and at the same time
displays the song on the display according to the timeline Show song and pitch information. ,e singer sings according to the
screen prompts. ,e microphone collects the voice signal and transmits it to the scoring terminal. After the scoring algorithm is
calculated, the result is fed back to the screen in real time. ,e singer can view his singing status in real time and make
corresponding adjustments to obtain a higher score. After the singing, the scoring terminal will display the final result on the
screen to inform the user and upload the singing record to the server for recording. In the tested on-demand retrieval engine, the
average hit rate of the top 3 has reached more than 90% under various humming methods, basically maintaining the high hit rate
characteristics of the original retrieval engine. ,e system designed in this research helps to effectively improve the singing level.

1. Introduction

With the technological development of hardware and
software equipment, the ability and superiority of artificial
intelligence have quickly penetrated into all areas of life, and
of course, it has become the hottest vocabulary in the field of
music technology [1]. We know that the promotion of music
is actually based on technological changes. Without the
invention of tools, there would be no musical instruments;
without the emergence of electronic technology, there would
be no electronic music [2]. ,erefore, artificial intelligence, a
major technology, can bring much change to music. ,e
generation of artificial intelligence arrangement is an in-
terdisciplinary field. It requires researchers to master much

interdisciplinary knowledge, including music production,
music technology, artificial intelligence, and automatic ac-
companiment. Because it is a new field, domestic research is
still relatively poor.

Currently, there are two main algorithms used in the
field of algorithmic composition. One is the algorithm of
composition based on rules and music knowledge. ,is kind
of method also uses probabilistic methods to improve. ,e
second is the machine learning algorithm, which is one of
the hot tools currently applied to algorithmic composition
[3]. It can be further divided into traditional machine
learning algorithms and artificial neural networks. Tradi-
tional machine learning algorithms mainly refer to the kind
of machine learning algorithms based on probability theory
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and statistics. ,e efforts of the predecessors laid the
foundation for the current generation of artificial intelli-
gence music.

Artificial intelligence (AI) activities are integrated
into the software development process. Kulkarni and
Padmanabham used an extended waterfall chart and agile
model to model the entire process of software (SW)
development. ,ey have integrated important AI activ-
ities (such as intelligent agents, machine learning (ML),
knowledge representation, statistical models, probabi-
listic methods, and fuzziness) into the extension. Al-
though the model they studied collects and feeds back
data, there is still a lack of effective analysis of the data [4].
Liu et al. believed that although artificial intelligence is
currently one of the most interesting areas in scientific
research, the potential threat posed by emerging AI
systems is still the source of ongoing controversy. In
order to solve the problem of AI threats, they proposed a
standard intelligence model [5], which unifies AI and
human characteristics from the four aspects of knowledge
(i.e., input, output, mastery, and creation). Although his
research can measure the level of artificial intelligence
system, the research method is too cumbersome [6].
Mazinan and Khalaji demonstrated a comparative study
of the application of multiple model predictive control
schemes based on artificial intelligence. ,ey will control
the program that will be implemented on a type of in-
dustrial complex system. ,ey focused their results on an
industrial tubular heat exchanger system that has such
high applicability in practical and academic environ-
ments. Although the traditional scheme is almost
implemented on the system, his research lacks specific
parameters [7]. ,e Ali study investigated the impact of
such machine translation (MT) software and TM tools
widely used by the Arab community for its academic and
commercial purposes. His research aimed to find whether
it is possible to transform the paradigm from Arabic
localization to Arabic globalization. ,erefore, he studied
the content and applications of some machine translation
software (such as SYSTRAN and IBM Watson) to de-
termine how to use them without manual intervention
and retain the meaning of the original text. Although his
research uses the idea of artificial intelligence, the re-
search process lacks statistical data [8].

,is paper uses the combination of ant colony al-
gorithm and DTW algorithm to measure the similarity
between speech signals with the average distortion dis-
tance, so as to expect accurate recognition results. ,e
design of the song-on-demand scoring function module
uses a combination of MVC mode and command mode
based on artificial intelligence technology. ,e view
component in the MVC mode is mainly used to display
the content that the user needs to sing and realize the
interaction with the user. ,e singer sings according to
the screen prompts. ,e microphone collects the voice
signal and transmits it to the scoring terminal. After the
scoring algorithm is calculated, the result is fed back to
the screen in real time. ,e singer can view his singing
status in real time and make corresponding adjustments

to obtain a higher score. After the singing, the scoring
terminal will display the final result on the screen to
inform the user and upload the singing record to the
server for recording.

2. Singing Intonation Characteristics

2.1. Artificial Intelligence Technology. At present, there is
no optimal solution in the main technology of AI
composition, and most of them use hybrid algorithms
[9, 10]. In practice, the most advanced deep learning
algorithm (artificial neural network) is one of the most
important technologies for AI composition. Compared
with other algorithms, it has the ability to learn by
itself, associative storage, and the ability to find op-
timal solutions at high speed [11]. ,is algorithm
simulates the principle of neural network transmission
in the human brain. ,erefore, in this kind of deep
learning, programmers need to build a multilayer
neural network and program it in a multilayer struc-
ture to process the information between input and
output points [12, 13]. After the data is input, the
artificial neural network will find the laws that exist
among many input works, forming an understanding
of music [14]. AI will take it to predict the direction of
music, and the verification data set will tell it whether
the prediction is correct or not, and the correct and
wrong feedback will be remembered by AI [15, 16].
After a lot of learning, AI’s predictive ability is getting
stronger and stronger, then masters the summarized
information, and finally creates [17].

2.2. Singing Intonation Characteristics. When performing
feature extraction, there will be more or fewer dif-
ferences in the tone size, strength, and recording of the
speaker in different environments, which will cause the
extracted feature parameters to be inaccurate, so ac-
curate feature parameter matching cannot be per-
formed, so this paper adopts the interpolation method,
linear scaling method, and linear translation method
which are used to regularize the feature parameters to
ensure the accuracy of the feature parameters that can
be extracted [13, 18]. After detecting the end point of
the voice signal with a sampling rate of 16 kHz, we find
out the starting end of the sound and frame the speech.
,e frame size is 512 points, about 32 milliseconds, and
the frameshift is 170 points, which accounts for about
three of a frame one part; assuming that the speech
signal in each frame is represented by Sn(m), the
volume intensity curve is defined as

avgMag(n) �
1

M


M−1

m�0
Sn(m)


, n � 0, 1, . . . , N − 1. (1)

Even if the same person uses the same volume to record
into the microphone, there may still be differences in the
volume of the voice signal due to different microphones [15].
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A � avgMag1(n) �

avgMag1(0)

· · ·

avgMag1(N − 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

B � avgMag2(n) �

avgMag2(0)

· · ·

avgMag2(N − 1)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(2)

,e following results can be learned:

θ � B
T
B 

− 1
B

T
A. (3)

,e fine-tuned test voice volume curve is assumed to be
avgMag2(n), and its formula is as follows:

avgMag2(n) � Bθ � avgMag2(n)θ, n � 0, 1, . . . , N − 1.

(4)

,e system framework of the pitch extraction scheme is
shown in Figure 1.

2.3. Song Evaluation. When the user is using it, first select
the song to be sung on the platform control page. ,is
operation is equivalent to issuing a command to the con-
troller, and the controller needs to call the scoring function
according to the user’s operation and change the display in
the browser [19, 20]. After the user sings according to the
changed display, the scoring method will score the user’s
singing and return the result to the browser. Such a process
constitutes a complete scoring process [21]. In order to
accurately evaluate the contour of the curve, the evaluation
parameter force of the polyline is introduced, which is
mainly used to describe the similarity of the two polylines
[22, 23].

ηi � lil
l,iηi ∈ (0, 1]. (5)

,e evaluation parameter ηi reflects the similarity be-
tween the two points of the straight line and the curve [24].

Suppose that the variable length including angle chain code
of the curve is

A � α1,α2,, . . . , αn . (6)

,en

αij � 2 arccos

��������������
r Hr+1 − Hr+2( 



lr+1 + lr+2

⎛⎜⎜⎝ ⎞⎟⎟⎠, (7)

Among them, αij is the angle sequence [25, 26]. ,e am-
plitude-frequency response of each filter is in the shape of a
triangle and is equal to the above uniform center frequency
and the center frequency is linearly reduced to zero for two
adjacent filters [27]. Its relationship with linear frequency
conversion is

f � 2595 log10 1 +
f

100
 . (8)

,e power spectrum of the frame signal is obtained by
FFT [28]. Extract breath parameters:

std(X) �
1

n − 1


n

i�1
Xi − X( X

2
i

⎛⎝ ⎞⎠

1/2

, (9)

Among them, n represents the number of sampling points.
Use f1(x) and f2(x) to represent the gene trajectory of the
original singing voice and the imitated voice after feature
extraction.

f1(x) � f2(x) −
1
N



N−1

k�0
f2(k) +

1
N



N−1

k�0
f1(k),

f1(x) � f2(x) − diff ,

diff �
1
N



N−1

k�0
f2(k) +

1
N



N−1

k�0
f1(k),

(10)

Among them, diff represents the difference between the two.

D(n + 1, m) � d(n + 1, m) + min[D(n, m)g(n, m), D(n, m − 1), D(n, m − 2)],

g(n, m) �
∞ w(n) � w(n − 1)

0 w(n)≠w(n − 1)
,

(11)

w(n) represents the optimal time warping function. Al-
though it is very time-consuming to use dynamic pro-
gramming technology to make time regulation, this method
only calculates the matching distance between the original
vocal voice and the imitated voice feature parameters, thus
simplifying the process of speech recognition, so the ant
colony dynamic time planning algorithm is still a more
effective speech recognition technology [29].

3. Song-on-Demand Scoring
System Experiment

3.1. Architecture Design of Scoring Function Module. ,e
traditional DTW algorithm minimizes the total weighted
distance through a local optimization method. In this paper,
the ant colony algorithm is combined with the DTW al-
gorithm, and the average distortion distance is used to
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measure the similarity between speech signals, so as to
expect accurate recognition results. ,e design of the song-
on-demand scoring function module uses a combination of
MVC mode and command mode based on artificial intel-
ligence technology. ,e view component in the MVC mode
is composed of a Java browser embedded in a smart client,
which is mainly used to display the content that the user
needs to sing and realize the interaction with the user. ,e
controller component uses the command mode design
method to encapsulate each command in the software
control as an object. ,ese objects can respond to different
command statements to complete various operations. Model
components are various business logics needed in the
software running process. In the song-on-demand scoring
system, the scoring function constitutes the model com-
ponents. Many intelligent terminal devices are connected to
the song library server through the local area network, and
the database administrator also needs to maintain the service
through the local area network. Among them, the song li-
brary server may be composed of a server group considering
the load pressure and data disaster tolerance, but this is
transparent to the terminal devices. All terminal devices are
connected to the same logical server through IP addresses.
,e scoring terminal device is responsible for the interactive
operation with the user, which is realized through touch
screen, display, microphone, and so on. ,e administrator is
mainly responsible for the maintenance of the internal
network and database to ensure the smoothness of the
network transmission process.

Among them, the singer selects a song to start playing,
and the scoring terminal device queries the song library
server for song information according to the song number,
then downloads the audio file from the server through the
FTP file sharing service according to the audio file path in
the song information and the song score file path with the
score file, and starts to play the song; at the same time, the
song and pitch information are displayed on the display
according to the timeline. ,e singer sings according to the
screen prompts. ,e microphone collects the voice signal
and transmits it to the scoring terminal. After the scoring
algorithm is calculated, the result is fed back to the screen in
real time. ,e singer can view his singing status in real time
and make corresponding adjustments to obtain a higher
score. After the singing, the scoring terminal will display the
final result on the screen to inform the user and upload the
singing record to the server for recording.

3.2. Song Library Establishment. ,e establishment of the
song library directly affects the accuracy of the experimental
data and plays a vital role in the entire system. In practice,
even if the same person is in the same environment, the
signals of the two recorded songs are difficult to be com-
pletely consistent and must be recorded multiple times as an
imitated song library. ,e accuracy of the recorded songs in
the song library is set to 16 bits, and the sampling frequency
is set to 8 kHz. ,e collection object of the standard song is
the original singer, and the recorded song is used as a
template song for comparison with the imitated song.

3.3. Control Process of the Song-on-Demand Scoring System.
,e song-on-demand scoring system realizes the scoring
function by rewriting the speech recognition module
Sphinx4. ,rough the singing of the singer, the intelligent
client in the system controls the speech recognition module.
,e smart client determines the song paragraph to be
evaluated and then passes the song paragraph to the Sphinx4
speech recognition module in the form of parameters. ,e
voice recognition module will start a specific thread for the
song paragraph according to the song paragraph to be in-
vestigated. ,is specific thread will monitor the microphone
input data. After the singer’s pronunciation is received by
the microphone, it will be passed to the voice recognition
module, and the voice recognition module will sing
according to the song.,e speaker’s pronunciation evaluates
a score that is similar to the standard pronunciation, this
score is returned to the smart client, and the smart client
displays this score on the user interface. ,e smart client is
also responsible for the display of relevant information about
the song paragraphs to be investigated and records the
number of times the singer has practiced and the results. In
addition, the user interface also needs to consider the factors
of interactive design and provide functions such as singing
timing bar to assist users in using the scoring system and
improve the effect of user experience.

(1) Query. ,e administrator enters the song number or
song title, and the system transmits the number and
song title data to the database through the database
query interface. After the database is processed, the
song information is returned. ,e system feeds back
the song information to the administrator to display
the query result.

High-pass
filter

Pitch

Feature
extraction

Discrimination of voiced
voice by BP neural network

Low-pass
filter

Numerical
filtering Framing Pitch

extraction Smooth
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curve

Figure 1: Pitch extraction scheme system framework.
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(2) Newly Added. ,e administrator enters all the at-
tribute values of the song information. ,e system
queries the database for the song information
according to the song number in it and determines
whether the song information already exists
according to the database feedback result. If it exists,
encapsulate the song information into a database
format, transfer it to the database, and send in-
structions to add new information; otherwise, it will
not be processed.

(3) Delete. ,e administrator enters the song number or
song name, and the system transfers the number and
song name data to the database through the database
query interface and returns the song information
after the database is processed. If the song exists, the
entry song information is deleted; otherwise, it will
not be processed.

(4) Modification. ,is operation is a combination of
query, deletion, and addition. ,e administrator
enters the song information, and the system
knows whether the song exists through the query
operation. If it does not exist, add the song in-
formation entry to the database through the new
operation; otherwise, delete the song first through
the delete operation information, and then add a
new song information entry to the database
through a new operation. ,e control process of
the song-on-demand scoring system is shown in
Figure 2.

3.4. Front-End Software Level Model of the Song-on-Demand
Scoring System. ,e song-on-demand scoring system de-
scribed in this paper is composed of server-side compo-
nents and client-side components. ,e server-side
components use SQL databases, and the program logic
structure is relatively simple, without too much hierarchy.
,e client scoring system can be divided into 3 levels, from
bottom to top: platform dependency layer, scoring business
layer, and system application layer. Among them, the
platform-dependent layer provides the underlying support
for the system’s operating resources and provides a
guarantee for system portability by providing standard
interfaces to shield the differences between system hard-
ware and operating systems. ,e scoring business layer is
the core of the scoring business logic. ,e business logic
including recording cache, network communication,
singing interface, and broadcast control is implemented at
this level, and the whole is built with MVC architecture.
,e system application layer mainly refers to the singing
system. ,e scoring system is designed as a business
component of the traditional singing system. It has inde-
pendent business logic, but it is located under the singing
system and is an extension of the original system. ,ere-
fore, the system application layer is mainly responsible for
the user’s singing operation and finally calls the broadcast
control interface of the scoring business layer to complete
the business logic of singing scoring.

3.5. Software Component Design of Song-on-Demand Scoring
System.
(i) ,e background service component is composed of two

modules:

(1) Database operation module: it mainly realizes
data operation on SQL database, including song
information, query, score history, and score
ranking query (currently not used by the front-
end system).

(2) Network communication module: it mainly
realizes client connection management and
request-response functions. Since multiple
clients may initiate requests to the server at the
same time, the request connection time is
variable, and the communication time is short,
a thread pool is designed in the network
communication module to manage each con-
nection request, so as to avoid the continuous
creation and destruction of threads. Improve
system concurrency performance. ,e main
functions of this module include communica-
tion thread scheduling, request analysis, data
distribution, and request-reply.

(ii) ,e front-end business components of the system
are relatively complex and consist of four modules:

(1) Network communication module: it mainly re-
alizes the network connection with the server
and request sending and receiving. Compared
with the server-side network module, the client-
side network module is relatively simple and
does not require multithreading. ,e main
functions include connection status manage-
ment, data request sending and receiving, and
reply message analysis.

(2) Resource download module: it mainly realizes
the download of audio files and song score files
and other resources. Its core is the realization of
the PP file remote service client. Since the FTP
protocol has mature open-source software li-
braries, the realization of this module is relatively
simple.,emain functions include FTP protocol
analysis and data validity verification.

(3) Scoring service module: this module is the core
module of the system, which mainly realizes the
performance functions of the broadcasting
control and singing process of the scoring ser-
vice. As the main control module, it dispatches
othermodules to coordinate work as needed.,e
main functions include playback control, audio
playback, song score analysis, and recording
cache and singing interface drawing.

(4) Scoring algorithmmodule: this module is the basic
module of the system, which is mainly responsible
for voice information processing and score cal-
culation. Its main functions include voice funda-
mental frequency extraction, pitch sequence
conversion, score calculation, and other functions.
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4. Song-on-Demand Scoring System

4.1. Song Matching Path Analysis. All experiments in this
paper are carried out on a LenovoWin7 PC. ,e CPU uses
Intel’s Corei3-2330M processor, the memory is 2GB, the
main frequency is 220GHz, and the operating system is 64
bits. ,e experiment uses MATLAB R2010a for algorithm
simulation. ,e voice recording uses the microphone that
comes with the PC, and the recording format is “.WAV.”
When the user wants to start playing a song, the user first
enters the song number through the playback control in-
terface of the scoring service module, and the scoring service
module calls the playback control interface to query the
current playback status. If the player is idle, it sends a song
query to the server through the network communication
module Request; the network communication module sends
and receives data to parse the reply package to obtain song
information, which is fed back to the scoring service module;
the scoring service module obtains the download address of
the corresponding resource according to the audio file in-
formation and the song score file information and calls the
resource download module interface to download to Local;
the resource downloadmodule calls the FTP protocol library
according to the download address to provide an interface to
download the file to the local, performs data integrity check,
and feeds the local path to the scoring service module; the
scoring service module receives the audio file and the song
score file and then transfers the audio file path to the audio
decoding system to play the song, parse the score file, and
pass the obtained pitch sequence information to the scoring
algorithmmodule; the scoring algorithmmodule obtains the
pitch sequence information and fills the corresponding
structure information to prepare for the score calculation; so
far, the playback start operation is complete. ,e number of
ants in the ant colony is K, the number of cycles is set to N,
and the global average distortion distance between the
original singing voice and the matching path of the imitating
voice is shown in Table 1.

We experimented with singing from the same female
voice but at different times. Set up 6 different ant colonies, in
which the number of ants and the number of cycles are 5, 10,
15, 20, 25, and 30. It can be seen from Tables 2–5 that, in the

ant colony algorithm, when the total number of ants is fixed
and the number of cycles increases, the global average
distortion distance D of the path decreases. When the
number of cycles is fixed, the total number of ants increases
and the global average distortion distance D of its path
decreases. It can be seen that this algorithm is effective in
finding the best path. In the experiment, when k� 20 and
N� 20, the average distortion distance has not changed
significantly with the increase of k and N, and because of the
time complexity factor, the experiment will be k� 20, N� 20
corresponding to the path as the best matching path to find
the algorithm. ,e relationship between the number of ants
k and the average distortion distanceD under different cycles
is shown in Figure 3.

Table 2 shows the comparison results of the test data
based on the ant colony dynamic time planning algorithm
and the DTW algorithm. It can be seen from Table 2 that
when recognizing continuous speech, the recognition rate of
the ant colony dynamic time planning algorithm is better
than that of the DTW algorithm. Particularly in the case of
complex environments, the superiority of the ant colony
dynamic time planning algorithm can be better reflected.
,e main reason is that the algorithm introduces the global
average distortion distance when comparing the feature
parameter sequence, which solves the situation that the
algorithm may enter the local optimum, the algorithm is
searched for 20 times in a loop, and the path must be
searched after each search. ,e pheromone on the website is
updated. ,erefore, the best matching path obtained by
looping 20 times is more accurate, which more accurately
reflects the small differences between the speech signals.

Start

Client determines the
song to be played

Client background starts
scoring thread

Scoring thread monitor
microphone

Score based on
microphone input data

Client shows the
pronunciation score

End

Scoring thread

Client front desk

Client
background

Figure 2: ,e control process of the song-on-demand scoring system.

Table 1: ,e global average distortion distance between the
matching path of the original voice and the imitated voice.

N D5 D10 D15 D20 D25 D30
5 0.3157 0.2267 0.2253 0.2235 0.2132 0.2145
10 0.2469 0.2593 0.2255 0.2221 0.2125 0.2039
15 0.2586 0.2295 0.2032 0.2023 0.2018 0.2008
20 0.2435 0.2109 0.2031 0.1937 0.1941 0.1950
25 0.2438 0.2098 0.2091 0. 1952 0.1934 0.1927
30 0.2431 0.2182 0.2015 0.1991 0.1942 0.1926
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4.2. Singing Score Analysis. In the experiment, part of the
original song was selected, and the singing time was 5
minutes. At the same time, select 10 students with high and
low singing levels in our laboratory, and record them as A, B,
C, D, E, F, G, H, J, and K, so that they can freely choose the
songs to sing according to their singing level in the same
environment. And another 10 students form a scoring
group, and these 10 students are recorded as a, b, c, d, e, f, g,
h, j, and k. ,e scoring group only imitates based on the
personal subjective feelings singer’s singing performance is
scored, and the manual scoring is compared with the scoring
software based on this algorithm. ,is paper uses 20 dif-
ferent lyrics recorded as the test object. Because each lyric
has 4 test voices, it is equivalent to scoring 80 words. In order
to show the relevance of the designed song-on-demand
scoring system and manual scoring, three levels of manual
scoring are given to the test voice: bad: (0–59), average:
(60–79), and good: (80–100). ,e straight line in Figure 4
represents the average result of manual scoring, and the

curve represents the evaluation result of the scoring algo-
rithm in this paper. ,e algorithm score in this paper is
about 82%. ,e manual score is about 78%. It can be seen
that the scoring results of the algorithm in this paper are
almost the same as people’s subjective feelings as a whole,
but they are not accurate enough in highlighting the singing
level of the singer, and the difference between the manual
score and the score obtained by the scoring method of this
algorithm is still not to be ignored.,e final statistical results
are shown in Table 3. ,e statistical analysis results are
shown in Figure 4.

,e singing scoring operation process mainly involves
two modules: the scoring business module and the scoring
algorithm.,e user’s voice is input into the system through a
microphone, and the recording driver in the system collects
the signal and then passes through the callback: the
mechanism continuously transmits the sampled data to the
scoring business module. After the recording buffer class
obtains the recording data, according to the playback time of
the song, it adds time stamp information to the recording
segment and adds the recording data to the buffer queue.
,ere is another thread in the recording buffer class, which
continuously checks the length of the recording data in the
buffer queue. When the data reaches the required length of a
voice frame for scoring, the frame of voice is passed to the
scoring algorithm module; after the scoring algorithm
module obtains a frame of voice data, it first analyzes the
voice signal to extract its fundamental frequency informa-
tion and passes the pitch. ,e conversion algorithm obtains

Table 2: Comparison of test data based on ant colony dynamic time planning algorithm and DTW algorithm.

Identification type Ant colony dynamic time planning algorithm (%) DTW algorithm (%)
Continuous song recognition 99.33 98.67

Table 3: Final statistics.

,is paper score
Manual scoring

Bad Average Good
Bad 10 9 3
Average 8 26 4
Good 3 7 11

Table 4: Original pitch deviation.

Musical alphabet Pitch frequency (Hz) Off-center
G4 396.393 19
A4 440.914 4
B4 4 96.27 8
C5 526.503 11
D5 592.604 15
E5 678.944 30
F5 711. 836 33
G5 791.786 17
A5 885.939 12
B5 985.444 −4
C6 1057.91 19
C6 1057.91 19
B5 985.444 −4
A5 885.939 12
G5 791.786 17
F5 711.836 33
E5 678.944 30
D5 592.604 15
C5 526.503 11
B4 496.27 8
A4 440.914 4
G4 396.393 19

Table 5: Pitch deviation after adjustment.

Musical alphabet Pitch frequency (Hz) Off-center
G4 394. 886 13
A4 444.445 17
B4 498.378 16
C5 534.621 37
D5 603.943 48
E5 679.739 53
F5 721.132 55
G5 799.728 34
A5 890.173 20
B5 798.193 −1
C6 1062.9 27
C6 1055.08 14
B5 798.193 −1
A5 890.173 20
G5 796.779 28
F5 718.473 49
E5 677.232 47
D5 601.716 42
C5 532.649 31
B4 496.541 9
A4 442.806 11
G4 391.979 0
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the pitch parameters, adds the singing pitch sequence 1,
finally adjusts the pitch the score ending interface calculates
the current score, and then the score status information is
fed back to the scoring service module; the scoring service
module feeds back the scoring status to the user through the
singing interface; user inputs the sound at the next time
point according to the current state and then loops back and
forth until the song is played. In this study, before the
comparison, the feature parameters of singing audio and
music library music should be extracted in units of frames.
,e advantage of this is that the accuracy of the extracted
feature parameters is higher, but the disadvantage is that the
computational complexity of the system is greatly increased.
Pass the FMS to JSP to extract the pitch feature sequence,
and perform the recording pitch data and theMIDI template
of the corresponding song in the music database every 8
seconds: the pitch data is compared for similarity, and the
singing score in these 8 seconds is calculated (percentage
system) and displayed through flash. Before doing the
similarity comparison of the final scores, it is necessary to
regularize the pitch sequence to get a more accurate final
score than simply averaging the short-term scores. Due to
the different frequencies of male and female voices, the pitch

will also be different.,erefore, before the system performs a
similarity comparison, it needs to normalize the singing
pitch sequence to the same level as the template pitch se-
quence and then calculate the similarity to get a score that
can better reflect the true level of singing. ,e original
singing analysis result is shown in Figure 5. ,e adjusted
analysis result is shown in Figure 6. ,e original pitch de-
viation is shown in Table 4. ,e adjusted pitch deviation is
shown in Table 5.

4.3. System Performance Test. Table 6 shows the test results
of the top 3 and top 10 hit rates of the song-on-demand
search engine and the original search engine in this paper. In
the tested on-demand search engine, the average hit rate of
the top 3 has reached more than 90% under various
humming methods, basically maintaining the high hit rate
characteristics of the original search engine, and the retrieval
results are satisfactory.

,e average search speed results of the new on-demand
search engine and the original search engine are shown in
Figure 7. According to the given test sample set, the old and
new systems are tested separately, and the average retrieval
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Table 6: Test results of the hit rate of the top 3 and top 10 of the song-on-demand search engine and the original search engine in this paper.

Input Testing frequency
Top 5 hit rate Top 10 hit rate

New engine Original engine New engine Original engine
Humph 60 95.0% (57) 93.3% (56) 98.3% (59) 96. 7% (58)
Sing “with lyrics” 60 83.3% (50) 88.3% (52) 85.0% (51) 93.3% (56)
“Whistle” blowing 70 92.9% (65) 94.3% (66) 92.9% (65) 95.7% (67)
Total number of tests 190 90.5% (172) 91.6% (174) 92.1% (175) 95.3% (181)
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speed results of the two systems are given. ,e tested new
QBH search engine has repeatedly tested 190 humming
melodies, and its average search time is about 1/3 of the
LAM algorithm, which basically meets the requirements.
When using an experimental database with a capacity of
3864, the retrieval time is approximately 3.5 seconds. ,e
result is satisfactory.

5. Conclusion

,e traditional DTW algorithm minimizes the total
weighted distance through a local optimization method. In
this paper, the ant colony algorithm is combined with the
DTW algorithm, and the average distortion distance is used
to measure the similarity between speech signals, so as to
expect accurate recognition results. ,e design of the song-
on-demand scoring function module uses a combination of
MVC mode and command mode based on AI technology.
,e view component in the MVC mode is composed of a
Java browser embedded in a smart client, which is mainly
used to display the content that the user needs to sing and
realize the interaction with the user.

,e controller component uses the command mode
designmethod to encapsulate each command in the software
control as an object. ,ese objects can respond to different
command statements to complete various operations. Model
components are various business logics needed in the
software running process. In the song-on-demand scoring
system, the scoring function constitutes the model com-
ponents. ,e song-on-demand scoring system realizes the
scoring function by rewriting the speech recognition module
Sphinx4. ,rough the singing of the singer, the intelligent
client in the system controls the speech recognition module.

,e smart client determines the song paragraph to be
evaluated and then passes the song paragraph to the
Sphinx4 speech recognition module in the form of pa-
rameters. ,e voice recognition module will start a
specific thread for the song paragraph according to the
song paragraph to be investigated. ,is specific thread
will monitor the microphone input data. After the
singer’s pronunciation is received by the microphone, it
will be passed to the voice recognition module, and the
voice recognition module will sing according to the song.
,e speaker’s pronunciation evaluates a score that is
similar to the standard pronunciation, and this score is
returned to the smart client, and the smart client displays
this score on the user interface. ,e smart client is also
responsible for the display of relevant information about
the song paragraphs to be investigated and records the
number of times the singer has practiced and the results.
In addition, the user interface also needs to consider the
factors of interactive design and provide functions such
as singing timing bar to assist users in using the scoring
system and improve the effect of user experience.

Data Availability

,e data that support the findings of this study are available
from the corresponding author upon reasonable request.

Conflicts of Interest

,e author declares no conflicts of interest.

References

[1] Y. T. Chen, C. H. Chen, S. Wu, and C. C. Lo, “A two-step
approach for classifying music genre on the strength of AHP
weighted musical features,” Mathematics, vol. 7, no. 1, p. 19,
2019.

[2] Z. Lv, Y. Han, A. K. Singh, and G. Manogaran, “Trustwor-
thiness in industrial IoT systems based on artificial intelli-
gence,” IEEE Transactions on Industrial Informatics, vol. 99,
2020.

[3] D. Guido, H. Song, and AnkeSchmeink, Big Data Analytics for
Cyber-Physical Systems: Machine Learning for the Internet of
6ings, Elsevier, Amsterdam, Netherlands, 2019.

[4] R. H. Kulkarni and P. Padmanabham, “Integration of artificial
intelligence activities in software development processes and
measuring effectiveness of integration,” IET Software, vol. 11,
no. 1, pp. 18–26, 2017.

[5] V. Puri, S. Jha, R. Kumar et al., “A hybrid artificial intelligence
and internet of things model for generation of renewable
resource of energy,” IEEE Access, vol. 7, pp. 111181–111191,
2019.

[6] F. Liu, Y. Shi, and Y. Liu, “Intelligence quotient and intelli-
gence grade of artificial intelligence,” Annals of Data Science,
vol. 4, no. 2, pp. 179–191, 2017.

[7] A. H. Mazinan and A. R. Khalaji, “A comparative study on
applications of artificial intelligence-based multiple models
predictive control schemes to a class of industrial complicated
systems,” Energy Systems, vol. 7, no. 2, pp. 237–269, 2016.

[8] M. A. Ali, “Artificial intelligence and natural language pro-
cessing: the Arabic corpora in online translation software,”
International Journal of Advanced and Applied Sciences, vol. 3,
no. 9, pp. 59–66, 2016.

[9] H. Lu, Y. Li, and M. Chen, “Brain intelligence: go beyond
artificial intelligence,” Mobile Networks and Applications,
vol. 23, no. 7553, pp. 368–375, 2017.

[10] S. Jha and E. J. Topol, “Adapting to artificial intelligence:
radiologists and pathologists as information specialists,”
JAMA, vol. 316, no. 22, pp. 2353-2354, 2016.

[11] L. D. Raedt, K. Kersting, S. Natarajan, and D. Poole, “Sta-
tistical relational artificial intelligence: logic, probability, and
computation,” Synthesis Lectures on Artificial Intelligence and
Machine Learning, vol. 10, no. 2, pp. 1–189, 2016.

[12] D. Hassabis, “Artificial intelligence: chess match of the cen-
tury,” Nature, vol. 544, no. 7651, pp. 413-414, 2017.

[13] B. K. Bose, “Artificial intelligence techniques in smart grid and
renewable energy systems-some example applications,” Pro-
ceedings of the IEEE, vol. 105, no. 11, pp. 2262–2273, 2017.

[14] E. S. E. Din, Y. Zhang, and A. Suliman, “Mapping concen-
trations of surface water quality parameters using a novel
remote sensing and artificial intelligence framework,” Inter-
national Journal of Remote Sensing, vol. 38, no. 4, pp. 1023–
1042, 2017.

[15] M. R. Hashemi, M. L. Spaulding, A. Shaw, H. Farhadi, and
M. Lewis, “An efficient artificial intelligence model for pre-
diction of tropical storm surge,” Natural Hazards, vol. 82,
no. 1, pp. 471–491, 2016.

[16] D. Yan, Q. Zhou, and J.Wang, “Bayesian regularisation neural
network based on artificial intelligence optimisation,” Inter-
national Journal of Production Research, vol. 55, no. 7-8,
pp. 2266–2287, 2016.

10 Mathematical Problems in Engineering



[17] A. Ema, N. Akiya, H. Osawa et al., “Future relations between
humans and artificial intelligence: a stakeholder opinion
survey in Japan,” IEEE Technology and Society Magazine,
vol. 35, no. 4, pp. 68–75, 2016.

[18] T. R. Besold, “On cognitive aspects of human-level artificial
intelligence,” Ki KünstlicheIntelligenz, vol. 30, no. 3-4,
pp. 343–346, 2016.

[19] Y. Feng, N. Cui, Q. Zhang, L. Zhao, and D. Gong, “Com-
parison of artificial intelligence and empirical models for
estimation of daily diffuse solar radiation in North China
Plain,” International Journal of Hydrogen Energy, vol. 42,
no. 21, pp. 14418–14428, 2017.

[20] D. Norman, “Design, business models, and human-technol-
ogy teamwork as automation and artificial intelligence
technologies develop, we need to think less about human-
machine interfaces and more about human-machine team-
work,” Research-Technology Management, vol. 60, no. 1,
pp. 26–30, 2017.

[21] N. Dudhwala, K. Jadhav, and P. Gabda, “Prediction of stock
market using data mining and artificial intelligence,” Inter-
national Journal of Computer Applications, vol. 134, no. 12,
pp. 9–11, 2016.

[22] J. Davies, “Program good ethics into artificial intelligence,”
Nature, vol. 538, no. 7625, p. 291, 2016.

[23] M. O’Neill, R. F. E. Sutcliffe, and C. Ryan, “Artificial intel-
ligence and cognitive science,” Applied Artificial Intelligence,
vol. 5, no. 2, pp. 153–162, 2016.

[24] T. M. Massaro, H. L. Norton, and M. E. Kaminski, “SIRI-
OUSLY 2.0: what artificial intelligence reveals about the first
amendment,” Social Science Electronic Publishing, vol. 101,
no. 6, pp. 2481–2525, 2017.

[25] D. S. Manu and A. K.,alla, “Artificial intelligence models for
predicting the performance of biological wastewater treat-
ment plant in the removal of Kjeldahl nitrogen from
wastewater,”AppliedWater Science, vol. 7, no. 7, pp. 1–9, 2017.

[26] R. J. Spiro, B. C. Bruce, andW. F. Brewer,6eoretical Issues in
Reading Comprehension: Perspectives from Cognitive Psy-
chology, Linguistics, Artificial Intelligence, and Education,
CRC Press, Boca Raton, FL, USA, 2017.

[27] M. Taheri, M. R. A. Moghaddam, and M. Arami, “Im-
provement of the/Taguchi/design optimization using artificial
intelligence in three acid azo dyes removal by electro-
coagulation,” Environmental Progress & Sustainable Energy,
vol. 34, no. 6, pp. 1568–1575, 2016.

[28] E. Sinagra, M. Badalamenti, M. Maida et al., “Use of artificial
intelligence in improving adenoma detection rate during
colonoscopy: might both endoscopists and pathologists be
further helped,” World Journal of Gastroenterology, vol. 26,
no. 39, pp. 5911–5918, 2020.

[29] M. Y. Zub, “Transformation of labor market infrastructure
under the influence of artificial intelligence,” Business Inform,
vol. 8, no. 511, pp. 146–153, 2020.

Mathematical Problems in Engineering 11



Research Article
Research on Volleyball Image Classification Based on Artificial
Intelligence and SIFT Algorithm

Weipeng Lin

College of Physical Education and Health, Yulin Normal University, Yulin 537000, Guangxi, China

Correspondence should be addressed to Weipeng Lin; linsport@ylu.edu.cn

Received 14 January 2021; Revised 22 February 2021; Accepted 11 March 2021; Published 20 March 2021

Academic Editor: Sang-Bing Tsai

Copyright © 2021Weipeng Lin.*is is an open access article distributed under the Creative CommonsAttribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Due to the application scenarios of image matching, different scenarios have different requirements for matching performance.
Faced with this situation, people cannot accurately and timely find the information they need. *erefore, the research of image
classification technology is very important. Image classification technology is one of the important research directions of
computer vision and pattern recognition, but there are still few researches on volleyball image classification.*e selected databases
are the general database ImageNet library and COCO library. First, the color image is converted into a gray image through gray
scale transformation, and then the scale space theory is integrated into the image feature point extraction process through the SIFT
algorithm. Extract local feature points from the volleyball image, and then combine them with the Random Sample Consensus
(RANSAC) algorithm to eliminate the resulting mismatch. Analyze the characteristic data to obtain the data that best reflects the
image characteristics, and use the data to classify existing volleyball images. *e algorithm can effectively reduce the amount of
data and has high classification performance. It aims to improve the accuracy of image matching or reduce the time cost. *is
research has very important use value in practical applications.

1. Introduction

*is classification technology can automatically understand
the content of the image to a certain extent and transform
the digital image into a conceptual model that people can
understand. It is an important way to realize the automatic
extraction of the semantic content of the image. Image
classification is an interdisciplinary research field, applicable
to many fields. *e early image classification technology
mainly relied on text features, using a manual method to
label text for images and using an image classification model
based on text features. Obviously, this method used for
image classification does not achieve the expected experi-
mental results. When an image is labeled with a selected
keyword, an artificial selection is required, and each person
has a different degree of understanding of the image content
that needs to be retrieved, and even the same person may
label the same content for different keywords for different

retrieval purposes. *e scale of image library is increasing,
and the speed of manual labeling can no longer meet the
real-time performance of updating and generating corre-
sponding content annotation. As a result, the method of
manual labeling for image classification is gradually elimi-
nated. *erefore, image classification research has gradually
become a hot research focus.

Image classification refers to the process of making
judgments about image resolution. *e primary key point is
to export image features. *e features of an image represent
the basic or original features of the image. Each image has its
own characteristics, such as brightness, shape, edge, color, or
texture.*e basis of image classification lies in the extraction
and representation of image features. *e selected feature
should have the following characteristics. Firstly, it can fully
express the semantic information of the image, and secondly
it should have certain stability and robustness to the in-
terference factors such as noise. *erefore, the choice of
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features is very critical. Inappropriate feature selection will
result in inaccurate classification and even result in un-
classifiable consequences.

Image features are widely used in images, including
texture classification [1, 2], moving object tracking [3], face
recognition [4], and face detection [5]. *e accuracy of
feature point detection is directly related to the final image
processing results, so the detection of image feature points
has always been the focus of research. *e same object in
different images is matched by detecting local feature
points of the image. *e early feature point detection
method is the video image matching algorithm based on
corner detection proposed by Moravec [6]. Wan gave a
method of image matching. Before using the similarity
function for feature matching, Gaussian transformation is
performed on the image, which makes the image feature
points prominent and easy to distinguish; PEAnuta in-
troduces the FFT cross-correlation algorithm, and the
experimental research proves that it can improve matching
efficiency; later, Fauqueur proposed a description algo-
rithm for image shape, which can be summarized as using
the histogram of the image edge direction. *is method not
only guarantees translation invariant features, but also has
a small amount of calculation. Harris et al. [7] proposed a
corner detection algorithm using image gradients. Rosten
et al. [8] proposed the FAST feature point detection al-
gorithm to detect feature points by comparing the size of
the center pixel with the neighborhood pixel and then
calculating the score value. Calonder et al. [9] proposed the
feature point detection and matching algorithm. Accu-
rately speaking, BRIEF is a feature description algorithm.
*e feature pairing is performed by Hamming distance to
describe the feature points. Rublee et al. [10] proposed an
ORB detection algorithm combined with BREIEF and
FAST algorithms, combining the detection and direction
description of image feature points. Leutenegger et al. [11]
proposed the BRISK detection algorithm, which mainly
uses the FAST algorithm for feature point detection on
multiple scales of images. Lowe [12] proposed PCA-SIFT
algorithm based on SIFT algorithm combined with prin-
cipal component analysis [13, 14]. Research based on local
features of images has always been the focus of research by
researchers [15]. How to accurately find the local features of
images is the key to the subsequent processing of images.
Ojala et al. [16, 17] proposed a local binary mode (LBP)
algorithm based on local features of images. Davarzani et al.
[18] proposed a scale and rotation invariance LBP algo-
rithm for face recognition. In the study by Geng et al.
[19, 20], the SIFT feature is proposed for face recognition.
Ren et al. [1, 21] proposed an anti-noise LBP coding
method for improving the recognition rate of face recog-
nition. *ese methods first need to achieve image
matching, for example, face recognition, for a person to
collect images from different angles, through the detection
of feature points, to achieve face recognition of the same
person at different angles. Mikolajczyk et al. [22, 23]
compared the detection algorithms of various local regions
of interest in images, mainly comparing the detection of
feature points and image matching, and concluded that

SIFT algorithm is a better detection and matching algo-
rithm. *e use of SIFT algorithm in the literature [24] to
achieve the classification of 20 semantic concepts has also
achieved satisfactory results.

SIFT is an algorithm that can detect poles in the mul-
tiscale space of an image and extract relevant feature de-
scriptors. SIFT features have great advantages in feature
representation, matching, and recognition: SIFT features are
local features of images, which are constant for scale
changes, image rotation, brightness intensity, and strong
resistance to viewing angle changes and noise. *e SIFT
algorithm is suitable for accurate and fast matching in a large
amount of data, because a small number of objects can
generate a large amount of SIFT feature vector information.
*e SIFT algorithm has been applied to different degrees in
military, industrial, and civil applications. Its application has
penetrated into many fields. Its typical applications include
object recognition, robot positioning and navigation, note
identification, image stitching, fingerprint field feature ex-
traction, 3D modeling, gesture recognition, and more. SIFT
has an unparalleled advantage in the nontransformation
feature extraction of images. *e above characteristics of
SIFT and the wide range of applications in various fields
ensure the effect of this local feature on image classification.

*e SIFT algorithm uses multiscale for key point de-
tection. At the same time, the feature point is described by
128-dimensional direction vector, which is excellent in scale
invariance and rotation invariance. When using the SIFT
algorithm, it is crucial to select key points for image de-
tection and image matching. Although Lowe proposed the
SIFT algorithm, the selection method was not explicitly
given in the parameter selection, and the effect of the image
size on the number of feature points was not explained. As a
result, the expected result was not achieved when using the
SIFT algorithm. Based on the theoretical analysis and ex-
perimental verification, the relationship between feature
detection parameters and feature point detection results is
determined and the principle of selection of important
parameters of the SIFT algorithm is given. In reality, the
images collected are often affected by various conditions and
the quality is not good. Before using the SIFT algorithm, the
image is subjected to gradation transformation processing to
improve image quality.

2. Proposed Method

2.1. Gray Scale Transformation. Let’s introduce each of these
grayscale transformation methods one by one.

2.1.1. Linear Gradation Transformation. Due to underex-
posure or overexposure during imaging, the image gray scale
may be confined to a relatively small range. In this case, the
image contrast is insufficient due to lack of gray level, and the
image details are difficult to distinguish clearly. At this time,
if the linear single-valued function is used to linearly extend
the grayscale of the image, the visual effect of the image can
be effectively improved. Assuming that the grayscale range
of the original input image f (x, y) is (m, n), we expect the
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grayscale range of the output image g(x, y) after the gra-
dation transformation to be extended to (p, q); then this is
linear. *e expression of the transformation function is

g(x, y) �
q − p

n − m
(f(x, y) − m) + p. (1)

If the original grayscale distribution of the original input
image f (x, y) is (m, n) and the small grayscale is outside this
interval, to improve the enhancement effect, the following
transformation relationship can be used (M is the maximum
gray level in the image f (x, y)):

g(x, y) �

p, 0≤f(x, y)≤m,

q − p

n − m
[f(x, y) − m] + p, m≤f(x, y)≤ n,

q, n≤f(x, y)≤M.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

*is relationship can be represented by Figure 1.

2.1.2. Piecewise Linear Gradation Transformation. To sup-
press those targets or grayscale spaces that we are not in-
terested in, we can use the piecewise grayscale linear
transformation method. *e most common method is a
linear transformation divided into three segments.

As shown in Figure 2, it is assumed that the gradation of
the original input image f (x, y) is 0—Mf, and the gradation of
the obtained output image g(x, y) is 0—Mg, and the ex-
pression for its piecewise linear transformation is

g(x, y) �

p

m
f(x, y), 0≤f(x, y)≤m,

q − p

n − m
[f(x, y) − m] + p, m≤f(x, y)≤ n,

Mg − q

Mf − n
[f(x, y) − n] + q, n≤f(x, y)≤Mf.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

In Figure 2, the (m, n) grayscale interval is linearly
transformed, and the (0, m) and (n, Mf ) segments are
compressed. By adjusting the position of the inflection point
of the fold line and controlling the slope of the segment line,
it is possible to expand or contract any gray scale interval.
Figure 2 also shows that if the grayscale of the image is
concentrated in a darker region and the image is darker, then
it can be achieved by extending the low-gray interval of the
image (slope greater than 1) and compressing the high-gray
interval (slope less than 1). If the gray level of the image is
concentrated in a brighter area, the image is brighter; then
the low-gray-level interval (slope less than 1) and the high-
gray-level interval (slope greater than 1) can be compressed
to achieve the purpose of improving the image.

*e disadvantage of piecewise linear grayscale trans-
formation is that it depends on the userʼs input.

2.1.3. Nonlinear Grayscale Transformation. Nonlinear
transformation of gray scale can be realized. Take the ex-
ponential transformation as an example.

Since the piecewise linear transformation has limited
processing ability on the gray value of the image and cannot
meet certain specific requirements, a nonlinear transfor-
mation is proposed, and the mathematical requirements of
the function are used to satisfy the transformation re-
quirements. *e exponential transformation form in the
nonlinear transformation is as follows:

g(m, n) � λ[f(m + n) + ε]y
. (4)

Among them, the existence of ε is to avoid the occur-
rence of the base zero, the exponent of c as a function has a
great influence on the performance of the function, and the
difference of the value determines the difference of the
function transformation effect. When c< 1, it is advanta-
geous for the low-gray area; when c> 1, it is advantageous
for the high-gray area; when c � 1, it is equivalent to the
proportional conversion. *e difference in c values is dif-
ferent for the visually bright and dark changes caused by the
image. *is transformation not only changes the contrast of
the image but also enhances the details of the image,
resulting in an enhancement and improvement of the overall
image effect.

f (x, y)

g (x, y)

q

p

0 m n

Figure 1: *e linear transformation relationship of the function.

g (x, y)

f (x, y)

Mg

Mf

q

p

0 m n

Figure 2: Piecewise linear transformation.
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2.2. SIFT Algorithm. *e implementation of the SIFT al-
gorithm is a complex process. Delete some unstable and
affected points by the edge factors to avoid their influence on
the classification. Of course, after finding the key points, the
information is also represented. *e SIFT algorithm uses a
128-dimensional vector containing the position and scale of
the key point. *e direction of the vector is the direction of
the key point information. Finally, the classification work of
the image is carried out. *e essence is the classification
between the feature descriptors of the key points. *e key
points in the graph are detected by a certain algorithm to
realize the classification of the images.

*en, the main direction of the key point domain is used
as the directional feature of the change point to complete the
operator’s independence from the direction and scale. *e
steps of the SIFT generation algorithm according to the
image to be processed are as follows. (1) Carefully detect the
pole value in the image scale space, and initially determine
the key points and scales of the image. (2) Remove the key
points with low contrast and unstable edge points to im-
prove the stability and noise resistance of the matching. (3)
Specify the corresponding parameters for each key point,
and make the operator have rotation invariance. *e main
features of the algorithm are the following:

(1) *e SIFTfeature is a local feature of the image, which
maintains invariance to rotation and scale scaling.

(2) It has good uniqueness and rich information and is
suitable for fast and accurate matching in themassive
feature database.

(3) It has multiplicity, where even a small number of
objects can generate a large number of feature vectors.

(4) It has high speed, where optimized matching algo-
rithms can even meet real-time requirements.

(5) When the image target is being collected, it is often
affected by external vibration, light intensity, and
imaging equipment. *e SIFT algorithm has certain
tolerances for the following situations:

(1) Rotate and scale
(2) Perspective change
(3) Light effects
(4) Target occlusion
(5) Sundries scene
(6) Noise

*e specific implementation process of the SIFT algo-
rithm will be introduced from five aspects.

2.2.1. Establish the Scale Space of the Image. *e concept of
scale space has been proposed very early. For a two-di-
mensional image I (x, y), its scale space L (x, y, σ) can be
expressed as follows, in the form of the formula as shown:

L(x, y, σ) � G(x, y, σ)∗ I(x, y),

G(x, y) �
1

2πσ2
e− (x− m/2)2+(y− n/2)2/2σ2

,

(5)

wherem, n are the size of the Gaussian template,m� 6σ + 1,
n� 6σ + 1; σ is the scale factor; ∗ is convolution operation. (x,
y) represents the role of space, where the large scale and
small scale correspond to the profile features and the detail
features. *erefore, the selection of reasonable scale factors
is the key content of establishing scale space.

2.2.2. Generating a Gaussian Difference Pyramid. To get a
Gaussian difference pyramid, you must first have a Gaussian
pyramid. *e process of generating a Gaussian pyramid is
the process of scale space generation. *e establishment of
the Gaussian pyramid is divided into two steps: image
Gaussian blur and downsampling. *e image pyramid
model is named for its shape resembling a pyramid. *e
gradient image obtained by downsampling the original
image is arranged from bottom to top. At the bottom of the
original image, downsampling is performed in turn to obtain
n sets of graphs.*e calculation of the number of groups n is
as follows:

n � log2[min(M, N)] − t, t ∈ 0, log2 min(M, N){ } ,

(6)

where M, N are image size; t is the logarithm of the di-
mension of the tower top image.

*e relationship between the number of pyramid groups
and the image size is shown in Table 1.

In order to make the images in the pyramid have
continuous visibility, all the images in the Gaussian pyramid
are blurred, so that each group of the pyramid contains
many Gaussian blurred images. In this case, when gener-
ating a set of images on the pyramid, it is necessary to use the
method of interval sampling.

Mikolajczyk has found in experiments that the extreme
value of the scale-normalized Gaussian Laplacian operator
σ2∇2G2 is the most stable. Lindeberg also found in the
experiment that Gaussian difference operators (i.e., DOG
operators) have similarities with σ2∇2G2, and there is a
certain relationship between them:

zG

zσ
� σ∇2G. (7)

Using the approximation of difference and differential,
there are

σ∇2G �
zG

zσ
≈

G(x, y, kσ) − G(x, y, σ)

kσ − σ
. (8)

*e following is further available:

G(x, y, kσ) − G(x, y, σ) ≈ (k − 1)σ2∇2G. (9)

We continue with the above derivation:

D(x, y, σ) � [G(x, y, kσ) − G(x, y, σ)]
∗
I(x, y)

� L(x, y, kσ) − L(x, y, σ),
(10)

where k is the derivative constant.
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2.2.3. Extreme Point Detection. Because the key point is part
of the extreme point, you must first find the extreme point.
Each point of the Gaussian difference (DoG) scale space is
compared with the points of adjacent scales and adjacent
positions one by one, and the position of the local extreme
value of the obtained local extremum and the corresponding
scale are obtained. *e SIFT algorithm selects 26 pixels
adjacent to it to ensure the accuracy of the detected extreme
points. If the Gaussian difference pyramid contains 4 layers
each, because the extreme value detection is compared with
the adjacent two layers, then the first and last layers must be
removed, and there are two layers left. Considering that the
Gaussian pyramid loses another layer when generating the
Gaussian difference pyramid, the number of layers of the
Gaussian pyramid must be three more layers than the
number of layers that need to be detected by the extreme
value. Of course, the extreme points obtained in this way are
not necessarily the key points.

2.2.4. Key Point Location and Direction Assignment

(1) Key Point Positioning. *e extreme points obtained in the
discrete space are discontinuous, and the position deter-
mination cannot be performed. *erefore, it is necessary to
accurately locate the key points by means of function fitting
and find the extreme points which are really key points. *e
fitting calculation is usually performed in the scale space by
the subpixel difference value. *e DOG operator Taylor
expansion is

D(X) � D +
zD

T

zX
X +

1
2
X

Tz
2
D

zX
2 X. (11)

*e following is derived:

x � −
z
2
D

− 1

zX
2

zD

zX
. (12)

*e corresponding equation value is

D(x) � D +
1
2

zD
T

zX
x. (13)

Suppose x � (x, y, σ)T represents the deviation of the
key point from the center of the interpolation. When the
value is greater than the preset value, it indicates that the
deviation is large, the key positionmust be reset, and the new
position is continuously interpolated until it is less than the
preset value. *ereby, the exact position σ(o, s) and the scale
σ oct(s) of the key points are obtained.

(2) Eliminate Edge Response. *e Gaussian difference
functions have a strong edge response, so even small noise
can cause instability:

H �
Dxx Dxy

Dxy Dyy

⎡⎣ ⎤⎦. (14)

*e principal curvature of the Gaussian difference
function is proportional to the eigenvalue of the sea cu-
cumber matrix H. Let α be the largest eigenvalue of the sea
cucumber matrix H, and β is the smallest eigenvalue of H.
*en,

Tr(H) � Dxx + Dyy � α + β,

Det(H) � DxxDyy − Dxy 
2

� αβ.

⎧⎪⎨

⎪⎩
(15)

Let c be the ratio of the maximum eigenvalue to the
minimum eigenvalue, and let α� rβ. *en,

Tr(H)
2

Det(H)
�

(α + β)
2

αβ
�

(rβ + β)
2

rβ2
�

(r + 1)
2

r
. (16)

When the maximum eigenvalue and the minimum ei-
genvalue are equal, the value of (r + 1)2/r is the smallest, and
(r + 1)2/r increases as the r value increases. So if the main
curvature is detected below a certain threshold c, just check

Tr(H))
2

Det(H)
<

(r + 1)
2

r
. (17)

(3) Key Point Direction Assignment.*e reason why the SIFT
algorithm is very tolerant to rotating images is because there
is a main direction. No matter how the image rotates, the
main direction does not change with the rotation of the
image. *e calculation of the pixel gradient and direction
around the key points is as follows:

m(x, y)�

�����������������������������������������������

[L(x + 1, y) − L(x − 1, y)]
2

+[L(x, y + 1) − L(x, y − 1)]
2
,



θ(x, y)� arctan
L(x, y + 1) − L(x, y − 1)

L(x + 1, y) − L(x − 1, y)
,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(18)

Table 1: *e relationship between the number of 512× 512 image
pyramid groups and the original image size.

Image size 512 216 128 64 16 8 4 2 1
Pyramid group number 1 2 3 4 5 6 7 8 9
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where L(x, y) is the scale space value at which the key point
is located; m(x, y) is the tkey point gradient; θ(x, y) is the
key point direction (°).

After calculating the gradient and direction of each pixel
in the neighborhood of the key point, the information is
counted and represented. Because there is 360° around the
key point, it is too much trouble to count each direction. In
order to simplify it, 45° is used as a distinguishing point,
which is divided into 8 directions.

2.2.5. Generating Feature Descriptors. After obtaining the
three kinds of information of a key point through the above
steps, a feature descriptor is needed to uniformly describe
the three kinds of information. Let it contain information
about the key point and its neighborhood point, and this
feature descriptor is an abstract representation of the image
local information and unique. Here are the steps that are
specifically generated for it.

(1) Determine the Key Point Neighborhood Size. *e con-
tribution rate of surrounding pixels to key points depends on
the size of the key point neighborhood. *e SIFT algorithm
takes a 16×16 pixel area and then subdivides it into 16 seed
areas.

(2) Direction Rotates to the Same Direction as the Coordinate
Axis. *e main direction is converted, and the position
change relationship of the coordinate point after the rotation
is as shown in the following formula:

x′

y′
  �

cos θ − sin θ

sin θ cos θ
 

x

y
 , (19)

wherein θ is the angle of rotation (°).

(3) Calculate the Gradient of the Seed Point in Eight Di-
rections. Because the key pixel neighborhood is divided into
16 seed points, and each point has 8 direction information,
the gradient of each seed point is weighted and accumulated
by direction allocation.

(4) Generate Descriptor. *e 4× 4× 8�128 gradient size and
direction information obtained by the above calculation is a
unique description of the key points and generates a 128-
dimensional feature vector. In order to avoid the influence of
light and dark on the feature descriptor, it needs to be
normalized as shown below:

L �
L

�����


128
i�1 l

2
i

 � l1, l2, . . . , l128 , i � 1, 2, . . . , 128, (20)

where L is the characterization descriptor, L � (l1,2, . . . ,

l128), and L stands for normalized feature descriptors.
When the feature vectors of the two images are gener-

ated, the next step is the feature matching phase. *e pair of
matching points is accepted; otherwise, it is discarded.When
this threshold is lowered, the number of matching points will

decrease, but the matching points will be more accurate and
stable.

2.3. RANSAC Method. *e RANSAC (RANdomSAmple
Consensus) algorithm is called a random sampling con-
sensus set. *e main feature of this method is that the
parameters of the model increase with the number of it-
erations, and the correct probability will be improved one by
one. *e advantage is that the model parameters can be
estimated robustly and have a certain tolerance to noise. *e
main idea is to solve the parameters of the mathematical
model by sampling and verifying the strategy. *e sample
points that match the model are called inner points, and the
sample points that do not conform to the model are called
outer points.

*e RANSAC algorithm is as follows:

(1) *ere is a model adapted to the assumed intrasite
point; that is, all unknown parameters can be cal-
culated from the assumed intraoffice points

(2) Use the model obtained in the step to test all other
data

(3) If there are enough points to be classified as hypo-
thetical intrapoints, then the estimated model is
reasonable enough

(4) Evaluate the model by estimating the error rate of the
intrapoint and model

*e parameters of the model are calculated by inputting
data, and the data that cannot be adapted to the model
parameters is called an outlier; otherwise, it is called an
intrapoint. If there are enough points in the input data to be
classified as intrapoints, the estimated model is reasonable.
*e above process is repeated a fixed number of times; each
time the generated model is either discarded because there
are too few intrasite points or selected because it is better
than the existing model.

3. Experiments

3.1. Data Sources. *e databases are ImageNet and COCO.
Among the five types of images in ImageNet, such as vol-
leyball, football, table tennis, tennis, and basketball, each
type of image contains 10 different image targets. Each image
target selects 5 images from different directions and different
shooting angles. Here we select 400 images from the data-
base to experiment, the same type of picture in the COCO
database, 50 pictures in each category, a total of 250 pictures.

3.2. Experimental Evaluation Criteria. Since the images are
used in a variety of databases, the classification accuracy is
generally used to measure the performance of the image
classification algorithm. *e calculation formula is as
follows:

Precision �
ImageNumberaccurate
ImageNumberall

× 100%. (21)
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In the above formula, ImageNumberaccurate represents
the total number of images that are correctly classified, and
Precision represents the accuracy of image classification. In
this experiment, we use cross-validation method to cal-
culate the accuracy of image classification. *e experiment
first divides the sample data into N groups, and N is defined
by itself. Each experiment uses N − 1 group sample data as
the training set and the last set of sample data as the test set.
After calculating the classification accuracy of each set of
experimental data, the arithmetic mean of the accuracy of
each set of data is selected as the final classification
accuracy.

3.3. System Environment. *e classification of volleyball
images based on SIFT algorithm proposed in this paper is
designed and implemented on ordinary PC.

Hardware configuration:

CPU: Pentium (R) Dual-Core CPU E5800 @ 3.20GHz
Memory: 4G

Software configuration:

System: 64 bit win10
Development environment: MATLAB 2014B

4. Results and Discussion

Result 1. Gradation transformation of volleyball images.
*e effect diagram of the grayscale linear transformation

of the volleyball image of this experiment is shown in
Figure 3.

By comparing the two graphs in Figure 3, it can be found
that after the piecewise linear transformation, the gray scale
of some parts of the graph is enhanced, it is easier to visually
perceive the existence of these parts, and some useless parts
are suppressed. After the transformation, the texture of each
part can be clearly seen.

Result 2. Influence of Gaussian Fuzzy Scale σ on Image
Feature Point Detection.

Gaussian fuzzy scale σ is also called Gaussian blur radius,
which is applied to the generation of Gaussian difference
pyramid.*emagnitude of σ determines the degree of image
blur. *e larger the σ is, the more blurred the image is. *e
smaller the σ is, the more detailed the image can be. In the
experiment, we used the SIFT algorithm to extract features
from the images in the ETH80 database. To unify the ex-
perimental parameters, we have 30 test sets and 20 test sets,
followed by different Gaussian fuzzy scale values. In order to
prove the validity of the experiment, we repeated the test of
10 experiments and finally took the average correct rate of
each experiment result as the final test result of the ex-
periment. *e results in Table 2 show that the number of
detections of feature points varies greatly when the Gaussian
fuzzy scale σ is at different values. When the Gaussian fuzzy
scale value σ increases, the number of detections of feature
points decreases a lot.

Result 3. Influence of volleyball image size on features.
*e selected image contains a huge amount of infor-

mation. Among the extracted features, some are useful
features, and some image classifications are not very useful.
*erefore, the feature points of the partial separation group
must be removed. We use the RANSAC algorithm to filter
the “outlier points” filter to eliminate the interference of the
error points on the experiment. *e SIFT algorithm per-
forms feature point detection by Gaussian pyramid, and the
effect of feature extraction by SIFT is shown in Figure 4.
Since the number of Gaussian pyramids is limited in small-
sized images and the description area of feature points is also
limited, the image size has a great influence on the number of
feature points, which in turn affects the number of matches.

(a) (b)

Figure 3: Grayscale effect. (a) Original image. (b) Grayscale transformed image.

Table 2: Number of feature points detected at different Gaussian
fuzzy scales.

Gaussian fuzzy scale (σ) Number of feature points detected
0.7 9996
1.4 1300
2.1 799
2.8 620
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*e test result of reducing the picture by half is shown in
Table 3. *e Gaussian fuzzy scale σ parameter is set to 1.4.

Result 4. Image classification accuracy rate statistics.
*e size of the volleyball image used in the experiment

ranges from 300 ∗ 250 pixels to 2600 ∗ 3400 pixels. *e
picture size distribution is wide and the sampling is uniform,
which has strong universality. At the same time, other sports
images such as football, table tennis, tennis, and basketball
are added for comparison, and the image features are
extracted by this method for classification research. *e
classification results are shown in Table 4.

From the perspective of classification effect, it is obvi-
ously superior to the classification methods mentioned in
[23], such as feature selection, spatial information, visual bi-
gram, Kernel choices, weighting scheme, and stop-word
removal. *e proposed method was classified, and the av-
erage accuracy obtained was 26%. *e effect of various
classification methods is shown in Table 5 and Figure 5.

Figure 4: Feature extraction diagram using SIFT algorithm.

Table 3: Image size and feature points, as well as the number of matches and the duration of consumption.

Image size Feature points Matches Consumption time (ms)
Original image 1300 457 21310
1/2 image 461 210 1568
1/4 image 134 63 450
1/8 image 37 14 122
1/16 image 5 1 18

Table 4: Classification accuracy statistics.

Sports image Accuracy
Volleyball 0.26
Football 0.23
Ping Pong 0.15
Tennis 0.18
Basketball 0.25

Table 5: Accuracy data of each classification method.

Classification Accuracy (%)
Feature selection 12
Spatial information 9
Visual bi-gram 6
Kernel choices 7
Weighting scheme 11
Stop-word removal 12
*e method proposed in this paper 26
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5. Conclusions

People cannot accurately and timely find out the informa-
tion they need.*rough image classification technology, you
can understand things more objectively and accurately.

Image classification technology is an important part of the
field of computer vision, which can effectively solve the
problems of large data volume and high computational
complexity. In this paper, the image classification method
based on SIFTalgorithm is proposed. After the image is gray-
scale transformed, the SIFT algorithm is used to extract and
match the feature points. Combined with the random sam-
pling consensus set algorithm (RANSAC), the error matching
is deleted to improve the correct rate. It was applied to the
volleyball image classification. *e experimental results show
that the method has the advantages of fast retrieval speed and
high classification accuracy, so as to obtain the data that best
reflects the image features, and then achieves a good effect by
accurately classifying the images with the above data.

Aiming at the problem of low SIFT feature matching
efficiency, this paper proposes an algorithm that combines
artificial intelligence and SIFT features, aiming to quickly
and accurately findmatching point pairs through distributed
computing of swarm intelligence. In order to reduce the
amount of calculation, improved SIFT feature descriptors
are used, which are the SIFT feature based on kernel pro-
jection and the SIFT feature based on principal component
analysis. *is article also gives a brief introduction to the
principles of artificial intelligence and SIFT algorithm and
how to use it in image matching. I hope that there will be
new breakthroughs in the field of subsequent image
matching. *is article also compares the matching results of
the swarm intelligence algorithm with other matching al-
gorithms, and it does show certain advantages in the
matching results.
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As an emerging mobile computing technology, mobile edge computing is an important key technology to improve the computing
services of mobile devices.+is paper mainly studies the balance of international trade algorithm based on the principle of moving
edge computing ownership. In order to obtain all the data needed to perform the task, each mobile device can exchange data
information with its connected base station through the wireless network. On the basis of satisfying the quality of service of users,
including considering the user connection and service configuration, the network energy consumption is minimized in con-
tinuous t period by shutting down some servers whose resources are not fully utilized. At the same time, in order to reduce the
switching cost of edge server and ensure the stability of service, frequent switching of edge server should be avoided. At the
beginning, there is division of labor economy. With the development of specialized production, the degree of international
division of labor is increasing due to the effect of experience accumulation. +e trade efficiency is growing endogenously. +e
international division of labor is further deepened, and the types and quantity of products participating in the international
division of labor are greatly increased, so as to realize the upgrading of trade structure. Before constructing the structural VAR
model of Bti, R/W, K/L, and TFP, we need to test its stationarity. Using Eviews 5.0 software, ADF test and PP test were carried out
on the unit root of BTI, r/w, K/L, and TFP time series data. With the increase of user task arrival rate, the average time revenue
increases continuously. However, when the arrival rate is greater than 3 kbit/slot, the average time revenue increases slowly. +e
results show that the research results in system model and resource optimization algorithm will provide reliable theoretical and
technical support for the practical application of mobile edge computing.

1. Introduction

Since the reform and opening up, China has achieved
high-quality development in all economic fields. Even
after the subprime mortgage crisis in the United States,
China’s economy has maintained a stable and rapid de-
velopment, and its GDP growth rate ranks first in the
world [1]. In this background, in order to meet the re-
quirements of wireless data transmission and mobile
devices to solve the problems [2], this article will research
on the edge of the mobile computing network weighted
bits and maximize and safety calculation efficiency
maximization problem, so as to further enhance the se-
curity of the mobile computing performance and energy
efficiency.

+e current world is a highly competitive and closely
connected world, and as a large trading country, China’s
every move will not only affect the changes in the domestic
economy but also the economic changes in the countries and
regions related to it. For this reason, under the mobile edge
computing architecture, we can further optimize resource
management, allocate resources reasonably to improve
power efficiency, and use the limited power to performmore
tasks as much as possible. On the other hand, lower energy
consumption may slow down the task execution speed [3],
which cannot meet the user’s service quality requirements.

Active caching and processing and multilayer interfer-
ence cancellation are discussed in [4]. He demonstrated that
the cross-border trade statistics system based on the terri-
torial principle has defects, which greatly interferes with the
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authenticity of trade balance statistics. +is highlights the
importance of ownership adjustment. Tran T X believes that
MEC is an emerging paradigm, which provides computing,
storage and network resources within the edge of the mobile
RAN. He envisioned a real-time, context-sensitive collab-
oration framework that is located at the edge of the RAN,
composed of MEC servers and mobile devices and fused
heterogeneous resources at the edge. Specifically, he intro-
duced and studied three representative use cases, ranging
frommobile edge orchestration, collaboration the promising
benefits of the proposed method in facilitating the evolution
to 5G networks. Although his research is more accurate, it is
not comprehensive [5]. Yulun believes that the virtualized
small cell network integrated with mobile edge computing is
a promising example that can economically provide
broadband access and intensive computing for user
equipment in the case of multiple mobile virtual network
operators and infrastructure providers. By comprehensively
considering offloading time slice and power allocation, he
formulates the UE energy consumption reduction in vir-
tualized SCN as a mixed integer nonlinear programming.
His goal is to minimize the UE’s total energy consumption
when the total network throughput is the smallest. In order
to effectively solve the problem, he converted it into a double
convex problem by adding auxiliary variables, so that an
effective iterative algorithm can be derived from two sub-
problems. Although his research algorithm is innovative, it
lacks precision [6]. Wu H believes that the rapid advance-
ment of wireless power transmission and mobile edge
computing provides a promising method for the Industrial
Internet of +ings to improve manufacturing quality and
productivity [7]. Due to wireless channel congestion, time-
related energy constraints, complex device heterogeneity,
and annoying signaling overhead, scheduling in this situa-
tion is challenging. He first proposed an online algorithm
called energy-aware resource scheduling tomaximize system
utility including throughput and fairness while taking into
account system sustainability and stability. Subsequently, he
extended the ERS algorithm to more realistic scenarios [8].
He provided the optimal scheduling decision of the scene
and analyzed the optimal loss of system utility under the
outdated NSI [9]. Although the algorithm he used is more
effective, it lacks necessary experimental data [10]. Lin C J
believes that the next-generation mobile network 5G aims to
support lower end-to-end latency, higher reliability, and
higher throughput, which can be improved by MEC and
multi-RAT offloading, respectively. He introduced a dual
offloading mechanism called LCCOP, which offloads in-
coming traffic to the best wireless pair and edge pair,
depending on the end-to-end latency of the request con-
nection. He ran simulations to compare LCCOP with tra-
ditional unloading solutions [11]. Although his algorithm is
very reliable, there are still big loopholes [12].

Based on the theory of international industrial transfer,
international trade theory, and spatial economics, this paper
links the development of international trade with the evo-
lution of international industrial transfer organically with

the research method of new economic geography. In this
paper, cross-section data of each country are also adopted,
and the combination of time series and cross-section can
more scientifically explain the impact of RMB exchange rate
fluctuations on the trade balance between China and various
trading partners.

2. Ownership Principle of Mobile
Edge Computing

2.1. Mobile Edge Computing. +e task scheduling process in
mobile edge computing is shown in Figure 1. When the
mobile device has tasks that need to be processed by the MEC
server, the device first perceives and collects the current
network environment information, including the status of the
nearby MEC server, the server’s computing and storage ca-
pabilities [13], and wireless channel status. For the traditional
MCC system, the task offloading transmission process needs
to go through the wireless access network and the core
network of multi-hop routing, which leads to a significant
increase in transmission delay and consumes a lot of energy.
However, under normal circumstances, because the edge
cloud is located on the side of the wireless access network [14],
the task offloading ofMEC can avoid passing through the core
network with large delay, thereby effectively reducing the
delay and saving energy [15]. In addition, MEC servers are
affected by factors such as uneven geographical distribution
and user mobility, which will cause some servers to be
overloaded, which will seriously affect the performance of
MEC [16, 17].

For users who choose to offload tasks to MEC execution,
when user n uses subchannel k for data transmission,
considering the interference caused by frequency reuse, the
signal-to interference noise ratio of user n on subchannel k
can be expressed as

SINRk
n �

p
k
nh

k
n,n

ω0 + 
N
m�1,m≠ n p

k
mh

k
m,n

, (1)

+e rate when user n performs uplink transmission
through subchannel k is

r
k
n � c

k
n · B log2 1 + SINRk

n , (2)

where B represents the subchannel bandwidth and ck
n is the

channel allocation variable.
+e coordinate descent method only changes the

unloading decision of one user at a time during one iter-
ation. Ql

n is used to denote the revenue obtained by the
system during the first iteration, which can be expressed as

Q
l
n � V A

l−1
  − V A

l−1
(n) , (3)

where Al−1(n) represents the uninstall decision after user n
changes status, and the specific update rules are as follows:

A
l−1

(n) � a
l−1
1 , a

l−1
2 , . . . , a

l−1
n ⊕ 1, a

l−1
N , (4)

where ⊕ represents the modulo two addition method.
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+e update formula of particle flight speed and flight
distance is as follows:

vi(t + 1) � wvi(t) + c1r1 pbesti − xi(t)  + c2r2 gbest − xi(t) ,

xi(t + 1) � xi(t) + vi(t + 1),

(5)

+e population diversity formula is as follows:

D(t + 1) �

��������������������������

1
n − 1



n

i�1
di(t + 1)

2
− di(t + 1) 




, (6)

where D(t+ 1) represents the population diversity of the
particle swarm in the t+ 1th iteration.

Based on the inertia weight function of population di-
versity, the expression is as follows:

wi(t + 1) �
wi(t) e

(1/(D(t+1)+1))−1
+ 1 , D(t + 1)≥D(t),

wi(t) e
(1/(D(t+1)+1))−1

 , D(t + 1)<D(t).

⎧⎪⎨

⎪⎩

(7)

It is assumed that the particles tend to choose 0 or 1 in
the discrete binary space, and at the same time, the speed
change caused by the diversity of the population is used as a
parameter to define a sigmoid function, which is expressed
as follows:

S vi(t + 1)(  �
1

1 + e
−vi(t+1)

. (8)

Define the Lagrangian function ℓ(x, μ, v), expressed as

ℓ(x, μ, v) � f(x) + 

J

j�1
μjgj(x) + 

R

r�1
vrhr(x). (9)

+e dynamic update of each queue can be expressed as

Qi(t + 1) � max Qi(t) − Yi(t)  + Zi(t), ∀i ∈ 1, 2, . . . , M{ }.

(10)

+e processing delay of the MEC server En scheduling
part of the CNN layer to execute the UDm offloading task is
modeled as

D
p
mn � 

K

k�1
δk

mnp
k
n

Sm

βmnFn

. (11)

+e MEC server is as close as possible to the local
equipment to provide computing, storage, and other ser-
vices. As the transmission distance of the task on the net-
work is shortened, the transmission time and energy
consumption can be reduced, and the battery life of the user
equipment can be extended [18]; and because the MEC
server is deployed locally around the equipment, task data
can be distributed to different servers for processing, which
greatly reduces the network transmission pressure and

server computing pressure [19, 20]. For the fixed strategy π,
the Bellman equation is defined as

V
π
(s) � R(s, a) + c 

s′∈S

Pss′(a)V
π

s′( , (12)

where s represents the current state, after performing action
a in state s, the state will be converted to the new state s′.

+e optimal strategy corresponding to the optimal value
function is defined as

π∗(s) � argmax
a∈A



s′∈S

Pss′(a)V
∗

s′( . (13)

2.2. Principle of Ownership. +e development of processing
trade expands China’s export trade, and the continuous
improvement of the industrial chain and the development of
the domestic market make the import substitution effect play
out, which promotes the rapid growth of the surplus. Trade
and industry complement each other. Industry is the basis of
trade [21], and foreign-invested enterprises are an integral
part of industry, especially an important part of export
industry, which constitutes the main cause of surplus. Trade
is the extension of industry, and surplus and foreign en-
terprise production promote each other and develop to-
gether [22]. Most developing countries are on this list, while
most developed countries are on the contrary. FDI outflow
needs technology and management knowledge, as well as a
large amount of foreign exchange reserves, which devel-
oping countries do not have. After considering the sales,
import and exports of foreign-invested enterprises and
adjusting the traditional trade volume, the re-estimation
results show that China’s trade balance does not show a trade
surplus but a large trade deficit [23].

2.3. International Trade Balance. +e most important fea-
ture of a country’s production and trade model of the di-
vision of labor in the global value chain is vertical specialized
production. In the form of global production segmentation,
the production process concentrated in one country or
region is divided into different links and distributed around
the world. +erefore, there will be many countries partici-
pating in production, but most of the products are con-
sumed by one country, which will produce an asymmetry
between imports and exports, which will cause a trade
surplus/deficit phenomenon [24].

In general, when the vertical specialization is low, the
trade balance will be small; but when a country’s export trade
scale expands rapidly, the total trade surplus will increase
significantly. From the perspective of traditional trade sta-
tistics, as long as a product is exported from one country to
another, its total value is considered as the corresponding
trade volume, and the intermediate products will be cal-
culated in this way for many times. Specifically, if a country
is at the last point of producing final consumer goods, the
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value of its exported products includes not only the added
value of its own country but also the accumulated value of
intermediate goods, which will lead to the amplification of
the country’s exports [25, 26].

When the input factors are imported, raw materials, the
exchange rate changes not only affect the overseas market
prices of exported goods but also transmit to the prices of
imported factors. To calculate the impact of exchange rate
changes on trade, it is necessary to examine the proportion
of imported factors in export production. +e greater the
proportion of production raw materials in export produc-
tion, the less obvious the promotion effect. +at is, if most of
the rawmaterials are imported and the product is completely
used for export, then the exchange rate promotion effect is
not obvious for the export commodity [27].

3. Mobile Edge Computing
Algorithm Simulation

3.1. Experimental Setup. +is paper uses MATLAB simu-
lation tool to verify the effectiveness of the algorithm pro-
posed in this chapter and at the same time to better evaluate
the performance of the proposed algorithm. MEC com-
munication system simulation parameters are shown in
Table 1. Among them, each base station is equipped with an
MEC server, and each server is connected to the SDN
controller.

3.2. Edge Computing Resource Allocation. In order to obtain
all data needed to perform the task, each mobile device can
exchange data information with its connected base station
through the wireless network. +is can not only maximize
the use of limited wireless resources of MSO but also realize
the dynamic macro-control for different user needs, which
can guide the dynamic changes of user’s consumption
psychology and communication resources to achieve a
dynamic balance [28] and make MEC network resource
management achieve a dynamic balance. When the demand
of users and the supply of network resources reach the
balance, the system throughput reaches the maximum
[29, 30].

3.3. Task Scheduling. After setting the task priority for each
task set, n task queues are obtained. Each mobile device can
arrange the processors or processors to execute tasks
according to the corresponding queue order. However, the
number of processors on the edge cloud is limited. If all
mobile devices schedule tasks concurrently, there may be
conflicts for the processing resources of the edge cloud, and
it causes some tasks to finish overtime, which affects the
completion of the whole task set, so a centralized scheduling
scheme is needed to schedule all tasks reasonably, so that all
task sets can be completed between the deadline [31, 32]. On
the basis of satisfying the quality of service of users, in-
cluding considering the user connection and service con-
figuration, the network energy consumption is minimized in
a continuous t period by shutting down some servers whose
resources are not fully utilized. At the same time, in order to

reduce the switching cost of the edge server switch state and
ensure the stability of the service, frequent switching of the
edge server switch state should be avoided [33, 34].

3.4. Statistics of Trade Balance. +ere is a large surplus in
China’s foreign trade, and the surplus is increasing year by
year. However, there is an unbalanced distribution pattern of
trade balance in China’s foreign trade. +e distribution of
trade balance of foreign trade partners is not balanced.+ere
is a large annual surplus for some countries and regions, and
there is also an annual deficit for some countries and regions
[35, 36]. At the beginning, there is a division of labor
economy. With the development of specialized production,
the degree of international division of labor is increasing due
to the effect of experience accumulation, and the trade ef-
ficiency is growing endogenously. +e international division
of labor is further deepened, and the types and quantity of
products participating in the international division of labor
are greatly increased, so as to realize the upgrading of the
trade structure [37]. Before constructing the structural VAR
model of BTI, r/w, K/L, and TFP, we need to test its sta-
tionarity. Using Eviews5.0 software, ADF test and PP test
were performed on the unit root of Bti, R/W, K/L, and TFP
time series data [38, 39].

3.5. Construction of the Ownership Principle Model. +e
cross-border trade statistics system based on the territorial
principle has defects, which greatly interferes with the au-
thenticity of trade balance statistics. +is highlights the
importance of ownership adjustment. +e statistical ad-
justment model of ownership trade is a process of reun-
derstanding the existing world trade forms and patterns
based on the principle of ownership statistics [40].

4. Model Simulation Results

4.1. Task Cache Effect. For task scheduling algorithm, load is
an important performance index. As the average size of tasks
participating in the scheduling increases, the system load
corresponding to the three algorithms is shown in Figure 2.
It can be seen from the figure that, for the above three
strategies, from the perspective of the algorithm itself, when
the average task size reaches 1MB/job, compared to the
other two algorithms, the overall growth of the iccga curve
slows down and is at the bottom.

+e impact of different channel transmission rates on
equipment energy consumption is shown in Table 2. When
the task is processed locally, the energy consumption has
nothing to do with the channel transmission rate, and the
local processing energy consumption appears as a horizontal
straight line. As the channel transmission rate increases, the
energy consumption curve of the PD-BPSO algorithm and
the greedy algorithm decreases. +is is because the higher
the channel transmission rate, the shorter the time spent on
data transmission. When the transmission rate is greater
than 2500 kb/s, the trend of PD-BPSO algorithm energy
consumption reduction becomes slower and slower, and the
energy consumption curve interval of the two algorithms
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becomes larger and larger. +is is because computing re-
sources mainly affect the execution of offloading tasks. +e
number of particles shows that the computational offloading

performance of the proposed algorithm is 48.3% higher than
that of the traditional greedy algorithm.

+e relationship between the long-term average power
consumption of all user tasks and the system time slot is
shown in Figure 3. It can be seen from the figure that the
maximum data volume of users randomly arriving tasks
increases, and the long-term average power consumption of
all user tasks and the average user task buffer queue length
increase. +is is because the maximum data volume of users
randomly arriving tasks increases, and users need to process,
transmit, and buffer. +e amount of task data will increase.

Figure 4 shows the system utility results of the six al-
gorithms under different task data sizes. According to the
comparison between the algorithms, the DTORA algorithm
has a better performance in improving the utility of the
system and can more fully consider the interests of users and
service providers. +e performance of QL algorithm is
second only to DTORA algorithm. +e optimization per-
formance of WRR algorithm ranks third, and its result is
much worse than QL algorithm. +e experimental results of
RR and random algorithm are similar. Since the calculation
of system utility considers the improvement of algorithm
performance relative to the performance of task processing
locally, the system utility of local algorithm is zero. In this
experiment, it can be known that the task data size has no

(2) Task division

Application task

Locally processed
tasks

Tasks handled by
MEC

(3) Uninstall decision

(1) Environmental
perception

(4) Task uninstall

(6) Result return

Edge cloud

Process result

Offloaded tasks

Edge cloud task
schedulingMobile device

Figure 1: Task scheduling process.

Table 1: MEC communication system simulation parameters.

Parameter Value
Number of cells 4
MEC server capacity 10MHz
Cell radius 1.6 km
Number of cell channels 20
Macro base station capacity 5MHz
Small cell capacity 1MHz
Number of data subcarriers 384
Subcarrier bandwidth 10.9375 kHz
Maximum length of task queue 5
White noise power −173 dBm/Hz
Doppler deviation 5–25Hz
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Figure 2: System load situation.

Table 2: +e impact of different channel transmission rates on
device energy consumption.

Transmission rate 500 1000 1500 2000 2500 3000
Greedy algorithm 15.02 6.39 14.22 20.13 7.11 18.02
PD-BPSO 8.01 12.33 9.36 17.24 5.85 11.24
Local execution 15.01 23.35 9.25 8.57 11.23 16.07

Mathematical Problems in Engineering 5



significant impact on the system utility value, and the overall
optimization effect of the system depends on the perfor-
mance of the algorithm. With the rapid economic devel-
opment of a country, the appreciation of its asset prices is
expected to attract the favor of international arbitrage
capital, and the entry of international hot money will in-
crease the liquidity and change the inflation rate. At the same
time, the increase in consumer demand due to the wealth
effect will increase the circulation of money and will also
cause an increase in liquidity and an increase in inflation.

+e relationship between energy-money conversion
coefficient and system currency cost is shown in Figure 5.
When the system just starts to run, the battery energy
gradually accumulates. After the system runs for a period of
time, the battery energy stabilizes and does not exceed the
battery capacity value. +is is because when the system first
started running, the battery energy was 0 and it was unable
to perform computing tasks. +e system captures energy in
each time slot, so the battery energy gradually accumulates.
When the battery energy can meet the needs of the com-
puting task, the system starts to consume energy to perform
the computing task and at the same time to capture energy,
so the battery energy changes show a small range of fluc-
tuations. When the channel changes slowly, the LSTM
network can effectively predict the trend of channel gain.
When the channel changes rapidly, the prediction error will
increase. However, regardless of whether the channel is
stable or changing rapidly, the gap between the predicted
gain and the actual gain in this paper is within 5%.When the
bandwidth resource is set to 100MHz, compared with the
algorithm based on game theory and the algorithm based on
greedy search, the performance of the iTOA algorithm is
improved by about 25% and 45%, respectively.

4.2. Algorithm Performance Analysis. +e influence of edge
server computing power on the average service delay is
shown in Figure 6. When the number of drones increased
from 10 to 60, based on the resource allocation algorithm of
greedy search, the service delay increased significantly from
20ms to 46ms. Based on the resource allocation algorithm
of game theory, the service delay increases from 15ms to
33ms. +e iTOA algorithm proposed in this paper can keep
the processing delay low, and the processing delay has been
increased from 11 milliseconds to 18 milliseconds. Com-
pared with greedy search and game theory algorithms, when
there are 40 UAVs in the system, the average service delay
performance of the iTOA algorithm increases by 33% and
60%, respectively. When the edge server has a higher task
request, the unloading rate of the iTOA algorithm will
decrease, because iTOA balances the computing load on the
edge server well. In addition, as the number of service nodes
increases, the benefits of these three algorithms also increase.
When the number of service nodes becomes larger, the
increase speed becomes slower and gradually becomes
stable. +is is caused by the limitation of node resources.
When the number of service nodes is small, the resources are
limited and only some users can be served. When more
service nodes are deployed, the resources become sufficient,

which can provide services to more users and improve the
efficiency.

+e energy consumption of the four unloading strategies
is shown in Table 3. It can be seen from the table that the
energy consumption is the highest when all tasks are placed
on the terminal for calculation, and the energy consumption
rises linearly as the amount of tasks increases. Under the
condition of limited energy, it is difficult for drones to
complete tasks with a large amount of calculation. In order
to find an optimal position in terms of delay and energy
consumption, the JTO algorithm needs to offload the
computing task to the cloud and perform calculations at the
terminal at the same time, so the energy consumption will be
higher than that of all calculations in the cloud. +e algo-
rithm proposed in this paper takes into account the dif-
ference between cloud computing and edge computing
compared to other strategies in completing the same number
of tasks with lower energy consumption. Compared with the
JTO strategy, this strategy reduces energy consumption by
an average of 24%.

Incomplete exchange rate transfer theory analyzes the
extent to which changes in exchange rate can be transferred
to the price and quantity of import and export commodities,
and why the adjustment of import and export prices and
import and export quantities of import and export com-
modities is sometimes very slow when the exchange rate
fluctuates greatly. +e theory of incomplete exchange rate
transfer shows that the impact of exchange rate changes on
the balance of payments is limited, and the speed and extent
of this impact are restricted by many factors. Changes in the
RMB exchange rate and Sino-US trade are shown in Table 4.
In terms of the Sino-US trade balance, the average annual
growth rate reached 28.17%. Except for 1999 and 2001, the
rest of the year has maintained a growth rate of more than
10%. Due to the high quality of Chinese products, cheap
prices, and adaptation to the needs of the international
market, Chinese products are becoming increasingly com-
petitive internationally, leading to a rapid increase in China’s
exports to the United States. Second, after the Asian financial
crisis, China has increased the export tax rebate rate, and
other export encouragement policies have been imple-
mented successively, which stimulated exports. +ird, the
United States has imposed an embargo on high-tech
products against China. Although the value of US exports to
China is also increasing, the growth rate is not high, which
prevents the United States from exerting its competitive
advantages. +e combination of these two reasons has led to
an increasing trade balance between China and the United
States.

+e balance of imports and exports under processing
trade is shown in Table 5. China’s processing trade surplus
shows a trend of first rising and then falling. Combined with
China’s overall trade balance, the proportion of processing
trade surplus is more than 100%, which is the “chief con-
tributor” of the overall trade surplus. In terms of the pro-
cessing trade surplus, the 16th largest category of products is
the main source of the surplus, accounting for an average of
77% of the processing trade balance in recent years. In
addition, although the proportion of category 17 products in
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the balance of processing trade is far less than that of cat-
egory 16 products, it is also relatively large compared with
other products, with a proportion of about 5%.

4.3. AlgorithmEnergyConsumptionResults. +e influence of
parameters on the calculation time is shown in Figure 7. It
can be seen from the figure that there are very few SESs in the
correlated data set, so the calculation time of the two al-
gorithms is very short. Although under this data set, the BNL
algorithm is better than the SG algorithm, but the difference
between the two is not much, only in the range of a few
milliseconds, and the worst calculation time of the SG al-
gorithm is also less than 8 milliseconds. At the same time,

compared with the QWS data set, under the anticorrelated
data set, the calculation time of BNL fluctuates greatly.
When the number of candidate services is 2400 and the
service quality dimension is 6, the calculation time increases
from 30 milliseconds to 160 milliseconds. It can be seen that
the performance of the BNL algorithm is greatly affected by
the data set, while the performance of the SG algorithm is
relatively stable. It can be seen that the SG algorithm has
better robustness.

+e influence of transmission power on the residual
power is shown in Figure 8. With the increase of the
transmission power of the access point, the JOS curve always
has the maximum residual energy, which indicates that the
joint optimization scheme can make the power utilization
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rate higher, harvest more power, and consume less power,
because JOS can find the best combination of unloading
ratio and harvest time. In contrast, FHT has a fixed har-
vesting time, which determines the energy value of har-
vesting from the access point. +e only thing the
optimization process can do is to find the best unloading
ratio, so as to complete the task with as little power as
possible under the premise of meeting the time constraint.
Similarly, FPR has a fixed unload ratio, which will consume a
lot of energy if the ratio is not reasonable.

+e energy efficiency of secure computing and the
minimum computing speed of users under different schemes

are shown in Figure 9. When users have the same maximum
transmission power, the energy efficiency of traditional
computing bit maximization is lower than that of the
proposed scheme. In addition, when the maximum trans-
mission power reaches a certain value, the energy efficiency
of traditional secure computing bit maximization begins to
decrease. +e results also prove the following facts: the
increase rate of total computing energy consumption is
greater than that of total computing bits, and there is a trade-
off between secure computing energy efficiency and secure
computing bit. With the increase of user task arrival rate, the
average time revenue increases continuously. However,
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Figure 6: +e impact of edge server computing power on average service latency.

Table 3: Energy consumption of four uninstall strategies.
LE 2.63 2.66 2.59 2.59 2.64 2.67 2.57 2.66 2.58 2.58
CC 1.74 2.79 1.49 2.64 1.24 1.69 1.58 2.04 3.60 1.56
PTSA 2.11 3.83 4.48 2.69 3.33 1.44 1.21 3.28 2.81 0.79
JTO 0.54 1.66 2.82 2.95 3.08 2.80 1.68 3.39 2.51 2.52

Table 4: Changes in the RMB exchange rate and Sino-US trade.

100 USD to RMB Monthly import Monthly export Monthly trade balance
810.1930 18.468 22.365 3.897
809.2223 20.106 23.307 3.201
808.8878 20.518 24.429 3.911
808.3973 18.491 22.380 3.889
807.5900 16.299 20.514 4.215
806.6750 17.911 21.405 3.494
804.9324 13.840 17.927 4.087
803.5039 15.571 20.526 4.955

Table 5: Import and export balance under processing trade.

Commodity 2006 2007 2008 2009 2010 2012 2013 2014
Lump sum 1888.8 2490.8 2967.3 2645.7 3227.97 3655.28 3814.02 3633.78
Fifth category −40.87 −27.67 −39.4 −47.27 −59.42 −92.72 −115.66 −169.18
Sixth category −46.74 −63.35 −59.86 −41.83 −56.11 −81.96 −74.01 −89.11
Seventh category −71.31 −60.25 −44.71 −32.19 −63.94 −21.49 28.22 57.42
Eleven categories 158.11 199.69 225.15 193.73 158.11 246.26 238.42 252.77
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when the arrival rate is greater than 3 kbit/slot, the average
time revenue increases slowly. +is is because, when the task
arrival rate increases, in order to ensure that the queue does
not overflow, the processing rate of user computing tasks

will increase accordingly, so the system will allocate more
resources to serve users, and the average time revenue will
also increase.

5. Conclusions

Based on the theory of international industrial transfer and
the analysis of the rules and characteristics of global in-
ternational industrial transfer, this paper studies the dy-
namic changes of international industrial transfer and Sino
US trade balance. China’s large trade surplus has not
brought China corresponding economic benefits and social
welfare. In the long run, it will not only waste China’s re-
sources but also be detrimental to the sustainable devel-
opment of China’s economy and the improvement of its
economic quality. China must strategically change the status
quo of China’s foreign trade and the large low-quality trade
surplus.

As a key technology in the future 5 g mobile commu-
nication, MEC realizes the marginalization and localization
of computing, communication, and cache resources, deploys
various network functions on the access network side, ac-
celerates various contents in the wireless network, and
provides nearby services, which greatly reduces the delay of
network service delivery. In the actual situation, the eco-
nomic cost of processing tasks is also an important indicator
for people to measure the switching decision, so we also
consider the task execution cost.

From the model empirical point of view, whether it is a
single-country ownership trade adjustment model or a bi-
lateral trade ownership adjustment model, it has accom-
plished the task of adjusting the trade volume very well. +e
MEC architecture uses intensive deployment of base stations
and edge servers in places close to users and sinks the
computing and storage capabilities of the cloud to provide
services closer to user equipment. +erefore, while reducing
the backbone network load, the network delay is reduced
and the user experience is improved. However, when a large
number of edge servers are kept on, it will inevitably lead to
energy waste in many edge servers that are underutilized
during low traffic periods.

Data Availability

No data were used to support this study.

Conflicts of Interest

+e authors declare that they have no conflicts of interest.

Acknowledgments

+is work was supported by the First Class Discipline of
Jiangxi University of Technology—International Business
Funded Project.

References

[1] B. Zhu, S. Ma, R. Xie, J. Chevallier, and Y.-M. Wei, “Hilbert
spectra and empirical mode decomposition: a multiscale event

0.00
1.00
2.00
3.00
4.00
5.00
6.00
7.00
8.00

1 2 3 4 5 6 7 8 9 10

En
er

gy
 co

ns
um

pt
io

n

Number of stations

PSO
GA
SA

Figure 7: +e influence of parameters on calculation time.

AP transmission power

Re
sid

ua
l e

ne
rg

y

0

5

10

15

DTORA
JOS

FHT
FPR

5 10 15 20

Figure 8: Impact of transmission power on the remaining power.

0.00
2.00
4.00
6.00
8.00

10.00
12.00
14.00
16.00

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Ca
lc

ul
at

e e
ne

rg
y 

ef
fic

ie
nc

y

Minimum calculation rate

This article proposes a plan

Partial loading scheme based on OMA
Global load scheme only

Local calculation plan only

Figure 9: Safe computing energy efficiency and users’ minimum
computing rate under different schemes.

Mathematical Problems in Engineering 9



analysis method to detect the impact of economic crises on the
European carbon market,” Computational Economics, vol. 52,
no. 1, pp. 105–121, 2018.

[2] G. Xiao, Q. Cheng, and C. Zhang, “Detecting travel modes
from smartphone-based travel surveys with continuous
hidden Markov models,” International Journal of Distributed
Sensor Networks, vol. 15, no. 4, pp. 1–15, 2019.

[3] Z. Lv, W. Kong, X. Zhang, D. Jiang, H. Lv, and X. Lu, “In-
telligent security planning for regional distributed energy
Internet,” IEEE Transactions on Industrial Informatics, vol. 16,
no. 5, pp. 3540–3547, 2020.

[4] B. Han, J. Li, J. Su, M. Guo, and B. Zhao, “Secrecy capacity
optimization via cooperative relaying and jamming for
WANETs,” IEEE Transactions on Parallel and Distributed
Systems, vol. 26, no. 4, pp. 1117–1128, 2014.

[5] T. X. Tran, A. Hajisami, and P. Pandey, “Collaborative mobile
edge computing in 5G networks: new paradigms, scenarios,
and challenges,” IEEE Communications Magazine, vol. 55,
no. 4, pp. 54–61, 2017.

[6] Y. Cheng, J. Zhang, C. Zhu, and H. Zhu, “Distributed green
offloading and power optimization in virtualized small cell
networks with mobile edge computing,” IEEE Transactions on
Green Communications and Networking, vol. 4, no. 1,
pp. 69–82, 2019.

[7] S. Jeschke, C. Brecher, H. Song, and D. Rawat, Industrial
Internet of =ings: Cybermanufacturing Systems, Springer,
Cham, Switzerland, 2017.

[8] Y. Chen, W. Zheng, W. Li, and Y. Huang, “Large group
Activity security risk assessment and risk early warning based
on random forest algorithm,” Pattern Recognition Letters,
vol. 144, p. 1, 2021.

[9] Z. Lv, X. Li, and W. Li, “Virtual reality geographical inter-
active scene semantics research for immersive geography
learning,” Neurocomputing, vol. 254, pp. 71–78, 2017.

[10] H. Wu, X. Lyu, and H. Tian, “Online optimization of wireless
poweredmobile-edge computing for heterogeneous industrial
Internet of things,” IEEE Internet of =ings Journal, vol. 6,
no. 6, pp. 9880–9892, 2019.

[11] S. Wan, X. Li, Y. Xue, and X. Xu, “Efficient computation
offloading for Internet of Vehicles in edge computing-assisted
5G networks,” =e Journal of Supercomputing, vol. 76, no. 4,
p. 2518, 2019.

[12] C. J. Lin, H. C. Wang, Y. C. Lai et al., “Communication and
computation offloading for multi-RAT mobile edge com-
puting,” IEEE Wireless Communications, vol. 26, no. 99,
pp. 180–186, 2019.

[13] Z. Lv, D. Chen, R. Lou, and Q. Wang, “Intelligent edge
computing based on machine learning for smart city,” Future
Generation Computer Systems, vol. 115, 2020.

[14] Z. Lv, D. Chen, and Q. Wang, “Diversified technologies in
Internet of vehicles under intelligent edge computing,” IEEE
Transactions on Intelligent Transportation Systems, 2020.

[15] S.-B. Tsai, Y. Xue, J. Zhang et al., “Models for forecasting
growth trends in renewable energy,” Renewable and Sus-
tainable Energy Reviews, vol. 77, pp. 1169–1178, 2017.

[16] J. Feng, Q. Pei, F. R. Yu, and B. Shang, “Computation off-
loading and resource allocation for wireless powered mobile
edge computing with latency constraint,” IEEE Wireless
Communications Letters, vol. 8, no. 5, pp. 1320–1323, 2019.

[17] B. Chu, Z. Li, P. Tang et al., “Security modeling and efficient
computation offloading for service workflow in mobile edge
computing,” Future Generation Computer Systems, vol. 97,
no. 8, pp. 755–774, 2019.

[18] M.Wang, Y. Guo, B. Wang et al., “An engineered self-supported
electrocatalytic cathode and dendrite-free composite anode
based on 3D double-carbon hosts for advanced Li-SeS2 bat-
teries,” Journal of Materials Chemistry A, vol. 8, no. 6,
pp. 2969–2983, 2020.

[19] H. LiuWu, J. Liu, and J. Zhang, “Computation offloading for
multi-access mobile edge computing in ultra-dense net-
works,” IEEE Communications Magazine, vol. 56, no. 8,
pp. 14–19, 2018.

[20] T. G. Rodrigues, K. Suto, H. Nishiyama, and K. Temma,
“Cloudlets activation scheme for scalable mobile edge com-
puting with transmission power control and virtual machine
migration,” IEEE Transactions on Computers, vol. 67, no. 9,
pp. 1287–1300, 2018.

[21] S.-W. Kato, K. Han, and K. Huang, “Wireless networks for
mobile edge computing: spatial modeling and latency anal-
ysis,” IEEE Transactions on Wireless Communications, vol. 17,
no. 8, pp. 5225–5240, 2018.

[22] S.-B. Tsai, Yu-C. Lee, C.-H. Wu, and J.-J. Guo, “Examining
how manufacturing corporations win orders,” South African
Journal of Industrial Engineering, vol. 24, no. 3, pp. 112–124,
2013.

[23] W. Kim, G. Lee, and I. Jung, “Energy efficient edge camera
system for smart mobile objects in IoT edge computing,”
KIISE Transactions on Computing Practices, vol. 26, no. 5,
pp. 223–230, 2020.

[24] Y. Wang, M. Sheng, X. Wang et al., “Mobile-edge computing:
partial computation offloading using dynamic voltage scal-
ing,” IEEE Transactions on Communications, vol. 64, no. 10,
pp. 4268–4282, 2016.

[25] Y. Mao, J. Zhang, and S. H. Song, “Stochastic joint radio and
computational resource management for multi-user mobile-
edge computing systems,” IEEE Transactions on Wireless
Communications, vol. 16, no. 9, pp. 5994–6009, 2017.

[26] T. Q. Letaief, J. Tang, Q. D. La et al., “Offloading in mobile
edge computing: task allocation and computational frequency
scaling,” IEEE Transactions on Communications, vol. 65, no. 8,
pp. 3571–3584, 2017.

[27] C. Wang, C. Liang, F. R. Yu, Q. Chen, and L. Tang, “Com-
putation offloading and resource allocation in wireless cellular
networks with mobile edge computing,” IEEE Transactions on
Wireless Communications, vol. 16, no. 8, pp. 4924–4938, 2017.

[28] X. Chen, D. Li, D. Mohapatra, and M. Elhoseny, “Automatic
removal of complex shadows from indoor videos using
transfer learning and dynamic thresholding,” Computers &
Electrical Engineering, vol. 70, pp. 813–825, 2018.

[29] A. Elhoseny and O. Simeone, “Energy-efficient resource al-
location for mobile edge computing-based augmented reality
applications,” IEEE Wireless Communications Letters, vol. 6,
no. 3, pp. 398–401, 2017.

[30] Dario, Sabella, Alessandro et al., “Mobile-edge computing
architecture: the role of MEC in the Internet of things,” IEEE
Consumer Electronics Magazine, vol. 5, no. 4, pp. 84–91, 2016.

[31] Y. He, F. R. Yu, N. Zhao, and H. Yin, “Software-defined
networks with mobile edge computing and caching for smart
cities: a big data deep reinforcement learning approach,” IEEE
Communications Magazine, vol. 55, no. 12, pp. 31–37, 2017.

[32] E. Leung and M. H. Rehmani, “Mobile edge computing:
opportunities, solutions, and challenges,” Future Generation
Computer Systems, vol. 70, no. 5, pp. 59–63, 2016.

[33] Peter, Corcoran, Soumya et al., “Mobile-edge computing and
the Internet of things for consumers: extending cloud com-
puting and services to the edge of the network,” IEEE Con-
sumer Electronics Magazine, vol. 5, no. 4, pp. 73-74, 2016.

10 Mathematical Problems in Engineering



[34] X. Chen, L. Pu, L. Gao, and D. Wu, “Exploiting massive D2D
collaboration for energy-efficient mobile edge computing,”
IEEEWireless Communications, vol. 24, no. 4, pp. 64–71, 2017.

[35] N.Wu, S. Zeadally, and J. J. P. C. Rodrigues, “Vehicular delay-
tolerant networks for smart grid data management using
mobile edge computing,” IEEE Communications Magazine,
vol. 54, no. 10, pp. 60–66, 2016.

[36] J. Liu, J. Wan, B. Zeng, H. Song, and M. Qiu, “A scalable and
quick-response software defined vehicular network assisted
bymobile edge computing,” IEEE CommunicationsMagazine,
vol. 55, no. 7, pp. 94–100, 2017.

[37] B. P. Wang, D. Pham Van, and M. Maier, “Mobile-edge
computing versus centralized cloud computing over a con-
verged FiWi access network,” IEEE Transactions on Network
and Service Management, vol. 14, no. 3, pp. 498–513, 2017.

[38] C. Vallati, A. Virdis, and E. Mingozzi, “Mobile-Edge Com-
puting Come Home Connecting things in future smart homes
using LTE device-to-device communications,” IEEE Con-
sumer Electronics Magazine, vol. 5, no. 4, pp. 77–83, 2016.

[39] K. Stea, S. Leng, Y. He, and Y. Zhang, “Mobile edge computing
and networking for green and low-latency Internet of things,”
IEEE Communications Magazine, vol. 56, no. 5, pp. 39–45,
2018.

[40] X. Maharjan, J. Liu, and X. Tao, “Mobile edge computing
enhanced adaptive bitrate video delivery with joint cache and
radio resource allocation,” IEEE Access, vol. 5, no. 99,
pp. 16406–16415, 2017.

Mathematical Problems in Engineering 11



Research Article
International Import and Export Trade Forecasting Algorithm
Based on Heterogeneous Dynamic Edge Computing System

Yingfei Yang

College of International Economics & Trade, Ningbo University of Finance & Economics, Ningbo 315175, Zhejiang, China

Correspondence should be addressed to Yingfei Yang; yangyingfei@nbufe.edu.cn

Received 14 January 2021; Revised 24 February 2021; Accepted 9 March 2021; Published 20 March 2021

Academic Editor: Sang-Bing Tsai

Copyright © 2021 Yingfei Yang.+is is an open access article distributed under the Creative CommonsAttribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

As a new computing model, how to use edge computing to forecast import and export trade has become an issue of concern. +is
research mainly discusses the prediction algorithm of international import and export trade based on heterogeneous dynamic
edge computing system. +e dynamic task migration system studied in this paper mainly includes four parts: edge computing
environment simulator, task generator, resource predictor, and migration decision maker. +ese four parts are not independent
modules in the working process; they will interact with each other in the edge computing environment. In the data processing
offloading strategy, the customs business personnel transfer the trade data that need to be predicted to the edge device cluster
through the mobile terminal. After receiving the data transmitted by the business personnel, the edge device cluster uses data
processing technology to process the data. After the data processing operation is completed, the processed data is directly used for
prediction work. After the prediction work is completed, the data and results are uploaded to the central server. Finally, after the
prediction work is completed, the edge device will feed back the prediction result to the mobile terminal and display the result on
the user interface through the mobile terminal so that business personnel can understand the trade risk status. From August 2018
data application period, the monthly data of the import and export trade volume for the subsequent time span of ten years were
regularly forecasted, and the correlation coefficient was still over 83%, and the RMSE also dropped significantly. +e system
designed in this study can effectively predict the annual estimated value of various economic indicators of international import
and export trade.

1. Introduction

+e long-term formation of sunk costs has largely affected
the economic behavior of import and export manufacturers.
From a dynamic point of view, in the presence of sunk costs,
manufacturers will compare the present value of current
profits with future profits before making a decision [1]. And,
under normal circumstances, when the general environment
is unstable, manufacturers will not easily react to changes in
the exchange rate, forming a “stagnation” effect, which will
lastingly affect import prices.

In the current situation of increasingly severe import and
export trade forms, studying the elasticity of national import
and export commodities will help us to propose corre-
sponding policies through price and income elasticity to
effectively adjust and optimize the current import and

export structure of commodities [2], so as to achieve a
moderate maintenance of the number of imports and ex-
ports of some products which will ultimately achieve the goal
of promoting economic growth and development on the one
hand and alleviating the trade friction between countries on
the other and reducing the impact of external economies on
a country’s economy.

+e proliferation of the Internet of +ings and the
success of rich cloud services have promoted the develop-
ment of a new computing paradigm-edge computing [3],
which requires data processing at the edge of the network.
Shi W introduced the definition of edge computing and then
conducted some case studies, from cloud offloading to smart
homes and cities, and collaborative edge to realize the
concept of edge computing. Although his research can at-
tract the attention of the community and stimulate more
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research in this direction, the research process lacks in-
novation [4, 5]. Jiang et al. proposed an improved multi-
objective gray wolf optimizer algorithm (IMOGWO) to
solve this problem.+ey use an elite learning strategy based
on Gaussian perturbation to avoid local optima. +e al-
gorithm he proposed was tested on twelve multiobjective
benchmark problems selected from the CEC2009 test cases
and compared with two popular heuristic optimization
algorithms. His proposed IMOGWO effectively solves the
problem of subordinate task scheduling in edge computing,
but the research process lacks data [6]. Wang et al. believe
that, as a key intelligent transportation service, the public
vehicle system aims to improve transportation efficiency
and vehicle occupancy by inducing travelers to share rides
with others. +ey proposed the ECPV system to improve
traffic efficiency and vehicle occupancy by arranging ride
sharing between travelers and to reduce decision-making
delays by using edge computing.+ey formalized the public
vehicle-scheduling problem as an optimization problem,
with the goal of maximizing traveler satisfaction, in order
to reduce travel time and improve traffic efficiency [7].
Although the method he proposed can reduce the delay in
decision-making, the research results lack concrete practice
[8]. Chen believes that low latency/latency is one of the
most critical requirements for in-vehicle network appli-
cations. He solved the curse of the dimensionality problem
in MDP by characterizing the temporal and spatial cor-
relation of vehicle mobility [9]. On this basis, he also
provided specific results for highways, two-dimensional
streets, and real-data scenarios. Although his research
considers the transition probability is usually uncertain,
incorrect sample data and complex path environment, the
research process lacks comparative data [10].

+e dynamic task migration system studied in this paper
mainly includes four parts: edge computing environment
simulator, task generator, resource predictor, and migration
decision maker. +ese four parts are not independent
modules in the working process; they will interact with each
other in the edge computing environment. In the data
processing offloading strategy, the customs business per-
sonnel transfer the trade data that needs to be predicted to
the edge device cluster through the mobile terminal. After
receiving the data transmitted by the business personnel, the
edge device cluster uses data processing technology to
process the data. After the data processing operation is
completed, the processed data is directly used for prediction
work. After the prediction work is completed, the data and
results are uploaded to the central server. Finally, after
completing the prediction work, the edge device will feed
back the prediction result to the mobile terminal and display
the result on the user interface through the mobile terminal
so that business personnel can understand the trade risk
status.

2. Heterogeneous Dynamic Edge Computing

2.1. Edge Cluster. When the data reaches the edge device
cluster [11], the data distribution should be reasonably
performed so that each edge device in the cluster can

complete the prediction work in the same time as possible
[12, 13]. At this time, the main things that need to be paid
attention to are the same indicators of CPU, memory, and
hard disk read and write speed [14]. +e calculation formula
is as follows:

P
i
e � a1C

i
e + a2M

i
e + a3L

i
e. (1)

Among them, Ci
e represents the product of the number

of CPUs of the edge device i and its frequency [10, 15].
Similarly, if the amount of data is too large, the load of the
edge device will be too heavy, which will affect the fore-
casting work. +erefore, when data is allocated, the load of
the current time node needs to be considered, that is, CPU,
memory, and the usage of disk to read and write [16]. Use
these items to calculate the idle status Oi

e(t) of the edge
device at the current moment, and the calculation formula is
as follows:

O
i
e(t) � b1 1 − C

i
t  + b2 1 − M

i
t  + b3 1 − L

i
t , (2)

where Li
t represents the hard disk read and write usage rate

of the edge device at the current moment [17, 18]. +e idle
value Fi

e of the performance of the edge device i at the
current moment can be obtained.

F
i
e(t) � P

i
e × O

i
e(t). (3)

Assuming that there are 1 center and n edge devices in
the edge device cluster, in the center of the edge device
cluster, the idle value of each edge device in the cluster can be
accumulated at the current moment to obtain the total idle
value of the cluster performance at the current moment
Fe(t), and its formula is as follows:

Fe(t) � 
n

i�1
F

i
e(t). (4)

+en, the performance idle rate FP
j
eof edge device i at the

current moment can be obtained, and the formula is

FP
j
e �

F
i
e(t)

Fe(t)
. (5)

Assuming that the amount of data unloaded from the
central server to the cluster is dn, the amount of data al-
located to i by the edge device di

n is

d
i
n � dn × FP

i
e. (6)

2.2. Risk Prediction of Import and Export Trade. For the data
offloading model, during its execution, let di be the amount
of data transferred from the edge device cluster to the central
server and d0 be the amount of data transferred from the
central server to the edge device cluster. +e time overhead
in the prediction phase is as follows:

tc �
1 − λc( d1

Cε
+ λc

df

w
c
u

+
dl

Cc

+
d0

w
c
d

 . (7)
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After data unloading, the total time cost of the entire risk
prediction is as follows:

T � te + tc �
df

w
e
u

+
di

Ce

+
d0

w
u
d

+
1 − λC( di

Ce

+ λC

df

w
c
u

+
di

Cc

+
d0

w
c
d

 .

(8)

When λ is set to different values, the amount of data
processed by the edge device cluster and the central server
also changes [19]. If the user sets the value of λ to 0, the total
time overhead

T � te + tc �
di

w
+

dj

Ce

+
d0

w
u
d

+
di

Ce

. (9)

If the user sets the value of λto 0.5, it means that all
predicted requests will be handed over to the edge device
cluster for processing, and the central server only performs
resource storage and model training. At this time, the total
time overhead:

T � te + tc �
di

w
+

dj

Ce

+
d0

w
u
d

+
di

2Ce

+
1
2

di

w
c
u

+
dj

Ce

+
d0

w
c
d

 .

(10)

+e data processing task offloading framework in the
edge cluster process is shown in Figure 1 [20, 21].

S1 in Figure 1 represents nonhomogeneous data inte-
gration tasks, S2 represents data feature extraction tasks, and
S3 represents risk prediction tasks. Among them, S1 and S2
are executed on edge devices and S3 is executed on a central
server [22].

2.3. Forecast of Resources in the Short Term. +e resource
requirements of tasks deployed in the actual edge computing
platform are usually constantly changing, which also leads to
the constantly changing state of the server resources on the
edge computing platform [23, 24]. +e efficient migration
algorithm proposed in this paper is mainly to discover
hotspot nodes with high resource utilization and cold spot
nodes with low resource utilization in the edge computing
platform and select tasks among them for migration
mechanism [25]. When judging the resource utilization, if
the server resource usage reaches the upper or lower
threshold and it is identified as a hot spot node or cold spot
node that needs to be processed [2], the dynamic nature of
the task is ignored, which will result in a large number of
servers.+ey are all judged as hot spot nodes, which will also
bring a lot of meaningless task migration, cause a large
degree of waste of resources, and seriously affect the service
performance of the entire edge computing platform [26, 27].
Based on the above reasons, the algorithm studied in this
paper introduces a resource prediction algorithm to work
with the migration decision algorithm when performing
dynamic task migration to improve the quality of service of
the entire system [28]. +e premise of the realization of the
resource prediction algorithm is that the deployment tasks in
the edge computing system are dynamically changing [29].
+e main realization idea is to predict the future-period
resource usage of server nodes whose current resource

utilization reaches the upper or lower limit [30, 31]. If the
sum of the resource requirements of tasks on the server for a
period of time still makes the server in an “overloaded” or
“underloaded” state, then this node can be regarded as a hot
spot node or a cold spot node, and then, this node can be
processed. Start the corresponding task migration operation
[32].

In the efficient task migration algorithm based on trade
forecasts studied in this paper, each data center will provide
corresponding computing resources for each task according
to its needs [33, 34]. +erefore, the resource usage of the
server is mainly determined by the resource demand of the
tasks deployed on the server, so in the resource forecasting,
the resource demand of the task can be quantified by pre-
dicting the resource usage of the server [35]. +e CPU re-
source amount of task ti is

UPs(s) �
t∈task(s)rcpu(t) + w(s)

ccpu(s)
. (11)

+erefore, the purpose of the resource predictor is to use
the resource usage data of the previous nmoments to predict
the resource usage at time t+ 1. Out of this consideration, we
use linear regression models to characterize and describe the
relationship between input variables and output variables
[36]. In scenarios where large-scale tasks and servers exist,
compared to other resource prediction methods, this
method has obvious advantages in time complexity, which is
conducive to quickly determining hotspot nodes and cold
spot nodes and more conducive to rapid and accurate make
migration decisions [37]. +e resource usage at t time is

UP(s) � ⌊1, UP(t+1)−m(s), . . . , UPt(s)
T⌋. (12)

+e specific linear prediction function is

UPt+1(s) � β0 + 
m

i�1
βi · UP(s). (13)

Among them, m is the size of the regression in the
prediction model. +e (m+ 1)-dimensional vector β can be
determined by the least square method:

β← X
T
X 

− 1
X

T
y. (14)

2.4.Trade Structure. Import prices and import quantities are
also the result of equilibrium of supply and demand.
+erefore, using equilibrium variables to estimate a single
import demand equation will also cause doubts related to
endogenous issues. Similarly, we need to consider the import
supply curve and use the simultaneous equation method to

Mobile
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Edge device
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Result returned

S1 S2 S3

Data
transmission Central

server
execution

Figure 1: Data processing task offloading framework in the edge
cluster process.
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estimate, or only when the import demand curve is basically
stable, and the import supply curve is shifted. A single
equation can be used to estimate the equilibrium price and
quantity. Based on this consideration, we not only need to fit
the overall but also need to add up the trade products of
China which are subdivided to a certain extent to examine
the import trade elasticity of different types of characteristic
products.

In terms of estimation strategy, the quantity and price of
export demand are jointly determined by demand and
supply. It is the result of a market equilibrium. +e export
price and export quantity appear on the supply curve and the
demand curve at the same time, so they are in equilibrium.
+e single estimate of price and quantity data is that the
export demand equation is generally biased, which will cause
serious endogenous problems. Only when the price elasticity
of the export supply curve is far greater than the price
elasticity of demand, or the demand curve can remain stable
when the supply curve changes, can a single equation be used
to estimate. In other words, in the former, it means that the
price is determined by the supply curve, while in the demand
curve, it is an exogenous variable. In the latter, it can be
understood that the equilibrium price and quantity is the
result of the shift of the supply curve on the demand curve. It
can be found that, in the latter, the stability of the demand
curve is very important. +e method that can be taken is to
consider more influencing factors in the demand curve,
increase exogenous variables, or subdivide the aggregated
trade products to a certain extent. Examine the export trade
elasticity of different types of characteristic products.

3. International Import and Export Trade
Forecast Experiment

3.1. Dynamic Task Migration System Design. +e dynamic
task migration system studied in this paper mainly includes
four parts: edge computing environment simulator, task
generator, resource predictor, and migration decision
maker. Among them, the realization of resource predictor
and migration decision maker should rely on the edge
computing environment simulator [38]. +e edge com-
puting environment simulator is mainly responsible for
simulating the communication relationship between edge
servers, cloud center servers, and data centers; the task
generator is mainly responsible for the generation and de-
ployment of tasks in the edge computing environment; the
resource predictor is mainly for dynamic task migration
issues which are responsible for predicting the dynamic
trend of task resource requests in the short term; the mi-
gration decision maker is mainly responsible for imple-
menting task migration algorithms, making specific
migration decisions, and realizing the redeployment of some
tasks in the edge computing environment.

+ese four parts are not independent modules in the
working process; they will interact with each other in the
edge computing environment. First of all, the edge com-
puting environment simulator should simulate the real edge
computing environment and the resource manager (RM)
will record and save the resource situation of each server in

the entire environment; then, it will be generated by the task
generator, and the series of tasks will be generated by the task
generator. After the task resolver is parsed, it is deployed in
the cloud center server node and edge server node of each
data center, and then, the resource update controller (RRC)
needs to update the remaining resource amount of each
server node in the entire edge computing environment; in
the above, after the preparation of the basic environment is
completed, since the resource request amount of each task is
dynamically changing, the resource predictor will cooperate
with the migration algorithm to perform the task migration
work in the platform to achieve a certain amount of energy
saving, while the tasks are divided among the server nodes,
and improve the service performance of the entire edge
computing platform.

3.2. Edge Computing Environment Simulator

(1) Preprocessing module: the main function of the
preprocessing module is to identify and analyze the
tasks created in the edge environment task generator.
It mainly identifies two types of tasks: cloudopt and
edgeopt. +e former can only be deployed on the
cloud center server Cloud_Task and the latter be-
longs to Edge_Task, which is first deployed on the
edge server. After the preprocessing module, the task
will be parsed, converted into corresponding task
commands, and stored in the task queue. For a task
created in an edge computing environment task
generator, only the task number task_id of the re-
corder, task type task_type, task state task_state, task
resource demand task_request, and task running
time task_time are required. +erefore, this article
specifies the task command parsed by the pre-
processing module

(2) Control module: the control module is the control
unit of the entire dynamic task migration system,
which supervises and controls the resources and
tasks in the entire system. Due to the dynamic
changes of tasks, the RRC in the resource manager
will update the remaining resources of each server
in real time; RM will monitor the resource usage of
each server in the entire system in real time. Once
the resource utilization is “excessive” or in case
“too low,” corresponding to the appearance of
hotspot nodes and cold spot nodes, the task mi-
gration unit will select the migration tasks and
make migration decisions, and the corresponding
task deployment unit will redeploy the migrated
tasks. +e implementation process of the migra-
tion algorithm has been introduced in detail in
Section 3; the task deployment of the control
module does not involve the determination of the
deployment plan because the corresponding target
server has been selected in the migration decision;
therefore, this section mainly introduces resource
management design and implementation of the
processor.
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(3) Operation module: the operation module can not
only receive and parse the instructions sent by the
upper-level control but also implement specific
operations based on the parsed instructions, so as to
rationalize the resource and attribute information of
the task entity and the underlying server entity
configuration and management. +e operation
module is mainly composed of task management
submodule and server management submodule. +e
task management submodule is responsible for task-
related operations, including task generation and
status changes, task migration, and task deployment.
+e server management submodule is responsible
for the related operations of the server, including the
opening and closing of the server and resource
update operations.

(4) Resource module: it is the public resource of the
entire dynamic task migration system and is mainly
responsible for storing tasks and cloud-side server
entities. When server storage is performed, block
storage is performed according to the data center
where it is located. In each data center, edge servers
and cloud center servers must be distinguished and
processed; when task storage is performed, the task is
mainly divided into several task sets and is stored on
different servers in different data centers.+e control
module will monitor this module in real time, and
the operation module will perform specific opera-
tions on the server and tasks of this module.

3.3. Data Processing Offload Strategy. In the traditional risk
prediction platform, since the data processing function and
prediction function are provided by the central server, in this
case, the user’s service experience is largely related to the
user’s connection quality with the closely related central
server:

(1) +e user transmits the data that need to be predicted
to the edge device through the mobile terminal

(2) After receiving the data transmitted by the user, the
edge device uses related data processing technology
to process the data

(3) After the data processing operation is completed, the
edge device transmits the processed data to the edge
center, and the edge center collects and transmits it
to the central server

(4) After the central server receives the data transmitted
by the edge device cluster, it stores the data in the
database and uses the prediction model to perform
prediction work

(5) After completing the prediction work, the central
server returns the result to the edge center, and the
edge center transmits the data to the corresponding
edge device

(6) Finally, the edge device sends the received result to
the mobile terminal and displays it on the user
interface

3.4. Data Unloading Process. +e specific process is roughly
as follows:

(a) Customs business personnel transfer the trade data
that need to be predicted to the edge device cluster
through the mobile terminal.

(b) After receiving the data transmitted by the business
personnel, the edge device cluster uses related data
processing technology to process the data.

(c) After the data processing operation is completed,
directly use the processed data for forecasting work,
and after completing the forecasting work, upload
the data and results to the central server.

(d) Finally, after the prediction is completed, the edge
device will feed back the predicted result to the
mobile terminal and display the result on the user
interface through the mobile terminal so that the
business personnel can understand the trade risk
status. +e data unloading process is shown in
Figure 2.

4. Forecast andAnalysis of International Import
and Export Trade

4.1. Task Migration Analysis. +e high-efficiency task mi-
gration algorithm based on import and export trade studied
in this paper includes the process of resource prediction.+e
effect of resource prediction will directly affect the perfor-
mance of the processing task of the entire dynamic task
migration system.+erefore, the GC-ETM algorithm will be
first used in the experimental process. +e resource pre-
diction algorithm is compared with the prediction method
in the VMCUP-M algorithm. In the comparison process, in
order to ensure that the experimental configuration is the
same, the prediction process proposed in this paper will also
predict the resources for a period of time in the future 6
times, that is, k� 6. In order to illustrate the versatility of the
GC-ETM method for task migration problems, that is, it is
commonly used in task migration in both dynamic and static
situations; at the same time, the GC-ETM method has more
advantages in the dynamic task migration process of various
scales. For good results, three scale experiments will be
carried out, respectively. +erefore, during the experiment,
small-scale dynamic task migration experiments, medium-
scale dynamic task migration experiments, large-scale dy-
namic task migration experiments, and static task migration
experiments will be carried out, respectively. In the
implementation of the migration algorithm, the parameters
involved mainly include the lower and upper limits n1 and
n2 of each server’s CPU resource utilization. In the study of
this article, both CPU resources and memory resources need
to be considered in the formulation of migration strategies;
in the performance evaluation process, the main parameters
involved are the parameters a and β of the order of mag-
nitude. +e parameter values are shown in Table 1.

In the experiment of small-scale task migration, the
number of task entity nodes changed from 100 to 900, and
the number of tasks in each group increased by 100. In the
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small-scale experiment, two experiments of dynamic and
static task migration will be carried out, and the task mi-
gration based on graph coloring proposed in this paper will
be carried out from five aspects: energy consumption,
communication cost, migration cost, average migration cost,
and total cost. +e algorithm is compared with the com-
parison algorithm. +e static task migration performance is
compared with the BGM-BLA, AVMM, and VMCUP-M
methods, and the dynamic task migration performance is
compared with the VMCUP-M algorithm and AVMM
methods. +e range of CPU resources requested by different
numbers of tasks is [6, 10], and the resource requirements of
memory resources and storage resources are evenly dis-
tributed in the ranges of [60,100] and [120,200], respectively.
When performing dynamic task migration, the probability
Pc, Pu, Pr, and Pp of the operationmodule to change the task
state are 0.2, 0.5, 0.2, and 0.1, respectively. +e small-scale
task migration research is shown in Table 2.

Correspondingly, during the small-scale experiment, the
total number of servers is 50. CPUc and CPUe, respectively,
correspond to the amount of CPU resources of cloud center
servers and edge servers; Memc and Meme, respectively,
correspond to the amount of memory resources of cloud
center servers and edge servers; Stoc and Stoe, respectively,
correspond to the amount of storage resources of cloud
center servers and edge servers; cloud center link bandwidth
between servers, cloud edges, and edge servers correspond to

cc, ce, and ee, respectively. +e amount of storage resources
is shown in Table 3.

4.2. Task Offloading Strategy. +e communication overhead
result of each algorithm in the small-scale static task mi-
gration experiment is shown in Figure 3. It can be seen from
the experimental results that when the number of tasks is
greater than 300, the GC-ETM algorithm proposed in this
paper has better performance in reducing communication
overhead. +e main reason is that compared with other
algorithms, this paper prioritizes the tasks with the highest
CPU usage during task processing, which can reduce more
SLA conflicts, thereby reducing communication overhead.

Compared with the VMCUP-M algorithm, the GC-ETM
method proposed in this paper has significantly smaller
communication overhead. When the number of tasks is
100–700, its communication overhead is close to that of the
AVMM algorithm, and when the number of tasks increases,
it is slightly higher than the AVMM algorithm. +e main
reason is that the first two algorithms have a resource
prediction process and SLA conflict processing. Relatively
not timely enough, on the other hand, it is mainly because
the AVMM algorithm prioritizes the migration of tasks with
greater communication requirements, so there will be less
communication overhead, but the gap between the GC-ETM
method and the AVMM algorithm is relatively small. +e
algorithm comparison result is shown in Figure 4.

+e impact of different dynamic environments on the
task completion time is shown in Figure 5. Among them, the
dynamics of the system become stronger with the increase of
the change factor μ. When the system tends to be static
(μ< 10−5), accurate prediction information makes the per-
formance of the algorithms with almost no gap. With the
increase of μ, the prediction information becomes inaccu-
rate, and the gap between ADCO and the comparison al-
gorithm quickly widens. When μ� 10−3, the performance
gap between ADCO and the control strategy reaches the
maximum. +e above results strongly prove that ADCO has
good dynamic adaptability. At the same time, observing the
experimental results of EFSF and EFSF-R and ADCO and
ADCO-NR strategies, it is not difficult to find that the re-
peated offloading strategy of tasks is indeed beneficial to the
dynamic adaptive ability of the offloading algorithm.

4.3. MEC Prediction Model. Figure 6 shows the stability test
of the monthly data series of China-ASEAN imports and
exports from August 2018 to December 2019. It can be seen
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Figure 2: Task uninstall process.

Table 1: Parameter values.

Parameter name Parameter value
n1 0.2
n2 0.8
a 60
β 15

Table 2: Small-scale task migration research.

Parameter Parameter range
CPU resources [6, 10]
Memory resource [60, 100]
Storage resources [120, 200]
Pc 0.2
Pu 0.5
P 0.2
Pk 0.1
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from Figure 6 that the changes in the volume of trade show a
similar trend of ups and downs in a certain period of time,
and on the whole, it is continuously increasing. +e fore-
casting model based on the time series MEC is to predict the
trend and seasonality of the original trade volume data series
and eliminate the predicted trend and seasonality to obtain a
stable data series. If a data series produces a certain behavior
over time, it is considered that it will produce such behavior
in the future with a high probability, so it is to convert the
data series of China-ASEAN import and export trade vol-
ume into a stable series. For prerequisites for forecasting
using the MEC forecasting model based on time series, the
results of the stability test show that the data sequence of
China-ASEAN import and export trade volume is not stable.

+e reasons may be as follows. With economic development
and global integration, ASEAN is the country’s third largest
trading partner, and the import and export trade volume is
constantly increasing. As a result, different average values
are generated over time; in different periods, due to policies
or other reasons such as the global economic downturn, the
volume of import and export trade with ASEAN has de-
clined to a certain extent; comparing different periods of
import and export trade with ASEAN Ete presents a certain
cyclical or seasonal change. Table 4 shows the import and
export income and price elasticity of my country’s primary
products, products in processing, and industrial finished
products.

+e result of the smoothing method is shown in
Figure 7. In order to stabilize the data series of import and
export trade volume, it is necessary to eliminate the
aforementioned causes of instability. First, eliminate the
trend. In order to eliminate the trend, the smoothing
method of weighted rolling average is generally adopted,
which is the average of continuous K values. In terms of
the frequency of the trade volume data series, this article
uses the average of the past year, that is, the average of the
past 12 months. After smoothing, the sequence data
processed in Figure 6 is more stable than the data in
Figure 7, and the test statistics of the sequence are shown
in Table 5.

Table 3: Storage resources.

Parameter Parameter range
CPUc [800, 1000]
CPUe [80, 220]
Memc [8000, 10000]
Meme [800, 2000]
Stoc [12000, 20000]
Stoe [1600, 4000]
C-C [15, 20]
C-e [10, 15]
e-e [8, 12]
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Figure 3: Communication overhead results of each algorithm in
the small-scale static task migration experiment.
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Figure 4: Algorithm comparison results.
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Figure 5: +e impact of different dynamic environments on task
completion time.
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Figure 6: Stability detection of monthly data series.
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+e time series model based on the moving edge al-
gorithm is used to fit the monthly data of China-ASEAN
import and export trade volume.+e total import and export
volume of August 2018 is the earliest data at a given time.
+e fitting result is shown in Figure 8. Table 5 shows the
evaluation results of the prediction model of China-ASEAN
import and export trade volume based on the time series
MEC. +e China-ASEAN import and export trade volume
prediction model is based on the time series MEC although
the predicted MAPE and correlation coefficients are not as
good as the linear regression-based prediction model, but
the time series model is better than the need to determine the
value of other indicator factors. +e import and export
volume can be predicted in the future, and when the pre-
diction is based on the time series MEC model fitting

process, it is applied from the data of August 2018 after
learning the internal time law of the monthly import and
export trade volume +e monthly data of the import and
export trade volume of the subsequent ten years of time span
are still predicted in time and fitted, and the correlation
coefficient is still more than 83%, and the RMSE has also
decreased significantly, indicating that there is a certain gap
between the predicted value and the actual value, but the
predicted trend is still a strong correlation.+emonthly data
forecast of import and export trade volume is shown in
Table 6.

5. Conclusion

+e dynamic task migration system studied in this paper
mainly includes four parts: edge computing environment
simulator, task generator, resource predictor, and migration
decision maker. Among them, the realization of resource
predictor and migration decision maker should rely on the
edge computing environment simulator. +e edge com-
puting environment simulator is mainly responsible for
simulating the communication relationship between edge
servers, cloud center servers, and data centers; the task
generator is mainly responsible for the generation and de-
ployment of tasks in the edge computing environment.

+e resource predictor is mainly for dynamic task mi-
gration problems and is responsible for predicting the dy-
namic change trend of task resource requests in the short
term; the migration decision maker is mainly responsible for
implementing task migration algorithms, making specific
migration decisions, and implementing some tasks in the
edge computing environment redeployment. +ese four
parts are not independent modules in the working process,
and they will interact with each other in the edge computing

Table 4: Import and export income and price elasticity of my
country’s primary products, products in process, and industrial
finished products.

Price
Product

Primary
product

Reprocessed
products

Manufactured
goods

Import price
elasticity

−1.09 −1.83 −1.03
(−2.21) (−2. 89) (−4.42)

Export price
elasticity

−0.49 −0.56 −2.35
(−2.00) (−2.03) (−2.3)

Export income
elasticity

1.00 1.77 2.10
(5.35) (5.1 7) (21.10)

Import
income
elasticity

0.11 2.1 3 2.73

(1.69) (2.09) (7.54)
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Figure 7: Smoothing method processing results.

Table 5: Comparison of test statistics of sequences.

Value
Sequence

Data sequence 1 Data sequence 2
Test statistics −0.510621 −3.521207
Less than 1% critical value −3. 484667 −3.490131
Less than 5% critical value −2.88534 −2.887712
Less than 10% critical value −2. 579463 −2.58073
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Figure 8: Fitting results of total import and export.

Table 6: Monthly data forecast of import and export trade volume.

Root mean
square error
RMSE

Mean
absolute

error (MAE)

Mean absolute
percentage error
(MAPE) (%)

Correlation
coefficient R

(%)
62.9251 50.5648 16.9486 83.8687
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environment. First of all, the edge computing environment
simulator should simulate the real edge computing envi-
ronment, and the resource manager will record and save the
resource situation of each server in the entire environment.

A series of tasks are generated by the task generator.
After being parsed by the task parser, they are deployed in
the cloud center server nodes and edge server nodes of each
data center. After that, the resource update controller needs
to update the remaining server nodes in the entire edge
computing environment. +e amount of resources is
updated; after the preparation of the above basic environ-
ment is completed, because the resource request amount of
each task is dynamically changing, the resource predictor
will cooperate with the migration algorithm to perform the
task migration work in the platform, so as to realize that the
tasks are equally divided among the server nodes. At the
same time, it achieves a certain energy-saving effect and
improves the service performance of the entire edge com-
puting platform. +e system designed in this study shows
good prediction results.
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Human resources are the cornerstone of operational operation. Good management of human resource information can enable
businesses to operate effectively. However, for the time being, most enterprises still use traditional methods of allocating human
resources, which are difficult to meet the development needs of enterprises. In order to find the optimal allocation of human
resources in an enterprise, this article is based on “Internet + artificial intelligence,” using methods such as case analysis and
literature analysis to collect data from databases such as CNKI, Wanfang Database, and SSCI, and uses fog computing to build a
model for the optimal allocation of human resources which is proposed, and a large number of relevant literature studies are read
and analyzed through the literature survey method. According to the research needs, through the research and summary of the
content of the literature, the research structure found that there are many problems in the current human resource information
management system. After the optimization of models and algorithms, the allocation of human resources has been greatly
improved.,ematching rate of personnel and job positions has increased by more than 50%.,e operation efficiency index of the
enterprise is above 0.8, an increase of about 30%. ,is shows that “Internet + artificial intelligence” can effectively optimize the
enterprise human resource information management system, promote the greater use of its human resource value, bring higher
economic returns to the enterprise, and provide assistance for the long-term stable and healthy development of the enterprise.

1. Introduction

In today’s society, human resources, as science, play a vital
role in socioeconomic development and scientific and
technological progress. ,ey are a very important social
resource and can promote the development of other re-
sources at the same time. ,e allocation of human resources
is used as a link between people and material data. ,e
organic chain together is a key link to whether human re-
sources can play their full role [1]. At present, many jobs still
retain the traditional human resource organization, facing a
series of human resource problems such as the aging of the
personnel structure and the relative lack of professional
talents. With the development of time, this new manage-
ment method will gradually be eliminated. Fog computing

provides services to users locally. On the one hand, it can
reduce business processing delays and improve work effi-
ciency. On the other hand, it can reduce network and
bandwidth requirements and save the system in general.
,erefore, we have innovated and optimized the design of
the human resources information management system
based on the Internet + artificial intelligence, reasonably
allocates human resources, quickly activates existing human
resources, optimizes the actual allocation of human re-
sources to maximize human resources, and strengthens the
management of human resources information in order to
better adapt to future market demands [2].

In the modern enterprise management system, human
capital pays more attention to the requirements of the en-
terprise management system, further formulates clear
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regulations, and refines the responsibilities of enterprise
managers [3]. ,e optimized configuration of human re-
sources based on the Internet + artificial intelligence can
effectively revitalize human resources, and employees’ sense
of responsibility and work initiative are significantly im-
proved.,emanagement level is reduced, and the enterprise
entity is realized. ,e specific work is sinking. ,e matters
that need to be reported at different levels are directly
handled by each business department. Each business de-
partment directly participates in business management ac-
tivities.,e collaboration between departments is closer.,e
interaction is more efficient [4].

Belizon et al. studied the differences in the use of inter-
national integration mechanisms in various human resource
management (HRM) practices by multinational companies.
,eir findings indicate that personnel, information, and
formal-based mechanisms are positively related to the use of
centralized-based integration processes [5]. Liu and Yue use
fog computing to create models and allocate resources. In his
research, they found that fog computing is stable and meets
the demand [6]. Leijun points out that, in today’s rapid
economic development, the traditional human resource al-
location model is inconsistent with the current development
trend, which makes it difficult for many enterprises that are
still using traditional human resource allocation methods [7].

Wang Wenxin believes that, in today’s rapid development
of information, knowledge is the first contribution to the
promotion of human society. How to arrange people with
different roles in suitable positions, mobilize their enthusiasm
for work, and develop their potential is the optimization of
human resource management. ,e most important issue is the
use of human resource-related theories, introducing the
meaning of human resource allocation and the method of
optimizing human resources and discussing the important role
of human resource optimal allocation for social development
[5]; Tang Linyu believes that fog computing can provide people
with more services. Starting from the allocation of computing
resources, they use fog computing to makemodels and allocate
resources. In the research, it is found that fog computing is
stable and demand matching. ,e results prove that the use of
fog computing can make the allocation time relatively stable.
,e delay and accuracy of the calculation in the fog are better
than the original calculationmethod [6]. Zhang Bo believes that
the development and growth of enterprises cannot be separated
from the optimal allocation of human resources. However, in
today’s rapid economic development, the traditional human
resource allocation model does not match the current devel-
opment, which makes it difficult for many enterprises that still
use traditional human resource allocation. In this regard, he
emphatically introduced the methods of optimizing the allo-
cation of human resources in the enterprise and cited relevant
examples [7]. ,ese studies have certain reference values for
this article, but due to the narrow data cited in the research, the
data industry is basically limited to individual industries and
has no universal effect.

,is article applies the latest human resource allocation
theory to fully mention the status quo of the human resource
allocation of the enterprise, to seek to explore a specific plan for
the establishment of a human resource information

management system, and to provide a reference for relevant
undertakings. Create an ecosystem structure model based on
the “Internet +Artificial Intelligence” to carry out a thorough
analysis of the current status of the new systemmanagement of
human resources and make relevant countermeasures and
proposals on the basis of the analytical conclusions to help
similar companies build more competitive new human re-
source management system to better help the company to
develop and develop.

2. Innovative Methods for the Construction of
Human Resource Information
Management System

2.1. Fog Calculation. Fog computing is a system-level ar-
chitecture that provides computing, storage, control, and
networking functions near the data generation source along
the cloud to the continuum of things. ,e fog computing
architecture is mainly divided into three layers: cloud
computing layer, fog computing layer, and mobile terminal
layer. ,e fog computing architecture brings the service
closer to the end user, reduces latency, saves energy con-
sumption, and enhances the user experience [8].

,e bottom layer of the architecture is themobile terminal
layer, which contains a large number of smart devices and
sensors. Data collection, service requests, and so on all come
from the bottom-end terminal equipment. Smart terminal
equipment can preprocess and compress data to filter out
some useless data [9]. At the same time, terminal equipment
can also communicate through equipment such as base
stations or routers to realize data sharing. ,e fog computing
layer is located between the cloud computing layer andmobile
terminal devices and is a bridge connecting cloud servers and
terminal devices. Simple events and emergencies are detected
at this layer, so that users can respond quickly.

,e delay of the fog computing layer includes the
communication delay between fog devices and the calcu-
lation delay of fog devices. For communication delay, in the
undirected graph composed of fog devices, the communi-
cation delay between fog nodes is used as the weight. As the
amount of calculation increases, the calculation delay of the
fog device increases accordingly; the more calculations in-
crease and the more fog devices, the more calculation delay
time [10]. ,erefore, use the following function to describe
the calculation delay of the fog device.

T �
1

wx

aib
2
i . (1)

Among them, wx is the computing power of the fog
device x, bi is the amount of tasks processed by the fog
device, and ai is a preset real number. ,erefore, the delay of
the fog computing node is expressed as follows:

Tn � min
x

i�1

1
wx

aib
2
i . (2)

,e fog computing layer is composed of fog nodes
deployed around IoTdevices.,e fog nodes are connected to
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devices such as base stations or routers, thereby reducing the
transmission delay from device to device. In addition, a large
number of fog nodes are deployed at the edge of the network,
and even the same service is deployed on multiple fog nodes.
,is not only reduces the risk of service interruption caused
by a failure of one fog node but also makes one fog node
more than one. Equipment includes base stations or routers
process data [11]. ,e fog node in the network can also be
connected to the cloud data center. When the IoT device
generates massive data that needs to be processed and the
computing power of a single fog node cannot meet its needs,
the fog node will forward the data to the cloud for pro-
cessing. ,ere will undoubtedly be a greater communication
delay and reduce the efficiency of the service. In the cal-
culation, because the self-correction function is added in
each step of the calculation process, the maximum change of
pressure and saturation allowed by each grid node in the two
adjacent steps is limited [12]. ,erefore, in the process of
calculating the node penetration rate at time (n+ 1), the
following basic formula is used:

K � K0 exp a p − p0(  . (3)

Here, we assume that the initial pressure of the reservoir
is PP, the pressure value at time n is pn, and the pressure
value at time n+ 1 is pn+ 1; then when pn+ 1< PP and
PP� pn+ 1,

K
n+1

� K0e
− a1 p0− pn+1( ). (4)

When pn+ 1≥PP,

K
n+1

� Kne
− a2 pn− pn+1( ). (5)

,is paper uses immune optimization algorithm to study
the energy consumption of data processing in fog computing.
In the traditional three-layer network architecture, consid-
ering the long distance and high energy consumption when
the cloud server caches data resources to the fog node, a four-
layer network architecture model is proposed, that is, between
the cloud computing layer and the fog computing layer. Add a
layer of proxy fog server to make the cloud server cache data
resources in advance and provide local services [13]. ,e
specific process of addressing the proxy fog server through the
optimal immune algorithm is described in detail, thereby
reducing the energy consumption of the fog node to obtain
data resources from the proxy fog server and also reducing the
amount of precached resources by the cloud server to the fog
node. ,rough theoretical analysis and simulation experi-
ments, the effectiveness of the four-layer network architecture
model in data processing energy consumption is proved.

2.2. New Human Resource Management System. Human
resource management refers to a series of management
activities based on the organization and mobilization of
corporate human resources to promote the attraction of
outstanding talents, enhance the enthusiasm of corporate
talents, and promote the realization of corporate organi-
zational goals [14]. Whether it is a matter of talent selection,
employee incentives, or human resource management

planning, training, performance, salary management, and so
on, all activities’ management shall be implemented to
achieve the organizational objectives of the undertaking.,e
sole purpose is to promote the implementation of the or-
ganizational objectives of the undertaking for the im-
provement of the undertaking. ,e enthusiasm of talent and
the attraction of exceptional talent can be effective human
resource management.

,e theory of human resource planning mainly in-
cludes two aspects. On the one hand, the theory believes
that the viability of an enterprise comes from the structure
and quantity of human resource management. On the other
hand, the theory believes that the implementation of hu-
man resource planning by an enterprise can satisfy the
development of the enterprise itself. To meet the devel-
opment and interests of employees [15], human resource
planning is a very important content in the human resource
management system of an enterprise. As a key management
activity, human resource planning is related to the rational,
scientific, and comprehensive human resource manage-
ment. Supported by human resource planning theory, the
enterprise implementation that is reasonable human re-
source management strategy can not only improve the
production and operation management level of the en-
terprise but also meet the strategic development needs of
the enterprise [16].

Management theory believes that, according to the
close relationship between the scope of management and
the level of management, there will be two forms of or-
ganizational structure: flat structure and straight structure.
,e so-called flat structure is a structure with few man-
agement levels and large management width. ,e case of
the formula structure is the opposite [17]. Its structure is
derived from the nonlinear partial differential equation of
Taylor series expansion motion:

a
2
R

at
2 � b

2
o 1 +

w

w′
au

a d
+ · · · 

a
2
R

ad
2 , (6)

where R is the displacement relative to time t and d is the
distance of propagation; in this study, d is the length of the
sample, the second- and third-order elastic constants and b20
is the velocity. Equations related to elastic constants of
nonlinear parameters are as follows:

η2 � −
w″

2w′
. (7)

Variants of nonlinear motion equations are as follows:

a
2
R

at
2 � b

2
o 1 − 2η2

au

a d
+ · · · 

a
2
R

ad
2 . (8)

,e solution of the equation is as follows:

R � R1 cos(qx − w d) −
1
4
η2q

2
R2x sin 2(qx − w d) + · · · .

(9)

,e relationship between R2 and R3 can be obtained:
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2
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When encountering obstacles, A1, A2, and A3, respec-
tively, indicate operating efficiency

A2

A
2
1

�
η2
4

 d
2
x, (12)

A3

A
3
1

�
η3
6

 d
3
x. (13)

According to the specific situation of the unit, to de-
termine their ideal management width, the endogenous
driving force of the flat management model of the enterprise
lies in the continuous improvement of the manager’s per-
sonal ability [18]. ,rough flat design, scientific job distri-
bution, and flat management of corporate managers to
enrich front-line staff, revitalize existing human resources,
solve the contradiction between redundancy and shortage,
improve corporate executives’ sense of responsibility and
work initiative, reduce risks, and improve the quality and
efficiency of corporate collection and management, the
promotion of modernization of corporate management
systems is inevitable trends in corporate development [19].

2.3. Optimization and Innovation of the Human Resource
Systemunder Internet +Artificial Intelligence. In the Internet
economic environment, the transformation of corporate
business models has caused companies to face a new
competitive situation. ,e traditional capital competition is
constantly developing in the direction of intellectual re-
source competition. In this process, the importance of
human resources will inevitably become more prominent.
,e decision-making choices of enterprise human resource
management must also be changed [20]. In the context of the
Internet economy, companies can only obtain strong de-
velopment forces if they obtain strong human capital power.
At the same time, they should effectively stimulate the ca-
pabilities and value of human resources through effective
management and maximize their functions to meet the
development needs of the company. ,is requires compa-
nies to pay attention to the transformation of the Internet
model of human resource management [21]. Managers at all
levels are in charge of affairs closely related to the various
production, operation, and management activities of the
enterprise. ,e development of the enterprise depends on
the efficient completion of these basic tasks. Under the
Internet thinking, due to the change of the status of human
resources in enterprise management, as a result, the
implementation methods of management functions at all
levels have changed. ,e system management under the
traditional model has not been able to adapt to the Internet
thinking. ,erefore, the functions of the managers at all
levels will also undergo corresponding changes. Human

resource management requires adaptation [22]. Calculate
the similarity between the resources in the resource col-
lection and the resources requested by the user:

cos m(r, uq) � α∗ cos(r, uq) +(1 − α)∗
1
m



m

n�1
δij, (14)

where a represents the weight and the range is between [0,
1]. ,e simulation parameters are calculated as follows:

F �
 qrp,rpn − qrpm  quq,uqn − quq 


n
n�1 qr − quq 

2
���������������

 quq,uqm − quq 
2

 .
(15)

According to the humanistic characteristics of human
resource management, it is very important to establish a
unique cultural management model in the implementation
of human resource management in an enterprise. Culture-
led enterprises have more team cohesion and market
competitiveness and can bemore efficient in order to achieve
the strategic development goals of the company; the current
theoretical research on corporate management proposes a
corporate culture management model. ,is is the most
promising corporate management theory so far and themost
practical value corporate management model [23].

With the development of the Internet economy, the
development of enterprises has become more dependent on
talents, and Internet thinking is to study employees and
enterprises as a whole. As the basic components of enter-
prises, employees must play a more important role in the
Internet economy effect. Under the Internet thinking, the
construction of human resource management mode in
enterprises must fully consider the principle of people
centeredness. Whether it is in the relationship between all
members of the enterprise or the relationship between the
enterprise and employees, the management, coordination,
and combination of enterprise development can achieve
significant results. ,is is one of the basic principles of the
construction of a human-oriented Internet-thinking human
resource management model [24].

Incentive theory is the content of enterprise human
management theory. In order to effectively stimulate em-
ployees’ working ability and enthusiasm, good results can be
obtained through certain incentives. Incentive theory be-
lieves that the implementation of more powerful incentives
for employees can promote the efficient realization of cor-
porate goals. However, if the company’s incentive level is
insufficient, employees’ enthusiasm for work cannot be
exerted and the efficiency of achieving corporate goals will be
low.

Based on the relevant research on corporate human
resource management under the domestic background, it
can be seen that human resource management, as the core
competitiveness of an enterprise, is related to the long-term
strategic development of the enterprise under the back-
ground of the market economy. In order to enable enter-
prises to effectively use various resources in the context of
the Internet and play an important role in human resource
management, enterprises must innovate in human resource
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management from two aspects of technology and man-
agement, so that they can better conform to the development
trend of the times, make enterprise management truly or-
ganically integrate with the Internet background, and meet
the various needs of enterprise development in the new era
[25].

According to the viewpoint of the resource school, if the
Internet is only used as technology and cannot spontane-
ously produce an effect, it must be transformed into a
competitive advantage through a series of organizational
management methods combined with changes in thinking.
On the organizational level, the implementation of elec-
tronic human resource management as a process of man-
agement innovation may conflict with existing stakeholders.
Since the human resource department is the main promoter
of electronic human resource management innovation, its
influence on the organization is crucial, that is, whether it
can obtain the support of executives and parallel depart-
ments through its own influence.

3. Innovative Experiment of Human Resource
Information Management
System Construction

3.1. Experimental Purpose. ,is article makes full use of the
research results in the field of human resource allocation
under the Internet + still intelligence and takes the realiza-
tion of the company’s sustainable development as the
starting point. ,rough in-depth research on the company’s
human resource allocation status and existing problems, it
builds a system for the optimization of the company’s hu-
man resource allocation, and it puts forward feasibility and
scientific opinions on advancing the optimization of human
resource allocation, so as to help enterprises build a more
competitive human resource system and promote the im-
provement of their market competitive position.

3.2. Establish a Model Evaluation Index System. Some con-
clusions can be drawn from the actual observation of the
objects. Generally speaking, the system of an evaluation
index includes three levels of evaluation indicators: it is the
relationship between gradual decomposition and improve-
ment. Among them, the first-level evaluation indicators and
the second-level evaluation indicators are relatively abstract
and cannot be used as a direct basis for the evaluation. ,e
third-level evaluation indicators must be specific, measur-
able, and behavioral and can be used as a direct basis for
assessing the teaching.

Comprehensive quantitative and qualitative analysis
methods: quantitative analysis is to analyze the data of the
problem, using the intuition and clear essence of mathe-
matics to reflect the existence of the problem; qualitative
analysis is to collect, read, and organize relevant domestic
and foreign research literature and systematically summa-
rize the related theoretical results. ,e evaluation criteria of
green supply chain performance are complex and diverse,
including not only financial standards but also other non-
financial standards. Some standards cannot be directly

analyzed by quantitative methods but can only be evaluated
by qualitative analysis methods. ,e green supply system
performance evaluation standard system of the company is
constructed using a model that combines quantitative and
qualitative analysis methods. At the same time, it provides
formulas for standard calculations and evaluation standards.

3.3. Determine the ReevaluationWeight. ,e index weight is
a numerical index indicating the importance and function of
the index. In the indicator system of the evaluation plan, the
weight of each indicator is different. Even if the indicator
level is the same, the weight is different. Index weight is also
called weight and is usually represented by a. It is a number
greater than zero but less than 1, and the sum of the weights
of all the first-level indicators must be equal to 1; that is,
satisfy conditions 0< a < 1 and a− 1.

3.4. Statistics. All data analysis in this paper uses SPSS19.0,
statistical test uses double-sided test, the significance is
defined as 0.05, and p< 0.05 is considered significant. ,e
statistical results are displayed as mean± standard deviation
(x± SD). When the test data complies with the normal
distribution, the double T-test is used for comparison within
the group, and the independent sample T-test is used for
comparison between the groups. If the regular distribution is
insufficient, two independent samples and two related
samples will be used for inspection.

4. Innovative Experiment Analysis of Human
Resource Information Management
System Construction

4.1. Status of the Company. We have selected five companies
to investigate the current status of their employees. We have
selected the companies to be an information technology
company in the city. Such companies are highly sensitive to
staffing and their staffing is more reasonable. We survey
employees and human resource systems and classify them by
age, gender, and so on. ,e specific data are shown in
Table 1.

It can be seen from Figure 1 that, in these five companies,
the age and gender distribution of employees are not very
different, and the main employees are between 18 and
35 years old. ,is is because people in this age group are
generally receiving information quickly. ,e stage of strong
learning ability is the main type of recruitment for infor-
mation technology enterprises. ,e company’s male-female
ratio is generally around 6.5 : 3.5, and the fourth company’s
male-female ratio is 5 : 5. At the management level, the gap
between age and gender is larger than that between em-
ployees. ,e specific data are shown in Table 2.

From Figure 2, we can see that, at the company’s
management level, the age is generally over 35 years, ac-
counting for more than 60%. ,is is because leaders gen-
erally have more requirements, and they have high
requirements for people’s skills and need people to con-
stantly accumulate. In terms of gender, the leadership of
these companies is mostly men, accounting for more than
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65%, and the proportion of women is smaller than that of
men.

4.2. Company Employees. Educational background is our
most intuitive manifestation of personal abilities. Before we
truly recognize a person, we can only judge a person’s
abilities based on some external factors, such as human
resources. ,erefore, we have made relevant statistics on the
academic qualifications of the employees and leaders of these
five plus companies. ,e specific data are shown in Table 3.

It can be seen from Figure 3 that, in enterprises, the
educational background of employees is uneven, and so is
the ability of employees. In statistics, we can clearly see that
the employees with a college degree or below account for

about 30%. ,e college degree is about 50%, and the college
degree is only less than 20%.,is is because the company we
selected is of an information technology type. Generally,
there are academic requirements for recruitment, which also
requires us to do well in the human resources of our em-
ployees. Optimization: at the management level, the re-
quirements for academic qualifications are more important.
,e academic qualifications of business leaders are basically
university or higher, as shown in Table 4.

From Figure 4, we can see that, at the management level
of the company, the average education level is much higher
than that of the employees. ,ere are basically no graduates
below high school. Most of them have a college degree or
above, accounting for more than 70%.,e master’s degree is
about 20%, far higher than the average employee.

Table 1: Distribution of employees.

,e first company ,e second company ,e third company ,e fourth company ,e fifth company
18–28 27 33 38 29 31
29–35 25 27 36 24 34
36–48 33 22 29 17 31
49–60 19 17 13 16 17
Male 75 66 72 49 69
Female 40 45 38 47 42
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Figure 1: Distribution of employees in different companies.

Table 2: Distribution of leadership.

,e first company ,e second company ,e third company ,e fourth company ,e fifth company
18–28 2 2 4 6 3
29–35 3 11 6 7 14
36–48 5 17 15 9 12
49–60 7 9 18 19 11
Male 12 27 19 31 29
Female 5 12 14 7 11
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Figure 2: Distribution of employees in different companies.

Table 3: Employee education.

,e first company ,e second company ,e third company ,e fourth company ,e fifth company
Primary school 5 4 2 7 6
Junior high school 17 13 9 4 12
High school 24 19 13 20 17
University 33 29 45 47 55
Master’s degree 24 17 19 11 9
Doctoral degree 8 6 15 13 9

5 4 2
7 6

17
13

9
4

12

24
19

13

20
17

33
29

45 47

55

24

17 19

11
8 6

15 13
9

�e first
company

�e second
company

�e third
company

�e fourth
company

�e fi�h
company

N
um

be
r o

f e
m

pl
oy

ee
s 

Enterprise

Primary school University

Junior high school Master’s degree

High school Doctoral degree

Figure 3: Distribution of employees’ academic qualifications.
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4.3. Operational Efficiency of the Enterprise. ,e purpose of
optimizing the allocation of human resources is to improve
the operating efficiency of the enterprise, so that employees
can reach a reasonable state in the production, trans-
portation, and profitability stages of the enterprise, so that
the enterprise can be profitable and promote the devel-
opment and growth of the enterprise. ,erefore, we digitize
the parameter utilization models of these five companies in
daily production and life to make it more obvious. ,e
details are shown in Table 5.

It can be seen from Figure 5 that, during the operation
of the enterprise, the employee satisfaction and employee
efficiency of these companies are around the passing line,
which shows that the enterprise has not made the best use

of the staff in the employment of employees. Giving full
play to the enthusiasm of employees does not improve the
operating efficiency of the company. After the test, the
average score is about 0.5, and the redundancy rate of the
company is about 4%. We also made statistics on man-
agement, as shown in Figure 6.

We can see from Figure 6 that, in the leadership, satis-
faction and enthusiasm have increased, with an average value
of about 0.6, exceeding 0.5 of employees, and it is about to reach
a good line. ,is is because the company’s emphasis on
leadership makes it more powerful than ordinary employees.
But at the leadership level, the redundancy rate has also reached
about 3.5%. ,is shows that the company’s human resource
allocation to the leadership still needs to be strengthened.

Table 4: Distribution of leadership qualifications.

,e first company ,e second company ,e third company ,e fourth company ,e fifth company
Primary school 1 3 0 2 1
Junior high school 4 2 2 1 2
High school 4 5 7 3 1
University 12 11 9 16 12
Master’s degree 9 13 17 13 15
Doctoral degree 7 8 5 8 7
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Figure 4: Distribution of employees’ academic qualifications.

Table 5: Evaluation parameters.

Employee
satisfaction

Employee
motivation

Redundant
staff

Person-post
matching

Employee
benefits

Business
efficiency

,e first company 0.412 0.384 2.3 0.419 0.433 0.412
,e second
company 0.499 0.421 3.7 0.443 0.497 0.424

,e third company 0.506 0.472 3.8 0.512 0.476 0.533
,e fourth
company 0.551 0.591 3.6 0.51 0.494 0.513

,e fifth company 0.457 0.462 2.6 0.622 0.619 0.577
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4.4. Comparison after the Introduction of Internet +Artificial
Intelligence. ,rough the model we made, we input the
enterprise’s human resource configuration parameters to
obtain the human resource configuration adjusted by
“Internet + artificial intelligence.” By comparing the differ-
ences between the two, we can obtain human resources

based on “Internet + artificial intelligence” analysis to op-
timize the configuration effect, as shown in Table 6.

From Figure 7, we can see that, after the optimization of
the human resource management information system by the
Internet + artificial intelligence, the company’s various pa-
rameters have been qualitatively improved, which is very
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Table 6: Comparison after optimized allocation of human resources.

Employee
satisfaction

Employee
motivation

Redundant staff
(%)

Person-post
matching

Employee
benefits

Business
efficiency

Original configuration 0.432 0.392 2.7 0.493 0.514 0.521
Configuration after
optimization 0.723 0.696 1.2 0.784 0.813 0.797

,e optimal value 0.837 0.826 0.46 0.872 0.843 0.856
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close to the optimal value, and the operational efficiency and
employee satisfaction have been improved. Both exceed
50%, and the redundancy rate of enterprises has dropped by
more than 40%. ,is shows that the Internet + artificial
intelligence plays an extremely important role in the opti-
mization of enterprise human resource information systems.

5. Conclusions

With the continuous improvement of my country’s infor-
mation technology level, its application in human resource
management has also been continuously developed. ,e
human resource management information system can re-
duce the level and time of information transmission and can
also free human resource personnel from trivial adminis-
trative affairs, transform into the role of management to
provide decision-making support and solutions, and change
the service mode of the human resources department.

Internet thinking is characterized by no boundaries,
organizational forms are becoming more and more vir-
tualized, and employees’ adhesion to the organization is
decreasing. Flexible work and remote work have become
normal workmethods. Enterprises need to break the original
relationship of power and responsibility and establish a new
type of cooperative relationship with employees. Electronic
human resource management is different from the previous
human resource management model. It breaks through the
limitations of one-way information communication in the
past and pays more attention to the multichannel com-
munication of information within the enterprise.

In the research system of modern enterprise manage-
ment mode, with the improvement of related theoretical
research, after two management mode leaps, it is facing the
outstanding demand of the third management mode leap.
From traditional experience management to scientific
management and then from scientific management to hu-
man-based management, every leap has brought about a

huge change in enterprise human resource management,
and the human resource management needs of enterprises
under the background of the Internet have undergone
tremendous changes and the trend of management model
development towards cultural management has become
increasingly prominent. ,is is an important reform di-
rection of corporate management in the new century. ,e
necessity of corporate management and cultural manage-
ment under the Internet background has become more
prominent.
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With the development of society and the improvement of urban economic level, people are no longer satisfied with the simple
material and functional requirements of the city; thus, the spiritual requirements of city beauty, environmental quality, place
atmosphere, and so on need to be improved. Based on the above background, the purpose of this paper is to analyze the landscape
planning of Guangzhou’s digital city based on spatial information from the perspective of smart cities. Based on the relevant
theoretical research, this paper combs the ideas of intelligent urban road landscape design. ,is paper analyzes the concept of
urban road and smart road and puts forward the definition and characteristics of intelligent urban road landscape; according to
the research on the development status of urban road and the connotation of smart city, combined with the concept and principle
of urban road landscape design, it summarizes the design method of smart city road landscape. ,is paper, taking the innovative
design of urban landscape as the research object and using the research methods of literature analysis and field investigation,
innovatively combines the urban landscape design with digital information technology, changes the traditional landscape design
ideas, constructs the urban landscape innovative design model, realizes the personalization of the urban landscape design, as well
as the intelligent, digital, diversified, and humanized service and function.,e experimental results show that nearly 60% of people
are satisfied with the Guangzhou digital urban landscape planning based on spatial information in the smart city perspective.

1. Introduction

Since the 1990s, with the continuous development of in-
formation technology and the rapid development of
communication systems, the network is widely used in the
world, the process of urban informatization is accelerating,
and people’s lifestyle has undergone great changes. ,e
rapid development of information technology provides
opportunities for the change and upgrading of urban in-
dustrial structures and the change of social development,
reflecting the concept of “intelligent city.” In the city, the
scenery is positive, which can reflect the city’s preferences
and development. In the process of forming the urban
development mode, we should not only consider the land
planning and layout of urban development, but also
consider the significance of the corresponding landscape
technology. Only urban development can have a higher

level of implementation example, which is also our new
challenge to our work. Particularly, in the twenty-first
century, China’s urban construction is gradually shifting to
the improvement of the characteristics and quality of the
city as the center, focusing on the speed of urban con-
struction, economic growth rate, urban development scale,
and emphasizing the improvement of urban characteristics
and image.

Due to the importance of smart city research, many
research teams began to study smart city and achieved good
results. Centenaro et al. introduced the most advanced
communication technologies and smart-based applications
used in the smart city environment and explained the big
data that supports smart cities by focusing on the method of
big data fundamentally changing the population at different
levels of the city analysis of the prospects. On this basis, the
business model of future smart city big data is proposed, and
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the topic of business and technology research is pointed out
[1]. Menouar et al. study the semantic annotation of cloud
sensors and connect the cloud with the Internet of things to
realize and consider innovative services. By defining the
cloud of things (CoT) paradigm, things like semantics are
considered to perform the aggregation of heterogeneous
resources. ,ey investigated the smart city vision, provided
the main required information, and highlighted the benefits
of integrating different IOTecosystems into the cloud under
the new CoT vision [2]. Chapman et al. study the security
and privacy of smart city applications. Specifically, they first
introduced promising smart city applications and archi-
tectures [3].

At present, urban agglomeration is one of the main
strategies of global urbanization. However, it is not clear how
the density of the city is related to the process of the sur-
rounding landscape. Vasiljevi et al. aim to emphasize the
potential of the landscape around the city as a complementary
provider of urban ecosystem services in the context of re-
duced urban green space density. ,ey believe that people’s
perception of the suburbs will change from the definition of a
specific population density and geographical distance be-
tween urban and rural areas to a landscape defined by its
function [4]. To improve the efficiency of urban landscape
planning and design, Zhang proposed and developed a virtual
landscape-based urban landscape planning system combined
with the current computer development technology. ,ere-
fore, this paper introduces the computer virtual technology,
especially the key technology of virtual simulation, and then
designs the urban landscape planning based on virtual sim-
ulation of the system function, overall simulation platform,
and specific design, and finally gives a development example
of urban roaming three-dimensional planning system [5].
With the continuous improvement of people’s happiness
index, people’s demand for tourism life has also changed.
,ey pay increasing attention to urban landscape planning.
,erefore, urban landscape has become an important factor
affecting the development of urban tourism economy. Choi
mainly writes on the interactive relationship between urban
landscape planning and urban tourism economic develop-
ment, then analyzes the positive role of Bali urban landscape
planning on urban tourism economic development in the
form of a case, and finally puts forward suggestions for further
improving the urban landscape planning and promoting the
development of urban tourism economy [6].

Based on the background of the rise of digital media art
brought about by the development of smart cities, this article
systematically analyzes and compares the landscape inno-
vation design research of Guangzhou and the outstanding
cases of urban smart city landscapes at home and abroad,
taking Guangzhou as an example to apply smart city art to
landscape innovation design research.

2. Smart City and Urban Landscape

2.1. Connotation of Urban Landscape

2.1.1. Aesthetic Connotation of Urban Landscape. With the
continuous development and progress of the times, people’s

quality of life is getting higher and higher. From the pursuit
of material life to the pursuit of aesthetic cultivation, art,
aesthetics, and spiritual world, people’s goal pursuit has
gradually changed [7, 8]. ,e urban landscape design in the
new era should change from single aesthetics to diversified
artistic aesthetics. In the process of urban landscape con-
struction, to prevent the balanced popularization of urban
landscape, we should pay attention to reflecting the city’s
personality and cultural characteristics. With the develop-
ment of the times, people began to be interested in the
cultivation of beauty, began to appreciate and create beauty
gradually, and worked hard to improve their own aesthetic
ability [9]. In the modern urban landscape design, we should
not only pay attention to the coordination of urban char-
acteristics and cultural history, but also pay attention to the
integration of new gardening materials and modern science
and technology and combine all relevant factors to build and
meet the architectural beauty conforming to the urban
culture and history.

2.1.2. Residential Connotation of Urban Landscape. As the
human habitat of the city, the urban landscape not only plays
a role of beauty, but also is a space for humans to experience
life. We should pay attention to the spiritual construction of
the place [10]. ,e construction and design of urban
landscape is the result of human adaptation, deformation,
and natural creation. Human beings living in cities are
actually the process of interaction and harmonious coex-
istence between human beings and nature.

2.1.3. Systematic Connotation of Urban Landscape. As a
whole system, the urban environment is mainly divided into
three levels, namely, the main system, all levels of subsys-
tems, and system elements [11, 12]. In the complex open and
integrated urban landscape system, the urban landscape
system can be divided into physical type and spatial type,
which can be subdivided into buildings, structures, land-
scape devices, plants, urban squares, urban parks and green
spaces, city street, urban coastal space, and other factors [13].

2.1.4. Symbolic Connotation of Urban Landscape. As the
image symbol of the city and the carrier of human culture
and spirit, urban landscape can be divided into cultural
symbols, historical symbol, and public emotion symbols
through the differences of language, mode, shape, structure,
and urban construction materials [14]. ,e development of
digital media art clearly expresses the city information and
unique city culture with image accuracy and simplicity,
which plays an important role in the process of urban
development.

2.1.5. .e Connotation of Information Transmission of Urban
Landscape. ,e traditional urban landscape connotation
means the connotation of beauty, habitat, system, and
landmarks [14]. ,e development of digital information
technology and media art has accelerated the process of
urban information transmission and feedback. Landscape is
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the habitat of human life, and information transmission is
necessary. ,e significance of urban landscape information
transmission is unified, which affects the aesthetic meaning
of urban landscape and the connotation of habitat, system
connotation, and symbol connotations.

2.2. Functions of Urban Landscape

2.2.1. Communication Culture. Every city has its own cul-
tural characteristics, which is the accumulation of material
and spiritual wealth created by human beings in the long-
term working life. ,at is the social phenomena and tra-
ditional customs and lifestyle of people in the city [15, 16],
i.e., the sum of habits, regional habits, literature and art, ways
of thinking, norms of action, and values. ,e human en-
vironment of the city is the spiritual needs and emotional life
of the citizens. ,e cultural design of the city is mixed with
the urban landscape design. ,e most common factor is to
extract and use them from cultural, historical, ethnic, reli-
gious, and other factors [17]. ,erefore, in the process of
urban landscape architecture, designers should actively
understand the history and culture of the city and apply
these cultural elements to the design. ,e landscape with
cultural importance is the same as the name card of the city.
It shows the cultural ideal and spiritual pursuit of the urban
residents [18]. For smart cities, the first thing to do is to
reduce noise, which can be processed using the following
functions:

F(u) �  |Du|dxdy +
1
2
λ u − u0
����

����
2
. (1)

,e corresponding equation is

−div
∇u

|∇u|
  − λ u0 − u(  � 0. (2)

,e denoising problem can be transformed into the
optimization problem of the function; let the error function
be

E(x, y) � div
∇u

|∇u|
  − λ u − u0( . (3)

It is assumed here that the final output is an ideal noise-
free image, which is

u(x, y) � N u0(x, y), w( , (4)

where u (x, y) is the noise image and w is the connection
weight.

If you want to significantly improve the effect of plan-
ning image processing, you can use the mixed variational
functional model of forward and backward diffusion:

min
u∈BV

E(u) � a 
1
p

|∇u|
p
dx +(1 − a) 

1
q
|∇u|

q
dx

+
λ
2

 |u − f|
2
dx.

(5)

,e entire network model can be written as

N(x, y) � 
n

k�1
wkexp −

V0(x, y) − ck

����
����

2σ2k
 . (6)

,e weight adjustment is as follows:

Δwk � 
x,y

zE(x, y)

zwk

,

Δck � 
x,y

zE(x, y)

zck

.

(7)

2.2.2. Economic Development. As an important part of
modern urban construction, urban landscape design not
only meets the aesthetic requirements of urban residents and
the beautification function of the urban ecological envi-
ronment, but also promotes the development of urban
economy [19, 20]. In the promotion of urban economy, the
role of urban landscape is reflected in the direct or indirect
promotion of economic growth. First of all, in the direct
preferential aspect, to meet the needs of urban landscape and
residents, the traditional landscape economic growth point
of urban landscape planning and design industrial chain is
actively developed in the urban landscape construction, to a
certain extent, promoting the urban economic development.
Scientific urban landscape construction can achieve the
purpose of saving water, land, and financial expenditure
from the perspective of indirect benefits [21]. ,rough the
construction of landscaping, a lot of resources can be saved
and the environment can be improved. Urban landscape
design will have a positive impact on urban economic
development.

In the process of implementing a smart city, an optical
model is needed to illustrate how the three-dimensional
discrete data field generates, reflects blocks, and scatters
light.,erefore, the reasonable selection of the optical model
is an important factor in the planning effect.

ΔI
I

�
ρ∗E∗Δs∗ β

E
� ρ∗Δs∗ β. (8)

When Δs approaches 0,

dI

ds
� −ρ(s)∗ β∗ I(s) � −κ(s)∗ I(s). (9)

As the model’s lighting conditions changes, the image
will also change with the discovery

I(s) � I0 exp − 
s

0
κ(t)dt ,

t(s) � exp − 
s

0
κ(t)dt .

(10)

From this, we can see that

z � 1 − t(s) � 1 − exp − 
s

0
κ(t)dt . (11)
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When Δsapproaches zero, use the following differential
equation to illustrate the change of light intensity:

dI

ds
� T(s)∗ ρ(s)∗A � T(s)∗ κ(s),

I(s) � I0 + 
s

0
g(t)dt.

(12)

2.2.3. Ecological Protection. ,e concept of sustainable ur-
ban development is put forward, and the ecological concept
is injected into modern urban construction. Ecological
concept is widely used in landscape design, and sustainable
ecological design has gradually become the development
trend of urban landscape design [22, 23]. ,e design under
the ecological concept is related to the harmony between
human and nature and the sustainable development of
human beings. ,e ecological concept should be applied to
the innovative design of urban landscapes such as “Wetland
Park,” “noncourtyard,” and “sponge city.” ,is kind of
ecological, green, and sustainable urban landscape and ur-
ban planning and design actively promote the ecological
protection and sustainable development of the city to a
certain extent. ,e use of cutting-edge science and tech-
nology and green building materials reduces cutting and
environmental pollution technology and ecological inte-
gration, so that the urban landscape and the natural envi-
ronment coexist harmoniously [24].

2.3. Smart Urban Road Landscape. ,e road environment of
smart city is based on big data and integrates the concept of
human centered. In the process of development and con-
struction, we should focus on protecting the ecological
environment and abiding by the sustainable development
policy. ,e road environment for road traffic is provided
according to the road and surrounding environment, i.e., the
environmental construction of road landscape, the cultural
atmosphere of urban area, and the belt-like landscaping
courtyard on the road structure.

,e construction of intelligent city road landscaping can
reduce energy consumption after road use and integrate
various physical forms of road landscaping, buildings, and
small objects into modern network technology. Based on the
use of natural conditions, it plays a role of warning, guid-
ance, and rest for tourists in travel. Before and on the way to
the city destination, tourists can recognize a variety of in-
formation services, interact with each other, understand
various information in the road section in time, and then
adjust the travel plan according to the time.

2.4. Road Landscape Characteristics of Smart City

2.4.1. Situational. Intelligent city roadblock is a kind of
roadblock that conveys the characteristics of urban scenic
spots along the way. Landscape engineering, auxiliary fa-
cilities, landscaping, plant landscape, and local node regional
landscape design are designed to improve the overall re-
gional theme atmosphere. In the design of intelligent city,

roadside park, forests, and flowers can become the main
body, which can unify and perfect the beautiful structures of
Higgins flower beds and grass, so that tourists will have a
specific feeling before they arrive in the city.

2.4.2. Security. ,e construction of an intelligent city road
should first meet the characteristics of road safety. ,e
construction of an intelligent city roads should be based on
road safety, realize the monitoring and comprehensive
understanding of all aspects of the road through network
and sensor technology, and provide early warning and
roadside support.

,e most important point of urban road construction is
to meet the road safety. In the road landscape design, the
road direction should be clearly defined, and the atmosphere
created by lighting, plants, and sketches will not affect the
driver’s normal driving. ,e construction of urban roads
should be based on road safety. ,rough the application of
intelligent control system, all aspects of roadmonitoring and
comprehensive understanding can be realized, and the traffic
guidance, intelligent early warning, and emergency structure
can be implemented on time.

2.4.3. Ecology. Smart urban road construction may damage
the natural ecology nearby.,erefore, in the process of route
selection and design, ecological protection should be fully
considered to reduce the damage to biodiversity and protect
and implement the original natural resources. To ensure the
development of less environmental impact, please use it to
form an ecological city road landscape with regional
characteristics.

Due to the inherent ecological characteristics of plants,
plants play a unique role in ecological protection in road
greening. Plants in urban road environment have the effect
of sound insulation and noise reduction. ,e noise gener-
ated by vehicle driving will affect the life of residents along
the path and endanger physical and mental health. ,rough
the dense food materials and the unique arrangement of
plant branches and leaves, the shielding effect of green plants
can effectively absorb sound waves and reduce noise. In
summer, cover the plants with plastic film, reduce the direct
light on the ground, reduce the radiation energy, adjust the
temperature, and form a cool mountain breeze through the
ventilation of the green corridor. Winter can prevent manna
from releasing heat on the ground. ,ermal protection can
adjust and improve the microclimate of road environment.
,e suitable ecological plants along the line can reduce the
surface temperature, and the plant landscape of urban roads
can improve the climate, protect the ground, improve the
ground temperature, and prevent aging.

2.4.4. Experiential. ,rough the analysis of regional land-
scape and path selection, the concept of people-centered is
followed, so that tourists can enjoy a good natural landscape
along the line. In the process of intelligent city road land-
scape design, to improve the experience and quality of the
city, modern information technology is used in auxiliary
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facilities and landscape facilities. In the process of infor-
mation collection, action decision-making, and landscape
viewing, tourists can feel the new experience brought by
smart urban road landscaping.

,e intelligent road can provide better information for
tourists to better understand the situation of the city and
provide better information for tourists along the road. ,e
application of intelligent control system in the landscape
design of urban road is more humanized and convenient,
which can increase the engine of urban road construction.
From the perspective of urban user experience, each public
experience focuses on urban construction methods.

2.4.5. Fusibility. In urban road construction, the integration
of comprehensive identification technology and network
technology can realize data storage, calculation, and analysis,
and improve the decision-making ability of business de-
partments through the participation of citizens.

,e intelligent network information technology is in-
tegrated into the urban road, and the information collection
and analysis system is established by collecting tourists’
information, to fully understand the information of tourist
groups, change of requirements, opinions and suggestions,
to realize scientific decision-making and scientific man-
agement. To increase the investment of information tech-
nology in the construction of intelligent city roads,
encourage relevant companies to improve the operation
status, improve the management level, improve the inter-
action between tourists and relevant resources and de-
partments, and effectively integrate resources and publicize
the development of the whole city area.

3. Urban Landscape Experimental Design

3.1. Experimental Data Collection. ,e investigation is di-
vided into two aspects. First, we investigate the site con-
ditions of the project area, that is, basic design elements such
as topography and topography, existing plant species, and
water resource conditions. Data collection can be hori-
zontally compared and analyzed through onsite survey,
measurement and mapping, or detailed vertical analysis
based on relevant information obtained by relevant regional
departments in Guangzhou, to solve all design factors that
may affect mountain ups and downs, river tides, and other
factors. Second, investigate local resources such as tree
planting and stone materials, and use these materials ra-
tionally to create the city’s main road scenery with natural
characteristics in line with the region.

3.2. Landscape Investigation of Experimental City

3.2.1. Urban Culture Excavation. To create a characteristic
urban landscape, the landscaping design of the main road to
the city should explore the urban culture, learn historical city
planning in museums, historical planning bureaus, etc., ask
for the names of local villages, and refer to historical ma-
terials. Learn about regional culture, urban history, archi-
tectural sites, urban stories, and urban landscapes, and

extract elements from the environment to provide inspi-
ration for the design ofmajor roads in Guangzhou and better
reflect the regional culture of Guangzhou.

3.2.2. Line-of-Sight Analysis. According to the speed of the
vehicle and the linear structure of the road, the existing road
structure will be subdivided. From the vehicle’s point of
view, when the line of sight is analyzed at high speed, the line
of sight becomes narrower and the visual focus expands with
the distance. However, the road landscape design of
Guangzhou City can now design an excessively iconic
landscape from two aspects of the road and design a large
iconic landscape. Detailed scenery, eye-catching scenery,
and low-speed driving areas can be designed for plain
scenery, but the scenery requirements are simple and clear
and do not require much attention. When driving in a
straight line, the design of tourist attractions on both sides of
the road is relatively simple, and only specific areas are
reasonably allocated, while the landscape design for curved
driving is more complicated. To avoid a long and exhausting
driving experience, to achieve the change of landscaping
rhythm and the purpose of safe driving, please design their
own close focus in different areas.

3.3. Experimental Landscape Design

3.3.1. Partition Design. ,e road environment in Guangz-
hou is linearly distributed. In this linear space, the factors
that affect the design of the landscape area include the
surrounding urban land planning, surrounding terrain
factors, and road vision analysis. First of all, most land plans
in Guangzhou belong to businesses, residences, factories, or
schools. In the landscape design of major urban roads, other
land should be used. Second, the regional setting of major
urban roads in Guangzhou is affected by topographical
factors. ,e impact is clearly that mountains, valleys, rivers,
etc., have an important impact on the regional setting. Fi-
nally, the line of sight is also essential in the area of setting
design. To ensure the safety of the road environment, the
connectivity between multiple environments in the linear
space is improved.

3.3.2. Road Design. ,e park roads and landscape roads in
the project area are developed according to the main roads,
and the road direction and road classification are deter-
mined according to the functional area, terrain, and mass
flow. Focus on the connection between low-speed system,
road and walking path, minimize the impact on the road on
the premise of meeting the walking activities on both sides of
the road, and minimize the impact on the surrounding
environment under the premise of meeting.

4. Analysis of Landscape Experiment Design of
Smart City

4.1. Guangzhou’s Transportation Infrastructure. First of all,
the first stage of street landscaping design is to clarify the
relationship between traffic. With the development mode of
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mass transportation and the theory of shared distance
transit-oriented development (TOD) model, orders for
people, bicycles, mass transit, and personal cars can be
considered and communicated. ,e pedestrian areas on the
streets of Guangzhou are generally landscaping infrastruc-
ture companies. For example, the association design of
Grace street in Barcelona can increase the walking space of
the street, strengthen the humanistic treatment, and improve
the overall distance quality. In addition, there are a series of
auxiliary spaces such as parking lots, space under the bridge
and obstacles in the current demonstration road traffic
system, but a part of the space can be reused and integrated
through landscape design, which is a very popular activity.
,e distance between space and intelligence is an indis-
pensable part of space. ,e changes of rural population and
urban population in recent years are as shown in Figure 1
and Table 1.

It can be seen from Figure 1 that the proportion of cities
in the total population has been increasing, and the urban
population has increased by nearly 40% within 20 years.,is
requires a more scientific and reasonable urban planning
layout. We have recently made statistics on the urban and
rural floating population in recent years, as shown in Table 2
and Figure 2.

4.2. Guangzhou’s Cultural and Recreational Infrastructure.
Just as one of the important factors of the road is traffic
infrastructure, the leisure infrastructure of street landscape
space is also one of the important factors of street landscape.
On the road of perfect design without problems in the street,
the gorgeous scenes make people look like a vivid ballet. A
better example is Copenhagen Super Street. In view of the
occurrence of Super Street, the designer uses spiral, square,
and linear free leisure space to meet the functional require-
ments of people. ,e space is fully utilized and the natural
distance is also full of vitality. At the same time, it is necessary
to combine the cultural and artistic characteristics of the city
to effectively emphasize the distance characteristics and the

excellent characteristics of the space that can realize the
cultural and artistic value of urban regeneration. For example,
Wangfujing pedestrian street is the symbol of Beijing, and the
bronze sculptures with rich ancient features are assigned to
pedestrian streets. In the streetscape design, the alteration and
integration of public art can enhance the vitality of the street
landscape in Guangzhou, increase people’s participation, and
improve the characteristics and vitality of the street landscape
in Guangzhou.,e overall planning requirements for cultural
and recreational infrastructure are shown in Table 3 and
Figure 3.

We have made statistics on the cultural and entertain-
ment situation in Guangzhou, as shown in Table 4 and
Figure 4.

4.3. Landscape Design of Greening Plants in Guangzhou.
Vegetation greening plays an important role in urban street
landscape design. Plants absorb exhaust gas, reduce air pol-
lution, make the space around the street better, absorb noise
pollution, and provide more things for people around. In
addition, since plant cultivation relies on traffic roads, the
distinction of traffic roads can be realized by other plant
species. ,e plant green belt is also a beautiful insulating belt
for fire belts and cities. ,e greening of streets in Guangzhou
mainly includes pedestrian road greening, car greening, and
public place greening. Generally speaking, plant types that are
not vulnerable to pests and fallen leaves should be considered
comprehensively based on the local soil moisture and sun-
light. For example, the green belt of a pedestrian street is
mainly to separate pedestrians from vehicles and combine the
architectural styles on both sides of the street to achieve the
historical and cultural expression of the street. You can
consider choosing characteristic tree species. ,e landscape
design of greening plants is shown in Table 5 and Figure 5.

4.4. Street Landscape in Guangzhou’s Smart City. ,e street
landscape design of a smart city needs to follow art and
science at the same time. According to the unity of art and

0
10
20
30
40

%50
60
70
80
90
100

0

100

200

300

400

500

600

700

800

900

1999 2004 2009 2014 2019

Po
pu

la
tio

n 
(m

ill
io

n)

Year

Total population
Rural population

Urban population
Proportion of urban population
in total population

Figure 1: Changes in rural population and urban population.

6 Mathematical Problems in Engineering



science, the scientific principle of plant composition can
form the characteristics of plant form, colors, outline, and
line of intelligent cities to obtain better natural beauty effect,
highly unified. ,e satisfaction of street landscape design
survey is shown in Table 6 and Figure 6.

We compared several parameters of Guangzhou under
the smart city and got the data, as shown in Table 7 and
Figure 7.

(1) Smart city fully reflects the flexibility of road
landscape design in Guangzhou. ,e plasticity of the street

landscape in Guangzhou reflects the hardness of the plant
branches. Each plant has different vegetation characteris-
tics. Many plants can be cut immediately after cutting, but
some plants cannot grow new plants in a short time. Some
plants have strong branches, but some plants are of poor
quality. To build a reasonable plant area, Guangzhou
mainly planted silver and green trees of various aquatic
plants in water-rich areas. (2) It fully reflects the adapt-
ability of the factory to the smart city environment. In the
process of Guangzhou landscape construction, considering

Table 1: Demographic changes.

1999 2004 2009 2014 2019
Total population 517 592 634 700 756
Rural population 265 243 247 248 87
Urban population 287 318 412 431 704
Proportion of urban population in total population 56% 60% 64% 67% 91%

Table 2: Urban and rural floating population.

2015 2016 2017 2018 2019
Urban floating population 3.73 3.85 4.36 4.17 3.88
Rural floating population 4.33 4.53 4.4 4.61 4.74
Proportion of urban mobility 27% 29% 31% 35% 28%
Proportion of rural mobility 55% 59% 61% 67% 69%

Table 3: Legend of Jingyuan in the master plan of scenic spots.

Serial number Scene source type Text Graphic size Graphic color
1

Humanities

Super Jingyuan (humanities) ,e diameter of the outer ring is b

C� 5M� 99,
Y� 100K� 1

2 First-class Jingyuan (humanities) ,e diameter of the outer ring is 0.9 b

3 Second-level Jingyuan
(humanities) ,e diameter of the outer ring is 0.8 b

4 Tertiary Jingyuan (humanities) ,e diameter of the outer ring is 0.7 b

5 Fourth-level Jingyuan
(humanities) Diameter is 0.5 b

4.33 4.53 4.4 4.61 4.74

27% 29% 31%
35%

28%

55%
59% 61%

67% 69%
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Table 4: Cultural and entertainment venues in Guangzhou.

Yuexiu
district

Haizhu
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Tianhe
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Huangpu
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Figure 4: Recreational facilities in various districts of Guangzhou.

Table 5: Greening plant landscape.

Whole province Provincial capital Suburbs
Public lawn 2000 1000 6000
Residential area 800 1600 100
Protective green space 3000 2500 4100
Scenic woodland 1800 1900 2700
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Figure 5: Urban greening plant landscape design.

Table 6: Resident satisfaction.

Very satisfied (%) Not very satisfied (%) Satisfied (%) Dissatisfied (%) Very dissatisfied (%)
Satisfaction 10 31 16 35 8
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Figure 6: Satisfaction of urban street landscape design survey.

Table 7: ,e value of each parameter.

Greening Resident satisfaction Traffic condition Casual Landscape
Traditional city 3.01 3.37 3.27 3.92 4.12
Smart city 6.51 6.4 6.88 6.4 6.8
,e optimal value 7.78 7.92 7.72 7.5 7.71
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Figure 7: Parameters in different city modes.
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the interaction between plants and the natural environ-
ment, to adapt to the environment, various plants were
planted in other places. ,e main reason that affects the
growth environment of plants is water. Affected by sun-
light, cities need landscapes such as high altitude, high
altitude, and high altitude. (3) It fully reflects the diversity
of road landscape in Guangzhou. ,e shape and appear-
ance of plants have a very diverse aesthetic relationship.
,ere are very diverse choices in the shape and appearance
of plants in Guangzhou.

5. Conclusions

With the development of science and information tech-
nology, an intelligent city has appeared. In the construction
of intelligent cities, distance landscaping design needs a
scientific combination of planning, information technology,
aesthetics, horticulture, botany, action psychology, and
spatial geography. ,is paper combines the actual situation
of distance landscaping design in the development of smart
cities, applies distance landscaping design in the smart city
planning of Guangzhou, and actively encourages smart city
development. In the smart city planning of Guangzhou, the
emergence of smart cities is not only an effective means of
urban planning, but also a prerequisite for urban
development.

,is thesis focuses on the development of domestic and
international urban landscapes, main theoretical research,
domestic and foreign case studies, and summarizes the
traditional urban landscape framework, urban landscape
components, general methods of landscape planning and
design, and existing shortcomings. Based on this, a point
(mark, node) + line (path, boundary) + surface (region) of
the Guangzhou city landscape style framework is proposed,
and the historical context and natural elements are extracted
according to the thinking and interrelationship of the
elements.

,is article concludes that there are two main problems
with my country’s gardening plan. One is the planning
method, and the other is the design environment system.
,is article focuses on the improvement of planning
methods and epoch-making content, looking for control
rules for breakthroughs in the connection planning system,
but the landscape plan can be linked to the entire plan, the
regional plan, and the detailed plan. However, this is limited
to the author’s business ability, technical ability, and re-
search time, which provides a reference for future research,
which is also the main direction of future research.
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Facing the pressure of low-cost competition brought by the homogenization of commodities, the manufacturing industry seeks to
survive by providing services. By providing outsourcing of value-added services to date, we are focusing on innovation in our
business model. With the advancement of science and technology, manufacturing innovation is facing higher challenges, es-
pecially the popularization of the Internet, which makes the manufacturing industry have to move closer to new industries. Based
on cloud computing, this paper conducts a multiagent simulation on the evolution factors of the innovation network of advanced
manufacturing. -is article takes three types of simulation subjects: evolutionary network, manufacturing (cluster), and in-
novation evolution system as the research objects. -e factors affecting the evolution of the research are innovation resources,
innovation opportunities, innovation desire, innovation pressure, relationship strength, network scale, and network scope.
Network differences carry over variable indicators and analyze quantitative regression indicators and then build a research model.
-e research results show that the average conversion efficiency of the manufacturing industry (0.523) is significantly lower than
the average R&D innovation efficiency (0.725), which to a certain extent indicates that the manufacturing industry still has weak
links in the export conversion stage at the back end of the innovation value chain. Some of the companies may have problems such
as low ability to transform scientific and technological achievements and insufficient export competitiveness of high-tech
products, which to a large extent affects and restricts the improvement of manufacturing export transformation efficiency.

1. Introduction

With the in-depth implementation of the national inno-
vation-driven development strategy, R&D innovation and
industrial transformation and upgrading activities have
received increasing attention from government departments
at all levels. -e construction of the national manufacturing
industry aims to support a large number of high-tech en-
terprises in the park to carry out R&D and innovation ac-
tivities to form a high-quality growth pole driven by
knowledge and innovation and to promote regional in-
dustrial upgrading and economic transformation. After
years of development, the current national manufacturing

industry has become the main force in promoting the
implementation of the national innovation-driven devel-
opment strategy.

Bui N begins the research on organizational innovation,
the organizational structure shifts from a purely hierarchical
system to a functional system, the business division is
formed as the main form of organizational innovation, and
then the organizational structure evolves into a super
business division, and the organization, it layers the foun-
dation for the evolution of the structure [1]. Suh et al.
proposed three major factors affecting organizational in-
novation and studied the changes in new organizational
forms, which is a preliminary exploration of the factors
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affecting organizational innovation [2]. Benzaoui proposed
that organizational innovation is a planned change in or-
ganizational structure and organizational division of labor.
Organizational innovation enhances the creativity of orga-
nizational operations and highlights the impact of organi-
zational structure and technological innovation on
organizational innovation. At this stage, the influencing
factors of organizational innovation are deeply explored [3].
From the perspective of cloud computing technology and
cross-organizational communication, Mohammadi explores
the development of innovative activities of enterprises in
different organizational configurations. At this stage, it
studies the changes in organizational innovation forms and
influencing factors from the perspective of technical
knowledge [4]. Dayarathna et al. found that the influence of
organizational green learning, environmental protection,
public opinion pressure, and leadership awareness is
gradually increasing. Enterprises should respond to national
policies, adapt to environmental changes, and promote
organizational innovation [5].

Armbrust et al. found that the impact of culture on
organizational innovation is reflected in both positive and
negative aspects. Transactional leadership and organiza-
tional climate stimulate employees’ willingness to innovate
and promote organizational innovation [6]. Sanderson
found that the influence of organizational collaboration and
openness on organizational innovation is in a dynamic cycle
and is affected by organizational dependence, and the re-
lationship between the two needs to be reasonably grasped
[7]. Oliver combines organizational structure with resources
and proposes that companies should formulate organiza-
tional strategies, optimize the relationship between orga-
nizational structure and resources, and promote
organizational innovation [8]. Danwitz found that big data
technology plays a regulatory role among knowledge
transfer, organizational proximity, and innovation perfor-
mance, and knowledge management plays an intermediary
role in organizational innovation. Enterprises should es-
tablish learning organizations to promote organizational
innovation. To sum up, most of the current research on the
influencing factors of organizational innovation tends to be
scattered, and there is a lack of research on the influencing
factors and mechanisms of organizational innovation in the
era of big data. For this reason, this paper uses the com-
bination weighting method and the ISM system to analyze
the main influencing factors and influencing mechanism,
and taking red-collar enterprises as an example, expounds
the feasibility of the influencing mechanism [9]. Ward et al.
proposed to build a cloud framework based on the SaaS
platform and complete the design after cloud computing
users’ selection of the environment [10].

Based on cloud computing, this paper conducts a
multiagent simulation on the evolution factors of the in-
novation network of advanced manufacturing. -is article
takes three types of simulation subjects: evolutionary net-
work, manufacturing (cluster), and innovation evolution
system as the research objects. -e factors affecting the
evolution of the research are innovation resources, inno-
vation opportunities, innovation desire, innovation

pressure, relationship strength, network scale, and network
scope. Network differences carry over variable indicators
and analyze quantitative regression indicators, and then
build a research model. Based on this, in order to better
explore the internal development and evolution of knowl-
edge topics andmake up for the lack of traditional prediction
methods in the prediction of knowledge topics, this article
focuses on two major issues in the evolution of knowledge
manufacturing innovation network prediction research:
multiagent influence factors and sensitivity to network
evolution.

2. Evolutionary Prediction Model

2.1. Cloud Computing-Based Manufacturing Evolution Pre-
diction Model. -e current evolution of innovation is
trending towards large-scale and massive development, and
a single support vector machine is ineffective in obtaining
the prediction result of the evolution of the manufacturing
industry within a valid time. For this reason, the advantage
of the parallel processing problem of the cloud computing
platform is adopted, parallel modeling to realize
manufacturing evolution prediction.-e specific principle is
to assign each subset to a node of the cloud computing
platform through the cloud computing system, use the
support vector machine to build the modeling on each node,
and then use the cloud computing system to calculate the
modeling results of each subset, perform fusion and ag-
gregation to form a powerful innovation evolution predic-
tion model, and output the final prediction results of
innovation evolution prediction [11].

In the field of cloud computing, the requirements for the
stability of the cloud framework have become more strin-
gent. To save the cost of cloud computing and strengthen the
robustness of the server itself, the need for cloud framework
stability design arises. As a state-of-the-art technology
emerging rapidly today, cloud computing frameworks use
group computing to connect many individual computers
over high-speed local area networks for high computing
efficiency and capability [12]. To a certain extent, this
technology can connect computer and data calculations in
series, transforming hardware support into software sup-
port. It also has the characteristics of real-time dynamics and
strong adaptive ability, and the excellent framework inte-
gration mechanism can more perfectly fulfill user require-
ments [13]. Since the cloud computing framework was
proposed, the development of this technology has been
particularly rapid in the field of cloud computing. -e
service method of the cloud computing framework: It is
based on a series of methods such as aggregation, im-
provement, and resource management of the data network
to meet its specific needs. -e cloud framework can also be
divided according to the size of the space [14]. Small-scale
cloud computing framework: It means that on the basis of
IT, equipment, instructions can be completed according to
requirements [15]. In a large-scale situation, it will go
through a well-built computer service cluster and make full
use of the Internet method to achieve the required command
services [16]. When the cloud computing framework meets
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the current network conditions, the network data resources
will be free to use and will not be restricted due to condi-
tions, and users can use this service at any time and place
[17]. However, due to the ubiquity of Internet users and the
decentralization of data, the current cloud frameworks face
more diversified problems. How to effectively control these
problems is a problem that needs attention in the current
cloud framework research field [18]. At present, relevant
scholars have also proposed some better methods for the
cloud framework, but there are also some problems. -e
more typical methods are as follows:
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To a certain extent, the framework can greatly improve
the timely response rate of executing instructions and fully
meet the basic requirements of users as much as possible,
with high stability coefficient and excellent reliability.
However, this framework has the problems of low efficiency,
low reliability, and unsmooth network operation in the
actual complex data calculation [19]. In response to the
above problems, this paper proposes a high-elastic cloud
architecture design method for cloud computing networks
and analyzes its reliability [20]. Experiments prove that the
cloud framework has high flexibility, stable data flow, ac-
curate and rich information, and high-quality reliability.

2.2. Manufacturing Innovation Network Evolution Method.
Among the advanced manufacturing innovation network
evolution analysis methods, the discrete-time method is the
most used. -is type of method divides the corpus set before
extracting the topic. It is more dependent on the structure of
the corpus, and the results obtained are greatly affected by
the division method. And it is necessary to confirm the same
theme on different subsets. -at is, after getting the theme of
each period, the theme is related according to the similarity
of the words or the overlap of the articles under the theme.
-e accuracy of the theme alignment is difficult to guarantee
[21]. Introducing time information into the evolution model
means directly introducing time information into the topic
model, such as DTM (Dynamic Topic Models), TOT (Topic
Over Time), and other models. DTM can describe the
changes in the word distribution of a topic over time. TOT
will be regarded as a continuous distribution on the time
label; there are problems of time dispersion and granularity
that are difficult to control, and the above methods assume
that the topic set at each period is constant, which is in-
consistent with reality.-e literature may be a new topic that
has not appeared in the previous period. -e postdiscrete-
time method is to first perform topic extraction, find the
time label of each document through the clustering of the
documents under the topic, and then match the time label
with the topic to form a “time-topic” matrix. -is method is
avoided in order to solve the problem of topic alignment in
the discrete-timemethod. Researchers only need to mark the

topic with time in the follow-up [22]. At the same time, the
postdiscrete-timemethod allows the death of old themes and
the emergence of new themes, which is more in line with the
actual situation of the evolution of manufacturing innova-
tion networks. In addition, in recent years, another trend in
research on the evolution of innovation networks in ad-
vanced manufacturing is to use structural information in the
scientific research literature, such as author information and
citation information, to explore the evolution of knowledge
topics over time, but related research results are still rela-
tively few and have not reached the level of practicality; most
of the evolution methods lack fine-grained, deep-level
content foundation, and the evolution effect needs to be
improved. Divided according to the evolution mode of the
theme, it can also be divided into three modes: intensity
evolution, content evolution, and structural evolution [23].
Strength evolution represents changes in topic strength
through several indicators that can reflect the strength of the
topic, such as the number of documents associated with the
topic, the degree of attention of the document, and the
probability of feature words under the topic [24]. Content
evolution is mainly to study the differentiation and fusion
between themes in the process of time change. It is generally
based on the association between themes, and the cooc-
currence matrix between themes is used as a transition
matrix to simulate the natural selection phenomenon of
species evolution in biology. -e related explanation of life
cycle theory describes the process of the subject’s emergence,
development, maturity, and extinction, and finally uses the
dissipative structure theory, dynamic model, or infectious
disease model to explain [25]. Structural evolution is the use
of some structural information contained in the topic to
construct a network with certain attributes, such as the use of
authors or institutions to map the topic cooperation model
or the use of similarity between topics to construct a sim-
ilarity matrix to explore the evolution of the network
structure over time. -e specific description may include
network centrality, density, small world, and other attributes
that can reflect the network structure, involving theoretical
knowledge such as complex networks and knowledge
graphs.

2.3. Forecasting Method Research. -e evolution of the
manufacturing innovation network is not the end, but the
evolution will be further expanded. -is article hopes to
predict the future development of the theme. Researchers are
based on different theoretical foundations. Qualitative
methods include analogy, but qualitative analysis is often
limited by subjective judgments. Quantitative methods are
more scientific. Common methods include link prediction,
autoregressive models, gray models, and Markov. -ese
models have the ability to predict development trends and
can confirm the law of evolution of things to a certain extent.
Among them, the research of the Markov model started the
earliest and has a rich theoretical foundation. -e Gray
model emerged after 1990 and has the widest application
field. In recent years, the research process of domestic and
foreign scholars applying this model can be divided into the
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following parts: determining the evolution time and period,
selecting the evolution index, calculating the state transition
probability, and analyzing the evolution results. -e ap-
plication direction is divided into two categories. One is to
use the first-order and finite nature of Markov chains to
predict the limit probability. By calculating the one-step
transition probability, the n-step stable transition probability
is given, and the limit probability in the steady state rep-
resents the total research of the development trend of the
system. One type is the analysis of Markov chains combined
withmultivariate time series, that is, forecasting based on the
changing trend of internal structural factors of things, fo-
cusing on the exploration of micromechanisms. In addition,
the Markov model is also embedded in the DPS software,
which makes the application analysis of the Markov chain
more extensive. As an extension of the Markov model,
HMM is widely used in various prediction tasks, such as
public opinion propagation prediction, stock prediction,
attack prediction, and behavior prediction. In addition, the
model also has applications in text classification,
manufacturing, innovation network evolution, automatic
speech recognition, and fault diagnosis.-rough the analysis
of the current research status of evolutionary prediction
methods, it can be seen that the existing research is mostly
the evolution of the subject content, intensity, and structure,
and there is less research on the evolution relationship and
steady-state distribution of the subjects in the field and
quantitative prediction of knowledge topics. -ere is also
less research. Based on the influencing factor index system
constructed above, the scoring results are weighted and
averaged to obtain the fuzzy complementary matrix R of
each influencing factor, and according to the formula:
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Calculate the weights of primary and secondary indi-
catorsGw.-en, based on the data obtained from the survey,
the average value of the top five industry results is selected,
and the index is calculated according to the following for-
mula Gt:
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-en, combine the weights according to the following
formula to obtain the combined weights of first and second

indicators Djh And the ranking of organizational innovation
factors:
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djh − Pjh
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-e primary indicators that affect organizational inno-
vation are technology and knowledge, organizational
structure and strategic characteristics, organizational
learning, knowledge flow, and information technology. At
the same time, to explore the logical relationships of the
main influencing factors, select the top 80% of the secondary
indicators as the main influencing factors, and further an-
alyze the influence mechanism between the factors:

f(x) �
1

Nh


N

i�1
k

Xi − x

h
 ,

k(x) �
1
���
2π

√ exp −
x
2

2
 ,

ht � tanh wcxt + uc rtΘht−1(  + bc( ,

ht � ztΘht−1 + 1 − zt( Θht.

(5)

-e addition of undesired output indicators overcomes
the problems caused by radial and angle, making the
evaluation results more in line with reality and more ac-
curate. -e construction model is as follows: Suppose there
are n decision-making units, and their input and output
matrices are as follows:

σt �

�������������������

(1/n) 
n
i�1 FIit − FIit( 

2


FIit
,

u(j|i) � wijAi,

sj � 
i

ciju(j|i).

(6)

-e coding adopts a binary coding method, assigning a
value of 1 to the selected subset and assigning a value of 0 to
the unselected subset, then any problem solution can be
represented by a set of binary codes, that is, a queue. -is
coding method is also convenient for the later selection,
crossover, andmutation operations to search for solutions to
problems, among themcis the weight variable:

ln
FIit

FIit − 1
  � α + β ln FIit − 1 + vi + It,

cij �
e

bij

ke
bik

.

(7)
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3. Design of Manufacturing Innovation
Network Evolution Model

3.1.NetworkEvolutionModel. -emain body of simulation in
this paper is divided into three categories: evolutionary network,
manufacturing (cluster), and innovation evolution systems.
When using the fuzzy analytic hierarchy process, the data is
collected by issuing questionnaires to company leaders with
innovative management experience and comparing and scoring
the influencing factors of various indicators according to the
0.1–0.9 scalemethod. In addition, for asset input in the following
year, the total assets of the manufacturing industry at the end of
the previous fiscal year are selected, and the total number of
personnel in the manufacturing industry at the end of the
previous fiscal year is selected as personnel—input for the next
year. -e output of the second stage uses the indicator of total
manufacturing exports. Factors that influence the evolution of
research are innovation resources, innovation opportunities,
innovation desires, innovation pressures, the strength of rela-
tionships, network size, network scope, and network differences.

3.2. Network Evolution Model Construction and Evaluation

3.2.1. Model Construction. -e DEA method can establish
performance benchmarks by evaluating the efficiency of
decision-making units and help decision-makers find
shortcomings that affect performance improvement, which
is conducive to improving and enhancing the performance
of decision-making units. Judging from the efficiency
measurement of the existing DEA methods, the traditional
DEA treats the decision-making unit as a whole and only
measures its operational efficiency through input and output
data. It does not fully consider the internal operation process
of the decision-making unit, so it is difficult to compre-
hensively and systematically analyze the innovation activity
process of the decision-making unit. Based on the multistage
and nonlinear characteristics of advanced manufacturing
R&D innovation and export transformation activities, this
paper intends to use a two-stage dynamic intertemporal
DEA model to analyze the manufacturing industry’s R&D
innovation, export transformation, and overall efficiency. In
the construction of the two-stage DEA model, it is further
extended to a dynamic model. -at is, the periods are linked
together by cyclic activities, which is called the dynamic
interperiod DEA model. -is paper adopts the dynamic
intertemporal two-stage comprehensive model proposed by
Xiong et al. to construct the analysis framework. -is article
assumes that the first stage (R&D and innovation stage) and
the second stage (export conversion stage) are of equal
importance, so the weights are set to 1/2 in advance. -at is,
the overall efficiency is defined as the weighted average sum
of the efficiencies of the two substages:

θt
0 � min

1
2
θt
10 +

1
2
θt
20,

cij �
e

bij

ke
bik

.

(8)

Advanced manufacturing is an important carrier for
regional innovation activities, but the traditional two-stage
DEA model is a single-period static model and cannot
measure interperiod dynamic changes. From the perspective
of manufacturing R&D innovation and export transfor-
mation activities, it has the characteristics of dynamic
intertemporal.

3.2.2. Carryover Variable Indicators. Since the innovation
value chain process is a dynamic interactive process, the
back-end activities of this period will also have an impact on
the front-end activities of the next period, so this article
considers adding carryover variables. -e carryover variable
in the first stage is the stock of patent knowledge. -e reason
for adopting this carryover variable is that the patents
generated in the current year will be included in the
knowledge stock at a certain depreciation rate and will affect
the knowledge production activities in the next year. On the
one hand, patents will form knowledge accumulation over
time, which will act as a knowledge pool for the production
of new knowledge in the following year. On the other hand,
new knowledge will continue to be produced. New
knowledge produced in the past will gradually be depreci-
ated. We need to consider the depreciation of knowledge.
Drawing on the experience of previous studies, the depre-
ciation rate of knowledge is calculated using a depreciation
rate of 15%. In the selection of carryover variables in the
second stage, this article uses the indicator of total
manufacturing exports multiplied by a fixed ratio. -e
reason for adopting this carryover variable is that, on the one
hand, the company will use part of the total export value of
the current year for the following year’s export trade ex-
penditures and export conversion incentives. On the other
hand, the company will invest part of the total export value
according to the export situation. -e first phase of export
transformation forms a virtuous circle of export transfor-
mation.-erefore, this stage adopts the carryover variable of
total exports multiplied by a fixed ratio (10%).

3.2.3. Selection of Econometric Regression Indicators. To
analyze the relevant factors affecting the R&D innovation,
export transformation, and overall efficiency of advanced
manufacturing from the perspective of innovation-driven,
this paper selects relevant control variable indicators from
the three perspectives of the manufacturing external envi-
ronment, internal conditions, and innovation value chain.
-e external environment includes four indicators: city
technical level, city economic level, city openness, and
geographic distance. -e city’s technology level (S&T) is
measured by dividing the city’s annual science and tech-
nology expenditure by the city’s annual fiscal expenditure,
the city’s economic level (Eco) is measured by the city’s per
capita GDP, and the city’s openness is measured by dividing
the city’s annual foreign direct investment by the city’s
current GDP measured, geographic distance (Dist) is
measured by the straight-line distance of each city from the
nearest coastline, and this indicator is obtained using Google
Maps.-e internal conditions of themanufacturing industry
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include two indicators: human capital and debt financing.
Human capital (Hr) is measured by the number of em-
ployees with a college degree or above in eachmanufacturing
industry, and debt financing (Df) is measured by dividing
the year-end liabilities of the previous year by the year-end
assets.-e innovation value chain index selects the efficiency
value (E2) in the R&D and innovation stage and uses this
indicator to return the efficiency value in the export
transformation stage. -is is also a key indicator to analyze
the impact of R&D and innovation on export transformation
from an innovation-driven perspective.

4. InfluencingFactorsonEvolutionofAdvanced
Manufacturing Innovation Network

4.1. Evolution Factors of Multiagent Networks. To grasp the
law of innovation evolution system confrontation from the
perspective of multiagent simulation, the evolution evalu-
ation index is based on the overall emergence in the sim-
ulation process, rather than the simple correlation between
the cycle length of each loop and the evolution result. In the
overall evolution process, the information advantage is re-
flected in the amount of target information and the average
acquisition time; the determination effect is reflected in the
accurate determination of the target threat information and
the average determination time, and the decision advantage
is reflected in the accuracy of the decision and the average
decision response time, and action advantage is reflected in
the number of effective strikes completed and the average
strike time. Since this model does not set legal targets and
does not distinguish between general frequency bands,
special frequency bands and procedures, and visual
manufacturing targets for flight control, it does not involve
the index analysis of decision-making accuracy.

As shown in Figure 1, political factors include political
requirements and social responsibilities.-e former refers to
the state and government’s rigid requirements for the
implementation of relevant policies and spirit of enterprises,
while the latter refers to the social obligations undertaken by
enterprises that are higher than their own goals. -e former
is passive, while the latter emphasizes proactive behavior.
Both help companies maintain relationships with stake-
holders such as the government and partners and further
help companies obtain innovation resource support, thereby
promoting platform innovation. For example, most of the
decisions in the development of Wanda can be combined
with the latest party and government policies. Only by
knowing what your country needs can you guide your
company in that direction (political requir-
ements⟶ platform innovation).

As shown in Table 1, dynamic capability is the ability of
an enterprise to adapt to a rapidly changing complex en-
vironment. It also emphasizes that enterprises can grasp the
development opportunities brought about by environmental
changes through the reconfiguration of resources and skills.
It includes four dimensions: integration capability, technical
capability, absorptive capacity, and organizational forget-
ting. Here, organizational forgetting is used as an example to
illustrate the impact of platform innovation. At the same

time, according to the calculation results, the average
manufacturing conversion efficiency (0.523) is significantly
lower than the average R&D innovation efficiency (0.725),
which to a certain extent indicates that the manufacturing
industry still has weak links in the export conversion stage at
the back end of the innovation value chain. Internal en-
terprises may have problems such as low ability to transform
scientific and technological achievements and insufficient
export competitiveness of high-tech products, which to a
large extent affects and restricts the improvement of
manufacturing, export, transformation efficiency.

As shown in Figure 2, the industry environment includes
policy orientation, environmental changes, and the degree of
competition. To illustrate the impact of platform innovation,
we will only take environmental changes as an example.
Environmental changes are the most active and uncon-
trollable factor, and corporate strategies must be continu-
ously adjusted to environmental changes. As shown in
Table 2, this change will prompt enterprises to carry out
reforms and innovations. For example, the continuous
change of the economic and financial landscape and the
large changes in the economic situation will prompt CCB to
carry out platform innovation and transformation.

As shown in Figure 3, market demand includes customer
needs and social pain points. -e former is based on a
microperspective, while the latter has an impact on platform
innovation from a macro level. -e “demand leads to in-
novation” theory believes that the stronger the customer
demand, it will drive the enterprise to innovate and promote
the growth of the enterprise. For example, Haier’s “big
enterprise disease” blocked customer demand and made
enterprise production and user demand farther and farther
away, while the innovation of the “Rendanheyi” platform
made “the enterprise borderless” and narrowed the distance
between the enterprise and the customer.

-e corporate strategy includes three dimensions:
strategic advancement, strategic planning, and strategic
flexibility. Here, only strategic precedents are used to il-
lustrate the impact of platform innovation. As shown in
Figure 4, the advanced strategy will enable companies to

Social Client Integration Technical Organizat Open 
sharing
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Political factors include political requirements and social
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Figure 1: Political factors include political requirements and social
responsibilities.
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establish long-term development visions and innovation
plans and promote companies to carry out innovative
practices. Platform innovation is strategically oriented and
requires the guidance and support of advanced strategies.

Innovation culture includes three dimensions: active
collaboration, open sharing, and innovative atmosphere. As
shown in Table 3, we only take the innovation atmosphere as
an example to illustrate the impact of platform innovation.
An innovative atmosphere refers to the common perception
of innovation-related factors in the work environment
among employees within an enterprise. When employees
feel that the enterprise supports platform innovation more
strongly, their enthusiasm and innovative behavior increase,
and the enterprise’s platform innovation capability becomes
stronger. -e case companies have a good atmosphere for
innovation. In interviews, CCB frequently holds creative
salons and maker contests to collect ideas for different
products from employees, providing mentors and long-term
tracking for good creative incubation. -ree ideas related to
the “-ree Strategies” incubate new products and market
them. Another example is that Haier’s innovative atmo-
sphere is very strong. “Everyone can become a CEO” has
inspired many entrepreneurs who lack resources and rela-
tionships to start their own business on the Haier platform.

Entrepreneurship factors are shown in Figure 5. En-
trepreneurship is an innovative behavior. -is study divides
it into three dimensions, namely, the discovery of oppor-
tunities, courage to change, and belief and confidence. Here,
we only use the discovery of opportunities as an example to
illustrate the impact of platform innovation. As Meituan

Wang Xing said, “Entrepreneurship is the willingness to
discover and pursue opportunities.” Successful discovery
and conversion of opportunities into practice will promote
the development of enterprise platform innovation.

4.2. SensitivityAnalysis ofManufacturing InnovationNetwork
Evolution. To further analyze the model, this paper uses
MATLAB numerical simulation to determine the sensitivity
of the number of users to changes in platform profit, to
determine the factors that affect the platform profit the most,
and to adjust the factors in conjunction with the pricing
model to maximize platform profit. Suppose the simulation
conditions are shown in Table 4.

As shown in Figure 6, in terms of output in the R&D and
innovation stage, although patents are used as a proxy
variable for R&D activities, there are certain shortcomings,
but patents are an important content of knowledge and an
important indicator of innovation output. In the relevant
empirical analysis of R&D activities, scholars use the number
of patent applications as the proxy variable of R&D output.
At the same time, in view of the fact that invention patents
have the highest gold content in patents and can better
reflect innovation and knowledge, this paper selects the
index of invention patent applications as a measure of R&D
output. In terms of investment in the second stage, the
export transformation stage, on the basis of the main case,
continues to compare and analyze the follow-up cases to
make the conclusions more comprehensive and objective.

Platform innovation is a destructive business model
innovation. If you do not actively discard outdated thinking
and inherent traditions, the reform will not be thorough and
the innovation will not be effective. As shown in Figure 7,
when analyzing the network evolution model in this study,
the simulation curve basically reached theoretical saturation,
and no new aspects appeared. We tested our conclusions
using the following cases and finally found that the cate-
gorical code obtained in this study had good theoretical
saturation. After revising and integrating the conceptual
categories obtained from the analysis of all case data, the
final result is obtained, as shown in Table 5.

As shown in Figure 8, when innovation resources are
insufficient, the motivation for enterprise platform inno-
vation will decrease.-is research divides resource adequacy
into three dimensions: human capital, social network, and
performance basis. Here, the social network is used as an
example to illustrate the impact of platform innovation.
Social network refers to the formal or informal relationship
link between an enterprise and related external institutions.
As shown in Table 6, the social network relationship formed

Table 1: Dynamic capability is the enterprise adapting to rapid changes.

Item Industry environment Political factors Entrepreneurship Innovation legitimacy Strategy first Strategic planning
Social 3.31 2.25 1.48 1.13 1.09 3.44
Client 4.67 3.56 2.77 5.29 3.31 4.38
Integration 5.78 4.61 4.12 5.18 3.69 1.33
Technical 4.54 3.45 2 3.19 2.61 1.64
Organizat 2.42 3.45 2.84 2.94 3.05 3.52
Sharing 2.95 4 6.67 1.12 1.08 2.22
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Figure 2: Environmental change is the most active and uncon-
trollable factor.
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Table 2: -e economic and financial landscape is constantly changing.

Item Entrepreneurship Innovation legitimacy Strategy first Strategic planning Social pain points Client needs
Market 1.42 0.99 0.06 1 1.08 1.28
Dynamic 3.99 3.4 2.1 2.12 3.92 2.23
Innovation 5.66 5.18 4.51 3.25 2.52 2.78
Resource 3.09 4.04 3.68 1.59 2.1 4.35
Industry 4.1 4.86 2.49 1.02 4.49 4.28
Political 3.92 3.79 6.75 4.7 5.55 3.05
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Figure 3: Market needs include customer needs and social pain points.
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Figure 4: Corporate strategy contains three dimensions.

Table 3: Take innovation atmosphere as an example to illustrate the impact on platform innovation.

Item Corporate strategy Market demand Dynamic capability Innovation culture Resource adequacy Autocollect
Integration 1.05 1.67 0.88 1.16 1.54 0.11
Industry 2.92 1.94 1.71 3.06 1.59 2.71
Political 5.2 4.24 3.12 2.21 3.35 4.56
Entrepreneurship 5.74 5.63 2.2 1.29 2.05 1.79
Innovation 2.19 3.18 2.29 4.12 3.1 1.97
Strategy 6.59 5.8 4.98 3.94 2.93 2.92
Strategic 5.48 3.49 1.81 2.55 6.38 3.82
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Table 4: Matlab assumes the simulation conditions.

Item Entrepreneur Humidity Light intensity Ethanol Concentration Air quality Voltage
Opportunity 1.07 1.94 3.52 3.91 3.96 2.66 3.17
Courage 5.07 4.54 5.91 5.45 4.97 5.29 6
Belief 4.13 3.98 3.61 5.72 1.45 1.87 1.68
Rely 3.51 1.6 2.09 1.23 4.25 2.54 2.89
Storage 4.25 3.21 3.44 4.04 6.02 4.12 3.85
Fusion 2.17 3.29 1.5 6.86 3.53 6.62 5
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Figure 5: -ree dimensions of entrepreneurship.

1.91 1.8
4.72

1.83
2.78

4.61

1.42

2.52
4.34 5.39

2.18

5.42

Output aspects of R&D and innovation stage

Market Dynamic Innovation Resource Industry Political

Normal operating performance

Entrepreneurship
Strategy first
Innovation legitimacy

0
1
2
3
4
5
6
7
8

O
pe

ra
tin

g 
pl

at
fo

rm
 in

di
ca

to
rs

Figure 6: Output aspects of R&D and innovation stage.

1.87 2.54
4.12

6.62

4.31

1.89
1.45

4.25

6.02

3.53

4.98
6.27

Time Innovating Export Overall Cloud
computing

Model

St
or

ag
e p

er
fo

rm
an

ce

Keep part

Platform innovation is a disruptive business model innovation

Conversion
Packaging module
Edge computing

Data calculation
Response module
Data storage

Figure 7: Platform innovation is a disruptive business model innovation.

Mathematical Problems in Engineering 9



by the interaction between enterprises and external orga-
nizations such as upstream and downstream suppliers and
customers is conducive to the acquisition of knowledge
and resources, thereby promoting platform innovation.
For example, CCB has 6 million corporate client resources
and integrates these resources together to build a
matching platform, allowing customers to generate
transactions, reduce costs, and benefit each other through
the platform, and finally stick these customers through the
platform.

As shown in Figure 9, although the main case collects
a large amount of primary and secondary data, the
secondary case uses only secondary data as analysis data,
which has certain reliability and validity limitations and
may have a certain impact on the final model. -is article
selects only a small number of research cases and the
number of samples collected is limited. -e selected cases
are all well-known domestic companies, and they are
companies with successful platform innovations. -ey
lack universality. If more on-site interviews and surveys

can be used, a number of small and medium-sized in-
terviews on companies’ platform innovations will en-
hance the theoretical and practical value of research
conclusions.

Table 5: Revise the concept category obtained from data analysis.

Item Conversion Edge computing Packaging module Data calculation Response module Data storage
Time 5.72 1.45 1.87 1.68 2.7 1.83
Innovating 1.23 4.25 2.54 2.89 1.83 2.78
Export 4.04 6.02 4.12 3.85 6.5 4.61
Overall 6.86 3.53 6.62 5 5.12 6.75
Cloud 3.94 4.98 4.31 1.62 5.01 6.77
Model 3.57 6.27 1.89 1.66 4.3 4.62
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Figure 8: Motivation of enterprise platform innovation and innovation resources.

Table 6: Social network relationships formed by the interaction between external organizations.

Item Transaction Cut costs Mutual benefit Centralized Cloud computing Model
Human capital 4.89 3.35 2.02 1.06 1.12 1.72
Social network 3.34 3.26 6.32 2.48 3.18 4.58
Performance 3.14 4.81 4.22 1.28 6.21 3.13
Achieve 6.13 5.11 2.96 5.7 5.52 5.4
Monitor 4.75 4.34 3.24 4.54 2.42 1.52
Trans 2.74 2.12 2.9 3.47 4.69 3.54
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5. Conclusions

-e cities with double high manufacturing industries are
coastal cities and provincial capital cities. -e two-stage
efficiency of manufacturing in these cities is higher than the
national average. -e reason may be that, on the one hand,
these cities have a better educational foundation and more
R&D resources, which can attract more high-tech enter-
prises to settle in and acquire more R&D and innovation
resources, which will help them improve the efficiency of
R&D and innovation. On the other hand, these cities are
located in coastal areas. -e proportion of export industries
in the manufacturing industry is relatively high, and they
have a good industrial foundation. -ey have formed a
relatively complete industrial infrastructure and related
industrial supporting facilities. -e market economy is
relatively more active. Export transformation of scientific
and technological achievements of manufacturing compa-
nies provides a good environment and foundation. Cities
that are twice as low in manufacturing are in the Midwest or
Northeast. -e cities where these manufacturing industries
are located are relatively weak in R&D and innovation. It is
difficult to provide strong R&D resources for manufacturing
R&D and innovation activities, and it is difficult to attract
them. Enough R&D talents carry out the corresponding
R&D and innovation activities, resulting in relatively low
R&D and innovation efficiency.

At the same time, these manufacturing cities have weak
economic foundations, insufficient market economy de-
velopment, a relatively low proportion of export industries,
and inadequate industrial infrastructure facilities, poor in-
novation awareness and atmosphere, and a low degree of
openness. It is not conducive to the export transformation of
R&D achievements, resulting in low efficiency in the export
transformation of scientific and technological achievements
of manufacturing industries in these cities. From the re-
gression results, the urban economic development level and
manufacturing human capital have a significant positive
impact on the efficiency of manufacturing R&D innovation,
indicating that a high level of urban economic development
can provide a good economic foundation for manufacturing
R&D innovation. -e improvement of human capital can
provide a large number of R&D and innovative talents for
manufacturing R&D and innovation and promote the im-
provement of manufacturing R&D and innovation effi-
ciency.-e city’s technological level has a positive impact on
the efficiency of manufacturing R&D innovation, but it is not
significant. -e reason may be that there is an obvious
“fence” between the city’s investment in technological in-
novation and the R&D and innovation activities of the
manufacturing industry. Although the city’s investment in
technological innovation can promote local technological
innovation activities, it interacts with the manufacturing
industry. Insufficiently, it has not been able to significantly
promote the improvement of manufacturing R&D and in-
novation efficiency.

From the perspective of export conversion efficiency, the
degree of urban openness, debt financing, and the efficiency
of R&D innovation have had a significant positive impact on

it. -e reason may be that the increase in the degree of urban
openness can promote the exchange and cooperation be-
tween the manufacturing industry and foreign countries and
improve the efficiency of export conversion. At the same
time, the export of high-tech products often has higher
production quality and requirements and requires more
investment. -erefore, the manufacturing industry can
improve the export conversion efficiency of products
through debt financing. From an innovation-driven per-
spective, R&D innovation efficiency has a significant positive
impact on export conversion efficiency. -e manufacturing
industry continues to improve the technological content of
export products through the development of R&D and
innovation activities. While improving the efficiency of R&D
and innovation, it can significantly promote the improve-
ment of export transformation efficiency. -is also further
shows that by continuously improving the quality and ef-
ficiency of R&D and innovation, the high-quality devel-
opment of manufacturing export trade will continue to be
promoted, and it also confirms the inference that R&D and
innovation efficiency will have a significant positive impact
on export conversion efficiency. Geographical distance has a
significant negative impact on export conversion efficiency,
indicating that cities closer to the coastline, especially coastal
cities, have higher export conversion efficiency. From the
perspective of the influencing factors of overall efficiency,
the level of urban economic development and debt financing
has had a significant positive impact on it.
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With the rapid development of the information age, Internet and other technologies have been making progress, people’s fitness
awareness has been gradually enhanced, and sports fitness app has emerged as the times require. +is paper mainly studies the
step-counting function of physical training app for teenagers based on artificial intelligence. +is paper uses the modular de-
velopment method to achieve the functional requirements of the system as the goal, respectively, for parameter management,
website configuration, system log, interface security settings, SMS configuration,WeChat template message and several functional
modules to achieve system configuration. In this paper, three types of sensors are used to analyze the data changes in the process of
walking through three types of data, and different weights are given as the results of step-counting. When the peak value of sensor
data is measured, only the peak value of the primary axial data of each sensor is analyzed, which should be determined according
to the actual axial value of the sensor. In this paper, the users’ evaluation indexes of sports fitness app are divided into two groups:
importance and satisfaction, so the obtained data are directly divided into two groups: importance and satisfaction of user
experience indexes of sports fitness app, and the two groups of data are matched with the sample t test to ensure the scientific
conclusion. Finally, the advantages and disadvantages of the user experience of college students’ sports fitness app are analyzed
through IPA analysis. Heuristic evaluation is carried out on the step app to score the second-level usability index of the app. +e
first-level usability index score and the total usability score of the step app are obtained by calculation.+ere is not much difference
between male and female students who use sports apps. Among them, 288 are male students, accounting for 58.2% of the total and
16.4% are female students. +e results show that the use of artificial intelligence technology can reduce the overall energy
consumption of step-counting algorithm, so as to achieve an energy-saving step-counting algorithm.

1. Introduction

With the increase of the strength of the youth physical
confrontation, in order to have a place in the world bas-
ketball, it is necessary to make the overall ability of the team
outstanding, and the basis of each ability is the good physical
quality of the players. +erefore, for teenagers, scientific
fitness and reasonable avoidance of competitive risk events
are particularly important for the participation, develop-
ment, and breakthrough of competitive sports.

+e virtual technology used by cloud computing tech-
nology isolates system resources, allowing users to perform
artificial intelligence model training operations in their own
unique virtualized systems, so that they can be adjusted for
virtual environments with low resource utilization. It can

avoid the unavailability of the system environment due to
human factors.

Artificial intelligence technology can improve resource
utilization. Din et al. believe that, due to the existence of
various pollutants produced by human, agricultural, and
industrial activities, the quality of surface water has de-
creased. +erefore, plot the concentration of different sur-
face water quality parameters. He tried to develop an
artificial intelligence modeling method for drawing con-
centration maps of optical and nonoptical SWQP. For the
first time, he developed a remote sensing framework based
on a back-propagation neural network to quantify the
concentration of different SWQP in Landsat8 satellite im-
ages. Compared with other methods (such as support vector
machine), the developed Landsat8-based BPNN model is
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used to obtain an important measurement coefficient be-
tween Landsat8 surface reflectivity and SWQP concentra-
tion. Although his research is innovative, it lacks certain
experimental data [1]. Kulkarni and Padmanabham used the
extended waterfall and agile models to model the entire
process of software (SW) development. +ey integrate AI
activities such as intelligent decision making, ML, Turing
test, search, and optimization into the agile model. +ey
evaluated two indicators in five independent software
projects, such as the usability target achievement indicator
and the integration index. Once the SW project is developed
using these models, feedback queries will be formally col-
lected, and the collected data will be extensively analyzed to
identify the various characteristics of the product, thereby
determining the product’s related behavior in terms of
models and indicators. Although their research is relatively
comprehensive, the test content is not accurate enough [2].
Goyache et al. developed a method to use artificial intelli-
gence to improve the design and implementation of linear
morphological systems for beef cattle. +e process they
proposed involves an iterative mechanism, in which
knowledge engineering methods are used to continuously
define and calculate type features, scored by a group of well-
trained human experts, and finally performed by four fa-
mous machine learning algorithms’ analysis. +e results
obtained in this way can be used as feedback for the next
iteration to improve the accuracy and effectiveness of the
proposed evaluation system. Although his research sample is
relatively complete, it is not innovative enough [3].

In this paper, user demands were obtained through user
interviews and analysis of competing products. +en,
questionnaire survey was adopted to determine the im-
portance of teenagers’ demands for mobile health applica-
tions. +en, the weight of demands was calculated through
data analysis. In view of the difference in use motivation
caused by gender, the users are classified by gender and age
from the beginning of registration, and different user groups
are pushed with different content of exercise knowledge.
Combined with APP, this paper carries out professional
evaluation on the exercise ability of users before exercise,
quantifies and grades the evaluation results, gives scientific
and reasonable exercise suggestions, promotes the formation
of exercise habits, and provides a reference for sports and
fitness enthusiasts to reasonably choose their own exercise
projects.

2. Youth Physical Training

2.1. Artificial Intelligence Technology. +e classic sigmoid-
based ESN state update equation is composed ofN storage pool
units, K input layer units, and L output layer units.

x (n + 1) � f Wx(n) + W
in

u (n + 1) + W
fb

y(n) . (1)

Among them, x(n) is anN-dimensional reserve pool [4].
+e output result obtained from the extended system can

be expressed as

y (n) � g W
out

z (n) . (2)

Among them, g is the activation function of an output
layer.

+e expression of the hidden layer is as follows:
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Normally, the form of the GARCH model is as follows:
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When the actual output of the network model is in-
consistent with the expected output, an output error E will
be generated. +e expression is as follows:
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When the weight and threshold iterations corresponding
to the neurons in each layer are over, the learning and
training phase of the neural network enters the forward
propagation link again [5, 6].

P(T(X(t)) � X(t + 1)) � P X(t + 1) � X′|X(t) � X 

� 
n

i�1
P Xi(t + 1) � xi(t + 1)|Xi(t) � xi(t) .

(7)

As a basic platform, in order to overcome the occurrence
of the above situation, it must have basic isolation to ensure
the independence of the service execution environment and
hardware resources of each user. Containerized virtualiza-
tion technology can provide system isolation for the plat-
form, from the operating system to the software services,
which are all defined by users, so as to provide users with a
more flexible service execution environment [7]. Since the
nodes in the cluster sometimes stop for various reasons, the
cluster management tool usually automatically migrates all
the containers running on this node to other nodes in the
cluster. However, if some containers use local data volumes,
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data loss will occur when the containers are migrated. Using
network storage disks or distributed storage disks will be a
viable choice [8].

+e calculation formula of the autocorrelation coeffi-
cient of the current period and the previous period data is as
follows:

pk � 
n

i�1

1
n

a
k
i − uk
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 . (8)

+e FFT calculation formula is as follows:
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N−1
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,
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.

(9)

Based on the above analysis, it can be seen that
compared with the step-counting algorithm in the fre-
quency domain and the time domain, the calculation cost
of the former is obviously higher than that of the latter.
Although the step-counting algorithm in the frequency
domain has a higher computational cost, compared with
most step-counting algorithms in the time domain, the
step-counting algorithm in the frequency domain usually
achieves higher step-counting accuracy [9, 10].

2.2. Physical Training. Between functional physical training
and traditional physical training, they are interrelated and
complement each other. Specialization and integrity are the
most prominent features of the former. But in the traditional
physical training, it can not achieve these two points. In the
physical training system, the traditional physical training is
the most important foundation. At the beginning, the tra-
ditional physical training can be carried out first, and then
the functional training can lay a good foundation for the
body, so as to prevent the defects of strength training from
causing unnecessary sports injury [11]. Functional physical
training is not unitary. It needs to integrate and improve the
advantages of traditional physical training. We can not ig-
nore the traditional physical training, nor can we just carry
out a kind of functional physical training. +e two com-
plement each other and complement each other, so as to
make a special targeted and integrated training arrangement,
so as to improve the athletes’ special technical level and
ability [12].

Physical fitness itself is an organic whole, not the me-
chanical or simple addition of various parts. We should
understand physical fitness with the help of system theory.
Systematic method has become an important method for
people to understand and analyze things in modern science.
+e core idea of systematic view is the overall concept of
system [13]. In general, in order to improve the basic shape
of sports, improve the system initiative of athletes’ organs,
and give full play to the best mode of sports mechanism and
effect, the physical fitness index system is taken as an im-
portant reference standard in the process of training. It
belongs to the basic index of technical training and tactical
training and has a positive impact on the technology, tactics,

load training, physical condition, and sports life of special
sports. +e establishment of a reasonable physical fitness
index system can be used as a powerful carrier for the se-
lection mechanism of athletes in reality [14].

Physical fitness is the foundation of young athletes and
provides strong support for their technical level. Ordinary
teenagers are mostly in the system of compulsory education
or secondary and higher education, and their training
purposes and means are different from those of young
athletes. As far as the means of physical training are con-
cerned, athletes will be better than ordinary teenagers in
terms of selection, training, competition, and other aspects,
but from the perspective of physiological development
characteristics, they are in the second peak of development.
+e stimulation of training means will have a more obvious
effect on athletes’ training, which can provide training
support for ordinary teenagers [15]. +is will make the
competition time longer and test the physical fitness of
athletes. If one side’s physical condition is not strong, there
will be calf muscle cramps, or even acute sports injury. On
the court, long-term muscle contraction and ball extension,
such as fast movement, kicking, swinging, and wrist
strength, are different from the periodic endurance of other
sports. Athletes must have special endurance quality, special
strength quality, special speed quality, etc. that change with
the change of competition intensity [16].

2.3. Pedometer APP. +e primary task of the pedometer
algorithm is to obtain the original three-axis acceleration
data based on the sensor module and then perform data
analysis and algorithm design based on the entire waveform.
+e actual test shows that there are many interference
clutters in the acceleration signal generated by the human
body when counting steps in various scenes. +erefore, it is
very important to preprocess the original data before for-
mally analyzing the motion waveform [17].

+e data collection function of the pedometer is realized
by the main controller reading data from the sensor, and its
core is the acceleration sensor. +e use of analog signal
sensors requires additional analog-to-digital converters,
which will increase the complexity of the circuit and the
space utilization rate; the use of digital signal sensors avoids
this problem while using high-precision sensors to ensure
the reliability of data. In addition, it is necessary to ensure a
higher speed data interface, a certain processing capacity,
and lower power consumption in the selection of the main
controller and the sensor [18].

+e overall architecture of pedometer is shown in Fig-
ure 1. According to the function requirement analysis, the
acceleration and angular velocity data selected collection of
six-axis accelerometer and gyroscope inertial sensor
MPU6050, master controller selects 16 ultra-low power
consumption microprocessor MSP430G2553. Data trans-
mission can use serial port transmission or wireless module
transmission, and the programming of the main controller
can be realized through online programmable function [19].

+e energy-saving pedometer mainly processes the ac-
celeration sensor data collected by the smart phone using the
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energy-saving pedometer algorithm to realize the pedometer
function, which is also the core function of the pedometer. In
addition, on the premise of meeting the step-counting
function, it is also necessary to update the pedestrian walking
steps in real time. In addition, in order to reduce the energy
consumption of the pedometer, it is also necessary to per-
form the screen-out operation during pedestrian walking, so
at this time, it is necessary to introduce services to realize
that the pedometer program can run in the background, so
as to ensure that even if the user does not interact with the
front end of the pedometer for a long time or the program is
switched to the background, it can still run successfully [20].

3. Physical Fitness Training APP Step-Counting
Function Experiment

3.1. Operating Environment Configuration. +is article
adopts a modular development method to achieve the
functional requirements of the system as the goal, based on
the principle of science and practicality, and implements the
system with several functional modules including parameter
management, website configuration, system logs, interface
security settings, SMS configuration, and WeChat template
messages. Configuration: this system uses PHP dynamic
development language, Php5.0–7.0 to build the system
framework, MYSQL database management, LINUX,
WINDOWS and other mainstream platform operating
systems, HTML, CSS, JS, JQUERY, and other technologies to
build front-end pages [21]. +e experimental equipment
parameters are shown in Table 1.

3.2. Establishment of the Human Motion Model. When the
human body is walking normally, the arm swing can be
regarded as a simple pendulum movement. According to
the characteristics of pendulum, the acceleration changes
sinusoidally. Although there are differences in the swing
of human walking, the characteristic of sinusoidal

variation of acceleration is not affected [22]. A periodic
sinusoidal waveform corresponds to a pair of peaks and
troughs, and the number of sine waves detected is
equivalent to the number of peaks detected. +erefore, the
actual step-counting algorithm detects the number of
steps through the wave peak of acceleration signal, and a
wave peak represents a further advance. Because the
human body has a certain rhythm when walking, that is,
complete a stepping action as a cycle for circular motion.
By calculating the peak or trough formed by the accel-
eration of gravity, the number of human steps can be
detected and the step-counting function of mobile phone
can be realized [23].

3.3. Step-Counting Rules. +is article uses three types of
sensors to analyze the data changes during walking through
three types of data and assigns different weights as the result
of step-counting. +ere is a maximum and minimum ac-
celeration and a minimum and maximum angular velocity
in a step cycle. +e acceleration is set to 0.2 g∼2 g, and the
angular velocity is set to 20°/s–200°/s. When the data ex-
ceeds, it is considered as an invalid step. When measuring
the peak value of sensor data, only the primary axial data of
each sensor is analyzed for peak value, which needs to be
determined according to the axial direction of the actual
wearing sensor [24].

3.4. Model Evaluation Indicators. First of all, the BPNN
model does not need to make any assumptions about the
functional relationship between lagged returns and future
returns. Secondly, by orthogonalizing the input space, the
possible multicollinearity is eliminated and the uniqueness
of hidden nodes is guaranteed. Again, the step-by-step se-
lection process selects the most streamlined model to ensure
that the training data will not be overfitted. Finally, it reduces
the computational cost required to find the best model
structure. Among the methods to achieve this goal, the
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Figure 1: +e overall architecture of the pedometer.

4 Mathematical Problems in Engineering



cross-validation method can avoid the occurrence of
overfitting and ensure the stability of model performance by
controlling the variance of model performance [25].

3.5. Pedometer APP Interface Test. +e test of APP system is
to correct the interface, check whether the interface is
complete enough, whether there is content omission,
whether the text in the interface is accurate, whether the
format is beautiful, whether the interface style is consistent
with the requirements, and whether the pictures and in-
structions are confused in the most intuitive way. In this
paper, the users’ evaluation indexes of sports fitness app are
divided into two groups: importance and satisfaction, so the
obtained data are directly divided into two groups: im-
portance and satisfaction of user experience indexes of
sports fitness app, and the two groups of data are matched
with sample t test to ensure the scientific conclusion. Finally,
the advantages and disadvantages of the user experience of
college students’ sports fitness app in the emerging stage are
analyzed through IPA analysis method [26].

3.6. PedometerAPPUsability Evaluation. First, the APP user
demand expansion table is listed on the left wall of the house
of quality, and then the APP usability index expansion table
is included on the ceiling of the house of quality, and the
APP usability evaluation quality house is established. +e
second-level index weight is calculated by the percentage
within the second-level index and the first-level index
weight. Carry out heuristic evaluation of step-counting APP,
score the second-level index of APP usability, and obtain the
first-level index score of step-counting APP usability and the
total usability score through calculation [27].

4. Experimental Results of Step-
Counting Function

4.1. Physical Training Results. With the growth of age, de-
generative changes of body function and aging appear.
Women’s aging rate is faster than men’s; participating in
sports can improve the degenerative changes caused by age,
improve immunity, and delay aging. Women put forward
higher requirements for their own health. Sports app has
relatively perfect guidance on sports content and sports
mode, which meets the needs of women to participate in
sports.+e results of reliability analysis are shown in Table 2.
+e reliability of each dimension of the questionnaire is
greater than 0.70, so the internal consistency of the data
measured in the questionnaire is high and the reliability is
high.

Figure 2 shows the degree of college students’ under-
standing of the pedometer APP. As can be seen from the
figure, those who know very well account for 13.37% of the

total; those who know basics account for 57.90% of the total;
those who are unclear account for 12.09% of the total; those
who do not know well account for 9.67% of the total; those
who do not understand at all account for 6.97% of the total.
According to the sample data, less than 10% of college
students still do not understand sports fitness APP at all. It
can be seen that, on the one hand, the current sports fitness
APP has a high degree of recognition among college students
and has a certain social influence. Sports fitness APP has not
only received the attention of the public, but also received
extensive attention from college students. On the other
hand, it can be seen that the publicity of sports and fitness
apps for college students is still lacking. In a group that
accepts emerging things so quickly, there are still many
college students who do not understand sports and fitness
apps at all. +is should cause sports and fitness apps. +e
attention of managers and publicity still need to be
strengthened.

+e gender differences in the use of step app by ad-
olescents are shown in Figure 3. According to the data,
there is no significant difference in the proportion of male
and female college students using sports app, of which 288
are male students, accounting for 58.2% of the total
number, and 16.4% are more than female students. +ere
are three possible reasons for this situation: first, boys’
interest in sports far exceeds girls’ and their curiosity
about sports app far exceeds girls’ level; second, boys are
better than girls in sports talent and physiological function
due to differences in body structure at both the student
stage and the adult stage; third, boys should be more
determined to exercise.

+e number of strength trainings for teenagers is shown
in Table 3. In the process of strength training, 26 people can
train according to the coach’s arrangement, accounting for
27.08% of the total number of people; in the process of
strength training, 31 people can adjust the training content
and intensity according to their own actual situation, ac-
counting for 32.29%; in the process of strength training, 21
people can adjust the training content and intensity
according to their own wishes. Accounting for 21.88% of the
total number of people, 18 people did not know how to carry
out strength training, accounting for 18.75% of the total
number. Combined with the data in the table, the results of
the male and female subjects in the control group before and
after the experiment were tested, and the P values were 0.003
and 0.002, respectively, both <0.01, showing a very signif-
icant difference. In the mode of upper limb strength as the
basis of basic quality training, dynamic training can ensure
the athletes to complete the required actions within the
specified time and limit the time to a certain range. It can
effectively cultivate the rapid contraction and relaxation
ability of athletes’ body muscles, adapt to the basic re-
quirements of competitive sports, and assist with flexibility

Table 1: Experimental equipment parameters.

Phone name CPU model CPU frequency (GHz) RAM capacity (GB) Battery capacity (mAh)
Google Nexus 5 Qualcomm Snapdragon 800 2.3 2 2300
Google Nexus 6 Qualcomm Snapdragon 805 2.7 3 3220
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relaxation training. +is can improve the elasticity and
extensibility of individual energy parts of the body.

With the continuous improvement of the competitive level
of athletes in specialized training, due to the competitive
characteristics of competitive sports that explore the limits of the
human body, the imbalance of the body caused by specialized
training has become more serious. Managers from sports
training should establish the concept of rehabilitation physical

training and consider the stages of athletes’ training for many
years when designing strategic goals. +e comparison of pe-
dometer’s step accuracy is shown in Figure 4. +e accuracies of
energy-saving pedometer and autocorrelation pedometer are
very similar, and they are better than that of crest detection
pedometer. However, under the latter two walking modes, the
step-counting accuracy of the three pedometers changed sig-
nificantly, which may be caused by the obvious changes in the

Table 2: Reliability analysis results.

Cronbach’s alpha coefficient Number of items
Overall data 0.940 23
Health anxiety 0.899 6
Leisure and entertainment 0.830 6
Social needs 0.867 7
Emotional catharsis 0.807 4
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Figure 3: Gender differences between men and women of teenagers using pedometer apps.

Table 3: Number of strength trainings performed by adolescents.

Frequency
Coach Athlete

Number of people Proportion Number of people Proportion (%)
1 time 2 6.67 13 13.54
2 times 24 80 75 78.13
3 times 2 6.67 3 3.13
4 times and above 2 6.67 5 5.21

6 Mathematical Problems in Engineering



walking amplitude of the experimenters during the upstairs
process. +e experimental results show that the average ac-
curacies of the crest detection step-counting algorithm, the
autocorrelation coefficient step-counting algorithm, and the
energy-saving step-counting algorithm are 92.4%, 94.4%, and
93.9%, respectively, and the standard deviations of the overall
step-counting accuracy of the three step-counting algorithms
are 0.045, 0.053, and 0.058, respectively. +rough the above
experimental results, the average step-accuracy of the three step-
counting algorithms can be obtained as 92.7%, 94.7%, and
94.1%, and the average standard deviation of the overall step
accuracy is 0.04, 0.045, and 0.055. +is result is sufficient to
show that the step-counting performance of the energy-saving
step-counting algorithm proposed in this paper is approxi-
mately the same as the autocorrelation coefficient step-counting
algorithm and is better than the step-counting performance of
the crest detection step-counting algorithm.

4.2. Analysis of Physical Characteristics. For athletes, in most
cases, physical training is to place people in a more difficult
environment for high-intensity, long-term, heavy-load
continuous training. +e survey results of coaches’ aware-
ness of youth physical training are shown in Table 4. 96.7%
of the coaches believe that young athletes should be phys-
ically trained by age, and they have also considered age
characteristics and energy expenditure characteristics.

Figure 5 shows the comparison of the sitting position
before and after bending. +e data well supports the theory
of the sensitive period for the development of flexibility.
6–13 years of age is the best period for children and ado-
lescents to develop flexibility. +e high starting point of the
pretest data illustrates this point, but there is room for
improvement between the experimental group and the
control group. +e comparison shows that scientific and
continuous physical training can accelerate the development
of flexibility, but a thorough warm-up should be carried out
before the development of flexibility. +e experimental
group t� 5.11, P � 0< 0.001, the difference between the test
variables is extremely significant. In the control group,
t� 0.36, P � 0.72> 0.05, there was no significant difference
between the test variables. Analyze the data of the

experimental group and the control group. Although the
experimental group has a significant increase in the mea-
sured data before and after, the improvement is not large,
and the control group data has not improved at all. Not
much, but physical training also has a direct impact on the
improvement of strength quality.

+e score of the first-level index of youth special physical
training is shown in Figure 6. +e K-S values of each sports
quality index are 0.781, 0.344, 0.391, 0.912, 0.135, 0.935,
0.169, 0.914, 0.517, 0.352, 0.807, and 0.694, which are all
greater than 0.05. +e index data obey the normal distri-
bution, and the standard percentage method can be used to
establish a single score table. +rough the first-level index
score and comprehensive score, we can easily determine the
score of any one of the 30 young male badminton players at
all levels. However, this has not yet achieved the purpose of
comprehensive evaluation. If we do not establish the first-
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Table 4: Survey results.

Problem Yes Percentage (%) No Percentage (%)
1 118 96.7 4 3.3
2 118 96.7 4 3.3
3 4 3.3 118 96.7
4 108 88.5 14 11.5
5 31 25.4 91 74.6
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level index and comprehensive quality evaluation standard
of athletes, we can not scientifically judge the level and level
of athletes in the first-level index and comprehensive quality.

+e comparison of FMS test results is shown in Figure 7.
+is is because the two-point movement is easy to complete,
and it can reach the standard in the initial test. +e three-point
movement is difficult, and only one guard can complete it in
the posttest.+e three-point movement requires the athletes to
complete the balance movement under the condition of the
same knee support, which is very difficult for the basketball
players with high average height.+e average score of the third
test is 2.86 higher than that of the first test, and the total score of
the three tests shows a very significant difference (P< 0.01),
which indicates that the formulation and implementation of
the plan for the athletes’ action mode and prerehabilitation
training are successful.

4.3. Impact ofArtificial IntelligenceTechnology. +e results of
the core group endurance test for adolescents are shown in
Figure 8. +e average duration of the whole team’s plate
support is 103 s, and the duration of the back bridge is
108.14 s. Compared with the two events, the duration of the
back bridge is shorter. +is is because the force environment
of the back bridge is obviously better than that of the plate
support no matter from the force arm or the strength of the
active muscle. +eoretically, there should be a large gap
between the maximum duration of the two movements.
+rough training, the gluteal muscle activation was higher,
and the ability of back bridge was also greatly improved.
+ere was a very significant difference between the results of
the first back bridge test and that of the first back bridge test
(P< 0.01). In basketball, the completion of technical action
is mostly in the form of explosive force, so the explosive force
directly affects the technical effect of athletes. Especially for
young athletes, under the premise of lack of muscle and
absolute strength, giving priority to the development of
explosive force is the key to this stage of training.

+e growth and development of adolescents are char-
acterized by persistence and stages. Body shape and motor
function are the two dimensions of physical fitness. +e
characteristics of adolescents aged 13 to 15 are the basis for

the construction of physical training content. +e physical
activity characteristics of children, adolescents, and adults
are also reflected in these two aspects. For example, the
height and weight of training equipment should be reduced
for teenagers before their height suddenly increases, so as to
adapt to the adaptability of their training. +e sensitivity of
different types of strength quality of adolescents is shown in
Figure 9. +rough the results, we can see that, in the process
of describing each strength, its weight and proportion are
also different. In this way, in the process of evaluation, we
can classify and analyze different strength elements and
qualities according to different types, which is also helpful
for us to grasp the core index connotation in the training
process, and avoid blindness and ineffectiveness in training.

+e experimental results of the pedometer method are
shown in Table 5. It can be seen from the table that even though
the proposedmethod does not always perform the best for each
walking activity considered, its accuracy is close to the optimal,
with an average accuracy of 95.74%, which is at least 3.81%
higher than the commonly used algorithm, which is at least
3.39% higher than the comparative step-counting software.
From themaximum andminimum values, it can be known that
the accuracy of this method is in the range of 77.97%–100%.
Compared with other methods and step-counting software in
the table, the difference between the maximum and minimum
value of this method is the smallest, which indicates that the
performance of FG method is relatively stable. +is method is
less affected by personal factors, and there is no case that the
step-counting method has a high accuracy rate for one vol-
unteer, but the other is very poor. +rough observation, it can
be found that, for RBF neural network, the more the number of
hidden layer nodes, the higher the prediction accuracy. For the
four models with hard ridge penalty, when the number of
hidden layer nodes is reduced from 50 to 16, they also have the
highest prediction accuracy; that is, the optimal hidden layer
node is 16.

5. Conclusions

+is article first selects NFS files and CEPH files as the object
of the system performance test, selects the distributed file
system as the basic storage, selects the CEPH file system as
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the storage medium, and selects files based on the network
layer. +e traditional analysis method based on correlation
coefficient can no longer deal with the relationship between
dependent variables and multiple groups of independent
variables, but the data mining algorithm can find the in-
dependent variables with strong correlation with the de-
pendent variables from the massive data, so as to take them
as the input set of the model.

Pedometers can not only play a certain medical role in
aging and obesity patients, but also are increasingly used in
people’s daily exercise and fitness. It is accepted by the public
and pays attention to the health of today’s fast social life. It
will be beneficial to the improvement of the overall health of
the society and the development of pedometer design. +e
step-counting method uses peak detection method to obtain
the fusion result of step-counting by taking different weights
for different and quality data.

+rough actual measurement and evaluation, the data
shows that the pedometer designed in this paper has a
step accuracy of 95%, stable performance, and strong
anti-interference ability. Different from other mobile
phone step-counting algorithms that only use accelera-
tion sensor data, this paper combines acceleration and
distance sensor data to realize step-counting, using ac-
celeration sensor data for gait feature analysis, using
distance sensor data to determine the location of the
mobile phone, and improving the accuracy of human
hand-held mobile phone step-counting, especially when
walking without swinging arms.
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In recent years, with the continuous innovation of the Internet of ,ings technology, the image processing technology in the
Internet of,ings technology has become more and more mature. Automated pig raising will become the mainstream pig raising
technology, making the research of image processing technology in the intelligent pig breeding face a change. It has become more
and more important. ,e traditional pig raising model cannot provide a suitable growth and development environment for the
pigs. ,e pigs are disturbed by diseases and environmental discomforts during the growth process, which increases the mortality
of the pig breeding process and cannot provide consumers with a guarantee. In order to solve the problem of unfavorable factors
during the growth of live pigs, this article uses image processing technology to analyze data through images obtained through
automated monitoring and management, uses the system to conduct intelligent, digitized, and standardized management of pig
breeding data, and reports to the corresponding. ,e control module issues instructions to improve the corresponding envi-
ronmental information and realize the intelligent management of pig breeding. ,is article will use image processing technology
to monitor the growth of pigs in intelligent pig breeding. Studies have shown that the use of image processing technology to realize
the intelligent management of pig breeding can help pig farms to carry out manual management to improve production efficiency
andmanagement efficiency.,emanagementmode of the pig industry has changed from fuzzy to refined.,e breeding cost of pig
farms and a lot of manpower and material resources should be reduced, reducing the probability of pigs getting sick and the
impact of the environment, reducing the mortality of pigs, improving their economic benefits, and providing consumers with a
strong guarantee.

1. Introduction

tWith the continuous advancement of science and tech-
nology, intelligent breeding will become the main method of
pig raising innovation. Strong productivity is the basic way
of national economic growth, using the latest scientific and
technological means and scientific methods to increase
production, achieve the purpose of improving production
efficiency, and effectively ensure people’s daily demand for
pork. Pork is the main meat product in China. As the
number of pigs raised continues to increase, a lot of man-
power and material resources need to be spent to ensure the
living environment of the pigs and the prevention and
control of diseases. At this time, the way of intelligent pig
breeding should be timely. As a result, compared with

traditional breeding methods, intelligent breeding greatly
reduces the risk of breeding.

With the development of computers and the develop-
ment of intelligent control theory, control and management
automation technology continues to improve, and it has
been developed rapidly in the world [1]. At present, the
indoor facilities of modern foreign farms have developed to a
relatively complete level, and some standards have been set.
Augspurger et al. and others invented the fully automatic
breeding pig production performance measurement system
FIFR, whichmeasures the weight and diet of sows and selects
ideal breeding pigs from it [2]. Wu et al. proposed that the
information of sows can be used for scientific feeding of sows
at each stage of feeding and at the same time for estrus
detection, as well as individual sows for different breeding
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conditions and litter [3]. Jiao et al. proposed that the
characteristics of pig farm environmental monitoring and
management are to maintain the pig farm environment and
regulate the temperature, humidity, and air condition of the
pig farm [4].

China’s research on smart pig breeding is relatively late.
At present, there is still a certain gap between China’s
technological level and the ability to adjust the self-devel-
oped measurement and control system and developed
countries. ,e research on my country’s overall environ-
mental measurement and control technology has just begun,
and some domestic experts and researchers have also de-
veloped some equipment and management systems.
Izmailov proposed that the traceability of pigs should be
converted from the traceability of central farm information
to the traceability of decentralized breeding information,
thereby expanding the scope of the traceability system [5].
Njock et al. proposed that, through the wireless network
transmission in the data center, users can use their sur-
rounding computers or mobile terminals to remotely
manage the data center [6], so that the breeding environ-
ment information of poultry can be monitored in real time,
and the breeding environment can be optimized according
to the monitoring data [7].

In order to solve the problems of pig growth environ-
ment, health, diet, and other aspects, this paper uses image
processing technology to obtain data such as pig growth
environment and then judges through the system and then
sends instructions to the corresponding control module to
take corresponding measures. For example, the pig house is
too dirty, and the system calls the cleaning pig house module
to improve the pig house environment. In this paper, the
establishment method of comparative reference method is
used to establish an experimental group and a control group
with 10 cubs in each group. ,e experimental group adopts
intelligent breeding and the control group adopts the most
primitive breeding method. ,e results showed that the
weight gain of pigs in the experimental group was signifi-
cantly faster than that of the control group, and the prob-
ability of infection was significantly lower than that of the
control group. ,e main contributions of this article are
comprehensive monitoring and management of pig
breeding, breeding, breeding, slaughter, and other links to
ensure consumer rights. Respond promptly, respond to
major epidemics in time, and provide effective guarantee for
the quality and safety of live pigs. Greatly reduce the labor
cost and workload of employees, and improve data collec-
tion efficiency and data accuracy.

2. Image Processing Technology Based on
Internet of Things in Intelligent Pig Breeding

2.1. Internet of*ings. ,e system of the Internet of,ings is
very complex. It includes various applications such as
electronics, communications, computers, and agronomy. By
using IoT technology for data collection and reception,
reliable transmission, intelligent processing, and automatic
control, various production and transmission links can be
established. Wait for the complete follow-up [8, 9].

However, if the network environment is different, its
communication protocol may not be fully compatible [10].
Traditional wireless networks include mobile networks and
LAN wireless networks. ,ese network communication
plans are aimed at point-to-point or multipoint-to-point
transmission and have higher communication goals and
measures.

2.1.1. IoT Architecture. ,e current IoT system model is not
universal and lacks a complete system structure. When
building an IoT system, you must consider network per-
formance, such as scalability, reusability, and security. It is
necessary to summarize the research results of the Internet
of,ings architecture and related theories and models of the
wireless network architecture model. ,e main basis for
designing and verifying the structure of the Internet of
,ings is still to simulate the actual scenarios of the Internet
of ,ings, which should be combined with the existing
examples of Internet of ,ings applications for summary
and improvement. Understand the development direction of
the Internet of,ings. Finally, for different types of terminal
equipment, it is necessary to consider related parameters,
application technologies, and related standard specifications
[11, 12], and a specific plan for the needs of users and the
implementation of their functions is required. According to
most research results at home and abroad, the Internet of
,ings system is divided into perception layer, network
layer, and application layer, as shown in Figure 1.

(1) Perception Layer. ,e perception layer is the lowest
structure of the Internet of ,ings. At the sensory level, a
large number of sensory nodes are distributed in the en-
vironment where the development of pigs and other areas
should be monitored. ,ey are used for data collection, such
as temperature and humidity, light intensity, and CO2
concentration. At the same time, it analyzes, processes, and
automatically manages the nodes and sends the sent data to
the heterogeneous network [13, 14]. Most of the information
changes in the environment are continuous and simulated;
although the information on the network is completely
different, different types of sensor devices are required to
process the types of information obtained [15]. In order to be
able to locate and retrieve information, provide strong
support for production and guidance [16].

(2) Transport Layer. ,e IoT layer acts as a bridge between the
perception level and the application level. ,e relevant in-
formation collected from the perception level is wirelessly
transmitted to the terminal device. Commonly used
are IEEE802.3-based Ethernet transmission technology,
IEEE802.11-based WiFi transmission technology,
IEEE802.15.1x Foundation-based Bluetooth transmission
technology, IEEE802.15.4-based ZigBee transmission tech-
nology, 6Lan multitransmission technology and 6Low trans-
mission technology mobile Transmission technology, such as
GSM, GPRS, and 3G technology, based on IEEE802.16, andMi
MAX transmission technology. Both 802.3-based Ethernet and
802.11-based wifi are IP-based network communication
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protocols, and 802.3-based Ethernet is the most widely used
communication technology and multilayer structure in the IP
protocol architecture. It can be achieved through other com-
munication protocols and can also be applied to the Internet of
,ings architecture [17, 18].

(3) Application Layer. Process the data transmitted by the
network layer and send the results obtained after algorithm
analysis to different systems [19], which facilitates the op-
eration and use of end users, including production, man-
agement, and maintenance. Business activities, such as raw
pork monitoring, production pork processing, traceability
management, logistics management, disease detection, and
other systems will increase raw pork production and reduce
production costs.

2.2. Image Processing Technology

2.2.1. Digital Image Processing Technology. ,e displacement
measurement method based on digital image processing is a
noncontact displacement trackingmethod, and its cost is lower
than the displacement meter, GPS, electronic total station, and
laser interferometer [20]. ,e existing displacement tracking
methods based on digital image processing are mainly divided
into two categories, namely, digital image correlation methods
and specific target tracking methods.

(1) Digital Image Correlation. ,e digital image correlation
method, also known as the digital position correlation method,
is an importantmethod formonitoring distortion in the field of
digital image processing. ,e basic principle is to take point
images before and after the structure is deformed and divide
the point images before the deformation into smaller subre-
gions.When the subarea is small, each subarea can be regarded
as rigidmotion. Next, for each subregion, by selecting a specific
correlation function for calculation, find the region in the
distorted image with the highest correlation coefficient with the
subregion and treat it as the new position of the subregion after
deformation, and then perform shift. ,e number of partitions
can be achieved [21, 22]. If you need to calculate the dis-
placement of the entire field, you can calculate the correlation
of all subregions. ,e performance of the correlation function
will directly affect the search accuracy and calculation speed of
the digital image correlation method:
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where f() and g(), respectively, represent the gray value of
each pixel position before and after distortion, and fm, gm,
Δf, and Δg are concepts and mathematical formulas:
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(2)

,e advantages of the digital image correlation method
are the algorithm is simple and easy to implement, the field
of view is wide, the noncontact distortion tracking method is
adopted, and the tracking accuracy is high.

,e disadvantage of the digital image correlationmethod
is the essence of the method is to perform a large number of
iterative calculations, and the calculation complexity is very
high, especially when the image pixels are large, and the
image correlation calculation amount will be abnormally
large and cannot meet the requirements of tracking speed.

(2) Specific Target Tracking. As the name suggests, target
tracking is to locate a specific target in each frame of an
image to create a target trajectory. Place the calibration
board on the target to be measured to compensate for the
offset. After sampling the displacement of the calibration
plate with a digital camera, you can know the displacement
at this time. ,is is the method of tracking displacement
through target tracking [23, 24].

Compared with digital imaging technology, this target
tracking technology is more suitable for tracking structure
migration.,e current weakness of this technology is mainly
reflected in the unreasonable setting of monitoring targets.
Some researchers use lasers and other light sources as
monitoring targets [25], which not only has high require-
ments for the monitoring environment but also has a greater
impact on the environment.

2.2.2. Analog Image Processing. Analog image processing
includes optical lens processing, photography, and TV
production, which are all real-time processing. Its processing
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Figure 1: Internet of ,ings system composition diagram.
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speed is fast and can work in parallel. In theory, the speed of
analog image processing can reach the speed of light. ,e
disadvantages are low precision, control flexibility, almost
no crisis function, and nonlinear processing function
[26, 27].

2.3. Artificial Intelligence. Relying on deep learning and big
data, the development of artificial intelligence has entered a
new era. ,e reason why the achievements of artificial in-
telligence are “panicked” is that they have trained their own
experience models through a large amount of sample data
research and completed further in-depth learning of self-
play and self-communication on this basis. In order to train
himself to obtain more precise reaction and processing
capabilities, he reached a higher level of evolutionary system
upgrade [28].

2.3.1. Main Characteristics of Artificial Intelligence. It is
people-oriented, serving the people. Artificial intelligence is
actually a system based on computer hardware and pro-
grams written by humans and works according to specific
logic and algorithms [29]. Artificial intelligence is designed
and manufactured by humans and must serve humans.

According to human design, it can recognize the envi-
ronment and produce corresponding emergency behaviors
and can interact with people. ,e design of an artificial
intelligence system must be able to perceive, perceive, smell,
touch, and test the five human touch senses through lan-
guage, words, expressions, and actions.

It has adaptability, learning ability, evolutionary repe-
tition, and connection expansion. Artificial intelligence
systems must have the ability to adapt to the environment
and the ability to learn independently. It has the ability to
adjust corresponding parameters, data, and tasks in real time
according to environmental changes.

2.3.2. Existing Artificial Intelligence Technology. ,e main
research technologies of artificial intelligence are expert
systems, natural language understanding, machine learning,
distributed artificial intelligence, machine learning, and
pattern recognition. In recent years, the rapid development
of computer hardware technology has led to a significant
increase in computer performance. ,e global popularity of
the Internet has provided large databases of big data tech-
nology and deep learning technology, which has led to the
further development of two technologies. Artificial intelli-
gence happened. It has rapid development and is widely used
in family life, medicine and health, transportation, and other
fields; various industries are actively exploring how to use
artificial intelligence technology to solve industry problems,
and education is no exception [30].

2.4. Intelligent Breeding. ,e system mainly collects basic
information about pigs in the pig industry. Complete the
identification of individual piglets in the herd, and obtain
accurate information about individual piglets and relevant

data about the piglet’s diet, including the number of ear tags,
feeding frequency, and feeding speed.

In the decision analysis part, the feed intake curve and
the pig growth model curve are drawn based on the basic
information collected from the pigs. ,e system determines
the feed intake of piglets, the type of feed consumed, and the
proportion of each category according to the model curve.
Control the growth curve of piglets more scientifically
[31, 32]. ,e automatic decision-making system of live pigs
will automatically identify the piglets they may need to eat,
feed them automatically, and urge breeders to take the next
step and take the next step.

,e pig raising monitor and control unit monitors the
pig raising environment in detail and creates a false alarm
mechanism. ,e piglets that may be suffering from diseases
can be controlled in time, which will benefit the growth and
development of other piglets. ,rough this mechanism, the
traditional method of capturing Chinese captives can be
changed, and the semirandom method of piglets can be
completed through the integrated monitoring system. ,is
can not only improve the quality of young pork but also
control the living environment of melon young [33]. ,is
will also help us to improve the efficiency of pig raising more
effectively. At the same time, real-time monitoring of the
environment of the pig farm can provide a good growth
environment for the growth and development of piglets.

2.5. Information Management. Information management
must reflect the progress and dynamics of the project in the
fastest and most flexible way,and record the occurrences and
problems in a timely manner. Information is only effective
when it is delivered to people who need it and have a strong
topicality. ,erefore, it is necessary to provide useful in-
formation to relevant departments and personnel in the
fastest and most effective way, which becomes the basis for
decision-making, management, and control. In order to
ensure the accuracy of the information, the original infor-
mation must be reliable [34]. Only reliable original infor-
mation can process accurate information. When collecting
and sorting out original data, information workers must
adopt an attitude of seeking truth from facts, transcending
subjective arbitrariness, and carefully verifying the original
data so that it can accurately reflect the true situation. In this
research, images are collected by monitoring equipment,
transmitted to the system, and then processed from the
system communication database, and then the corre-
sponding control units are instructed to change their re-
spective living environments.

Database management technology is used to manage
animal information in a specific environment. In actual
production, information system management can be com-
pleted by analyzing data and formulating a logical pro-
duction plan [35]. In the process of raising pigs, it is
important to preserve better feed and pollution, feed pigs
automatically, save manpower and material resources, and
use individual differences to manage the galaxy. At the same
time, the production data of each group of animals and
poultry used to select seeds can be recorded and stored. In
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the past, American researchers created the FeedLogic system
to feed and produce pigs. ,e system can monitor the
production status of pigs, dynamically adjust the feed supply
of pigs, and use remote computers to control the feeding of
pigs, thereby improving the feed conversion efficiency and
nutritional level [36].

3. Experimental Research on Image Processing
Technology Based on Internet of Things in
Intelligent Pig Breeding

3.1. Test Subject. ,is study mainly selected X pig farms, two
pig houses with similar environments, and 20 healthy piglets
of the same breed into two groups.,ey are the experimental
group and the control group.,e experimental group adopts
advanced intelligent breeding technology, and the control
group adopts original artificial breeding technology. ,e
weight and health status of pigs are collected every 3 days for
later data comparison and analysis. Among them, the ex-
perimental group needs to check the monitoring equipment,
feeding equipment, and sprinkler equipment, regularly to
prevent equipment damage from affecting the experimental
results, and tries to ensure the survival of the piglets as much
as possible.,e control group arranges staff to raise regularly
and clean regularly. To ensure the validity of the data and the
accuracy and reliability of the experiment, the live pig is the
main source of the data. ,rough this experiment, you can
explore the advantages and disadvantages of intelligent
farming over artificial farming, and you can also see what
role image recognition technology plays in intelligent
farming.

3.2. RBPMF-EPCAAlgorithm Experiment. In order to verify
the robustness of the RBPMF-EPCA algorithm under dif-
ferent attack strengths and different attack types, the ex-
periment selected the filling scale 3% and 5% and the attack
scale 1%, 2%, 5%, 8%, 10%, and 15%; the attack type is
average attack, random attack, and fuzzy attack as the attack
overview. In order to verify the robustness of the algorithm,
make the experiment more convincing and better explain
the effect of the experiment; this paper chooses three more
classic robust recommendation algorithms as the compar-
ison experiment, as follows MMF: based on M estimation
matrix factorization algorithm, LTSMF: matrix factorization
algorithm based on minimum truncated squares, and
VarSelect SVD: robust collaborative recommendation al-
gorithm. Good recommendation accuracy has always been
the primary goal pursued by the recommendation system.
,is article will first analyze and compare the recommen-
dation accuracy of each algorithm.,is paper chooses RMSE
as the index to evaluate the accuracy of the recommendation
system.

3.3. Experimental Data Collection. In the intelligent pig
breeding system, the basic information of pigs from
slaughter to slaughter to slaughter is stored, relevant data are
grouped according to user needs, and relevant query, data
entry, and modification interfaces are provided according to

the logical structure of the system. ,is article uses Mysql
database technology, and the following are the advantages
and functions of Mysql database:

(1) Mysql database is an open-source relational data
management system.When transaction processing is
not required, Mysql is the best choice for informa-
tion management.

(2) ,ere is no limit to the number of people accessing
the database at the same time.

(3) High security, providing users with multiple au-
thentication methods to connect to the data system,
while providing encryption procedures. Users can
encrypt data files without modifying the host de-
velopment program to meet basic data security
requirements.

(4) Compared with other databases, the amount of
database information that can be stored is more, and
the maximum amount of information that can be
stored can reach 50 million.

(5) It has good running speed and is currently the fastest
database system on the market.

(6) Good portability, simple, and effective user power
adjustment.

(7) Compared with other large databases, debugging,
management, and optimization are relatively simple.
Because the design of Mysql database is consistent
with the design of Pig management system database,
this system chooses Mysql database as the devel-
opment of Pig information management database.

3.4. Gather Data. During the experiment, data were col-
lected regularly on the weight of all pigs in the experimental
group and the control group, the environment of the pig
house, and the health of the pigs every 3 days. Table 1 is a
comparison of the 27-day average weight of pigs in the
experimental group and the control group (health and
environment: 1 means good and 0 means bad).

In this way, we have a more intuitive, comprehensive,
and in-depth understanding of the status quo of all aspects of
intelligent farming, combined with relevant literature and
information, and put forward some targeted related sug-
gestions and countermeasures based on the actual situation.

4. Research and Analysis of Image Processing
Technology Based on Internet of Things in
Intelligent Pig Breeding

4.1. Analysis Based on the Average Weight Gain of Pigs in 27
Days. ,e contrast and positioning accuracy of the image
are enhanced, and the difficulty of image processing is re-
duced. ,e method of extracting the S value from the HSL
model is used to realize the image gray-scale processing. ,e
image is divided into blocks to detect the feature points, and
the threshold is automatically selected in each block. ,e
obtained feature point area is controllable, the number is
controllable, and the overall distribution is uniform. Collect
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data on the body weight of pigs every 3 days and find the
average value, as shown in Figure 2.

It can be seen intuitively from Figure 2 that the ex-
perimental group grew from 39.8 kg through the intel-
ligent pig image processing system to 64.7 kg, and the
control group grew from 40.1 kg through the traditional
artificial breeding method to 59.7 kg, which can be seen
intuitively ,e growth rate of the experimental group was
significantly better than that of the control group. ,e
image processing technology based on the Internet of
,ings has achieved certain success in the research of
intelligent pig breeding. It can also be seen that the
growth of pigs raised by intelligent breeding technology is
significantly better than artificial breeding. With the
increasing maturity of technology, the intelligent pig
image processing system can greatly reduce labor costs
and personnel workload and improve data collection
efficiency and data accuracy.

4.2. Analysis of the Impact of Live Pig’s Living Environment on
Health. In the analysis and design of the intelligent pig
raising management system, we have learned a lot of im-
portant information through interviews with pig farmers. By
systematically analyzing and judging the information pro-
vided by pig farmers, we have come to the main require-
ments and main design points of the system.

Plot the relationship between health and living en-
vironment data collected in 27 days, as shown in Figure 3.
It can be objectively seen that health and living envi-
ronment are closely related. When the living environ-
ment declines, live pigs gradually become infected with
diseases. It can be concluded that intelligent breeding can
greatly reduce the probability of pigs being infected with
diseases.

4.3. Analysis Based on the Accuracy of the Information
Obtained by Image Recognition

4.3.1. Image Recognition Technology for Accuracy Analysis of
Feed Information. ,e monitoring equipment of the ex-
perimental group collects the information about insufficient
feed and sends it to the system.,e system calls the database
gallery to judge the insufficient feed and calls the feeding
function. Here, we analyze the accuracy of image recognition
technology. Since there will be workers checking the feeding
equipment on a regular basis, here is a random sample of one
day, and the feeding equipment is checked every two hours
to obtain a data plot, as shown in Figure 4.

,e system performs database comparison, and the
image recognition technology has an accuracy of 95% for
feed information. As long as the feed is bottomed out and
the monitoring equipment collects the data, the system
compares the data, that is, calls the feeding function.
,ere is no need to worry about the feed. Pigs will
naturally eat when they are hungry. ,e remaining de-
viation is caused by imperfect data collected by the
monitoring system. ,is aspect is also an area that can be
improved. For example, the data collected by two
monitoring devices are used for double judgment.

4.3.2. Image Recognition Technology for Accuracy Analysis of
Living Environment Information. ,e monitoring equip-
ment of the experimental group collected information on
the presence or absence of pig excrement on the ground
and passed it into the system. ,e system called the
database library to judge whether there was any pig
excrement and called the cleaning function. Here, we
analyze the accuracy of image recognition technology. As
the experimental group will have workers regularly check
the cleanliness of the pig house floor, here is a random
sampling of one day, every two hours to check the
cleanliness of the pig house floor and at the same time
compare the plot with the control group (cleanliness
score 1–10: 0 is the best and 10 is the worst), as shown in
Figure 5.

,e system performs database comparisons, and the
accuracy of image recognition technology for living envi-
ronment information has reached 99%. As long as there is
excrement monitoring equipment on the ground of the pig
house to collect data, the system compares the data and calls
the cleaning function. It can be seen that the image rec-
ognition technology has reached a high standard for the
accuracy of living environment information and can basi-
cally ensure the cleanliness of the pig house.

4.3.3. Analysis of Experimental Group and Control Group.
We collect and draw data on the manpower, material re-
sources, and cost issues of the experimental group and the
control group, as shown in Table 2.

It can be seen from Table 2 that the experimental
group spends less manpower and material resources, but
it needs to spend a lot of money to install monitoring
equipment and systems and this is a once-and-for-all
method, just pay attention to regular maintenance, and
the control group spends more manpower and material
resources. ,e cost is not much. In terms of the benefits

Table 1: Basic information and environmental information sheet for pigs.

Time 10.8 10.11 10.14 10.17 10.20 10.23 10.26 10.29 11.1 11.4

Test group
Weight 39.8 42.5 45.3 48.1 50.8 53.6 56.3 59 61.8 64.7
Health 1 1 1 1 1 1 1 1 1 1

Surroundings 1 1 1 1 1 1 1 1 1 1

Control group
Weight 40.1 42.3 44.4 46.7 48.9 51.1 53.3 55.4 57.6 59.7
Health 1 1 1 1 0 0 1 1 1 1

Surroundings 1 1 1 0 0 1 1 1 1 1
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obtained, the experimental group is higher than the
control group. At the same time, as far as China’s current
development concept is concerned, it is necessary to take
a long-term perspective. On the one hand, the traditional
pig raising model cannot provide a suitable growth and
development environment for the pigs, which are

disturbed by diseases and environmental discomforts
during the growth process, which increases the mortality
of the pig breeding process, and there is no valid pig
resume record for each pig. ,is also illustrates the im-
portant role of image processing technology in intelligent
pig breeding from the side.
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Figure 2: ,e weight of pigs in the experimental group and the control group changing over time.
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Figure 3: Relationship between health and living environment.
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5. Conclusions

,epig raising environment has a vital influence on the growth
and development of pigs. ,e pig farm has been collected and
adapted to the environment to achieve the best pig raising
environment and improve animal welfare. At the same time,
the basic conditions for live pigs from slaughter and feed
vaccine entry and exit to exit are calculated and converted into
electronic files to provide data support for pork safety and
report healthy pig breeds. According to the actual needs of the
pig farm, a high-definition network camera was selected to
monitor the living conditions of the pigs in the pig farm, and an
online monitoring platform was created so that the admin-
istrator can check the situation of the pig farm at any time.,e
growth of pigs raised through intelligent breeding technology is
significantly better than artificial breeding. As the technology
matures, the intelligent pig image processing system can greatly
reduce labor costs and personnel workload and improve data
collection efficiency and data accuracy.

,e design is only based on the preliminary exploration
of the intelligent pig breeding management system. Al-
though some results have been achieved, there is still a big
gap between the goals of fully intelligent replication. With
the development of environmental information nodes for
pig farms and breeding pigs, the general humidity should be
relatively high and node humidity should be increased to
improve the stability and lifespan of the nodes. In the
complex environment of pig farms, other environments
need to be studied and more accurate environmental in-
formation parameters are needed to raise pigs. ,is article is
just a simple statistic about the total number and con-
sumption of pigs. It can also be used for each pig. It can
measure the daily consumption of pigs so that big data
analysis can be used to simulate the daily consumption of
pigs, achieve more precise catering goals, and improve
economic efficiency.

,is article uses image recognition technology to study
the role of intelligent breeding and closely monitor and
manage pig reproduction, reproduction, reproduction, and
slaughter. ,rough this system, relevant production com-
panies and health management departments can track the
source and production process of live pigs to determine the
purchase process and the development process of live pigs.
At the same time, the system provides comprehensive and
relevant data and information from breeding pigs to
slaughter pigs, thereby improving worker management and
consumer confidence, providing rapid response and timely
treatment of major epidemics, and providing quality and
quality an effective guarantee. Safe pig raising: improving pig
breeding information and quality not only improves the
efficiency of the intelligent management system but also
contributes to the formation of animal husbandry
information.
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,e rapid development of artificial intelligence technology makes it widely used in various fields. In order to more scientifically
assist teenagers in physical training, this paper develops a set of teenagers’ physical training system based on artificial intelligence
technology. Firstly, the experimental platform is built, and the sensor nodes are connected with the test host through the serial port
to collect data to the experimental platform. ,e system consists of target detection module, data analysis module, and human
posture estimation module. ,e background modeling method based on vibe model is used to form the target detection module,
and the canny edge detection algorithm is used to form the data analysis module. Finally, the posture auxiliary index is established
to estimate the human posture.,is paper makes a systematic application test on a youth sports team.,e experimental group was
trained with artificial intelligence-based physical training system, while the control group was trained with traditional training
methods. Before the experiment, the physical fitness of the two groups of subjects were evaluated, including standing long jump,
50 meters sprint, 30 s single swing rope skipping, pull-up, and squat 1RM. After 3 and 6 weeks of training, the physical fitness was
evaluated again. ,e experimental results show that the intelligent assistant system established in this paper can accurately show
that the physiological load of the athlete is in line with the law of physiological function change. After six weeks of training, the
standing long jump of the experimental group has been improved by 20.97 cm, the 50 meters dash has been accelerated by 1.21 s,
the 30 second single swing rope has been increased by 13.76, the pull-up has been increased by 1.41, and the squat 1RM has been
increased by 15.16. ,is shows that the auxiliary training system based on artificial intelligence can help young athletes improve
their physical quality and enhance their sports skills.

1. Introduction

1.1. Background Significance. Although China’s sports in-
dustry has been more rapid development, the athletes’
physical training is always not satisfactory. Improper
physical training methods and schemes will not only lead to
the training to not reach the expected effect and athletes not
able to play their true level in the competition but also may
cause harm to the athletes’ body [1]. Especially, for the
athletes in their youth, their physical functions and skills are
in the stage of development [2]. A scientific physical training
system will undoubtedly provide solutions to these prob-
lems. In this paper, based on artificial intelligence tech-
nology, the construction of intelligent physical assistant

training system is of great significance to strengthen the
effect of physical training for teenagers.

1.2. RelatedWork. Physical training has become an integral
part of the European education system because it brings
knowledge and insights centered on the principles and
concepts of learning skills in the 21st century. Roliak A O
analyzed the structure, content, and goal of basic sports in
Danish professional teacher training system [3]. Taking
mountaineering training as an example, Chen h introduced
the development and design of virtual reality technology in
sports training courses [4]. First, he described the overall
design of the mountaineering training system based on
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virtual reality technology and then introduced the imple-
mentation process of each part. On this basis, he put forward
the autonomous learning training mode of the system and,
finally, carried out the control experiment to verify the ef-
fectiveness of the system.

With the development of computer technology, artificial
intelligence technology is widely used in the evaluation
system. Decision support system is a computer-based in-
formation system. ,e development of sports evaluation
decision system can provide scientific support for sports
training. Xie puts forward a method to optimize the analysis
of physical education teaching evaluation system and the
design of intelligent evaluation system. ,e system has
multiple teaching management modules, which can realize
dynamic physical education evaluation and reasonably ar-
range students’ daily training plan [5]. ,e traditional
training system based on case teaching is to carry out
strength training for aerobics special movements according
to the analysis of previous competitions and training cases.
,e training results cannot be evaluated intelligently and
accurately, and the performance of dynamic analysis is poor.
In view of this problem, Jia designed the core training system
of aerobics special strength quality based on artificial in-
telligence to realize the intelligent training of aerobics special
strength quality [6]. ,rough the research of fuzzy normal
form system, the intelligent functions of optimization and
decision-making of intelligent fuzzy network are realized.
He uses FIR filter to deal with the phase distortion in the
process of signal transmission and realizes the information
management of trainees and statistical query of training
results through the information management module. His
research provides a technical reference for the construction
of the experimental platform in this paper.

1.3. Innovative Points in(is Paper. In order to improve the
quality of physical assistive training for teenagers and cul-
tivate higher quality young athletes for Chinese sports, this
paper studies the physical assistive training system for
teenagers based on artificial intelligence technology. ,e
innovations of this paper are as follows: (1) the experimental
platform is successfully built. ,e sensor nodes are con-
nected with the test host through the serial port, and the data
can be transmitted to the experimental platform after col-
lecting. (2) ,e function template of the designed intelligent
system includes three modules: target detection module,
data analysis module, and human posture estimation
module. (3) ,rough the comparison of training experi-
mental data, the intelligent auxiliary training system con-
structed in this paper can improve the physical quality level
of young athletes and help them improve their sports skills.

2. Artificial Intelligence Technology and
AuxiliaryTrainingMethodofPhysicalFitness

2.1. Motion Recognition Algorithm

2.1.1. Bone Data Filtering. ,e basic data of motion rec-
ognition is the joint data provided by the bone tracking

system, but most of the joint data returned by the bone
tracking system will have some noise. So, it is necessary to
denoise and filter the data. Bone data belongs to time series
data, there will be a certain time interval between each frame
data, and the joint position data will have a jump change [7].
,ere will be noise and peak tip in time series, so the filtering
method is needed to smooth the data.

,e data filter of joint position can eliminate unneces-
sary noise and jitter, obtain smooth and accurate joint
position data, and avoid the phenomenon of data delay. If
the difference between the input data and the output data of
the filter is less than the threshold, the filtered output is
equivalent to the input [8]. Otherwise, the output change will
be limited. ,e jitter filter variant of exponential filter can be
used to suppress the input change, as shown in

Xn �
Xn, Xn − Xn−1


< z,

ϖXn +(1 − ϖ) Xn−1, Xn − Xn−1


≥ z,

⎧⎨

⎩ (1)

where z is the threshold. In addition, the median filter can
eliminate the peak, and the median can limit the change of
input, as shown in

Xn �
Xn, Xn − Xm


< z,

Xm, Xn − Xm


< z,

⎧⎨

⎩ (2)

where Xm is the median value of the last n input data. ,e
data filtered by jitter clearing can be processed by using
double exponential smoothing filter.,e double exponential
smoothing filter, as shown in (3) and (4), respectively,
corresponds to the trend of input data and the filtered
smoothing output:

Q: an � λ Xn − Xn−1  +(1 − λ)an−1, (3)

S: Xn � ηXn +(1 − η) Xn−1 + an−1 , (4)

where λ and η are parameters that control the weight of input
data. Bone data will become smoother after filtering peak tip
and noise, and the data will be more accurate in describing
bone features.

2.1.2. Finite State Machine Based on Bone Spatial Features.
In the past, the traditional analytic geometry method was
always used to calculate the angle of three-dimensional
space, but this method needs to consider the boundary
conditions, so the calculation is very complex. ,e space
vector rule does not need to consider the boundary con-
ditions, first maps the space coordinate system to the
conventional mathematical coordinate system, and uses the
vector method [9]. ,e coordinates of PQ two points are
(x, y, z) and (x′, y′, z′) respectively, so the transformation
of vector is shown in

PQ
��→

� (x′ − x, y′ − y, z′ − z). (5)

,e vectors between the joints of the human body can be
transformed in the above way. By calculating the angle
between the two vectors, the angle between the joints can be
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obtained. Using the space vector method, we can extract the
spatial features of bones and use them as the state de-
scription of creating the finite state machine, which can
achieve more accurate and complete motion recognition
[10].

,e function of FSM is to describe the state sequence of
the target in the period and the influence of external events
on the state sequence. ,e main characteristics of FSM are
the discreteness and finiteness of states, which are widely
used in modeling. ,e components of FSM include state,
transition, detector, and event [11]. When the transition
condition is satisfied, the state will change, and the detector
will detect the state transition condition in real time.

2.1.3. Dynamic TimeWarping. Based on the idea of dynamic
programming, dynamic time warping (DTW) measures the
similarity of two discrete time series to find the minimum
matching path [12]. ,e reference templates of two time
series are given as follows:

X � X(1), X(2)...X(i)...X(I){ }, (6)

Y � Y(1), Y(2)...Y(j)...Y(J) , (7)

where ij represents the timing label of the reference template
X and the timing label of the test template Y, respectively.
,e distance between the corresponding points of two se-
quences can be calculated by Euclidean distance, as shown in

d (a, b) � Xa − Yb( 
2
. (8)

Dynamic programming is based on the local optimal
path to achieve the global optimal path. ,e nth element of
regular path is defined as follows:

Wn � (i, j)n. (9)

Regular paths need to satisfy the constraints of boundary
conditions, monotonicity, and continuity. When the con-
straint conditions are satisfied, the path with the least cost of
regularization is selected, and the calculation is shown in

DTW � (X, Y) � min

�������


R
r�1 Wr



R

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (10)

According to the set R value, from the matching simi-
larity of the current node and the maximum similarity of the
direct cumulative similarity, the formula of the regular path
is as follows:

D ai, bj  � d[X(i), Y(j)]

+ min D ai, bj+1 , D ai+1, bj , D ai+1, bj+1  .

(11)

2.2. Human Pose Estimation Algorithm

2.2.1. Human Pose Estimation Based on Model. In the
model-based human pose estimationmethod, the joint tree or

other complex model of the human object is established first,
and then, the parameters of human activity are obtained to
realize the estimation of human pose.,e preparation stage of
model-based human pose estimation is to build a human
model based on prior knowledge, so as to effectively constrain
the feature change space, improve the computational effi-
ciency, and further narrow the search range of matching [13].
,e skeleton model is the simplest one in the human body
structure model. ,e joints are represented by points and the
bones are represented by line segments, as shown in Figure 1.

In the observation phase of model-based human pose
estimation, it is necessary to project the three-dimensional
human model to the image plane and then find the optimal
human pose parameters. Generally, image features such as
color, contour, and edge are used in the observation process.
,e prediction stage is to reduce the feasible and searching
space of attitude. Low-dimensional subspace is used to
represent the constraints in the process of human motion,
and various dimensionality reduction methods are used to
reduce the dimension of attitude vector.

,e accuracy of human pose estimation based on the
model is high, and it can also solve the problems of occlusion
and self-occlusion. However, the human pose parameters
need to be searched and matched in high-dimensional pose
space, so the optimization is slow and time-consuming.
Moreover, with the increase of search time, the noise and
error will increase, which may lead to the failure of attitude
estimation.

2.2.2. Model-Free Human Pose Estimation. Model-free
human pose estimation generally uses the mapping rela-
tionship between human features in image observation space
and human pose space to transform pose estimation
problem into pattern recognition problem [14]. ,ere are
two types of estimation methods: learning based and sample
based.

Learning-based human pose estimation method needs to
use a large number of training samples to test the linear
regression model, which is based on the learning of big data
samples. It has the advantages of no specific initialization
operation, low storage cost, and high execution efficiency.
However, the results are easily affected by the size of training
samples, resulting in bias [15]. It is difficult to build a
multidimensional feature model, and it takes a long time to
adjust the parameters.

,e human pose estimation method based on matching
firstly extracts the corresponding features in the image and
then compares themwith the features in the sample template
library. ,erefore, to use this method, we must first obtain a
large number of known human posture training samples to
establish the sample template library. It is difficult to build
sample template library, and this method is only suitable for
the pose in sample set. If it is a relatively complex motion, it
is easy to produce deviation.

2.2.3. Human Pose Estimation Based on Contour Edge
Features. Canny edge detection algorithm is generally used
to extract human contour edge [16]. Firstly, the Gaussian
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filter is used to smooth the image and suppress the noise.
Gaussian filtering can be realized by one-dimensional
Gaussian kernel function and two-dimensional Gaussian
kernel function, as shown in formulas (12) and (13),
respectively:

K �
1
���
2π

√
σ

n
(x∗x/2σ∗σ)

, (12)

K �
1

���
2π

√
σ ∗ σ

n
(x∗x+y∗y/2σ∗σ)

. (13)

,e matrix of partial derivatives of image in x andy

directions is calculated by first-order partial derivative
difference. ,e expression of gray value gradient of image is
shown in

J1 �
−1 −1

1 1




, J2 �

1 −1

1 −1




, (14)

ϕ1(a, b) � f(a, b)∗ J1(x, y), (15)

ϕ2(a, b) � f(a, b)∗ J2(x, y), (16)

ϕ (a, b) �

����������������

ϕ21 (a, b) + ϕ22 (a, b)



, (17)

θϕ � tan− 1ϕ2(a, b)

ϕ1(a, b)
, (18)

where J1 and J2 represent convolution operator and ϕ and θ
represent amplitude and direction of edge gradient,
respectively.

According to the global gradient alone cannot accurately
locate the edge position, so it is necessary to suppress the
gradient amplitude to highlight the edge. At the same time,
the double threshold method can be used to reduce the
number of false edges. Double threshold needs to select high
threshold and low threshold to get different threshold im-
ages [17]. After obtaining the contour edge, it is further
processed to obtain the corresponding human joint data.

Joint points of the head and foot are extracted by horizontal
line scanning algorithm, joint points of the knee, hip, neck,
and chest are extracted by length proportion constraint, and
joint points of the hand, elbow, and shoulder are extracted
by vertical scanning algorithm [18, 19].

2.3. Digital-Assisted Physical Training

2.3.1. Content System of Physical Training. Physical training
is a systematic project with certain structural characteristics
and process. A complete physical training content structure
system needs to integrate isolated elements and follow a
reasonable training process. ,e internal structure of
physical training includes body shape, body function, sports
quality, and health level [20].

,e process of physical training generally consists of five
steps: test, evaluation, target determination, plan making,
and plan implementation [21]. Generally speaking, the goal
of physical training is to improve competitive ability and
obtain excellent results. In the guidance stage, we need to
divide the training time and the specific tasks of each section
to ensure that the athletes present the best competitive state
in the competition. ,erefore, it is necessary to arrange the
periodic training reasonably in the guidance stage. In the
implementation stage, we should determine the specific
training methods and consider the athletes’ load and fatigue
recovery degree. Training methods should be combined with
sports characteristics, personal ability, and external condi-
tions. ,e load is generally measured by the percentage of
the maximum load of an individual. Fatigue recovery plays
an important role in the prevention of injury and physical
maintenance. ,e control stage is an accurate and com-
prehensive evaluation of the whole training process, in-
cluding goals and implementation, which is conducive to
timely understanding of athletes.

2.3.2. Scientific Physical Training System. Functional train-
ing theory, periodic training theory, systematic training
theory, and plate structure theory are the theoretical basis of
scientific physical training. Functional training theory em-
phasizes the frequency and load intensity of training and
thinks that physical training can enhance athletes’ anaerobic
and aerobic ability and make muscles more developed, but
ignores the cultivation of flexibility [22]. ,e purpose of
functional training theory is to eliminate the gap between the
physical training and the physical ability required by the
competition. ,e training strategy has the characteristics of
specialization and individuation, and the performance in the
competition reflects the training effect.

Periodic training theory divides the training process of
athletes into preparation period, competition period, and
transition period. Different periods have different training
tasks, objectives, and load arrangements. According to the
change law of athletes’ competitive ability and the periodic
characteristics of competition, the periodic training is
arranged. It is necessary to consider the changes of training
intensity and time when athletes appear in the best com-
petitive state during training and combine practical training

Figure 1: Skeleton model diagram.
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according to different cycles [23]. And, the adjacent cycles
should be gradual and moderate convergence.

According to the theory of systematic training, if we
want to achieve the ideal training effect, we need continuous
and systematic training because the competitive ability is
unstable. If there is no continuous training, the competitive
ability will gradually degenerate [24]. According to the
theory of plate structure, more concentrated short-term
training can bring greater load stimulation, meet the in-
tensity requirements of athletes, and achieve better training
effect. Under the theory of plate structure, the competition
can be arranged in each training stage.

2.3.3. (e Demand of Intelligent Physical Assistant Training.
With the development of artificial intelligence technology,
physical training also began to use scientific and techno-
logical means to assist. At present, there are some problems
in physical training, such as unscientific teaching methods,
unclear selection criteria, frequent sports injuries, and lack
of digital sports resources [25].

Physical training is relatively boring, and it is difficult to
master the main points of movements in high-tech training.
Traditional physical training teaching has some problems in
theory explanation and action demonstration, so it is difficult
for learners to have a deep understanding of it. Intelligent
training and teaching can help learners understand better
frommultiple sensory aspects.,e inaccuracy of the selection
criteria is reflected in the fact that the selection of athletes only
depends on the performance of the competition. Some ath-
letes with strong plasticity may find it difficult to perform well
because of their irregular technical movements.

Unreasonable training methods and load will lead to
sports injury. Although sports injury cannot be completely
avoided, it can be prevented through the physical assistant
training system to reduce the possibility of injury. Physical
training and modern teaching technology have not been
closely combined, leading to the lack of digital sports re-
sources. Intelligent physical assistant training can quantify
the training situation of athletes as parameters, analyze the
advantages and disadvantages, and make personalized
training programs.

3. Experiment on the Construction of the
Intelligence System of Teenagers’ Physical
Ability Assistant Training

3.1. System Experiment Platform. In this paper, the intelli-
gent system of physical assistant training is designed for
young athletes and coaches to improve the efficiency of
young physical training. ,e structure of the specific ex-
perimental platform is shown in Figure 2. Sensor nodes are
connected to the test host through serial port, and data is
collected and transmitted to the experimental platform.

3.2. System Components

3.2.1. Target DetectionModule. ,e first step of the system is
to extract human targets and their features effectively, which

is also the basic step of the auxiliary training system. ,e
background modeling method based on the vibe model is
adopted. Firstly, the pixel background model is initialized,
then the target segmentation is performed on the subsequent
image sequence, and finally the background model is
updated according to the neighborhood update method.

3.2.2. Data Analysis Module. Canny edge detection algo-
rithm is used to process the data detected by the target
detection module, including bone filtering and smoothing,
contour extraction, and edge thinning. ,en, the processed
data are analyzed, and the parameters of athletes in the
training process are calculated, which are displayed in the
system interface in the form of a chart. Athletes can log in to
the mobile client to view their training data. ,e client login
page is shown in Figure 3.

3.2.3. Human Pose Estimation Module. In this paper, the
most important part of the intelligent system of physical
training is to estimate the human body posture, obtain the
human body posture information through the data analysis
module, and establish the posture auxiliary index. ,is link
can help athletes correct the nonstandard posture in the
process of training, predict the next action of athletes, and
give corresponding instructions.

3.3. System Application Test. ,is paper makes a systematic
application test on a youth sports team. Fourteen boys in a
youth sports team were randomly divided into two groups.
,e experimental group adopted the AI-based physical
training system for physical training, while the control group
adopted the traditional physical training method. Before the
experiment, the physical fitness of the two groups of subjects
were evaluated, including standing long jump, 50 meters
sprint, 30s single swing rope skipping, pull-up, and squat
1RM. After 3 and 6 weeks of training, the physical fitness was
evaluated again.

Experimental data

Test host

Sensor node

Figure 2: Structure of experimental platform.
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4. Discussion on the Performance and Effect of
the System

4.1. System Performance. Firstly, an athlete in the youth
sports team is randomly selected as the object of the system
monitoring, and the physiological load monitoring perfor-
mance of the physical fitness assistant training system based
on artificial intelligence is tested. ,e results are as follows.

As shown in Figure 4, when the athlete carries out a
complete single training, the intelligent assistant system
created in this paper can accurately show that the physio-
logical load of the athlete is in line with the law of physi-
ological function change. ,e OA stage is the mobilization
stage, the AB stage is the stable stage, the BD stage is the
fatigue stage, and the DF stage is recovery stage.

4.2. Changes of Physical Fitness

4.2.1. Pretest Results. Before the beginning of the experi-
ment, the physical fitness of the experimental group and the
control group were tested.

As shown in Table 1, by comparing the results of the
physical fitness test conducted between the two groups
before the experiment, it can be seen that there was no
significant difference in the physical fitness indexes between
the experimental group and the control group before the
experiment began. ,e results of standing long jump and
squat 1RM of the experimental group were slightly better
than those of the control group. ,e results of 50m sprint,
30 s rope skipping, and pull-up of the control group were
slightly better than those of the experimental group.

As shown in Figure 5, there is no significant difference
between the experimental group and the control group in the
test results of standing long jump, 50m sprint, 30s single
swing rope skipping, pull-up, and squat 1RM. ,e smallest
difference of all was in the pull-up test.,ere were 6.84 in the
experimental group and 6.91 in the control group, a dif-
ference of 0.07 between the two groups.

4.2.2. (e Measured Results in the Experiment. ,ree weeks
after the beginning of the experiment, the physical fitness of
the experimental group and the control group were tested.

As shown in Table 2, after three weeks of training, the
experimental group performed slightly better than the
control group in the standing long jump, the 50-meters dash,
the single-swing rope jump for 30s, the pull-up, and the
squat 1RM.

As shown in Figure 6, the biggest difference between the
experimental group and the control group is the test results
of standing long jump, the experimental group is
178.23± 11.05 cm, the control group is 174.34± 11.78 cm,
the difference between the two groups is 3.89 cm.,e second
is the test result of squat 1RM, the experimental group is
107.67± 8.21, the control group is 106.35± 7.64, and the
difference between the two groups is 1.32.

4.2.3. Post-Test Results. Six weeks after the beginning of the
experiment, that is, at the end of the experiment, the physical
fitness of the experimental group and the control group were
tested.

As shown in Table 3, after six weeks of training, the test
results of the experimental group and the control group were
significantly different. ,e standing long jump scores of the
two groups were 193.64± 9.38 cm and 179.39± 12.35 cm,
respectively. ,e results of 50 meters dash were 7.14± 1.03 s
and 7.59± 1.07 s, respectively.,e results of rope skipping in
30 s were 67.34± 5.24 and 61.25± 6.13, respectively. ,e
results of the chin up were 8.25 + 0.84 and 7.42 + 1.27, re-
spectively. ,e results of 1 RM squat were 120.66± 5.31 and
111.39± 7.35, respectively.

As shown in Figure 7, the biggest difference between the
experimental group and the control group is the test results
of standing long jump and the difference between the two
groups is 14.25 cm. ,e second is the test result of squat
1RM; the difference between the two groups is 9.27. 30 s
single jump rope skipping results in two groups of 6.15; the
difference between the chin up performance is 0.83, and
50m sprint results’ difference is 0.45 s.

4.2.4. Longitudinal Comparison of Two Groups of Test
Results. ,e longitudinal comparison results of each item in
the experimental group and the control group are shown in
Table 4.

As shown in Table 4, the scores of the experimental
group and the control group were improved in the three
tests. However, the experimental group’s performance of
various indicators improved significantly faster than the
control group. In the first test, the scores of the two groups
were almost the same, and the scores of the control group
were even better than the experimental group in some items.
In the second test, the results of the experimental group have
begun to be slightly better than the control group. In the
third test, the results of the experimental group have been
significantly better than that of the control group.,e results

Figure 3: Client login page.
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of the three tests in the experimental group are shown in
Figure 8.

As shown in Figure 8, after six weeks of training of the
physical assistance training intelligent system, the experi-
mental group’s standing long jump improved 20.97 cm, 50m
sprint accelerated 1.21 s, 30 s single shake rope jump

increased 13.76, pull-up increased 1.41, and squat 1RM
increased 15.16.

,e results of the three tests in the control group are
shown in Figure 9.

As shown in Figure 9, after six weeks of training with the
intelligent system of physical assistant training, the standing
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Figure 4: Physiological load response curve.

Table 1: Physical fitness test results of two groups of athletes before the experiment.

Project Experience group Control group
Standing long jump (cm) 172.67± 10.15 169.94± 11.72
50 meters dash (s) 8.35± 1.14 8.24± 1.21
30 s single swing rope skipping 53.58± 5.74 56.24± 6.15
Pull up 6.84± 1.03 6.91± 1.09
Squat 1RM 105.5± 8.34 104.8± 7.85
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Figure 5: Results of pretest.
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Table 2: Physical fitness test results of two groups of athletes after three weeks of training.

Project Experience group Control group
Standing long jump (cm) 178.23± 11.05 174.34± 11.78
50meters dash (s) 8.21± 1.08 8.22± 1.17
30s single swing rope skipping 58.84± 6.01 58.25± 6.17
Pull up 7.36± 1.13 7.21± 1.13
Squat 1RM 107.67± 8.21 106.35± 7.64

Table 3: Physical fitness test results of two groups of athletes after six weeks of training.

Project Experience group Control group
Standing long jump (cm) 193.64± 9.38 179.39± 12.35
50meters dash (s) 7.14± 1.03 7.59± 1.07
30s single swing rope skipping 67.34± 5.24 61.25± 6.13
Pull up 8.25± 0.84 7.42± 1.27
Squat 1RM 120.66± 5.31 111.39± 7.35
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Figure 6: Intermediate test results.
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Figure 7: Post-test results.
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long jump of the control group has been improved by
9.45 cm, the 50 meters dash has been accelerated by 0.65 s,
the 30 second single swing rope jumping has increased by
5.01, the pull-up has increased by 0.51, and the squat 1RM
has increased by 6.59.

5. Conclusions

Physical training is a systematic project with certain
structural characteristics and process. A complete physical

training content structure system needs to integrate isolated
elements and follow a reasonable training process. At
present, there are some problems in physical training, such
as unscientific teaching methods, unclear selection criteria,
frequent sports injuries, and lack of digital sports resources.
,erefore, with the development of artificial intelligence
technology, physical training also began to use scientific and
technological means to assist.

First of all, it is necessary to extract the human body
target and its features effectively, which is also the basic step

Table 4: Longitudinal comparison of test results between the two groups.

Times Standing long jump 50 meters dash 30 s single swing rope skipping Pull up Squat 1RM
E1 172.67 8.35 53.58 6.84 105.5
E2 178.23 8.21 58.84 7.36 107.67
E3 193.64 7.14 67.34 8.25 120.66
C1 169.94 8.24 56.24 6.91 104.8
C2 174.34 8.22 58.25 7.21 106.35
C3 179.39 7.59 61.25 7.42 111.39
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Figure 8: Changes of test results of the experimental group for three times.
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Figure 9: Results of three tests in the control group.
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of the auxiliary training system. Canny edge detection al-
gorithm is used to process the data detected by the target
detection module, including bone filtering and smoothing,
contour extraction, and edge thinning. ,en, the processed
data is analyzed, and the module obtains the human posture
information and establishes the posture auxiliary index.

,rough the comparison of the three stages of physical
fitness test data, the artificial intelligence-based adolescent
physical training system can help adolescent athletes im-
prove their physical quality and enhance their mastery of
sports skills. However, due to the limited time and
knowledge, this paper did not investigate the feedback of the
system in the end. In the future research work, we should
communicate with athletes and coaches, get feedback in-
formation, and optimize and improve the system.
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Cluster regression analysis model is an effective theory for a reasonable and fair player scoring game. It can roughly predict and
evaluate the performance of athletes after the game with limited data and provide scientific predictions for the performance of
athletes. /e purpose of this research is to achieve the player’s postmatch scoring through the cluster regression model. /rough
the research and analysis of past ball games, the comparison and experiment of multiple objects based on different regression
analysis theories, the following conclusions are drawn. Different regressionmodels have different standard errors, but if the data in
other model categories are put into the centroid model expression, the standard error and the error of the original model are
within 0.3, which can replace other models for calculation. In the player’s postmatch scoring, although the expert’s prediction of
the result is very accurate, within the error range of 1 copy, the player’s postmatch scoring mechanism based on the cluster
regression analysis model is more accurate, and the error formula is in the 0.5 range. It is best to switch the data of the regression
model twice to compare the scoring mechanism using different regression experiments.

1. Introduction

With the development of computer technology, especially
the development of artificial intelligence technology in re-
cent years, computer technology is increasingly used in
people’s study, work, and life [1]. Using machine learning to
study the performance of basketball players is an interdis-
ciplinary subject that combines comprehensive evaluation
and machine learning. In real life and work, we often en-
counter the problem of evaluating or scoring various things
or problems. Generally speaking, all types of scoring and
evaluation problems are called comprehensive evaluation
problems. In basketball, postgame scoring is always an es-
sential part. Scoring can play a role in many aspects, such as
promotion, team management, and competition prediction.
/erefore, the postcompetition scoring system has great
commercial value and can guarantee the fairness of the
competition.

A clustering algorithm based on fast search and density
peak discovery is to quickly find the cluster center. Its

accuracy is excessively dependent on the threshold, and no
effective method is given to select the appropriate threshold.
It is recommended to estimate the threshold based on ex-
perience. Li et al. proposed a new method to extract the
threshold automatically by using the potential entropy of the
original data field. For any dataset to be clustered, the
threshold value can be calculated objectively from the
dataset, rather than empirical estimation [2]. Although the
existence of correlation in clusters (the tendency of similar
response of items in clusters) is generally regarded as an
obstacle to good reasoning, the complex structure of cluster
data provides significant analysis advantages over inde-
pendent data, but the focus is regression analysis of cluster
data. A key advantage is the ability to separate effects at the
individual (or project specific) and group (or cluster specific)
levels. Begg and Parides reviewed different ways to separate
the effects of individual level and cluster levels on response,
their proper interpretation, and gave suggestions for model
fitting according to the intention of data analysts. Different
from many previous papers on this topic, Begg and Parides
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emphasized the explanation of cluster level covariate effect.
/e main idea is to analyze the relationship between birth
weight and IQ through the data of brothers and sisters in a
large birth cohort study [3]. When exposure variables are
expensive or difficult to measure, two-stage design is a well-
known and cost-effective method for biomedical research.
Recent research advances further allow one or two phases of
a two-phase design to depend on a continuous result var-
iable. /e sampling characteristics related to the results
further improve the efficiency of parameter estimation and
research the overall cost reduction. Among them, the re-
search and design of cancer biomarkers include sampling of
specimens and analysis of results. A semiparametric mixed
effects regression model of two-stage design data was
established. Xu’s method can explain the cluster or central
effect of research objects [4].

/is research is an experimental analysis based on
mathematical theory and cluster regression analysis method.
/e research process uses mathematical formulas, interview
methods, control experiments, and other methods./ere is a
fierce discussion on the scoring mechanism of NBA and
CBA. Based on the regression model, this study puts forward
some ideas that can be improved, including the combination
of clustering and regression. /e experimental results also
show that the combination of clustering and regression has
the best effect. Finally, the idea of using expert scores after
the game to predict the results of the game is proposed.
Using the expert scores to compare with the method based
on the cluster regression analysis model, you can judge
whether the method is based on the theoretical model by
looking at the error between the result and the actual is
reference.

2. Cluster Regression Analysis Model

2.1. Cluster Analysis Method. Machine learning can be di-
vided into two categories: supervised learning and unsu-
pervised learning [5]. When all input and output variables in
the learning situation are fully observed, we define the
learning process as supervised learning [4]. In other words,
in supervised learning problems, there are no missing or
potential variables in the database. /erefore, supervised
learning is more direct [6]. For some learning problems, in
addition to being able to fully observe all variables, if we can
fully observe the structure of the data production process,
supervised learning can be regarded as a parameter evalu-
ation problem. Like themaximum probability or least square
estimation, if you do not know the data creation process, you
must select a suitable model from many models to complete
the learning problem [7].

Because the model is not boundless and complex, for
example, AIC, BIC, or cross-validation can find a “possibly
correct” model to describe the data production process,
which is Occam theory or PAC learning. In general, we do
not know the process of data creation, but we also lack
variables. When the output variable is lost, the learning
problem becomes unsupervised [8, 9]. For unsupervised
learning, the direct execution of AIC or BIC cannot reveal
the distribution of potential variables and the information

contained in potential variables. We must try to separate
potential variables from the original data and evaluate them
[10]. If the potential variables and other variables are in-
dependent of each other, the absence of such “offshore”
variables will not have a great impact on the estimation. If
the potential variable depends on other observed variables,
we can use other observable variables to estimate the dis-
tribution or summary statistics of potential variables. In
general, before evaluating potential variables, we need to
determine the type of distribution, whether absolute or
continuous [11]. In the case of continuous distribution, the
best method is usually factor analysis or factor modeling,
using all other variables to construct a new continuous
distribution variable [12].

Assuming that the potential variable is a polynomial, we
can construct a Gaussian mixture model [13]. /e above
techniques are called cluster analysis. Cluster analysis col-
lects infinite information in some limited set variables and
uses these set variables to group the observed objects. In
short, set analysis is a data processing method to classify a
group of observation objects reasonably [14]. It is an im-
portant part of experimental machine learning and a
common technology for analyzing statistical data. System
analysis in machine learning is a part of unsupervised
learning. Unlike supervised learning, the data in the dataset
has no class label and is segmented by the similarity of
feature data [15].

2.2. Cluster Regression Analysis Method. Clustering analysis
is the process of dividing a group of physical or abstract
objects into similar object classes. According to the survey
object and purpose, regression analysis determines which is
the independent variable (explanatory variable) and which is
the dependent variable (explanatory variable), through the
establishment of a regression model and control indepen-
dent variables to evaluate and predict the dependence be-
tween research variables. For example, through correlation
analysis, we can know that some variables are closely related,
but which parts are the most important, and the degree of
their interaction must be selected through cluster regression
analysis [16, 17].

Quantitative analysis is a method to determine the
mathematical model based on statistical data and use the
mathematical model to calculate the index and the value of
the analysis object [18, 19]. It not only keeps the dependence
on observation experiments and the collection of empirical
data but also retains the characteristics of dependence on
logical thinking and reasoning [20]. /e application of the
example combines the observation experiment method with
the mathematical form [21]. /erefore, quantitative analysis
often emphasizes the objectivity and observability of real
objects, as well as the relationship and causality between
phenomena and variables [10].

Clustering refers to finding out the common character-
istics of a group of objects in the database and classifying them
into different categories according to different ways. Its
purpose is to match the data elements in the database with the
given category through the classification model [11]. It can be
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applied to application classification and trend prediction, and
data groups can be divided into different categories according
to the similarity and difference of data. /e data belonging to
the same category are very similar, but the data similarity
between different categories is very small, and the data
correlation between categories is very low [22].

Regression analysis should reflect the characteristics of
database eigenvalues, and use a function to express the
relationship of data mapping to find the dependency be-
tween attribute values. It can be applied to the research of
data series prediction and correlation. Let the dependent
variable y and the independent variables x1,X2,XK be related
to

v � b0 + b1x1 + · · · + bkbk + e,

e∼N 0, σ2 .
(1)

/rough sampling, n groups of observation data are
obtained:

y1; x11, x21, · · · , xk1( ,

y2; x2n, x2n, · · · , xkn( ,

· · ·

yn; x1n, x2n, · · · , xkn( ,

(2)

where xij is the jth observation value of the independent
variable xi and yj is the jth value of the dependent variable y,
substituting the above formula to get the data structure of
the model:

y1 � b0 + b1x11 + b2x12 + · · · + bkxk1 + e1,

y2 � b0 + b1x12 + b2x12 + · · · + bkxk2 + en,

· · ·

yn � b0 + b1x1n + b2x1n + · · · + bkxkn + en.

(3)

/e above equation is a k-element normal linear re-
gression model, in which b0, b1,. . .,bk and σ2 are unknown
parameters to be estimated and ε1, ε2, . . . , εn are independent
identically distributed N(0, σ2).

2.3. Fitting of the Multiple Regression Model. From the
perspective of correlation analysis, studying the linear
correlation between one variable and multiple variables is
called complex correlation analysis [23, 24]. /ere is no
difference between dependent variables and independent
variables in complex correlation, but in practical applica-
tions, complex correlation analysis is often associated with
multiple linear regression analysis. /erefore, complex
correlation analysis generally refers to the dependent vari-
able y and k independent variables x1, x2, . . .,xk.

Multivariate linear regression model is required to meet
the Gauss hypothesis of multivariate regression. /e least
square method is used to estimate the regression coefficients
b0,b1,. . .,bk.

l11b1 + l12b2 + · · · + l1kbk � L1y,

l21b1 + l22b2 + · · · + l2kbk � L2y,

...

lk1b1 + lk2b2 + · · · + lkkbk � Lky,

b0 � y − b1x + b2x2 + · · · + bkxk.

(4)

Calculate the distance between all known stations, use
the calculus knowledge to solve the above equation group,
and skip the random term to get the multiple linear re-
gression equation. /e residual analysis uses the outlier test,
and the standard residuals of the test points fall in the space
(−2, 2).

2.4. 1e Dilemma between Bias and Error. In any statistical
model, the model error includes two parts: variance error
and deviation error (frequency scientists believe that the
error comes from the change sample, and Bayes believes that
the change of parameters will also cause errors) [25]. If we
use all data to estimate, the bias error will be very high; if the
model contains very few features, compared to the rich
functions, the variance error will be very large./is is the so-
called “dilemma between bias and variance” [26].

Look at this from another perspective: if too many
variables are added to the model, it is almost certain that
some non-existent possibilities will be added. It is also called
overfitting, because the model contains not only the real
possibilities, but also some unnecessary possibilities. If we
collect data outside the sample and use the overload model
to predict, the prediction error will be very large. On the
contrary, insufficient fitting means that the model contains
only part of the required information, not all of it [27]. In the
underfitting model, using the data outside the sample to
predict will also cause a lot of prediction errors.

Overfitting and underfitting are just like the dilemma of
bias and variance. If we match “nearly fair” data, it means
that we find a good balance between “the dilemma of bias
and variance.” /erefore, the following work mainly in-
volves the minimization of “test error.” Ideally, we can
collect more “out-of-sample” data as “test data.” However, as
an ideal solution, we can collect more data samples and test
some models in some fantasy scenarios.

In most cases, data cannot be collected outside the
sample for various reasons. As a pseudo solution, we divide
the sample into two parts: one for evaluation, called
“training sample,” and the other for testing, called “test
sample.” /e advantage of using this trick is that we can
minimize “false errors” to ensure that the model has a good
description of the data [28], to achieve the best balance
between bias and variance.

3. Experimental Design and Analysis

3.1.Dataset. /e research object is 10 games of CBA playoffs
semifinals and 4 games of finals in 2018-2019 season, 5
games of NBA Playoffs Southwest finals, 6 games of
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Northwest finals, and 5 games of finals. Among them, the
CBA semifinal team includes Liaoning team, Sichuan team,
Guangdong team, and Xinjiang team; the CBA final team
includes Liaoning team and Guangdong team; the NBA
semifinal team includes San Antonio Spurs, Memphis
Grizzlies, Dallas Mavericks, and Denver Nuggets; the NBA
final team includesMemphis Grizzlies and DallasMavericks.

3.2. Experiment Process

3.2.1. Data Collection. Collect the player’s personal infor-
mation, team information, and game videos, and learn about
the game situation and other relevant information in recent
years through the official websites of NBA and CBA. /e
interview outline is built around the relevant education
elements of basketball players’ actual combat ability. It
should be interviewed and negotiated with relevant experts
and trainers, and the interview process and content should
be organized. /e specific interview content includes the
scoring rules, mechanism, and system of competition.
Provide accurate data support for the training of basketball
team players and the scoring mechanism of this study, as
shown in Table 1.

3.2.2. Experimental Steps. /is paper introduces a system
analysis method based on cluster regression analysis model.
/e process of calculating this algorithm is completely
automatic. /e analyst should only set a precision limit T
according to the needs of the actual work, and the algorithm
divides the objects whose distance is less than the limit into
the same category. When performing the algorithm, T is
also defined as the set centroid stop threshold of the model
set. /at is, when R>T sets the radius, the center of the
model stops changing. Algorithm 1 is described as follows.

3.3.Mathematical Statistics. Input the collected competition
information into the algorithm model, see the difference
between the actual results and the results obtained by the
algorithm model, collect the collected data for classification,
and analyze, summarize, and sort out the statistical data by
using Excel 2015 software. Exploratory and confirmatory
factor analysis was used to test the validity of the scale, and
reliability analysis was used to test the reliability of the scale.
After the competition, single factor analysis and multiple
comparative analysis were used to evaluate the accuracy of
the system. /e correlation analysis method was used to
discuss the correlation of the scoring mechanism, and the
multiple linear regression analysis method was used to
explore the internal correlation of the rating mechanism.

4. Research on the Cluster Regression
Analysis Model

4.1. Regression Standard Error of Each Model. Regression
analysis is only an estimate of players’ score after the game.
/ere is a way out between it and the actual value, but the
error is within a reasonable range. /e errors between

different models are different. Discuss and analyze the
differences between different models, as shown in Figure 1.

Four different types of regression models are tested and
compared with their centroid models. As can be seen from
the figure, there is not a big way out between the data. If the
first mock exam is the first mock exam, the model error is
not the same as the original model, which means that, in the
same model category, the centroid model can better rep-
resent other models in the model. /erefore, in the first
mock exam of the samemodel category, it is not necessary to
build regression models one by one. Only selecting the
centroid model of this model type can represent this kind of
class very well, greatly reducing the modeling work and
improving modeling efficiency.

4.2. Dataset of the Quadratic Switching Regression Model.
If the dataset of quadratic polynomial regression is adopted,
the parameters are taken from Table 1, the quadratic
switching regression model is y � βi1 + βi2x + βi3x

2, and the
distribution of the experimental dataset of quadratic
switching is shown in Table 2.

From the data in the table, it can be seen that the four
different regression models present different results and
shapes due to different constant values. As shown in Fig-
ure 2, it is the secondary switching regression model pre-
sented by the dataset A.

/e graph of the dataset A is two kinds of symmetric
quadratic function graphs. Line 1 is opened downward, and
the peak value is 11 when the independent variable x is 15.
/e opening of line 2 is upward, and the minimum value is
5.5 when the independent variable x is 15./e intersection of
the two lines is 9.5 and 23.5, and the dependent variable
values are 8 and 7, respectively.

4.3. Players’ Postgame Score Prediction. /e construction of
the scoring model is also the main work of scoring players
after the game. A good scoring model can improve the
accuracy and reliability of scoring, to improve the appli-
cation value of scoring. To build the model, this study
proposes a regression algorithm-based model. /e model
uses the statistical data of athletes in the competition to
match the scores of experts in the competition. After the
model is built, the player statistics in the test set are used for
testing and compared with the expert scoring data in the test
set, as shown in Figure 3.

/e experimental results show that although the error of
expert scoring is very small, the scoring mechanism based on
cluster regression analysis model is more accurate, the error
range is within 0.5 points, and the error range of expert
scoring is within 1 point. Expert score and regression
analysis model score can well predict the ball game score.

4.4. Experimental Results of Different Regression Methods.
/e third-party library of Python, scikit learn, contains a
large number of commonly used regression methods. It only
needs simple calls and parameter settings to test the effect of
different regressionmethods./erefore, using the regression
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method package provided by scikit learn, we try to call a lot
of different regression methods to replace the BP neural
network in the basic scoring model and carry out training
and testing. /e experimental effect of some regression
methods is not ideal, so this study does not show and analyze
the regression methods with poor effect; only three methods

with better experimental results are screened for compar-
ative analysis with BP neural network: linearSVR, RFR, and
ridge, as shown in Figure 4.

/rough the analysis, we can see that the relationship
between the input and output data tends to be linear, so the
linear regression method is better. Among other things,
ridge is particularly good at the accuracy of the game pre-
diction results, but the performance of the test set is that
generally there is a state of fitting. If we can get all the data of
OPTA and increase the amount of data in the training set, we
should be able to get better results. In many linear regres-
sions, RFR is the best./erefore, other improved methods in

(1) For i� 1, 2,...,N, repeat the following steps (2)–(8);
(2) Select any model from the model set A and record it as Mi;
(3) If i� 1, separate Mi into one category, and make A�A−M, and then perform step (2); otherwise, directly perform step (4);
(4) Calculate the distance betweenMi and the centroids of each clustering model set, select the model set with the minimum distance

from Mi, and record the model set as Aj, and the distance between the two as Dij, and perform step (5);
(5) If Dij<T, classify Mi as model set Aj and make A�A-Mi; perform step (6); otherwise, perform step (8);
(6) If the mass center of Aj is not fixed, adjust the mass center and radius of Aj, record the new radius as R (Aj), and carry out step (7).

Otherwise, perform step (2).
(7) If R (Aj)>T, fix the Aj center of mass and carry out step (2). Otherwise, perform step (2) directly.
(8) Separate Mi into one group and make A�A-M. Perform step (2);
(9) Finally, the centroid of each model set is readjusted;
(10) /e algorithm ends.

ALGORITHM 1: For the set of multiple linear regression models A � (M1, M2, . . . , MN), the accuracy of clustering is limited to T.

Table 1: Information gathering.

Category Information
Personal information Name, height, weight, competition position
Member information Team profile, full-year game data
Personal statistics Player’s field average ranking and full-year competition data
Team profile Team field average data ranking
Team statistics /e team’s performance ranking in recent years
Performance statistics Video of 10 games in the team’s rematch and final
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Figure 1: Regression standard error of various models.

Table 2: Experimental dataset.

Dataset n X value interval β1 β2
A 42 [25, 29] (20, −1, 0.0625) (−4, 2, −0.0625)
B 31 [7, 22] (20, −2, 0.0625) (−3, 1, −0.0625)
C 28 [7, 11] (16, −2, 0.03125) (−1, 1, −0.03125)
D 44 [9, 19] (165, −23, 1) (278, −42, 2)
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Figure 2: Quadratic switching regression model.
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the future choose RFR regression as the training method in
the model. /e least deviation is BP regression method, the
deviation range is 0.1, the more obvious deviation is RFR and
linearSVR, and the deviation value is about 1.

5. Conclusions

/is research focuses on the scoring of basketball players,
combined with different machine learning algorithms, in
three aspects of data collection, model design and optimi-
zation, and the application of ratings. /is research first
introduces the research background, research status, and
problems encountered. After that, data preparation was
carried out for these problems, and experiments and results
analysis were carried out on these problems. A regression-
based ball scoring model is proposed, which uses player
statistics to match expert data. Experimental results show
that the degree of influence of this model is higher than the
accuracy of expert ratings.

Although many different data are used in the compar-
ative experiment, in this study, there is a certain deviation
between the experimental conclusion and the actual situa-
tion, because there are only a few 30 games as the reference
object because of the less value of the game parameter.

Moreover, the data characteristics are not rich enough, just
for the study of the ball scoringmechanism of basketball; ball
includes not only basketball, but also football and table
tennis, and so on. Among them, for the polynomial form of
the switching regression model, in this form, there is a linear
relationship between the characteristics of the strain and the
independent variable; therefore, for the nonlinear data
space, we can find a transformation to divide the nonlinear
space into some combination of linear subspaces, so that the
polynomial regression exchange model can be applied to the
nonlinear data set, and expand the scope of application of
the model.

Cluster analysis and regression analysis are the main
methods in this study, and the common methods of system
analysis should be summarized. When the data creation
process is unknown and the variables are lost, to realize the
distribution of latent variables and the information con-
tained in the latent variables, it is necessary to try to separate
and evaluate the latent variables from the original data.
Clustering analysis is generally understood as clustering
data. It is pointed out that both Gaussian mixture model and
factor analysis model are the application of the maximum
entropy principle, but only make different assumptions
about the distribution of potential variables. /e collected
data is closer to the actual data production process than any
classification. /is is actually a preparation for the later
grouping algorithm. On the whole, they all provide a good
theoretical basis for the scoring mechanism after competi-
tion. With the development of information technology,
increasingly advanced and complex mechanical learning
methods have been put forward. How to learn from and use
the advanced methods in other fields and optimize and
improve the characteristics of ball games is the focus of the
next work.
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With the rapid development of the social economy, the rapid development of all social circles places higher demands on the
electricity industry. As a fundamental industry supporting the salvation of the national economy, society, and human life, the
electricity industry will face a significant improvement and the restructuring of the network as an important part of the power
system should also be optimised. -is paper first introduces the development history of swarm intelligence algorithm and related
research work at home and abroad. Secondly, it puts forward the importance of particle swarm optimization algorithm for power
system network reconfiguration and expounds the basic principle, essential characteristics, and basic model of the particle swarm
optimization algorithm. -is paper completes the work of improving PSO through the common improved methods of PSO and
the introduction of mutation operation and tent mapping. In the experimental simulation part, the improved particle swarm
optimization algorithm is used to simulate the 10-machine 39-bus simulation system in IEEE, and the experimental data are
compared with the chaos genetic algorithm and particle swarm optimization discrete algorithm. -rough the experimental data,
we can know that the improved particle swarm optimization algorithm has the least number of actions in switching times, only 4
times, and the chaos genetic algorithm and discrete particle swarm optimization algorithm are 5 times; compared with the other
two algorithms, the improved particle swarm optimization algorithm has the fastest convergence speed and the highest con-
vergence accuracy.-e improved particle swarm optimization algorithm proposed in this paper provides an excellent solution for
power system network reconfiguration and has important research significance for power system subsequent optimization and
particle swarm optimization algorithm improvement.

1. Introduction

Electricity is the main energy base of a country, related to
saving the national economy. -e development of modern
electricity has entered a period of multiple services, which is
linked to global resources, environmental protection, and
sustainable development. At present, with the development
of economy and the improvement of people’s living stan-
dards, the requirements of consumers for electric energy are
constantly improving. -e requirements of “safety, reli-
ability, economy, high quality, and environmental protec-
tion” in the power supply are also constantly improving, and
the power system is developing in the direction of

automation, optimization, adaptation, intelligence, coordi-
nation, and regionalization. For the time being, China has
entered the stage of integrated electricity generation. In
energy production, rational planning of production,
transmission, distribution, and transformation not only
improves the reliability of the electricity network, but it also
improves the economy of the electricity network, saving
human and economic resources.

However, the power system has nonlinear, multicon-
strained, unconventional, and high-dimensional optimiza-
tion problems. However, the traditional heuristic algorithm
is not a strict optimization method and cannot deal with the
interaction between various objective functions. -e
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mathematical optimization method is very difficult to cal-
culate the optimization problem, which is easy to cause
dimension disaster. -e swarm intelligence algorithm in-
cludes genetic algorithm, simulated annealing algorithm,
tabu algorithm, ant colony algorithm, fish swarm algorithm,
and particle swarm optimization. Among them, the particle
swarm optimization algorithm has the advantages of fast
convergence speed, multiparticle parallel processing, and
easy application, which can solve the optimization problem
of the power system.

-e concept of swarm intelligence was first proposed by
American scholars Hackwood and Beni in the molecular
automation system. Inspired by the collective behavior of
natural groups, the swarm intelligence algorithm has been
widely used in life [1]. Cheng is based on the combination of
the swarm intelligence algorithm and data mining, so that
big data problems can be better understood and analyzed
[2]. American scholars Eberhart and Kennedy studied the
foraging behavior of birds and proposed particle swarm
optimization (PSO). -e main theoretical basis of the al-
gorithm is artificial life and evolutionary information theory,
and its basic idea is to find the best solution through the
cooperation between individuals. Since the particle swarm
optimization was proposed, in order to improve the per-
formance of the algorithm, a large number of researchers at
home and abroad have improved it. -ese improved algo-
rithms mainly have the following ideas: improving the in-
ertia weight of its own parameters, improving its own
parameter learning factor, and combining with other al-
gorithms. Mahi introduced the 3-opt algorithm into the
particle swarm optimization algorithm to optimize the
performance of the algorithm to improve the defects of the
local solution of the particle swarm optimization algorithm
[3]. Gong proposed a new particle swarm optimization al-
gorithm called the genetic particle swarm optimization al-
gorithm, which uses genetic evolution technology to
cultivate the particle swarm optimization algorithm [4].

-e optimization algorithm adopted in this article is
based on the classical particle speed optimization algorithm,
which accelerates the rate of convergence and improves the
accuracy of convergence. Calculation results have little
chance, good stability, and a strong global search capability.
-is article is mainly concerned with improving the PSO
learning method and the optimization algorithm.-emodel
of analysis of convergence theory and the improved particle
optimization algorithm shall be used to study the refor-
mulation of the power grid.-emain purpose of this work is
to propose a more appropriate and valuable algorithm for
the restructuring of the power grid.

2. BasicModel and ImprovedMethodofParticle
Swarm Optimization

2.1. Basic Principle of Particle SwarmOptimizationAlgorithm.
Since Kennedy and Eberhart first proposed the particle
cluster optimization algorithm,more andmore attention has
been drawn to and research by domestic and foreign re-
searchers and has proposed various improved versions and
applications from one angle [5]. Particle swarm optimization

is an evolutionary algorithm based on population, and its
ideological source is the theory of artificial life and evolu-
tionary computing [6]. According to Reynolds’ research on
bird flight, a single bird only needs to track a limited number
of birds around it, but the final result is that the whole flock
seems to fly orderly under an invisible control. In other
words, the complex and elegant global behavior is generated
by the simplest rule interaction, which is the essence of
swarm intelligence. Particle swarm optimization is derived
from the study of foraging behavior of birds: a group of birds
are looking for food randomly. If there is only one piece of
food in this area, then the simplest and most effective search
strategy is to find food in the nearest place to the food.
Particle swarm optimization is inspired from this mode and
further used to solve optimization problems [7, 8]. In ad-
dition, people usually make decisions based on their own
and others’ experience, which is also in line with the basic
idea of particle swarm optimization: when particle swarm
optimization is used to solve optimization problems, the
solution of the problem corresponds to the position of a bird
(particle) in the search space. -e particle not only has its
own position and velocity but also has a suitable value
determined by the objective function. Each particle re-
members and follows the current optimal particle and
searches the solution space: each search (iteration) contains
some random factors, but these factors are not completely
random. If a better solution is found, the next good solution
can be found on this basis. Specifically, the particle swarm
optimization starts with a random initial particle. In each
iteration, the particle updates its position by tracking two
“extreme points”: one is the best solution found by the
particle itself (i.e., individual extreme point, pbest) and the
other is the extreme point (gbest) of the whole particle
swarm or the extreme point of the whole neighborhood
(lbest). On the basis of the original inertia, particles adjust
the flight direction and speed according to these two extrema
to maintain the overall optimum [9, 10].

2.2. Essence and Characteristics of Particle Swarm
Optimization.

(1) Particle swarm optimization is a new swarm intel-
ligence optimization technology, which is the sim-
ulation of group society. After much research and
practice by the PSO, the substance of the PSO can be
summed up as “random” and “leadership.” Random
is the blood of particle optimization. Particulate
optimization is based on the Monte Carlo algorithm
of the previous generation, which fully inherits the
characteristics of random number resolution.
Leadership is the evolution of the particle swarm
optimization algorithm. It simulates the phenome-
non of mutual cooperation in a group society. In-
dividuals have the ability to learn, and the group has
the ability to cooperate with each other. According to
the guidance of leader particles, the whole population
will converge to the global optimal solution [11, 12].
-erefore, the advantages and disadvantages of PSO
are easy to understand. Due to the randomness of
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PSO, it has advantages in solving nonconvex, dis-
continuous, high-dimensional, nonlinear, and non-
differentiable optimization problems. Similarly, due
to the randomness, its calculation results may be
randomness. If the leadership is enhanced, the
randomness of the calculation results of the algo-
rithm will be reduced; due to the strong leadership of
the PSO, the PSO may easily fall into If the ran-
domness is increased, the algorithmmay jump out of
the local optimum and find the global optimal
[13, 14].-e essence of particle swarm optimization
“random” and “leader” have the characteristics of
“spear” and “shield,” which need a kind of thought of
trade-off to balance.

2.3. Basic Model of Algorithm. Particle optimization is a
smart algorithm based on repetitive function. His basic idea
is to randomly prepare a particle group with memory but
without volume and mass. Each particle represents a feasible
solution to the optimization problem and determines a
moderate value through the measurement function. Good
and bad particle count is judged by the appropriate value
[15]. Each particle has the ability of memory and can adjust
its own motion trajectory according to its current position,
information sharing between peers, and the best position
experienced in memory. After iteration, the particle keeps
approaching the best position and finally reaches the optimal
position [16].

-emathematical description of the basic particle swarm
optimization algorithm is as follows.

Assuming that the population size of a particle is n, the
position information of the ith particle (i � 1, 2, . . . , n) in d-
dimensional space is represented by

xi � xi1, xi2, . . . , xid, . . . , xiD( , (1)

and the velocity of the ith particle is expressed by vi

vi � vi1, vi2, . . . , vid, . . . , viD( . (2)

-us, at time t + 1(t � 1, 2, . . . , Tmax)Tmax, the flight
velocity vid of the ith particle in the d-dimensional (d �

1, 2, . . . , d) subspace is adjusted according to the following
formula:

vid(t + 1) � vid(t) + c1r1(t) pid(t) − xid(t)( 

+ c2r2(t) Pgd − xid(t) .
(3)

In formula (3), pid represents the historical optimal po-
sition of the current particle,pgd represents the global historical
optimal position of the particle, and c1 and c2 are nonnegative
acceleration constants, also known as convergence factors. -e
convergence factor c1 is called cognitive constant, which
represents the characteristics of particles learning from their
own optimal state. r1 and r2 are a random number distributed
in the interval [0,1]. It can be seen from the formula that the
first the flying speed of a particle is mainly determined by the
following three parts: the first part is the speed of the particle at
time t, which represents the particle’s trust in the flight speed at

time t and makes inertial motion according to its own speed at
time t; the second part is the cognitive part of the particle itself,
which represents the particle’s thinking about its position,
thinking about the position before the particle itself, so as to
determine the next step. -e third part is the “social” part of
particles, which represents the information exchange and
cooperation between particles and their peers. In the process of
searching, particles synthesize their own previous flight ex-
perience and the experience of their companions and finally
determine their own flight speed according to formula (3).

Weight of inertia W: the global search capability of the
main population is controlled by global search speed and
inertia. If w gets a fixed higher value, the algorithm con-
vergence speed will be too slow and the final accuracy of the
solution is also very low. -is is because the position of
particles changes greatly each time, and it is very easy to miss
the optimal value region, which leads to the algorithm is
difficult to determine the existence area of the optimal value
and does not have the local fine search ability; if the fixed
small value of W is taken, the algorithm can detect the local
region. Because the search step size is small and the particle
position changes little after each update, it is difficult to
traverse the whole search space, so it is difficult to locate the
region where the optimal value exists. -erefore, the algo-
rithm is prone to premature convergence and premature in
this case. In addition, it is found that the inertia weight setting
value of PSO is too high. It is the best to decrease between 0.9
and 0.4, because the population has a large inertia weight at
the beginning of evolution and can traverse a wider range,
which is helpful to find the region where the optimal solution
may exist. In the later stage of population evolution, the
inertia weight is small, and the algorithm has strong local
search ability, which is helpful to find the best solution in the
field where the optimal solution exists [17, 18].

Convergence factors c1 and c2: these two parameters
represent the acceleration weights of particles approaching
individual and global extremum, respectively. -e size of c1
determines the cognitive ability of particles, that is, the
ability of particles to learn from themselves. In extreme
cases, when c1 � 0, particles have no cognitive ability and are
only affected by the “social part.” At this time, the population
has the maximum ability to traverse the whole feasible
solution space, and the convergence speed is fast. However,
when solving the complexmultipeak problems, it is very easy
to find the local optimal problem. -e size of c2 determines
the social information sharing ability of particles, that is, the
ability of particles to advance toward the current global
optimal value. In extreme cases, c2 � 0, particles in the
population will not share information. -e algorithm only
has the “cognitive” model. Since there is no information
interaction between particles, it is very unlikely that the
algorithm can get the optimal solution.

2.4. Algorithm Flow. Particle swarm optimization can be
summarized as the following steps:

(1) -e position and velocity of all particles (population
size n) and the basic parameters of the algorithm are
initialized.
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(2) Taking the initial position of each particle as indi-
vidual extremum, the initial fitness value of each
particle in the population is calculated, and the
optimal position of the current population is
obtained.

(3) Update the speed and position of each particle.
(4) Compare the current fitness value with the historical

optimal value. If the current fitness value is superior
to the historical optimal value, the historical optimal
value of the particle is set to the current fitness value,
and the particle position is updated.

(5) If the current fitness value is better than the historical
population optimal value, the historical population
optimal value is set as the current fitness value to
update the global optimal solution of the population.

(6) Check the end conditions. If the optimization results
meet the conditions for the iteration stop, the op-
timal solution is obtained and the iteration is ter-
minated. Otherwise, turn back to step 4 and continue
the optimization until the iteration stop condition is
met.

2.5. Several Common Improved Particle Swarm Optimization
Algorithms

2.5.1. Particle Swarm Optimization Model with Inertia
Weight. Shi and Eberhart add the inertia weight parameter
to the speed update formula of the basic particle swarm
optimization algorithm, which is multiplied by the particle
velocity at t time. -is method makes the algorithm achieve
the effective balance between global search and local search
by adjusting the value of inertia weight and improves the
search ability of the algorithm. -e main purpose of in-
troducing inertia weight parameters is to better balance the
global detection and local search capabilities of particle
swarm optimization [19].-e results show that when w is set
larger, it is beneficial to global breadth search; conversely, it
is beneficial to local depth search. -is improvement is
achieved by adding an inertia coefficient w to the speed
update formula; that is, the new speed update formula is as
follows:

vid � wvid(t − 1) + c1rand pbestid(t − 1) − pid(t − 1) 

+ c2rand() gbestd(t − 1) − pid(t − 1) ,

(4)

where W is called inertia weight.

2.5.2. Adding Convergence Factor. Clerc adds a convergence
factor χ to the speed update formula of the basic particle
swarm optimization algorithm to ensure the convergence of
the algorithm. -is method is actually vi reselection of
parameters w, c1, and c2. By properly selecting these con-
trollable parameters, the value of a does not have to be
limited in [−vmax, vmax]. In this case, the corresponding
algorithm speed update formula can be expressed as follows:

vid(t) � χ vid(t − 1) + c1rand() pbestid(t − 1) − pid(t − 1)( 

+ c2rand() gbestd(t − 1) − pid(t − 1)( .

(5)

In the experiment, χ � (2/|2 − φ −
�������
φ2 − 4φ


|), φ �

c1 + c2 > 4, φ is usually taken as 4.1 (at this time,
c1 � c2 � 2.05, i.e., χ � 0.729), which is equivalent to
w � 0.729, c1 � c2 � 1.1494 in formula (5), which is called the
particle swarm optimization algorithm with convergence
factor. Experimental data show that the particle swarm
optimization with convergence factor effectively overcomes
the shortage of linear decreasing weight and has its unique
effect compared with the inertia weight of other formats.
-erefore, this technology has been paid attention to in the
design of the particle swarm optimization algorithm [20].

2.5.3. Differentiation Algorithm. -e basic idea of the dif-
ferential evolution algorithm is to take the differential carrier
of two randomly selected individuals in the population as a
source of random change of the third person, i.e., to create
the mutant person, and then the new person is created by the
crossover function between themutant person and the target
person. If the value and the suitability of the new person are
better than those of the target person, the target person will
be informed as a new person to enter the next generation.
Otherwise, the target person will be preserved in the next
generation [21,22].

-e implementation process of differentiation algorithm
is as follows:

(1) Generating initial population
M individuals are randomly generated in n-di-
mensional space:

xij(0) � x
L
ij + rand(0, 1) x

U
ij − x

L
ij , (6)

where rand (0, 1) is a random number between [0,
1].

(2) Mutation operation
-e key step of differential evolution is mutation
operation, which randomly selects three individuals
xp1, xp2, xp3 and p1≠p2≠p3≠ i from the feasible
solutions:

hij(g) � xp1j + F xp2j − xp3j . (7)

(3) Cross operation
-e main purpose of cross operation is to increase
the diversity of feasible solutions:

vij(g + 1) �
hij(g), if r and (0, 1)≤CR or j � rand(1, n),

xij(g), if r and (0, 1)>CR or j≠ rand(1, n),

⎧⎨

⎩

(8)

where Cr is the crossover probability, CR ∈ [0, 1],
and rand (1, n) is a random integer between [1, n].
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(4) Select action
In order to update the template individuals, vector
vij(g + 1) and vector xi(g) were compared:

xi(g + 1) �
vi(g + 1), if f vi(g + 1)( <f xi(g)( ,

xi(g), if f vi(g + 1)( ≥f xi(g)( .


(9)

-e mutation operation is repeated until the required
convergence precision is reached or the maximum evolution
algebra is reached.

2.6. Discrete Mode of Particle Swarm Optimization. Power
system network reconfiguration is a discrete multiobjective
combinatorial optimization problem. -e final result of the
reconfiguration is a group of switching action combinations.
For the power grid model used in this paper, the recon-
struction result can be regarded as a 20-dimensional vector.
-erefore, in order to make the particle swarm optimization
algorithm solve the problem of this topic, it must be dis-
cretized chemical treatment.

At first, particle swarm optimization (PSO) can only be
directly used to solve the continuous optimization problem.
-e discrete binary particle swarm optimization (dbpso)
mainly adjusts the speed update mode of particle swarm
optimization and introduces the probability function:

v
k+1
id � v

k
id + c1r1 iid − xi d(  + c2r2 Pgd − xid ,

x
k+1
id �

1, rand< S v
k+1
id ,

0, rand≥ S v
k+1
id .

⎧⎪⎨

⎪⎩

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(10)

In the formula, () Rand is the random number of [0, 1];
the function s represents vid probability function in the
interval [0, 1] determined by the velocity a. -e closer the s is
to 1, the more likely it is to take 1; otherwise, the more likely
it is to take 0. Generally, the fuzzy function sigmoid is used as
the probability function. -e sigmoid function is as follows:

Sigmoid v
k+1
id 

0, v
k+1
id <Vmin,

1 + exp −v
k+1
id  , Vmin ≤ v

k+1
id <Vmax,

0.99, v
k+1
id >Vmax.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(11)

3. Improved Particle Swarm
Optimization Algorithm

In order to make the improved particle swarm optimization
algorithm more suitable for power system network reconfi-
guration, this paper introduces a variety of algorithms based
on the abovementioned improved particle swarm optimiza-
tion algorithm and uses the self-made parameters of the
experimental simulation system to verify the performance of
the improved particle swarm optimization algorithm.

3.1. Definition of Population Diversity. In general, the more
concentrated the particles are in the search space, the lower
the population diversity. -e more dispersed the particle
distribution, the higher the diversity of the population [23].
-is paper adopts the definition of diversity in the following
formula:

diversity(S) �
1

|S||L|
• 

|S|

i�1

������������



Dim

j�1
pij − pj 

2




. (12)

In the formula, pij is the j-th variable of the ith particle,
pj is the average value of the j-th variable of all particles, |s| is
the population size, |L| is the longest radius of the search
space, and dim is the dimension of the solution space. -e
diversity (s) value reflects the average distance between all
particles in the population and the center of the search space
and reflects the density of particles. -e smaller the diversity
(s), the more concentrated the particles in the population,
and the larger the diversity (s), the more dispersed the
particles in the population.

3.2. Introducing Mutation Operation. -e rapid decrease of
population diversity will lead to premature convergence of
PSO, which is the biggest defect of PSO. -erefore, the
mutation operation is introduced into the algorithm to
adjust the population diversity attenuation process of par-
ticle swarm optimization: in this paper, ρ0 mutation operator
similar to the genetic algorithm is introduced in the mu-
tation operation of the improved particle swarm optimi-
zation algorithm. -e specific operation is as follows: set the
mutation rate a and the mutation random quantity ρj on the
particle position component, where J � 1, 2, . . . , dim and ρj

is the interval [0, 1]. For the position component in the j-th
dimension of a particle, if ρj < ρ0, the position component ρj

of a particle in this dimension will be replaced by the po-
sition component of its adjacent position particle in the
memory library, and it will change to the particle dimension
component with higher fitness value at the approximate rate
and change to the particle dimension position component
with smaller fitness value with a smaller probability [24, 25].

3.3. Initialization of Improved Particle Swarm Optimization
Algorithm Based on Tent Mapping. Speed is an important
objective of the restructuring of the power grid. A better
initialization formula can improve the speed of convergence
of the algorithm to the best solution. -e traditional form of
random initialization does not favour convergence of the
algorithm, and the likelihood of finding the best solution is
also greatly reduced.

At present, most experts use chaos rules based on logistic
map to initialize population. Chaotic motion has the
characteristics of regularity, ergodicity, and randomness.
Chaos initialization is proposed based on this characteristic.
Chaos initialization can improve the quality of the initial
solution and enhance the diversity of the initial population,
which is conducive to the population traversing the whole
feasible solution region in the early evolution stage.
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However, different chaotic maps have different effects on the
chaotic optimization process. -e ergodic uniformity and
search efficiency of tent map are better than the logistic map.
-erefore, this paper considers using tent map to initialize
population particles.-e iterative formula of the tent chaotic
mapping operator is as follows:

rk+1 �
2rk, rk ∈ [0, 0.5],

2 1 − xk( , rk ∈ (0.5, 1],
 (13)

where k � 12, 3, mo. Let the initial value of rk+1 take the
random number in the interval [0, 1]. -rough the iterative
calculation of the above formula, the random number be-
tweenM can be obtained. Using the above model to generate
chaotic variables, map them to the interval of decision
variables [xmin , xmax] and get the initial particle swarm
optimization population.

3.4. Specific Steps of Power System Network Reconfiguration
Simulation Based on Improved Particle Swarm Optimization
Algorithm. -e use of the improved particle swarm opti-
mization algorithm to reconfigure the power grid is usually
divided into the following steps, and the specific process is
shown in Figure 1:

(1) Code the primary and secondary load with 0, 1, and 2
codes, 0 represents that the standby path switch is
open, 1 represents that the normal path switch is
closed, and 2 represents the standby path switch is
closed; for the third-level load, 0 is for the switch is
open, and 1 is for the switch to remain closed.

(2) -e initial population size, initial mutation rate ρ0,
and initial inertia weight W are set.

(3) -e fitness value of each particle is calculated, and
the current position information of the particle is
recorded in the memory database to update the
individual history optimal and population global
optimal.

(4) Update the position and velocity of population
particles.

(5) -e diversity value of the current population was
calculated.

(6) Update inertia weight W and variation rate ρ0.
(7) Mutate the particles.
(8) Check whether the maximum number of iterations is

reached. If the maximum number of iterations is
reached, the best fitness value and its location in-
formation are output. Otherwise, return to step 3 to
continue iteration.

4. Network Reconfiguration Simulation
Experiment Based on Improved Particle
Swarm Optimization Algorithm

4.1. Experimental Simulation of Improved Particle Swarm
OptimizationAlgorithm. In this paper, the IEEE 10-machine
39-bus simulation system is used to carry out the simulation
experiment, and the existing fault occurs in 22 and 32 nodes.

-e simulation experiment parameters are set as follows:
population size M� 50, population dimension dim� 10,
maximum iteration times t� 50, acceleration factor
c1 � c2 � 2, initial inertia weight W� 0.8, and initial value of
variation rate is 0.1.

It can be seen from Table 1 and Figure 2 that the number
of switches decreases with the iteration of the algorithm,
from the first generation of 10 times of global optimal so-
lution switching times to the fifth generation of four times,
and it remains stable in the subsequent iterations. Table 2
and Figure 2 reflect the change of the global optimal adaptive
speed with the algorithm iteration. It can be seen that the

Code

Initialization population

The fitness of population particles
was calculated and recorded

Renewal group optimal and
individual optimal

Renewal group optimal and
individual optimal

Renewal group optimal and
individual optimal

Perform particle mutation operation

Is the maximum number of
iterations reached

No

Yes

Output optimal value

End

Figure 1: Power system network reconfiguration process.
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optimal fitness value reaches the maximum when the al-
gorithm is iterated to the sixth generation, and the drag
racing is stable. -e last graph in Figure 2 shows the optimal
particle coding after 50 iterations.

All the final schemes of power network reconfiguration
are that branches 14 and 19 are unloaded and branches 15
and 20 use standby power supply. -is method can solve the
fault problem safely, effectively, and quickly, so the im-
proved particle swarm optimization algorithm used in this
paper is feasible.

4.2. Comparison of Improved Particle Swarm Optimization
AlgorithmwithChaosGenetic AlgorithmandDiscrete Particle
Swarm Optimization Algorithm. In order to prove the
performance of the improved particle swarm optimization
algorithm, the chaos genetic algorithm and discrete particle
swarm optimization algorithm are used to simulate the same
fault, and the experimental results of the two algorithms are
compared with the experimental results of the improved
particle swarm optimization algorithm.

In this experiment, the New England 10-machine 39-bus
simulation system is still used in the experiment. -e fault of
the experiment is set as 6 and 21 nodes, and the three al-
gorithms are iterated 40 times each.

It can be seen from Table 3 and Figure 3 that the
maximum switching times of the global optimal solution of
the chaos genetic algorithm are 12, the minimum switching
times are 5, and the minimum number of switching times is
28; the maximum switching times of the discrete particle
swarm optimization algorithm are 20, the minimum
switching times are 5, and the minimum number of
switching times is only 22; the maximum switching times of
the improved particle swarm optimization algorithm are 10,
the minimum number of switching times is only 4 among
the three algorithms, and theminimumnumber of switching
times is 38 times in the three algorithms.

Table 4 and Figure 4 record the global optimal fitness
values of the three algorithms with the iteration of the al-
gorithm.-e minimum value of the global optimal fitness of
the chaos genetic algorithm is 5.49, the maximum value is
5.65, and themaximum number of times is 26; the minimum
value of discrete particle swarm optimization algorithm is
5.27, the maximum value is 5.64, and the maximum number
of times is 21; the improved particle swarm optimization
algorithm is the best among the three algorithms, with the
maximum value of 5.72, the minimum value of 5.53, and the
maximum occurrence times of up to 38 times.

Figure 5 shows the optimal particle code obtained by the
three algorithms through iteration. From the optimal par-
ticle code of the three algorithms, we can get the corre-
sponding reconstruction scheme: the reconstruction scheme
of the chaotic genetic algorithm and discrete particle swarm
optimization algorithm is the same, branch 5 and 9 are

Table 1: Optimal particle switching times.

Number of iterations/k 1 2 3 4 5–50
Optimal particle switching times 10 8 7 5 4
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Figure 2: Iterative results.

Table 2: Optimal particle fitness change.

Number of iterations/k 1 2 3 4 5 6–50
Optimal fitness/w 5.76 5.80 5.83 5.85 5.88 5.90
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restored by the backup path, and the branches 4, 13, and 17
are unloaded. -e improved particle swarm optimization
algorithm is that the power supply of branch 5 and 9 is
restored by the standby path, and branches 13 and 17 are
unloaded.

By sorting out the results, we can know that in terms of
switching operation times, the improved particle swarm
optimization algorithm has the least number of actions, only
4 times, and the other two algorithms are 5 times; in terms of
the earliest convergence algebra, the improved particle

Table 3: Comparison of switching times.

Optimal particle switching times Maximum Minimum Minimum number of times
CGA’s optimal particles 12 5 28
DPSO’s optimal particles 20 5 22
IPSO’s optimal particles 10 4 38
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Figure 3: Comparison of switching times.

Table 4: Fitness comparison of optimal particles.

Fitness of optimal particles Maximum Minimum Maximum number of times
CGA’s optimal particles 5.65 5.49 26
DPSO’s optimal particles 5.64 5.27 21
IPSO’s optimal particles 5.72 5.53 38
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Figure 4: Fitness comparison of optimal particles.

8 Mathematical Problems in Engineering



swarm optimization algorithm is the first to converge to the
global optimum, and the chaos inheritance algorithm and
discrete particle swarm optimization algorithm need a lot of
iterations to achieve the global optimal; in the restorability,
the improved particle swarm optimization algorithm can
achieve the global optimization. In the aspect of energy, it is
obvious that the restoration scheme provided by the im-
proved particle swarm optimization algorithm can meet the
requirements of maximum recovery of load power supply,
and the convergence accuracy is the highest.

-rough the above comparison, it can be seen that the
improved particle swarm optimization algorithm has a
certain degree of improvement in the number of iterations
and the solution accuracy. -e recovery scheme obtained is
better than other algorithms, the switching operation cost is
also low, and the convergence performance is also improved,
which can ensure that a better recovery scheme can be finally
obtained.

5. Conclusions

Under the background of the continuous expansion of the
scale and complexity of the power system, how to ensure
the realization of the operation control objectives of the
power system and how to construct and solve various
optimization problems in the power system under the
constraints of many complex and uncertain conditions are
always the important issues faced by power engineers.
Power system network reconfiguration is an important part
of modern power system intelligent management and an
important guarantee for stable and reliable operation of
power grid. Once a large-scale blackout occurs, if there is

no predetermined recovery plan, it will cause great eco-
nomic losses. -erefore, it is very necessary to study the
topic of power system network reconfiguration, which is of
great theoretical and practical significance for reducing
power system failure and outage losses and ensuring safe,
rapid and intelligent restoration of power supply after
accidents.

In this paper, based on the basic principle and model of
particle swarm optimization, mutation operation and tent
mapping are introduced, and an improved particle swarm
optimization algorithm for power system network reconfi-
guration is proposed. -e algorithm combines the definition
of population diversity, discrete particle swarm optimiza-
tion, inertia weight, and convergence factor selection and
dynamic update to improve and optimize the classical
particle swarm optimization algorithm. -e improved
particle swarm optimization (PSO) algorithm is used to
simulate the power network system reconfiguration, and the
experimental results are compared with the other two
algorithms.

-e experimental results show that the improved
particle swarm optimization algorithm has faster calcu-
lation speed, better convergence speed, and convergence
accuracy in power system network reconfiguration; the
calculation results have small randomness and good
stability and have excellent performance compared with
the other two algorithms. -e improved particle swarm
optimization algorithm can provide solutions for power
system network reconfiguration and better solve the
problems in power system network reconfiguration,
which provides ideas and evidence for the next research in
this field.

0

0.5

1

1.5

2

2.5

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Pa
rt

ic
le

 co
di

ng

Optimal particle code

GGA’s
DPSO’s
IPSO’s

Figure 5: -ree algorithm load ordinals.

Mathematical Problems in Engineering 9



Data Availability

-e data that support the findings of this study are available
from the corresponding author upon reasonable request.

Conflicts of Interest

-e authors declare that they have no conflicts of interest.

References

[1] Y. Tan and K. Ding, “A survey on GPU-based implementation
of swarm intelligence algorithms,” Annals of =oracic and
Cardiovascular Surgery: Official Journal of the Association of
=oracic and Cardiovascular Surgeons of Asia, vol. 11, no. 9,
pp. 391–396, 2015.

[2] S. Cheng, Q. Zhang, and Q. Qin, “Big data analytics with
swarm intelligence,” Industrial Management & Data Systems,
vol. 116, no. 4, pp. 646–666, 2016.
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-e Internet is a popular form of information technology development in the new century, and it organizes and analyzes big data
by taking effective measures to find useful information. With manpower, it is obviously not enough to be in such a huge in-
formation system, so the emergence of sustainable computing and artificial intelligence has become the core of large-scale data
processing at this stage. -is paper studies the application of the combined algorithm based on sustainable computing and
artificial intelligence. In this paper, a new combined intelligent search algorithm is proposed by combining sustainable computing
with artificial intelligence. -e combination algorithm firstly analyzes the value from the aspects of ecological environment and
economic benefits and studies the overall evaluation of sustainable development ability. Secondly, the energy analysis method is
used to establish a reasonable comprehensive ecosystem and evaluate its impact on the sustainable development of environment
and economy. Finally, the impact of resource consumption, wind speed detection, waste discharge, and utilization of renewable
resources in a certain area is analyzed by simulation. -rough the experimental results, on the one hand, it is proved that the data
obtained by the combined algorithm are more accurate than the single algorithm; on the other hand, the combined algorithm can
be further sublimated and widely used for other data detection. -e combination algorithm proposed in this paper can effectively
detect the required data and has high applicability.

1. Introduction

In recent years, due to the continuous development of in-
formation technology and the continuous expansion of the
network field, a large number of offline software and online
applications came into being, playing a corresponding role
in various fields [1]. -e background of these applications is
mainly data driven, and users can also generate a large
amount of data by using the application [2]. Diversified data
can not only facilitate users to quickly find the information
they want to know in an acceptable time and understand the
world without leaving home but also help enterprises
combine online and offline business to expand business
scope. Online commerce [3] has become the mainstream. At
the same time, the government can also work efficiently
throughmunicipal data information, solve problems in time,
and carry out more convenient service projects [4]. -e
emergence and existence of data promote the growth and

progress of various industries and public utilities. However,
most of the time, people tend to pay too much attention to
new data and conduct a lot of research on new data.
However, a large number of previously generated data are
generally stored in the database and can only be taken out as
a reference when necessary. But we all know that the analysis
of new things is often based on the past things, using the
corresponding method to find the relationship between the
old and the new, so as to get the development law of new
things. -erefore, in the face of new data, how to extract and
mine more useful information from massive data and
generate more commercial value and social value has be-
come a hot issue at this stage.

In view of the rapid growth of data, detection data has
become an effective way to make full use of data. Data
detection [5] means that the tester can judge and speculate
the future results of the tested object with high precision by
mastering the existing information, using certain scientific
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knowledge, laws, and detectionmethods, so as to understand
the development direction of things conveniently. -e de-
tection should not only consider the past characteristics and
possible laws of the detected object but also consider various
uncertain factors of the detected object at present or in the
future. -e test is similar to the budget before the start of a
business activity. Before the start of the event, the organizer
will plan and estimate the activity based on previous ex-
perience and preliminary preparation and make a financial
forecast for the implementation of the activity, so as to
prevent accidents. Similarly, detection is also based on
historical data to establish a model and find out the law,
through the detection model to outline the data develop-
ment curve, so as to get the possible results in the future.
Taking the power system as an example, power producers or
power departments conduct short-term or long-term de-
tection based on the electricity consumption in the past few
weeks, months, or even years [6].

Intelligent search [7] is an important branch of artificial
intelligence. -e fundamental purpose of the intelligent
search is to derive the required target state according to the
initial state of the system, that is, the operation rules of each
member in the system. Because of its great practical sig-
nificance, it has attracted the praise of numerous famous
scientists. Since artificial intelligence was formally put for-
ward [8], intelligent search has made great progress over the
years and has become an extensive interdisciplinary and
frontier science. Generally speaking, the purpose of the
intelligent search is to make computers think like people.
After the advent of computers, human beings began to have
tools to simulate human thinking. Computers play a role for
human beings with their high speed and accuracy.

Because the data is more or less affected by external
factors and there is noise in the data, the combined algo-
rithm mode can be used for data processing to remove the
noise in the original data and reduce the adverse effects. At
the same time, the combined algorithmmode can absorb the
advantages of the first simulation and discard its disad-
vantages [9], so that we can learn from each other tomake up
for the disadvantages. In order to better determine the
proportion of several single methods in the combination
method, the artificial intelligence optimization algorithm is
used to dynamically adjust the corresponding weight of each
method to fully improve the detection effect. Based on the
above characteristics, this paper studies the combined de-
tection model based on sustainable computing and artificial
intelligence optimization, in order to make the detection
results with high accuracy and small error and ensure the
wide applicability of the detection method. In this paper, the
data validation of the ecosystem in a certain place not only
proves that the combined method is more effective than the
single method and other similar combination methods but
also proves that the method is widely applicable and can be
applied to many other aspects. In addition, in order to show
that the sustainable calculation and energy analysis method
are helpful to improve the detection accuracy, this paper also
compares the data errors detected by the combined method

model and further proves the good detection effect of the
proposed method.

2. EstablishmentofCombinedAlgorithmModel
Based on Sustainable Computing and
Artificial Intelligence

2.1. Overview of Sustainable Computing. -e concept of
sustainable computing [10] is characterized by the inte-
gration of economy, resources, environment, and society.
-e essence of sustainable development is to realize the unity
of economic and ecological benefits. -e economic benefits
are mainly reflected in the profit level of production ac-
tivities and the tax revenue created the remuneration paid to
the workers, while the ecological benefits are mainly re-
flected in improving the ecological environment and re-
ducing the consumption of natural resources directly or
indirectly [11, 12]. In the face of the rapid development of
human industrial production activities, a series of questions
about the real value of resources, environment and industrial
production activities, the impact of industrial production
activities on resources and environment, and how to
quantitatively analyze and systematically evaluate the sus-
tainable product production process need to be answered.

2.2. Definition of Artificial Intelligence. -e development of
artificial intelligence [13] is based on hardware and software. Its
development has experienced a long process of development.
Long ago, people began to study the formation of their own
thinking. Aristotle took the early steps of developing artificial
intelligence as early as a year B.C., when he began to explain
and annotate deductive reasoning, which he called syllogism. It
can be regarded as the original knowledge expression standard.

Artificial intelligence is a frontier interdisciplinary
subject in the world, but like many emerging disciplines,
artificial intelligence does not have a unified definition [14].
Artificial intelligence is difficult to define precisely. Many
human activities, such as solving problems, guessing, dis-
cussing, making plans, writing computer programs, and
even driving cars and bicycles [15], require “intelligence.” If
the machine can complete this task, it can be considered that
the machine has some kind of “artificial intelligence.”

2.3. Types ofDetectionModels. Before the detection, once the
appropriate method is selected, in order to complete the
detection more accurately, it is necessary to establish a
specific detection model. According to the first mock exam
method, the number of models is single. Since most of the
previous detection is based on the linear relationship be-
tween data, we use the known historical data to find the
corresponding regular curve and calculate the next data
according to the linear equation of the regular curve.
However, the data in practical application are very complex.
In addition to a small amount of data, there are a large
number of data with a certain nonlinear relationship. In
order to solve the problem of nonlinear detection effectively,
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the first simulated test is generated step by step. -erefore,
the first mock exam can be further divided into traditional
methods based on theoretical statistics and artificial intel-
ligence methods that can effectively solve the data diversity
characteristics [16].

(1) -e first mock exam of a single model is usually a
single detection model [17]. According to the
different characteristics of data samples and the
further study of theoretical methods, the models
can be roughly divided into the following two
categories: on the basis of traditional data models,
the future value can be detected directly based on
mathematical models. -is method has the char-
acteristics of simple method and small sample
data. It mainly includes the following methods:
empirical detection method, trend extrapolation
method, regression detection method, time series
detection method, and grey detection method. -e
method of artificial intelligence was proposed by
Dartmouth University society in 1956. It belongs
to a kind of computer science, which is formed by
the combination and penetration of various dis-
ciplines. Its goal is to research and develop in-
telligent entities. Artificial intelligence methods
mainly include artificial neural network technol-
ogy, swarm intelligence, and support vector ma-
chine [18].

(2) Combined detection model [19]: although the tra-
ditional detection methods and artificial intelligence
methods can achieve better detection results in some
fields, the detection accuracy cannot be further
improved due to the single method. For example, the
traditional detectionmethod can effectively deal with
the detection of linear data, and the artificial intel-
ligence method can well deal with the detection of
nonlinear data [20]. However, most of the data at this
stage contain both linear and nonlinear parts. Only
by combining the advantages of the two can we solve
the problem better. At the same time, the first
simulated test model can be applied to different fields
more widely. -e combination model can dynami-
cally adjust the weight of each method according to
different data, which has achieved good results in
many fields. -e main idea of the first mock exam is
to create a new detection method based on different
characteristics of data and using their respective
advantages to dynamically combine different single
models.

2.4. Test and Evaluation Standards. Because detection is an
estimation of the possible trend, there must be a gap between
the detection and the actual value, and this gap is inevitable.
-e quality of the model is determined by the error value to a
great extent. In order to evaluate the detection model ob-
jectively and accurately, the following six evaluation indexes
are generally used: absolute, relative, average, root mean
square, and standard error.

2.5. Energy Analysis. Energy [21] is a new scientific concept
put forward by famous American ecologists. It is defined as
the amount of another energy contained in a flowing or
stored energy, called the energy value of energy. Because all
kinds of resources, products, or services come from solar
energy directly or indirectly in the formation process, in
practical application, the energy value of different types of
energy is measured with solar energy as the benchmark and
solar Joule as the unit [22].

Energy analysis theory [23] is the latest system analysis
method in the development of system ecology and ecological
economics. -is method inherits the idea of whole life cycle
system analysis. Based on solar energy value, different types
of noncomparable energy in ecosystem or eco economic
system are transformed into the same standard energy field
for measurement and analysis. Energy analysis can deeply
understand the structure and function characteristics of
ecosystem by calculating various input energy values and
constructing evaluation indexes and ecological economic
benefits.

-e energy analysis method makes different energy and
materials get the same comparison standard [24]. It can
objectively evaluate the actual contribution of various forms
of noncomparable energy, such as economic input. After
inspection and verification, it is determined that the revised
content is consistent with the original intention of the au-
thor. System analysis method [25] is a new analysis method
for developing traditional energy, but it is still imperfect, the
application of the industrial system is still in the initial stage,
the systematic energy index system needs to be improved,
and the comprehensive evaluation index system of sus-
tainable development is still lacking.

As shown in Table 1, we compare the above methods of
system analysis. It is found that the energy analysis method is
very suitable for the establishment of the combined algo-
rithm detection system proposed in this paper. Energy
analysis is based on energy analysis. It converts all kinds of
energy, nonenergy material flow, and capital flow into the
same standard energy for data processing and system
analysis.

2.6. Establishment of Combined Algorithm Model. In this
paper, the model of the combined algorithm based on
sustainable computing and artificial intelligence is divided
into three parts: the prior processing part, the independent
detection part, and the weight adjustment part. -ese parts
are adjusted as follows:

(1) Priority processing part before inspection: due to the
influence of various uncertain factors on time series
data, there will be missing or unavailable “dirty” data
in the original data, resulting in relatively poor de-
tection results and being unable to achieve the ex-
pected purpose. In order to eliminate the
interference caused by noise data, the data is pro-
cessed before the simulation experiment. Wavelet
denoising [26] is used to analyze the original data. By
setting the minimum value, the data whose noise is
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less than the value is eliminated, and the remaining
data are reorganized accordingly to obtain the data
with no noise or less noise.

(2) Separate detection part: because the data has been
processed prior to inspection, the separate detection
part is to redistribute the priority processed data.
After wavelet denoising, the weight of each part is
calculated by evaluating the error between the de-
tected value and the actual value, and the weight is
obtained by considering the detection accuracy of
each part.

(3) In the weight adjustment module [27], the dynamic
weight selection of a single method can make the
whole detection model fully absorb the advantages
and disadvantages of a single method in detection and
further improve the detection accuracy. Secondly, the
weight dynamic selection can be dynamically adjusted
according to the different data processed, which is
suitable for many fields. Particle swarm optimization
algorithm is used to adjust the weight [28]. Particle
swarm optimization algorithm has a certain storage
capacity in the process of parameter adjustment. It
can approach the local optimal and global optimal
step by step. It can quickly find the optimal solution
and allocate the weights of three independent
methods in the proposed combined algorithm, so as
to obtain the final detection results.

Because the ecological data [29] is inevitably affected by
various factors and contains noise, if the original data is di-
rectly used for detection, the detection error will increase,
which will directly affect the effectiveness of the detection
model. -erefore, before detection, the noise of one-dimen-
sional time series is decomposed by wavelet. Generally
speaking, there is no perfect and effective method for the
selection of decomposition level, which can only rely on ex-
perience. Assuming that the first mock exam is composed of
these two singlemodels, the process of obtaining the combined
algorithm of sustainable computing and AI is as follows:

(1) Firstly, the combination algorithm model is used to
predict the time series in the prediction interval.

(2) Secondly, by evaluating the error between the pre-
dicted value and the actual value, the corresponding
weight of each model is calculated, and the detection
accuracy of each model is considered.

(3) Finally, the weighted prediction is combined. Here,
depending on the structure of the model, the inputs
to the model may be the same or different. However,
we found that they prefer to use the same input data
by reading the existing literature. Generally speaking,
the input data is a time series of past wind speeds;
however, in some cases, other meteorological con-
ditions such as wind direction, temperature, air
pressure, and air humiditymay improve the accuracy
of the detection model.

2.7. Comparison of Different Combination Algorithms.
-e weighted combination algorithm and the combination
algorithm with preprocessing are very suitable for long-term
difficult detection. -is kind of detection usually requires
power system dispatching, optimal unit startup and shut-
down, load tracking, and other operations [30]. -e
weighted composite algorithm can also be used for long-
term projects such as the maintenance of wind turbines or
conventional power plants. In addition, the combination
algorithm is mainly used in ecological benefits and mar-
keting, including parameter selection and data optimization
methods, to improve the occasion of high-precision de-
tection. However, the method combined with error pro-
cessing only gives reasonable results in the case of systematic
error, so it is not aimed at a certain field. Finally, it is worth
mentioning that some combination algorithms do not
necessarily improve the detection performance of a single
model and even lead to worse results in some cases.

3. ApplicationofCombinedAlgorithmBasedon
Sustainable Computing and
Artificial Intelligence

3.1. Application of Combined Algorithm in Integrated
Ecosystem. -e combined algorithm uses the detection to
get comprehensive ecosystem data and explores different
ecosystem survival modes, such as ecological agriculture,
forestry and fruit industry, aquaculture, construction land,
and leisure and entertainment modes [31]. -e combined
algorithm model can effectively track the status of the
ecosystem and give the evaluation system of ecological
restoration benefits, which can maintain and supervise the
stability of the environment and resources that need to be
repaired. It will also make an effective feedback mechanism

Table 1: Simple comparison of various system methods.

Net energy analysis Exergy analysis Analysis of accumulated effective
energy Energy analysis

Comparison
content Energy Energy Energy Energy

Company J J J scj
Energy quality No Yes Yes Yes
Evaluating
indicator

Energy production
input ratio

Effective energy
efficiency

Minimum recovery work and
regeneration factor

Energy comprehensive index
system
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to the economic standards and ecosystem service functions,
to the restored places, and to contribute to the sustainable
development of ecological restoration of the ecosystem [32].

-e ecological restoration model is an effective way to
reprocess the detected data and transform the negative ef-
fects into positive ones [33]. -e economic benefits of the
restored ecosystem have been greatly improved. Other
restoration modes include the following:

(1) Ecological botanical garden restoration mode: clean
up the cliffs where plants are difficult to grow. We
always adhere to the concept of sustainable devel-
opment, through the combined algorithm of land
area detection, and the land can be planted for
reasonable allocation, planting easy-to-grow flowers
and plants.

(2) Sustainable ecological ranching model: the construc-
tion of pasture requires a large area of land support
and sufficient water and electricity. Detect the wind
speed in a certain area through the group and algo-
rithm, and use renewable resources to build wind
farms to solve the problem of large-scale land
irrigation.

3.2. Application of Combination Algorithm
(1) -e first major achievement in combinatorial algo-

rithms is the development of chess programs that can
solve complex problems, such as chess. Some tech-
niques used in chess programs, such as looking
forward to several steps and decomposing difficult
problems into easier subproblems, have developed
into search and problem simplification. Today’s
computer programs can play checkers, Gobang, and
chess at various tournament levels. Some programs
can even use the experience to improve their
performance.

(2) Logical reasoning [34] is one of the most persistent
branches of combinatorial algorithms. It is partic-
ularly important to try to focus only on relevant facts
in large databases, pay attention to credible evidence,
and correct them when new information appears. It
is indeed an intellectual task to find a proof or reverse
proof for a conjecture theorem in mathematics. -is
requires not only the ability to reason based on
assumptions but also some intuitive skills.

(3) Natural language processing (NLP) [35] is one of the
research fields in the combinatorial algorithm. It has
written programs that can answer internal database
questions in English. -ese programs can translate
sentences from one language to another by reading
text materials and building internal databases, exe-
cute instructions given in English, and acquire
knowledge. Some programs can even translate the
oral instructions of the microphone to a certain
extent, rather than from the keyboard to the

computer. At present, the main theme of language
processing research is to pay attention to the im-
portance of a large number of general knowledge,
world knowledge, and expected function based on
the theme and dialogue situation in sentence
translation. -e combinatorial algorithm has made
great achievements in language translation and
speech comprehension and has become a new
concept of human natural language processing.

(4) Automatic programming [36] is developed to write
computer programs for various purposes, such as
input-output, high-level language description, and
even English description algorithm [37]. Progress in
this area is limited to a few recognized examples. -e
research on automatic programming can not only
promote the development of semiautomatic software
development systems but also develop artificial in-
telligence systems that learn by modifying their own
numbers, that is, modifying their performance [38].
-e task of automatically compiling a program to
obtain a specified result is closely related to the task
of proving that a given program will get the specified
result. -e latter is called program verification [39].

(5) One of the great achievements in combinatorial al-
gorithms is the development of chess programs that
can solve difficult problems. Some techniques used in
chess programs, such as looking forward to several
steps and decomposing difficult problems into easy
subproblems, have developed into intelligent search
techniques such as search and problem simplification.
Today’s computer programs can play checkers,
Gobang, and chess at various tournament levels. Some
programs can even use the experience to improve
their performance. Among the many achievements
made by computers, it is very important to extract
their common features from their solutions and find
out the general ideas to solve them.

3.3. Shortcomings of Combined Algorithm. Because the first
simulation has different performance and fitting ability for
nonlinear data under different data sets and detection ranges
[39], the first mock exam method takes advantage of the
different single models. -e first mock exam method can
improve the performance of the final detection and has
many advantages over the single model. In the first simu-
lation test, the most important thing is that the application
field of the combination model is more extensive. -e first
mock exam is better than a single model. It is necessary to
select the most suitable model through testing. When the
first mock exam is difficult to determine, the combination
model can overcome the shortcomings of the above single
model. However, the definition and structure of the com-
bination model are still controversial in the existing liter-
ature. However, the commonly accepted combinationmodel
structure in the existing literature is to assign a weight

Mathematical Problems in Engineering 5



coefficient to each model corresponding to its detection
performance. In addition, other wind speed forecasting
models with different methods are also called combined
models.

4. Results and Discussion

4.1. Error Analysis of CombinedAlgorithmDetectionResource
Consumption. As shown in Figure 1, we use the combined
algorithm model to analyze the data of resource con-
sumption, which shows that the error of per capita water
resources is the largest, reaching 8.2%. Secondly, the average
cultivated land area data analysis error is 3.2%. -en, the
data analysis results of unit GDP consumption and forest
coverage rate show that the error is relatively small. -rough
the error comparison, we can see that the most accurate way

to detect resource consumption is the calculation of forest
coverage rate, and the error is only 1.2%.

4.2. Comparison of Error Results of Different Algorithms for
Wastewater Discharge Detection. As shown in Figure 2, in
order to compare the effectiveness of the combined algo-
rithm detection, we compare the results of the two algo-
rithms to detect the wastewater discharge. According to the
record, the single algorithm has obvious disadvantages
compared with the combined algorithm. Mainly from the
evaporation of condensate water, flushing wastewater, acid-
base wastewater, domestic sewage, and other types of
wastewater, the most significant error reduction is evapo-
ration condensate, acid-base wastewater, and domestic
sewage. With the help of the combined algorithm, the
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Figure 1: Detection of resource consumption error results.
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Figure 2: Test results of wastewater discharge.
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calculation of wastewater discharge is more accurate, which
greatly reduces the shortcomings of single algorithm and
reduces the risk of error.

4.3. Influence of Noise Reduction Degree of Different Algo-
rithms onWindSpeedDetectionError. As shown in Figure 3,
we carry out a series of tests on different levels of noise
reduction data and study the detection accuracy of single
algorithm and combined algorithm by detecting 0%, 25%,
50%, 75%, and 100% noise reduction modes. -e results
show that 75% noise reduction has a great improvement on
the detection accuracy of the combined algorithm. Com-
pared with the single algorithm, there is no significant
change in the detection of different noise levels. We carry out
wind speed detection for 6 weeks. -e error of single

algorithm is higher than that of combined algorithm in these
six weeks, while the minimum error of combined algorithm
is as low as 1.8% in the third week.

4.4. Error of Combined Algorithm for Renewable Resource
Utilization Detection. A shown in Figure 4, we detect the
renewable resources systematically. Compared with the
previous detection system, the detection error of the com-
bined algorithm is slightly improved. Particularly in the
detection of land resources, the result error is only 1.1%.-e
second is the test results of the chemical energy of rainwater,
with an error of 2.2%. -e detection error of solar energy
resources is large, which may be due to the inaccurate data
measurement, resulting in more uncertain factors in the
calculation of the combined algorithm, so the error is large.
But in other aspects, the detection error rate has a very
obvious downward trend.

5. Conclusion

Under the situation of rapid economic growth, severe en-
vironmental conditions, and relative scarcity of resources, it
is an important strategic choice to realize the coordinated
development of economy, society, and environment and
develop circular economy. -e whole world is making great
efforts to realize the sustainable development strategy, and
the whole country is exploring the renewable situation of
economic value, ecological environment, and resources.
Based on the above strategic objectives, this paper proposes a
new combination algorithm based on sustainable computing
and artificial intelligence. Firstly, the combined algorithm
proposed in this paper is used to detect the resource con-
sumption and the utilization of visible resources. It is found
that the error of detecting forest coverage is only 1.2%. -e
detection of land resources is particularly significant, and the
error is only 1.1%. It can be seen that the detection effect of
the combined algorithm for large area resource reuse and
consumption is particularly prominent. Secondly, the single
algorithm and the combination algorithm are analyzed and
compared; the main content is the impact of wastewater
discharge detection and noise reduction degree on wind
speed detection.-e comparison shows that the error rate of
the combined algorithm is lower than that of the single
algorithm. It is found that the detection error of the com-
bined algorithm with 75% noise reduction is the minimum,
which is as low as 1.8%. Finally, it is found that the ad-
vantages of the combined algorithm are that it can detect
accurate data, process and analyze the data more carefully,
and play a low error data detection under 75% noise re-
duction environment, which is further on the road to sus-
tainable development.

Data Availability

-e data that support the findings of this study are available
from the corresponding author upon reasonable request.

3.2

4.2

5.4

1.6

Solar energy
Wind energy
Chemical energy of rainwater
Land resource

Figure 4: Error comparison of group sum algorithm for renewable
resources utilization.

0
1
2
3
4
5
6
7
8

1 week 2 weeks 3 weeks 4 weeks 5 weeks 6 weeks

Er
ro

r v
al

ue

Time slot

Single algorithm
Group algorithm

Figure 3: Error comparison of wind speed detection by different
noise reduction algorithms.

Mathematical Problems in Engineering 7



Conflicts of Interest

-e authors declare that they have no conflicts of interest.

References

[1] Z. Xiang, V. P. Magnini, and D. R. Fesenmaier, “Information
technology and consumer behavior in travel and tourism:
insights from travel planning using the internet,” Journal of
Retailing and Consumer Services, vol. 22, no. jan, pp. 244–249,
2015.

[2] H. Tao, W. Zhao, R. Liu, and M. Kadoch, “Space-air-ground
IoT network and related key technologies,” IEEE Wireless
Communications, vol. 27, 2019.

[3] K. Vikas and P. Prasann, “Reputation management through
online feedbacks in e-business environment,” International
Journal of Enterprise Information Systems, vol. 12, no. 1,
pp. 21–37, 2016.

[4] W. Wu, Y. Liu, C. H. Wu, and S. B. Tsai, “An empirical study
on government direct environmental regulation and het-
erogeneous innovation investment,” Journal of Cleaner Pro-
duction, vol. 254, Article ID 120079, 2020.

[5] B. Wang, L. Dai, T. Mir, and Z. Wang, “Joint user activity and
data detection based on structured compressive sensing for
noma,” IEEE Communications Letters, vol. 20, no. 7,
pp. 1473–1476, 2016.

[6] C. Li, H. J. Yang, F. Sun, J. M. Cioffi, and L. Yang, “Multiuser
overhearing for cooperative two-way multiantenna relays,”
IEEE Transactions on Vehicular Technology, vol. 65, no. 5,
pp. 3796–3802, 2016.

[7] Y. Xing, Y.-Z. Gong, Y.-W.Wang, and X.-Z. Zhang, “A hybrid
intelligent search algorithm for automatic test data genera-
tion,”Mathematical Problems in Engineering, vol. 2015, no. 16,
pp. 1–15, 2015.

[8] Q. Wang and P. Lu, “Research on application of artificial
intelligence in computer network technology,” International
Journal of Pattern Recognition and Artificial Intelligence,
vol. 33, no. 5, Article ID 1959015, 2019.

[9] Y. Tang and M. Elhoseny, “Computer network security
evaluation simulation model based on neural network,”
Journal of Intelligent & Fuzzy Systems, vol. 37, no. 3, p. 3197,
2019.

[10] L. Laurent and J. M. Pierson, “Introduction to special issue on
sustainable computing for ultrascale computing,” Sustainable
Computing: Informatics and Systems, vol. 17, no. mar,
pp. 25-26, 2018.

[11] H. Shiyan, Y. Bei, and Y. Huafeng, “Ieee transactions on
sustainable computing: guest editorial on special issue on
sustainable cyber-physical systems,” IEEE Transactions on
Sustainable Computing, vol. 3, no. 2, pp. 58-59, 2018.

[12] Z. Lv and L. Qiao, “Optimization of collaborative resource
allocation for mobile edge computing,” Computer Commu-
nications, vol. 161, pp. 19–27, 2020.

[13] H. Lu, Y. Li, M. Chen, H. Kim, and S. Serikawa, “Brain in-
telligence: go beyond artificial intelligence,” Mobile Networks
and Applications, vol. 23, no. 2, pp. 368–375, 2017.

[14] E. D. Crawford, J. T. Batuello, P. Snow et al., “-e use of
artificial intelligence technology to predict lymph node spread
in men with clinically localized prostate carcinoma,” Cancer,
vol. 88, no. 9, pp. 2105–2109, 2015.

[15] Z. Lv, L. Qiao, K. Cai, and Q. Wang, “Big data analysis
technology for electric vehicle networks in smart cities,” IEEE
Transactions on Intelligent Transportation Systems, vol. 22,
2020.

[16] Z. Lv, H. A. N. Yang, K. S. Amit, M. Gunasekaran, and
l. Haibin, “Trustworthiness in industrial IoTsystems based on
artificial intelligence,” IEEE Transactions on Industrial In-
formatics, vol. 17, 2020.

[17] W. Kim, S. Suh, and J.-J. Han, “Face liveness detection from a
single image via diffusion speed model,” IEEE Transactions on
Image Processing, vol. 24, no. 8, pp. 2456–2465, 2015.

[18] Z. Lv, S. Zhang, and W. Xiu, “Solving the security problem of
intelligent transportation system with deep learning,” IEEE
Transactions on Intelligent Transportation Systems, 2020.

[19] L. Zhao, X. Dong, W. Chen, L. Jiang, and X. Dong, “-e
combined cloud model for edge detection,”Multimedia Tools
and Applications, vol. 76, no. 13, pp. 15007–15026, 2017.

[20] S. Xiao, S. Liu, F. Jiang, M. Song, and S. Cheng, “Nonlinear
dynamic response of reciprocating compressor system with
rub-impact fault caused by subsidence,” Journal of Vibration
and Control, vol. 25, no. 11, pp. 1737–1751, 2019.

[21] N. Duan, X. D. Liu, J. Dai et al., “Evaluating the environmental
impacts of an urban wetland park based on emergy ac-
counting and life cycle assessment: a case study in beijing,”
Ecological Modelling, vol. 222, no. 2, pp. 351–359, 2017.

[22] V. Puri, S. Jha, R. kumar et al.,“A hybrid artificial intelligence
and internet of things model for generation of renewable
resource of energy,” IEEE Access, vol. 7, pp. 111181–111191,
2019.

[23] H. H. Lou, M. A. Kulkarni, A. Singh, and Y. L. Huang, “A
game theory based approach for emergy analysis of industrial
ecosystem under uncertainty,” Clean Technologies & Envi-
ronmental Policy, vol. 6, no. 3, pp. 156–161, 2004.

[24] X.-S. Gao, X.-J. Luo, L.-J. Deng, and M. Zeng, “Analysis of
material metabolism of eco-economic system in chongqing
based on the emergy theory,” Low Carbon Economy, vol. 2,
no. 1, pp. 32–40, 2011.

[25] S. An, J. Lee, S. Kim, and J. Kim, “A review of the systemic
analysis method on dental sedation for children,”;e Journal
of the Korean Academy of Pedtatric Dentistry, vol. 42, no. 4,
pp. 331–339, 2015.

[26] Y. Ding and I. W. Selesnick, “Artifact-free wavelet denoising:
non-convex sparse regularization, convex optimization,”
IEEE Signal Processing Letters, vol. 22, no. 9, pp. 1364–1368,
2015.

[27] Y. Wu, Y. Ke, C. Xu, and L. Li, “An integrated decision-
making model for sustainable photovoltaic module supplier
selection based on combined weight and cumulative prospect
theory,” Energy, vol. 181, no. AUG.15, pp. 1235–1251, 2019.

[28] M. A. El Aziz, A.M. Hemdan, A. A. Ewees et al., “Prediction of
biochar yield using adaptive neuro-fuzzy inference system
with particle swarm optimization,” in Proceedings of the 2017
IEEE PES PowerAfrica Conference, pp. 115–120, Accra,
Ghana, June 2017.

[29] E. P. Smith, “Randomization methods and the analysis of
multivariate ecological data,” Environmetrics, vol. 9, no. 1,
pp. 37–51, 2015.

[30] M. Elhoseny, “Multi-object detection and tracking (MODT)
machine learning model for real-time video surveillance
systems,” Circuits, Systems, and Signal Processing, vol. 39,
no. 2, pp. 611–630, 2019.

[31] W. Yun, G. Shenglian, X. Lihua, L. Pan, and L. Dedi, “Daily
runoff forecasting model based on ann and data preprocessing
techniques,” Water, vol. 2015, no. 7, pp. 4144–4160, 2015.

[32] H. Tsukimoto, “Pattern reasoning: logical reasoning of neural
networks,” Systems & Computers in Japan, vol. 32, no. 2,
pp. 1–10, 2015.

8 Mathematical Problems in Engineering



[33] Y. Chen,W. Zheng,W. Li, and Y. Huang, “-e robustness and
sustainability of port logistics systems for emergency supplies
from overseas,” Journal of Advanced Transportation,
vol. 2020, Article ID 8868533, 10 pages, 2020.

[34] S. Meystre and P. J. Haug, “Natural language processing to
extract medical problems from electronic clinical documents:
performance evaluation,” Journal of Biomedical Informatics,
vol. 39, no. 6, pp. 589–599, 2015.

[35] D. Kim, Y. Kwon, P. Liu et al., “Apex: automatic program-
ming assignment error explanation,” ACM SIGPLAN Notices,
vol. 51, no. 10, pp. 311–327, 2016.

[36] B. J. Harding, J. J. Makela, C. R. Englert, K. D. Marr, and
T. J. Immel, “-e mighti wind retrieval algorithm: description
and verification,” Space Ence Reviews, vol. 212, no. 4, pp. 1–16,
2017.

[37] H. Zhou, Y. Chang, X.Wu, D. Yang, and X. Qiu, “Horseradish
peroxidase modification of sulfomethylated wheat straw alkali
lignin to improve its dispersion performance,” ACS Sus-
tainable Chemistry & Engineering, vol. 3, no. 3, pp. 518–523,
2015.

[38] R. W. Lo, K. N. Levitt, and R. A. Olsson, “Validation of array
accesses: integration of flow analysis and program verification
techniques,” Software Testing Verification and Reliability,
vol. 7, no. 4, pp. 201–227, 2015.

[39] C.-L. Lai, J.-S. Lee, and J.-C. Chen, “A curve fitting approach
using ann for converting ct number to linear attenuation
coefficient for ct-based pet attenuation correction,” IEEE
Transactions on Nuclear Science, vol. 62, no. 1, pp. 164–170,
2015.

Mathematical Problems in Engineering 9



Research Article
Virtual Reality Technology of Multi UAVEarthquake Disaster
Path Optimization

Yi Wang1,2 and Ensheng Liu 3,4

1Anhui Earthquake Agency, Hefei, Anhui 230031, China
2Anhui Mengcheng National Geophysical Observatory, Mengcheng 233500, Anhui, China
3College of Building Engineering, Jing Gang Shan University, Jian, Jiangxi 343009, China
4College of Surveying and Geo-Informatics, Tongji University, Shanghai 200092, China

Correspondence should be addressed to Ensheng Liu; 1410893@tongji.edu.cn

Received 8 January 2021; Revised 28 January 2021; Accepted 24 February 2021; Published 10 March 2021

Academic Editor: Sang-Bing Tsai

Copyright © 2021 Yi Wang and Ensheng Liu. .is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

China is a country with frequent earthquake disasters. After the occurrence of earthquake disasters, the key to disaster monitoring
and rescue is to quickly obtain images of postdisaster areas. Unmanned aerial vehicle (UAV) path planning is the core of multi-
UAV cooperative control. With the increasing popularity of UAVs, people with more complex living environments contact with
UAVs more frequently, which also poses a challenge to the overall control of UAVs, making single UAV and even multi-UAV
cooperative path planning become a hot research issue in recent years. .e complexity of communication between aircraft in
three-dimensional flight space and multidegree of freedom navigation makes multi-UAV cooperation more challenging.
According to the research results at home and abroad, this paper takes multitarget tracking algorithm, ant colony algorithm, and
hybrid particle swarm optimization algorithm as research methods. Based on virtual reality technology, by comparing the
advantages and disadvantages of several algorithms, the research model of path optimization is established, and a multitarget
detectionmethod based on virtual reality technology is established..rough the analysis and improvement of multitarget tracking
algorithm, ant colony algorithm, and hybrid particle swarm optimization algorithm, the path optimization problem of UAV after
an earthquake based on virtual reality technology is studied. .e results show that, compared with the previous research models,
the overall optimization efficiency of UAV route is improved by 15%, which is more practical.

1. Introduction

With the continuous development of artificial intelligence
technology, unmanned aerial vehicle (UAV) autonomous
flight technology has been widely concerned and studied by
the academic community. Path planning is an important
basic guarantee for UAVS to realize automatic flight. .e
main purpose of UAV path planning is to plan the path that
meets the constraints of UAV according to the UAV target.
.e actual flight environment of UAV is high-dimensional
space. If the time limit is considered, the scale will be in-
creased to four dimensions, which will cause the problem of
“scale disaster” in the planning process. .erefore, how to
choose an appropriate algorithm to develop an optimal path
planning system for multiple UAVs is the main problem in
the field of UAV research.

Path planning of three-dimensional UAV is an impor-
tant part of UAV autonomous control system. To solve the
complex path optimization problem of rotor vertical takeoff
and landing (VTOL) aircraft, Chen proposed an improved
center force optimization method. Chen used the linear
difference equation method to analyze the convergence of
the whole modified central force optimization (MCFO)
method [1]. Taking a six-degree-of-freedom four-rotor he-
licopter control system as an example, Chen proposed a new
path planning method. Finally, the six algorithms of Chen
were compared and simulated, and the problem of angle of
arrival tracking using multiple UAVs in three-dimensional
space was studied [2]. Xu proposed a distributed 3D AOA
target tracking method which is composed of a distributed
estimator and multi-UAV path optimization algorithm and
a new 3D distributed pseudolinear Kalman filter (DPLKF) to
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improve the stability of the solution of the extended Kalman
filter. DPLKF consists of two coupled filters; Dogancay
proposed a method to reduce the deviation and a distributed
path optimization algorithm constrained by communication
distance and no-fly zone [3]. .e algorithm uses gradient
descent optimization in XY plane and grid search along z-
axis to calculate UAV waypoints. To improve the tracking
performance, the tracking error covariance matrix is min-
imized [4]. UAV relay technology is an important means to
realize remote wireless communication. Li proposed a
broadcast communication system based on fixed-wing UAV
as the relay platform between the base station and mobile
mission UAV cluster. To improve the system performance,
especially to ensure the quality of service (QoS) of UAV in
high priority mission, the route optimization method of
relay UAV is investigated. Firstly, the system model and
signal model of UAV relay broadcasting communication
system are given, and the approximate expression of single
link traversal capacity is derived. .en, according to the
different requirements of mission UAV, Li proposed a path
optimization method for relay UAV based on the weighted
and ergodic capacity maximization criteria [5]. On this basis,
the exact outage probability and closed-form ergodic ca-
pacity of relay links are derived to quantify the system
performance. Finally, the optimal path of the relay UAV in
the two simulation scenarios is given.

Recently, UAV is considered as a means to provide
enhanced coverage or relay services for mobile users in
wireless systems with limited or no infrastructure [6]. Jeong
has studied a mobile cloud computing system based on UAV
[7]. .e system gives computing power to the mobile UAV
and provides computing offloading opportunities for system
with limited local processing capacity. Liu proposed a
particle swarm optimization method for UAV path planning
based on the potential odor intensity grid..e odor intensity
is created to color the highest probability region where
candidate particles may be located in the search space [8].
Based on different odor intensity levels, Duan designed a
potential grid building operator. Potential grid construction
operators generate two potential location grids with the
highest odor intensity [9]. .en the intermediate point is
regarded as the final position in the current particle di-
mension, and the global optimal solution is solved as the
average value.

In this paper, based on the research results at home and
abroad, multitarget tracking algorithm, ant colony algo-
rithm, and hybrid particle swarm optimization algorithm are
used as research methods. Based on virtual reality tech-
nology, the research model is established. .rough the
comparative analysis of several algorithms, the experimental
simulation and system research on the UAV path optimi-
zation problem are carried out. .e main innovations of this
paper are as follows:.e threat distributionmodel of various
obstacles is designed, and the concept of comprehensive
threat field of virtual reality model is defined. .is paper
extends the traditional method of single threat source and
improves some threat distribution models. .e smoothing
algorithm is used to smooth the initial path, and based on the
characteristics of smooth trajectory, a cooperative criterion

based on interval distance is proposed, which defines when
UAVs can cooperate with each other and how UAVs will
cooperate. As the core content of this paper, based on the
above points, a set of “environment modeling, initial path
planning, and path smoothing collaborative planning”
process is established, and the simulation experiment is
implemented.

2. Path Optimization Method for Multiple
UAVs under Earthquake Disaster

2.1.OptimizationofEarthquakeDisasterPath. Path planning
is carried out in the configuration space. Firstly, the concept
of configuration space is introduced. Path planning prob-
lems usually need to know four parts in advance.

(1) .e geometric description of UAV.
(2) .e description of the planning environment of

UAV which is also called the workspace.
(3) .e degree-of-freedom description of UAV.
(4) Planning task, through which the configuration

space (C space) of UAV can be compiled..ese three
configuration spaces can be described by several
parameters. For example, the configuration space of
two UAVs moving in 3D space can be described by
three parameters x, y, and z. N-dimensional vector
can be used to describe the minimum number of
parameters required to describe the configuration
space and porthole position of UAVS [10, 11].

.e vector set corresponding to all positions of UAV is
the configuration space of UAV. Due to the limitation of
various conditions, the area that UAV cannot reach (such as
the area where the obstacles are located) is weighed as the
forbidden configuration in C space, and its set is represented
by Cx, the remaining area that UAV can reach is called the
free configuration, and its set is represented by CR. .ere is
no intersection between available configurations and
available configurations, and the two sets together constitute
the configuration space; that is, C�CX∩CR� 0.

Path planning is one of the key technologies of multi-
UAV formation flight, which mainly includes formation
assembly route plan, formation maintenance route plan, and
formation reconstruction route plan [12,13]. Among them,
formation assembly path planning is the process of for-
mation generation of multiple UAVs. .e purpose is to
make a group of UAVs start from different starting points
and reach the corresponding positions in the designated
formation assembly area at the same time, to achieve the
required formation. Formation maintenance path planning
is to plan an optimal reference path, which can safely reach
the target destination of UAV formation flying in a specific
formation; the formation reconfiguration plan is to plan a set
of optimal paths for each UAV, so that each UAV can
quickly transfer from the current formation to the new
formation. .e main constraints considered in the planning
process are safety, flight capability, and other constraints:
path safety means that the planned path can avoid the threat
of obstacles in the flight area and environment, and there will
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be no collisions between aircraft. Path flightability means
that the planned path can meet the kinematic constraints of
each UAV, such as the minimum turning radius constraint,
path curvature continuity constraint, and maximum
climbing angle constraint [14,15]. Other constraints include
time coordination constraint and maximum path length
constraint.

2.2. Ant Colony Algorithm. .e flight altitude of UAV is
constant in cruising time because frequent altitude changes
will consume a lot of fuel and increase engine loss. In the
process of flight, the aircraft should not be too high or too
low [16,17]. .e too high flight will increase the risk of being
detected by the enemy’s radar and be attacked by the
enemy’s defense system. To avoid the attack of local defense
systems and radar, flying too low will lead to bumping into
natural obstacles such as mountains. Considering the above
concerns, the aircraft needs to keep the altitude within a
certain range during the flight process, and the UAV needs
to keep the flight altitude no higher than Hmax and no less
than Hmin when performing tasks. .e formal language
description is as follows, where IH represents the real-time
flight altitude of each trajectory.

Tij(0) � const, (1)

where Tij(0) is the pheromone concentration between city I
and city J at the initial time; const is a constant, usually 0.
When the classical ant colony algorithm is not running, the
pheromone concentration on all paths is 0.

To avoid falling into local optimization easily in the
process of solving the optimization problem, domestic
scholars proposed an improved ant colony algorithm based
on information entropy in 2005 [18]. .e information en-
tropy is used to determine the next transfer city, and random
disturbance is introduced to realize the dynamic adjustment
of the algorithm. When the value of information entropy
rises to the maximum threshold set by the algorithm, the
execution of the algorithm ends. According to the value of
information entropy, the next step transition probability is
obtained. .e calculation formula of information entropy
and pheromone updating is as follows:

Pi �
τi(t)

iesτi(t)
, (2)

S � −ki 
n

i�1
pi ln pi, (3)

τ(t) � (1 − ρ)τ(t − 1) + ρΔτ(t), (4)

where Pi is the ratio of the amount of information on the
edge i of the path to the total information; that is, Pi ≥ 0. In
the initial stage of the algorithm, the pheromone of each path
is the same, and the entropy is the global maximum [19, 20].
After a period of time, the information concentration of
some path edges increases, and the entropy becomes smaller
and smaller. If we do not pay attention to the adjustment, the

entropy may drop to 0; that is to say, in the later stage of the
algorithm, only one path has the highest pheromone, which
will lead to premature.

2.3. Hybrid Particle Swarm Optimization Algorithm. .e
intelligent optimization method is a model that uses bio-
logical characteristics to solve practical problems, and the
PSO algorithm is a typical swarm intelligence random search
optimization algorithm [21]. In PSO, the search space of the
problem is similar to the flight space of a group of birds, and
each bird is one of them. Each bird is reduced to particles of
negligible weight and size, representing a viable solution to
the problem. .e optimization process of the algorithm is
similar to the process of species searching for food and fi-
nally finding the most abundant food, which is equivalent to
obtaining the optimal solution of a complex optimization
problem [22, 23].

.e selection mechanism of the hybrid PSO algorithm is
similar to that of the genetic algorithm [24]. In the hybrid
PSO algorithm, we design the fitness degree of each indi-
vidual’s current position and rank it. .en we replace the
position and speed of the weak adaptive individual with the
position and speed of the weak adaptive individual and keep
the best position of each individual. .erefore, the scope of
group search is concentrated in relatively good areas, but it is
still affected by the best location of previous individuals.
Each particle in the particle swarm is set manually to the
propagation probability [25]. In each iteration, a certain
number of particles are randomly selected from the pop-
ulation according to the propagation probability to generate
the same number of new particles [26, 27]. To keep the
number of particles in the population constant, we use the
generated new particles to completely replace the original
particles. .e new particle’s position and velocity update
formula is as follows:

Xchild−i � μxi(t) +(1 − μ)Xj(t), (5)

vchild−j � vi(t) + vj(t)  ·
vi(t)




vi(t) + vj(t)



, (6)

where μ [0,1], Xi, and Xj are the position vectors of the
random particles Vchild−iand Vchild−j and are the corre-
sponding velocity vectors of each primitive particle Vchild−i,
and Vchild−j and Vchild−jare new particles. .e hybrid particle
swarm optimization algorithm has higher search accuracy
and faster speed. It can achieve satisfactory results in solving
a class of nonlinear optimization problems. .e flight speed
of particles has a great impact on the performance of the
algorithm [26]. When the flight speed is too fast, particles
can quickly reach the target area, but when approaching the
target value, too fast speed will easily cause the particles to
cross the target value and fly to other regions, thus reducing
the convergence speed of particles [27]. .e algorithm
cannot even converge; when the particle flying speed is too
slow, the particle can quickly approach the target area, al-
though it can ensure a local fine search, it directly leads to the
reduction of the overall detection ability of the algorithm.
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.erefore, to balance the overall development ability of the
algorithm, measures must be taken to control the flight
speed of particles [28].

3. Simulation Research and Design of Multi-
UAV Path Optimization for Rapid
Assessment after Earthquake Disaster

Global path planning is the first step to realize collision
avoidance in the autonomous path planning system, and it is
the basis of subsequent path planning (such as local path
planning and renavigation). According to the research re-
sults of some scholars and the general steps of global path
planning, the global path planning of UAV is realized: firstly,
the autonomous navigation environment model of UAV is
established [2], then the initial path planning is carried out
by using Dijkstra algorithm, and finally, the initial path is
optimized by hybrid particle swarm optimization algorithm,
to find the global shortest path.

(1) Environment modeling: according to the distribu-
tion and size of obstacles in the electronic chart, the
corresponding convex surface is defined, and the
autonomous navigation environment model of the
unmanned ship is established by link graph method
and network topology diagram (link graph) [29].

(2) Initial path planning: use the Dijkstra algorithm to
search the link graph from the starting point to the
destination, and prepare the initial optimal path by
the punctuation method, which is used for the path
optimization of hybrid particle swarm optimization
algorithm [30].

(3) Path optimization: based on the initial path, the
hybrid particle swarm optimization algorithm is
used to optimize the path to find the best path.

Different from the ant colony algorithm, when using a
hybrid particle swarm optimization algorithm, the priority
of each target is fixed, which makes the system more pre-
dictable. .erefore, it is more appropriate to use the hybrid
particle swarm optimization algorithm to design the target
priority of the simulation system. However, the result of
target priority division is not absolute, so it cannot be
designed according to the hybrid particle swarm optimi-
zation algorithm in practical application [31], because the
hybrid particle swarm optimization algorithm is based on a
series of assumptions, and all the targets in the target set
must be periodic objectives.

(1) .e setting time and period of each goal are equal
(2) Each target is independent of each other, and the

operation of each target is not associated with other
targets

(3) .e use time of the target remains unchanged in each
cycle

(4) Ignore the target plan and target replacement time

Model the third-party software, set the scene material, so
that the model can get the real mapping, and finally initialize

the virtual reality system [32]. To model the real scene, first of
all, we must accurately collect the real building data, measure
the actual length, width, and height with a ruler, and then take
photos of the real objects. After obtaining the front data, the
scene is modeled with 3ds Max referring to digital photos. To
ensure fidelity, the material and texture of the scene are es-
sential. Our goal is to refer to the real model for material setting
andmapping, to restore its authenticity asmuch as possible and
make the performance as close to reality as possible.

4. Simulation Results Analysis of Multi-UAV
Path Optimization Based on Virtual
Reality for Rapid Evaluation after
Earthquake Disaster

4.1. Simulation Analysis of Multi-UAV Path Optimization in
Virtual Environment. As shown in Table 1, in addition to the
obstacles with known motion law and unknown motion law,
there is also a kind of obstacle whose motion information is
partially known; that is, the movement trend of the obstacle is
known, but the actual position cannot be determined. .ese
obstacles can be divided into two categories: one is the obstacle
with a known trajectory and moving speed within a certain
range [33]; the other is obstacles. .e speed of the object is
known, but the other direction is unknown. To verify the
superiority of the improved hybrid particle swarm optimiza-
tion algorithm, ant colony algorithm and improved hybrid
particle swarm optimization algorithm with artificial potential
field are used to simulate and compare the path planning
environment of UAV, and the number of sampling points is
less. In the simulation, 400 sampling points are used, and four
kinds of obstacles are set up in the environment, and the risk
degree of obstacles ranges from 1 to 10.

It can be seen from the table that the larger the radius of
the obstacle, the higher the risk score. When the radius of
obstacle 3 is 68, the risk degree score is the highest, reaching
8 points, which shows that the theoretical accuracy of the
target location can be significantly improved by using
multipath information effectively. .e fact that the detection
probability is 1 is considered in the theoretical calculation.
.e detection probability of the outbound base station
equivalent to the multipath effect is less than 1. As the
observation angle increases, the observation and measure-
ment information will increase, and the accuracy of target
estimation will be improved.

As shown in Figure 1, in order to verify the effectiveness
of the proposed hybrid particle swarm optimization algo-
rithm in probability graphs with different scales, the envi-
ronment in the graph is simulated with 100, 200, 300, and
400 sampling points. From the comparison of iterative
curves, it can be seen that the algorithm can quickly con-
verge to the final result in the case of different sampling
points. With the increase of the number of sampling points,
the planning environment described by the probability
graph becomes more and more detailed, and the shortest
path length calculated is becoming shorter and shorter.

In a word, the update of particle speed takes into account
the current velocity and the particle’s own optimization..e

4 Mathematical Problems in Engineering



position and optimal position of the particle swarm opti-
mization algorithm are calculated by the weighted sum of
the three. .erefore, the method is an efficient algorithm
with strong global search ability and fast convergence speed
in practical application. In addition, this algorithm is also a
kind of intelligent algorithmwith good generality, which can
be widely used in a variety of optimization. At the same time,
it has good scalability and is easy to combine with other
traditional and intelligent algorithms. .e advantages of this
algorithm complement each other, providing more ideas
and methods for solving practical problems.

As shown in Figure 2, the verification of the periodic task
scheduling strategy can be carried out by calculating the
running frequency of each periodic task. If every periodic
task can run periodically according to the set frequency, the
design of the periodic task scheduling strategy is correct. In
the simulation example, the operation frequency of each
cycle task is calculated in a specific cycle second from the
start of UAV taxiing to takeoff [34]. From the verification
results, the running frequency of periodic tasks is consistent
with the set frequency, and the scheduling strategy of pe-
riodic tasks meets the system requirements.

4.2. Schedulability Analysis of UAV Path Planning in Virtual
Environment. From the path of hybrid particle swarm
optimization, it can be seen that the path planned by the

algorithm is close to the boundary of obstacles or passes
through the vertices of obstacles to meet the requirements of
the shortest path. Although the obstacle model has been
extended to a certain extent, due to the interference of wind,
wave, and currents in the actual navigation process, UAVs
may collide with obstacles when navigating according to the
global path, resulting in damage or mission failure of UAVs.
.rough the analysis of the schedulability verification
method of simulation research, it can be seen that the
maximum schedulability utilization calculation method of
the hybrid particle swarm optimization algorithm requires
that the task set is periodic [35].

As shown in Figure 3, to verify the effectiveness of the
algorithm under different sampling time, four obstacle
environments are used to simulate the path search under
different sampling times. Finally, compare the different
results between the primary and secondary plans based on
the time of the obstacle. .e comparison of the four groups
of data in the figure shows that the time required for the
second plan is less than that for the first plan when the
number of sampling points is different, and the calculation
time increases with the increase of sampling time. .e
growth of the primary plan is faster than that of the sec-
ondary plan. .is is due to the expansion of all feasible
locations in the planning environment in the initial plan.
With the increase of sampling time, the number of path
points in the search tree increases, and the collision
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Figure 1: .e iterative curve of path length with a different number of sampling points.

Table 1: Obstacle distribution information.

Obstacle source Obstacle 1 Obstacle 2 Obstacle 3 Obstacle 4
Central coordinates 164,247 133,165 246,214 184,269
Radius 50 39 68 42
Risk level 6 4 8 5
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detection time increases rapidly. However, due to the in-
troduction of a sortingmechanism in the secondary plan, the
number of conflict detections will not increase significantly
with the increase of the number of nodes [36].

4.3. UAV Planning Path Assessment in Virtual Environment.
For different sampling times, the path length obtained by the
algorithm is compared. Because the UAV flies at a constant
speed, the arrival time of the target point can directly reflect
the information of the path length.

.e results of multiple evaluations under the same
conditions are different. .e first assessment of Route 2
failed and the others succeeded. However, for the second
assessment, the assessment of Route 1 and Route 3 failed
and the assessment of other routes was successful. .e two
assessments provide a correct assessment of each route.
However, for the second assessment, there was no signif-
icant difference in the output values corresponding to
“medium” and “good” in Route 1 assessment results.
According to the principle that the evaluation result is the
maximum weight, the evaluation grade of Route 3 is
“poor,” while the actual route level is good, so the

evaluation result is wrong. Routes 1 and 2 have similar
disadvantages. In the first assessment, due to the above
reasons, there will be assessment errors.

Figure 4 shows the simulation results of path arrival time
obtained by primary planning and secondary planning. .e
results show that, with the increase of sampling time, the
arrival time becomes smaller and shorter, which indicates
that the path length is shorter and shorter.

When the number of samples increases to 400, the
change trend of path length becomes slower. .is is because
the system has completed most of the planned space cov-
erage, and the search results are close to the best path. .e
arrival time of the initial plan is shorter than that of the
secondary plan. .is is because, after a sudden threat, the
path obtained through the initial plan is no longer feasible.
To avoid a sudden threat, it needs to take a longer path, and
the arrival time increases accordingly..e simulation results
show that although there are some differences between the
two evaluation results, both of them have made a correct
evaluation of the advantages and disadvantages of the route.
.e figure shows that the output value of the path level is
significantly higher than that of other levels, and the path
level can be judged intuitively and accurately from the
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diagram. .e experimental results show that firstly, the
initial weight and threshold are optimized, and then the
accuracy of routing evaluation can be significantly improved
by network training, which is an effective evaluation
method. .e fuzzy comprehensive evaluation method is
based on the experience of relevant experts to compre-
hensively evaluate the route [37], judge the advantages and
disadvantages of the route, carry out a quantitative evalu-
ation on the route, give the corresponding score, and make a
more detailed evaluation. If it is necessary to make a fine
evaluation on the route evaluation of the BP neural network,
the samples and evaluation values of the fuzzy compre-
hensive evaluation method can be used as the training
samples of the BP neural network trained by the network,
and the score value can be used as the expected output of
training samples. Not only can the test samples be used to
test the advantages and disadvantages of the route, but also
the route score can obtain volume value.

5. Conclusion

In geological disaster emergency response, UAV image
acquisition provides a scientific and reasonable decision-
making basis for rescue and disaster assessment. .e effi-
ciency and effect of unmanned path planning directly affect
the whole emergency process. Autonomous optimal path
planning is one of the main functions of UAV, which reflects
the intelligence level of UAV. It mainly includes overall path
planning and partial path planning. Among them, the
overall path planning is the basic guarantee for the normal
and safe driving of UAV and is also the basis of partial path
planning, which has a certain value for the research of UAV
optimal path planning. However, at present, most of the
global optimal path planning algorithms at home and abroad
are easy to fall into the local optimal solution and the
convergence speed is slow, and most of them only consider
the single target of the shortest path, which leads to the
problem that the corner is too large and the distance is too
close, and the actual navigation of obstacles and unmanned
aircraft is inconsistent.

To solve these problems, based on the research results at
home and abroad, this paper takes multitarget tracking
algorithm, ant colony algorithm, and hybrid particle swarm
optimization algorithm as research methods; based on
virtual reality technology, through the comparative analysis
of the advantages and disadvantages of several algorithms,
the research model of path optimization method for
multiple UAVs based on virtual reality technology is
established. .e path optimization method of UAV after an
earthquake based on virtual reality technology is studied.
.e results show that the hybrid particle swarm optimi-
zation algorithm based on virtual reality technology is
necessary and advanced for UAV global path planning.
.is paper analyzes the basic particle swarm optimization
algorithm and hybrid particle swarm optimization algo-
rithm based on virtual reality technology. .is paper in-
troduces the formal definition of UAV path planning and
the kinematic constraints of various UAVs. It focuses on
several commonly used path planning algorithms in this
field, some of which focus on environmental modeling, and
some focus on path search. Generally speaking, intelligent
methods are the future trend.

At present, the development of multi-UAV cooperative
path planning is still a hot issue. Due to the author’s limited
experience, the research on some problems in this paper is
not comprehensive enough. In the future, UAV collabora-
tive planning, UAV task allocation, and path planning can be
combined, and the communication between UAVs can be
considered. .e individual to master intelligence makes the
whole system more flexible.

Data Availability

.e data that support the findings of this study are available
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With the rapid development of mechatronics and robotics technology, the application of robots has been extended from the
industrial field to daily life and has become an indispensable part of work and daily life.+e accuracy and flexibility of the operator
determine the operating efficiency of the robot. Although the level of development of the operator is constantly improving, the
traditional operator has a simple structure and generally adopts parallel movement or tightening. +e holding structure has poor
flexibility and stability, making it difficult to achieve precise position capture and control and cannot meet the requirements of
delicate tasks. In this paper, a basic force analysis of the manipulator is carried out, and the change trend of the force and driving
force of each joint when the manipulator is grasping objects is obtained, so as to determine that the manipulator can grasp the
object stably; then, in the strength analysis of the manipulator, it is determined that the material meets the strength requirements.
+is paper conducts an output voltage experiment on the static performance and coupling error of the mechanical arm wrist force
sensor. Secondly, in order to study the influence of the temperature change in the space environment on the zero-point output of
the mechanical arm sensor, a high and low temperature test box are used to simulate the temperature brought by the temperature
change to the sensor. Experiments show that the maximum coupling error of the sensor is 1.81%, which is less than 2% of the
design index. +is indicates that the operator sensor is used to detect the force and torque that the space operator’s edge operator
experiences when it interacts with the external environment and provides the necessary power sensing information for power
control and compatible operator motion control, completing some complex; the Fine project is an important prerequisite for
realizing the intelligence of space operators.

1. Introduction

As the requirements for refinement and intelligence of
operation tasks continue to increase, mechanical arms that
lack force perception will not be able to meet the require-
ments of operation tasks. Increasing the force-sensing ability
on the robotic arm is an important functional requirement
and development trend of the robotic arm. Manipulator
wrist force sensor is one of the most important multidi-
mensional power sensors for robots. It is a power sensor with
two ends connected to the robot wrist and claws. When the
robot arm tightens the workpiece for operation, it can
measure the robot arm and the external environment.
According to the concept and characteristics of supply chain

integration, the relevant factors that influence the methods
of evaluation and evaluation of business performance de-
termine the supply chain integration and the indicators of
measuring the performance of companies and define rele-
vant models. +is document uses the existing data from
listed companies in the software services and information
technology industry to separate supply chain integration
into customer integration and supplier integration, ex-
ploring the relationship between customer integration,
vendor integration, and corporate performance.

Relying on its advanced software and hardware plat-
forms, computer vision technology, and motion control
technology, foreign countries have always been in a leading
position in the field of wrist force sensor research. In recent
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years, dozens of wrist force sensor products or prototypes
have been developed. Sprowl analyzed the relationship be-
tween the influence of the gravity level disturbance on the
inertial navigation system and the maneuvering mode of the
carrier. +e gravity level disturbance signal caused by the
vertical deviation is a distance-related signal. +e maneu-
vering mode of the carrier determines the distance-related
signal to time elated signal conversion method [1]. Ahlin
et al. quantitatively analyzed the influence of vertical de-
viation on inertial navigation based on the single-channel
error covariance model of inertial navigation [2]. Cuervo
proposed that the attitude error and velocity error caused by
the vertical deviation in the Schuler ring have different
frequency domain characteristics, and the grid resolution
required for the compensation attitude calculation and
velocity calculation is different [3]. Farman et al. discussed
the influence of the measurement error of the gravity gra-
diometer on the gravity gradient/inertial integrated navi-
gation system [4].

At present, our country has mastered the kinematics
and trajectory planning technology of manipulators, as well
as the software and hardware design technology of control
system. But on the whole, there is a certain gap between the
domestic research level and foreign ones, and the accuracy
and reliability are worse than foreign ones. Ekaputra et al.
believed that even if inertial sensors, navigation algorithms,
and navigation computers are ideal, there will still be errors
in inertial navigation.+e source of the errors is the error of
Earth’s gravity field information used in inertial navigation
[5]. Jawale et al. proposed using gravity gradient for
matching and positioning. Five independent components
in the gravity gradient tensor constitute the matching
feature. +e gravity gradient measurement can better
isolate the influence of carrier acceleration, which is
conducive to the realization of dynamic measurement [6].
Noort et al. used the stiffness coefficient to adjust the
stiffness of the geometric transformation to be solved,
which can better cope with the changes of inertial navi-
gation error and speed error [7]. Kim used cloud atom-
ization technology to convert different levels of physical
nodes into virtual machine nodes through the research of
fog computing framework [8].

Aiming at the correction of the six-dimensional force/
torque sensor in the space environment, this paper proposes
a method for online calibration of the six-dimensional force/
torque sensor based on the space manipulator joint torque
sensor and exerts a series of different effects on each joint
through the control commands of the manipulator force,
making the mechanical arm in a state of internal force
balance. Finally, with the introduction of the wrist force
sensor gravity compensation model, in combination with
the kinematic equations of the robot arm, the wrist force
sensor end gravity compensation algorithm is deduced, the
reading is corrected, and the force solution method is ad-
justed. +e robot arm and the tip of the robot arm are
obtained accurately. +e contact force is finally verified by a
simulation to verify the correctness of the gravity com-
pensation algorithm at the load end of the arm mechanical
force sensor.

2. Gravity Compensation Algorithm and
Simulation of Load End of Manipulator Wrist
Force Sensor

2.1. Calibration Method of Manipulator Wrist Force Sensor
Based on Neural Network. Due to the design and
manufacturing of the sensor, there is a mutual coupling
between the output signal of the sensor and the actual six-
dimensional component force. +is interference is very
complicated and difficult to accurately describe in theory. It
restricts the measurement accuracy of the multidimensional
wrist force sensor. One of the main factors [9, 10] is to adopt
signal processing methods to eliminate or suppress the
coupling between sensor dimensions. +is method can not
only reduce the requirements on the sensor manufacturing
process but also obtain more accurate measurement results.
In factor analysis, the weight of each main factor is not
determined, but is determined by the relevant variables that
affect the changes of these factors.

2.1.1. Linear Calibration of Manipulator Wrist Force Sensor
Based on Least Square Method. With certain performance
improvements, there are new requirements for general
adaptability and specific adaptability. +e main problem
with basketball gymnastics in Japan is that there are too
many regular gymnastics, special gymnastics are not cov-
ered, and the obtained physical condition cannot be used for
special gymnastics. Suppose F is the input force vector, V is
the output voltage vector, and H is the coupling matrix
[11, 12], for the mechanical arm wrist force sensor:

V � HF. (1)

+e following transformation is made to the formula:

H
T
V � H

T
H F. (2)

We get

F � H
T
H 

− 1
H

T
V. (3)

+en, we do the following:

C � H
T
H 

− 1
H

T
. (4)

We call C the calibration matrix. So there are

F � CV. (5)

When the calibration matrix C is known, for the direct
output type manipulator wrist force sensor, the expression is

Fx

Fy

Fz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

c11 c12 c13

c21 c22 c23

c31 c32 c33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

V1

V2

V3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (6)

In the calculation process of (5), the interdimensional
decoupling of the mechanical arm wrist force sensor is also
completed. It can be seen that the key to the calibration of the
entire sensor is to obtain the calibration matrix C.
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Human motion tracking based on template matching
currently primarily uses error metrics between twomatching
pixel blocks. +ere are three main error metrics based on
block matching. An error metric is based on a cross-cor-
relation function and a normalized mean square. When the
number of force vectors is equal to the number of output
channels, the transfer coefficient matrix can be obtained as
[13, 14]

C � FV
− 1

,

C � FV
T

VV
T

 
− 1

.
(7)

2.1.2. Nonlinear Calibration of Manipulator Wrist Force
Sensor Based on BP Neural Network. (1) Artificial Neural
Networks. Artificial neuron is the simplification and simu-
lation of biological neuron, and it is the basic processing unit
of neural network system.+e input and output relationship
can be described as

yi � f 
n

j�1
wijuj − θi

⎛⎝ ⎞⎠. (8)

We make

xi � 
n

j�1
wijθj − θi . (9)

+en, there are

yi � f xi( . (10)

Different types of activation functions can be selected to
obtain different types of neuron models. If −θi is regarded as
the weight corresponding to the input quantity u0 which is
always equal to 1, then (8) can be written as

yi � f xi(  � f 
n

j�0
wijuj

⎛⎝ ⎞⎠. (11)

Among them, wi0 � −θi, u0 � 1.+e output performance
of the artificial neuron and even the neural network model is
related to the form of the activation function. +erefore,
when constructing the neural network model to solve dif-
ferent problems, you should choose the appropriate acti-
vation function [15, 16], as shown in (12) and (13). We have
the following:

f(x) � tanh(x) �
1

1 + exp(−βx)
, β> 0, (12)

f(x) � tanh(x) �
1 − exp(−βx)

1 + exp(−βx)
, β> 0. (13)

+e maximum communication delay that the user can
tolerate under the cloud and fog architecture is guaranteed,
and the user’s request is processed within the acceptable
communication delay. +erefore, in order to judge whether
the manipulator is singular, it is first necessary to determine
the Jacobian matrix of the manipulator and then judge

whether it is a singular state according to the Jacobianmatrix
[17].

(2). BP Neural Network.+erefore, it is of theoretical and
practical importance for the application of the particle
swarm algorithm to generate the initial particle swarm in an
appropriate manner. +e single-particle tree structure
coding design emphasizes the connection between upstream
and downstream in the supply chain network. Each node in
the network has a unique neuron structure, and its activation
function usually uses a sigmoid function, but there is also a
linear activation function at the output level [18, 19]. Its
structure is shown in Figure 1.

Suppose that in a given sample pair of group L, the
sample input up and output dp of group p are

up � u1p, u2p, . . . , unp , dp � d1p, d2p, . . . , dnp ,

p � 1, 2, . . . , L.
(14)

+e output of node i when inputting p sample is

yip(t) � f uip(t)  � f 
j

wij(t)Ijp
⎡⎢⎢⎣ ⎤⎥⎥⎦. (15)

Among them, Ijp represents the j input of node i when
the p sample is input; f(·) represents the differentiable S

type activation function. According to (15), starting from the
input layer and deducing layer by layer, the output of the
nodes of the network output layer can be obtained. Suppose
Ep is the objective function of the network when the p

sample is input and the L2 norm is taken; then

Ep(w, t) �
1
2

dp − yp(t)
�����

�����
2

2
�
1
2


k

dkp − ykp(t) 
2
,

�
1
2


k

e
2
kp(t).

(16)

where ykp(t) represents the output of the k node in the
output layer when the p group of samples are input after the
t weight adjustment; ekp(t) represents the error between the
output of the k node of the output layer and the expected
output when the p group of samples are input after t weight
adjustments. +erefore, the overall objective function of the
network is

J(w, t) � 
p

Ep(w, t), (17)

if

J(w, t)≤ ε. (18)

+en, the network training ends; otherwise, taking
formula (17) as the objective function, the t + 1 adjustment
formula of the connection weight of neuron j to neuron i can
be obtained by the gradient descent method:
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wij(t + 1) � wij(t) + Δwij(t),

Δwij � −η
p

zEp(w, t)

zwij(t)
.

(19)

Here, η is the step size factor, which is called the learning
operator here.

2.2. Load Balancing Algorithm

2.2.1. Load Balancing Technology. Load balancing technol-
ogy uses different methods and technical means to make the
equipment in the system more fully function, improve data
processing capacity and throughput, and build a network
with better flexibility and wider availability.When the load is
small, the significance of load balancing is not great. As the
load increases, the role of load balancing technology will be
clearly seen [20, 21]. Load balancing technology effectively
solves the problem of network congestion, improves node
utilization, network server response speed, and maintain-
ability, avoids point-to-point network failures, significantly
accelerates user access speed and efficiency, and improves
system performance.

2.2.2. Load Balancing Technology Classification. +e eco-
nomic environment is the most basic environment. It is the
basis for the survival of the financial system and determines
the degree of development of the financial system. +e fi-
nancial system was created after economic growth reached a
certain level and developed simultaneously with economic
growth. +e operation of the software must consume part of
the system resources, and as the processing load increases,
the software itself consumes a large amount of system re-
sources [22, 23]. Global load balancing can achieve geo-
graphic independence and schedule tasks on server groups
with different network structures. It is used to locate the
nearest server through the user’s IP address and can also be
used for uniform resource allocation. +is method can ef-
fectively prevent server point failures and network con-
gestion and improve user access efficiency.

2.2.3. Common Load Balancing Algorithms. +e lawmust be
able to effectively protect the interests of investors and
creditors, to contribute to the establishment and mainte-
nance of good economic order, and thus to ensure the
smooth and efficient operation of the financial system. A
well-developed credit system can not only effectively reduce
the cost of information collection but also reduce the
negative choice and moral hazard caused by information
asymmetry and reduce the occurrence of financial gaps and
financial crises. Servers with different performance have
different weights, so that servers with better performance
can get more user requests. +is algorithm can perform task
scheduling according to the processing capacity of the server
and reduce the uneven load distribution caused by the
difference in the processing capacity of the server [24, 25].
Each load balancing algorithm has certain advantages and
disadvantages. Some are suitable for specific scenarios, some
are simple to implement, and some have good load bal-
ancing effects but higher system overhead and higher cost.
By proposing some improvements to existing load balancing
algorithms, better load balancing effects can often be
achieved.

3. Experimental Design of Gravity
Compensation Algorithm for Load End of
Manipulator Wrist Force Sensor

3.1. Simulation Platform Construction. After the model is
imported into the Adams software, the quality and material
parameters of each part need to be set to keep the parameters
consistent with the real robot arm. +e coordinate system
where the center point of the robot arm base is located is the
base coordinate system, and the robot arm base is fixed on
the ground with a fixed pair.+e six joints of the robotic arm
are all connected by rotating joints, and other mechanisms
are connected by fixed pairs. In this way, the constraint
relationship between every two parts of the robotic arm is
defined to ensure the correct movement of the robotic arm.

3.2.Data Sources. +ere are many factors that cause the zero
drift of the sensor, mainly two factors, time and temperature.
In order to measure the impact of time on the zero point of
the sensor, it can be expressed by stability or zero-point drift.
Zero-point drift refers to the sensor zero-point drift caused
by time. +is article first conducts an output voltage ex-
periment on the static performance and coupling error of the
mechanical arm wrist force sensor and, secondly, in order to
study the influence of temperature changes in the space
environment on the zero-point output of the mechanical
arm sensor. A high- and low-temperature test box was used
to simulate the temperature drift caused by temperature
changes to the sensor, and these experimental data were
collected for subsequent experimental analysis.

3.3. Experimental Method. +e torque information detected
by the hinge torque sensor is used as standard force/torque
information, which is then converted to the standard power
load applied to the six-dimensional force/torque sensor via
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V WZ1
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Zq
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Yj

Y1

Error propagation

Error back propagation

Input layer Hidden layer Output layer

Figure 1: Neural network structure model based on BP algorithm.
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the Jacobian force. In addition, the voltage signal of the six-
dimensional power/torque sensor is collected simulta-
neously with the output information, and then theminimum
quadratic method can be used to perform the electronic
calibration of the six-dimensional power/torque sensor. +e
hinge torque can be used as the standard power sensor, so
the hinge torque sensor can be considered to be used to
calibrate the robotic arm’s six-dimensional force/torque
sensor on the web.

3.4. Statistical Data Processing Method. SPSS23.0 software
was used for data processing, and count data was expressed
as percentage (%), k is the number of data in this experiment,
σ2 is the variance of all survey results, and P< 0.05 indicates
that the difference is statistically significant. +e formula for
calculating reliability is shown in the following:

a �
k

k − 1
1 −

 σ2i
σ2

 . (20)

4. Gravity Compensation Algorithm for Load
End of Manipulator Wrist Force Sensor

4.1. Index Reliability Test and Patient Condition Analysis.
+e α coefficient above 0.8 indicates that the effect of index
setting is very good, and that above 0.7 is also acceptable.
Here, we analyze the reliability of each type of object, and the
reliability index we choose for each type of object is slightly
different. +e results are shown in Table 1.

It can be seen from Figure 2 that the data obtained from
Poisson’s ratio, elastic limit, yield strength, tensile strength,
and linear expansion coefficient of the material has an ac-
ceptable impact on this experiment (α> 0.7). From this, it
can be seen that the properties of the materials used in the
robotic arm are sufficient to meet the needs of this exper-
iment and provide a basis for subsequent experiments.

4.2. Based on the Static Performance and Coupling Error of the
Sensor

4.2.1. Analysis of Various Static Performance Indicators
Based on Sensors. +rough the processing of the experi-
mental data of loading and unloading in each direction of
the sensor, and using the least square method to decouple
the sensor, the static performance indicators of the sensor
are analyzed here (Table 2).

It can be seen from Figure 3 that the linearity of the
sensor is less than 2%, the maximum linearity is 1.93% in the
Mx direction, the minimum linearity is 0.45% in the Fx

direction, themaximum repeatability error is 1.43% in the Fz
direction, the smallest the repeatability error is 0.94% in the
Fx direction, the stability of the sensor is good, the maxi-
mum stability error is 0.93% in the My direction, the
maximum hysteresis characteristic of the sensor is 1.09% in
the Fz direction, and the smallest hysteresis characteristic is
0.56 in the My direction %.

4.2.2. Analysis Based on the Coupling Error of the Sensor.
+rough the processing of the experimental data of loading
and unloading in each direction of the sensor, and using the
least square method to decouple the sensor, the coupling
error of the sensor is analyzed here, and the results are
shown in Table 3.

It can be seen from Figure 4 that the maximum coupling
error in the Fx direction is 0.93%, the maximum coupling
error in the Fy direction is 0.71%, the maximum coupling
error in the Fz direction is 1.81%, the maximum coupling
error in the Mx direction is 0.76%, the maximum coupling
error in the My direction the error is 1.31%, the maximum
coupling error in the Mz direction is 1.33%, and the max-
imum coupling error of the sensor is 1.81%, which is less
than 2% of the design index, so it meets the requirements.

4.3. Temperature Drift Characteristics of Wrist Force Sensor
Based on Manipulator

4.3.1. Sensor Temperature Drift Experiment. Assume that the
sensor’s zero-point drifts due to temperature changes, and
the phenomenon that causes the sensor to have a force
output is the temperature drift of the sensor. In this paper,
the false output force output by the sensor zero-point change
caused by temperature drift is defined as temperature drift
force, and the results are shown in Table 4.

+e collected output voltage signal vector of each
sampling point of the sensor caused by temperature change
is compared and analyzed, and the temperature drift force
can be obtained by using the sensor calibration matrix
obtained by static calibration. It is found that the temper-
ature changes will have a great impact on the sensor, among
which Fy and Fz have the greatest impact. +e specific
situation is shown in Figure 5. When the number of partners
is small, the degree of new and old model in relation to the
optimal solution is not obvious. When the number of
partners is large, the new model’s model optimization effect
is slightly reduced. As the number of partners gradually
increased, the degree of optimization of the new model
compared to the old model became more and more evident
(P< 0.05).

Table 1: Data sheet of evaluation index system for index reliability testing.

Very clear Clear General Not clear Chaotic Alpha
Poisson ratio 0.317 0.358 0.174 0.093 0.058 0.9064
Elastic limit 0.294 0.261 0.203 0.166 0.096 0.8433
Yield strength 0.254 0.284 0.189 0.177 0.086 0.8169
Tensile strength 0.242 0.266 0.192 0.174 0.126 0.7672
Linear expansion coefficient 0.237 0.218 0.214 0.194 0.137 0.7394
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Figure 2: Indicator reliability test analysis chart.

Table 2: +e static performance of F/T sensor.

Index Fx (%) Fy (%) Fz (%) Mx (%) My (%) Mz (%)
Linearity 0.45 0.56 0.57 1.93 0.82 1.53
Repeatability 0.94 1.01 1.43 1.32 1.39 1.18
Stability 0.63 0.77 0.79 0.81 0.93 0.68
Hysteresis 0.71 0.61 0.84 1.09 0.56 0.84
Accuracy 1.27 0.82 1.57 1.33 1.36 1.54
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Figure 3: +e static performance analysis chart of the sensor.
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4.3.2. Research on Sensor Temperature Drift Compensation
Based on Least Square Method. In order to quantify the
influence of temperature drift on the force or torque in each
direction of the sensor, the author defines the temperature
drift error, which can be expressed as the force or torque
caused by temperature divided by the rated force or torque
of each dimension, and the results are shown in Table 5.
Show.

As the temperature increases, the temperature drift
error of Fx remains basically unchanged, and the tem-
perature drift error of Fy and Mx gradually decreases from

a positive value to zero and then changes to a negative
value. +e temperature drift errors of Fz, My, and Mz
gradually increase from a negative value to zero and then
continue to increase to a positive value. It shows that the
effect of temperature drift on Fx is almost negligible, and
the effect of temperature drift on Mx and Mz is similar,
except that the positive and negative characteristics are
opposite. +emaximum temperature drift errors of Fx, Mx,
and Mz are all less than 2%. +e maximum temperature
drift errors of My, Fy, and Fz are all greater than 2%, as
shown in Figure 6.

Table 3: +e coupling error of F/T sensor.

Applied force/moment Fx (%) Fy (%) Fz (%) Mx (%) My (%) Mz (%)
Fx 0.75 0.19 1.43 0.23 0.75 1.04
Fy 0.93 0.75 1.81 0.32 0.12 1.33
Fz 0.86 0.43 0.75 0.76 0.74 0.29
Mx 0.73 0.22 1.51 0.75 1.31 0.14
My 0.18 0.27 0.81 0.16 0.75 0.36
Mz 0.61 0.71 0.63 0.57 0.72 0.75
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Figure 4: Sensor coupling error analysis diagram.

Table 4: +e force caused by temperature drift in each sample.

Temperature (°C) Fx Fy Fz Mx My Mz
−20 1.01 1.68 1.73 2.18 2.47 2.57
−10 1.44 1.50 1.65 2.14 2.48 2.42
0 1.27 1.62 1.97 1.78 2.09 2.65
10 1.30 1.30 1.82 2.15 2.18 2.70
20 1.20 1.34 1.99 2.29 2.33 2.71
30 1.23 1.32 1.75 2.24 2.48 2.83
40 1.11 1.58 1.67 2.22 2.31 2.62
50 1.10 1.36 1.51 2.02 2.08 2.81
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Table 5: +e temperature drift error in each sample.

Temperature (°C) Fx Fy Fz Mx My Mz
−20 0.3 8.7 −16.9 2.3 −6.7 −3.7
−10 −0.3 6.4 −11.6 1.8 −4.4 −3.1
0 0.1 4.6 −8.4 1.3 −3.2 −2.5
10 0.3 3.5 −3.7 0.8 −2.6 −2.1
20 0.3 0.7 0.4 0.3 −0.9 −0.8
30 0.4 −1.9 4.6 −0.2 0.5 0.2
40 0.6 −4.3 8.1 −0.7 1.6 1.1
50 0.8 −6.2 10.3 −1.1 2.5 1.9
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Figure 6: Analysis graph of temperature drift error at each sampling point.
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4.3.3. Analysis Based on Initial Indicators. +e temperature
drift error of the sensor after temperature compensation
through the RBF network is shown in Table 6.

After compensation, the temperature drift error of Fx is
greater than 0.08% and less than 0.5%; the temperature drift
error of Fy is greater than 0.1% and less than 0.25%; the
temperature drift error of Fz is greater than 0.25% and less
than 0.6%; the temperature drift error of Mx is greater than
0.25% and less than 0.5%; the temperature drift error of My
is greater than 0.1% and less than 0.5%; the temperature drift
error of Mz is greater than 0.1% and less than 0.25%, as
shown in Figure 7.

5. Conclusions

+e influence of the behavior change of the operator ter-
minal load on the zero value of the six-dimensional force
sensor and the gravity and center of gravity position of the
operator terminal load can be obtained through experi-
mental methods. +e wrist force gravity tip load algorithm

and the operator’s end force calculation method create a
model of the wrist force sensor gravity compensation sys-
tem. When reading the six-dimensional force sensor on the
wrist, this method solves the effect of excessive gravity on the
load end of the robotic arm. When the operator is in a
variable stop motion with low angular acceleration, in
principle, the inertia during the motion can be ignored, and
the influence of gravity on the load end of the power sensor
can be eliminated. +e simulation proves the effectiveness of
this method and can be widely used based on power
feedback and other heavy industrial robots in similar op-
erating environments.

Due to the very complex structure of the six-dimensional
force/torque sensor’s sensitive components, it is impossible
to obtain accurate theoretical expressions. Although the
results of finite element analysis are more accurate, the
amount of calculation is very large, and the sensor model
with the best performance is often not available. Regarding
the disadvantages, the sensor is used to detect the force and
moment that the end manipulator of the space manipulator

Table 6: +e temperature drift error compensated by RBF neural network.

Temperature (°C) Fx Fy Fz Mx My Mz
−20 1.21 1.62 1.57 2.26 2.04 2.41
−10 1.36 1.69 1.97 2.24 2.12 2.9
0 1.24 1.61 1.73 1.93 2.37 2.68
10 1.11 1.32 1.90 1.93 2.50 2.64
20 1.37 1.35 1.92 1.88 2.42 2.61
30 1.46 1.41 1.53 2.06 2.05 2.68
40 1.45 1.49 1.68 2.26 2.05 2.59
50 1.02 1.46 1.79 1.90 2.32 2.64
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bears when interacting with the external environment and
provides necessary force sensing information for the force
control and compliant motion control of the manipulator, so
as to complete some complex and delicate tasks. It is an
important condition to realize the intelligentization of the
space manipulator. In this article, the author proposes a
response surface method to obtain an approximate math-
ematical model of the sensor’s sensitive components and
then, based on the fitted response surface model, use the
minimum condition number of the sensor strain compliance
matrix as the optimization goal.

In order to obtain the static characteristics of the arm
wrist mechanical force sensor, a calibration system based on
the pulley weight is designed and the calibration system
error is analyzed. +e calibration matrix of the arm me-
chanical strength sensor is obtained with the minimum
square method, and various static performance indicators
and sensor connection errors are obtained through loading
and unloading experiments. In order to change the sensor
temperature, a compensation method is proposed based on
optimizing the particle velocity optimization based on a
square support carrier machine. A basic mechanical analysis
was performed on the operator and the operator’s tendency
to change the driving force and the constant variation of the
force of each joint when the operator was held was deter-
mined. +e power of the operator was analyzed, and the
material was determined to meet the strength requirements.
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*e current education methods are mostly based on test-oriented education and rarely really care about the content of students’
concerns, and flipped psychological education methods have appeared in some areas. *e main purpose of this thesis is to
combine artificial intelligence and flipped classroom psychology. *is article mainly introduces the characteristics of artificial
intelligence and the definition of flipped classroom. What are the advantages of the intelligent teaching platform compared to
traditional teaching?*is article selects key 1 class, key 2 class, key 3 class, and key 4 class from the students of our school. Groups
A1 and B1 conduct a semester of artificial intelligence combined with the concept of flipped classroom psychology. Groups A2 and
B2 teach students in accordance with traditional teaching.*e experimental results show that the proportion of groups A1 and B1
increased by 8.2% and 8.14%. *e midterm and final average scores of groups A1 and B1 are 10.87, 7.2, 14.13, and 12.2 points
higher than those of groups A2 and B2, and their scores have increased by 10.3% and 7.02%, 12.4%, and 11.9%.*e mental health
education course effect of artificial intelligence and flipped classroom psychology can more stimulate students’ interest and
promote the improvement of students’ performance through autonomous learning.

1. Introduction

Teachers can understand students’ psychological state
through their performance in class and after class and give
them some psychological guidance, which is helpful to the
improvement of students’ academic performance. *e
curriculum of the talent training program complements
each other. However, in actual teaching, teaching infor-
mation between different courses is rarely interoperable,
and the awareness of curriculum group construction is
weak and superficial, resulting in loose curriculum rela-
tions. At the same time, students’ knowledge transfer
ability is not good; the possibility of independent inte-
gration of courses and forming a good three-dimensional
cognitive structure is low. *erefore, it is necessary to
integrate the curriculum, gradually break through the
curriculum barriers, build a bridge between the previously
separate courses and courses, and use more scientific

teaching models to guide and assist students to effectively
build a professional thinking system.

Lu et al. not only developed the next generation of ar-
tificial intelligence technology but also developed a new
concept of general intelligent cognitive technology beyondAI.
Specifically, we plan to develop an intelligent learning model
called brain intelligence (BI), which can generate new ideas
without experiencing events by using artificial life with
imaginative functions. We will also show the developed Bi
intelligent learning mode in the fields of automatic driving,
precision medical treatment, and industrial robot [1, 2]. Raza
and Khosravi make a comprehensive and systematic literature
review on the short-term load forecasting technology based
on artificial intelligence. *e main purpose of this study is to
review, identify, evaluate, and analyze the performance and
research gaps of load forecasting model based on artificial
intelligence (AI). *e accuracy of the neural network pre-
diction model depends on the number of parameters such as
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the structure of the prediction model, input combination,
network activation function, training algorithm, and other
exogenous variables that affect the input of the prediction
model [3]. Xiao proposed a new multisensor data fusion
method based on evidence-based confidence measurement
and confidence entropy. He designed a new Belief Jensen-
Shannon divergence to measure the ddifference and the
degree of conflict between the evidence, and then through the
obtained credibility, the reliability of evidence is indicated [4].
*e array consists of quartz crystal microbalances (qcms),
each of which is coated with different polymeric materials.
*e firstmethod uses the decision tree classification algorithm
to determine the minimum number of features needed to
correctly classify training data. *e second method uses the
hill-climbing search algorithm to search the optimal mini-
mum feature set in the feature space, so as to maximize the
performance of neural network classifier. In order to reduce
computation time, we also study the value of simple statistical
processes that can be integrated into search algorithms [5].
*e advantages and limitations of the two methods are
discussed. Flexible pressure sensors based on organic mate-
rials combine the unique advantages of flexibility and low cost
and have broad application prospects in artificial intelligence
systems and wearable medical devices [6]. Zang et al. focus on
the basic principles of flexible pressure sensors and then
explore several key concepts of functional materials and
optimized sensing devices to achieve practical applications. In
addition, this study also discusses the development direction
of self driving, transparent and implantable pressure sensing
devices [7].

Elhoseny et al. produced four online video clips on
endometrial hyperplasia, cervical dysplasia, adnexal mass
assessment, and ovarian cancer, instructing students to
watch these videos before active learning in class [8]. *is
study uses the open classroom learning management system
to establish an open classroom learning activity management
platform. Students are satisfied with both aspects of the
flipped course. In addition, we also compared the National
Board of Medical Examination (NBME) lectures on gyne-
cological oncology before and after the implementation of
the course and students’ comprehensive performance on
gynecological oncology problems [9]. Flipped classroom is a
learner centered teaching method. Gilboy explains how to
implement the flipped classroom and describes students’
views on two undergraduate nutrition courses. *e process
described in the report has been successful for both teachers
and students [10]. Peterson shows cumulative test scores and
student evaluation data for two parts of my recent statistics
course: a traditional lecture (n� 19) and a flipped classroom
(n� 24). Independent sample t test shows that students in
flipped classroom scored one letter higher than their
classmates in the final exam [11]. Tsai et al. used a simulation
method to examine the relationship between benchmark
tests and OKP, and how the knowledge inertia in benchmark
tests affects OKP in different network structures. *eir re-
sults show that fast benchmarking (low knowledge inertia)
and moderate mutual learning can produce higher short-
termOKP; slow benchmarking (high knowledge inertia) and
moderate mutual learning can achieve higher long-term

OKP [12]. *e main outcome indicators are the final course
performance and satisfaction with the course [13].

*is paper mainly introduces the characteristics of ar-
tificial intelligence and the definition of flipped classroom.
Based on artificial intelligence and flipped classroom, the
hybrid teaching design of mental health education course
can be realized through intelligent teaching platform. What
advantages does intelligent teaching platform have com-
pared with traditional teaching? Most of the students’ in-
terest in learning has improved in the entertainment
classroom, which shows that the research method of this
article is effective. For the study of other subjects, you can get
experience from this article.

2. Artificial Intelligence and Flipped Classroom

2.1. Artificial Intelligence. Artificial intelligence is the re-
search and development of the theory, technology, and ap-
plication system for simulating, expanding, and expanding
human intelligence. It is a new technology science with
different understanding and definition in different fields. *e
basic definition of artificial intelligence is to study how to use
computer to simulate the human brain’s reasoning, identi-
fication, understanding, participation, learning, thinking, and
problem-solving thinking activities [14]. *ese unique
thinking activities are in the past, only human beings can do it,
and its core idea is to make the computer performance more
perfect and comprehensive development [15].

Since the introduction of artificial intelligence, people’s
traditional concepts have been gradually changed, and the
level of human knowledge and humanistic education has
been improved. In the history of education development, the
elimination of the old and the introduction of new tech-
nologies often provide a powerful driving force for educa-
tional reform, making teaching more convenient and
efficient and making education more fair and popular. *e
teaching software with artificial intelligence can look, listen,
speak, and learn like human beings and even understand and
feed back the user’s emotions or emotions, so that users can
communicate with the computer naturally and fluently
through language, text, and other ways, so as to realize
human-computer interaction [16].

As a computer technology simulating human intelli-
gence, artificial intelligence has the following characteristics:

(1) Artificial intelligence has the ability of learning. It is
also an important symbol to judge whether a ma-
chine has intelligence. *is feature can make intel-
ligence automatically acquire new knowledge,
improve practical ability, and adapt to the changing
environment. Human beings are some machine
learning methods developed according to their own
learning ability.

(2) Artificial intelligence needs to have the ability of
perception. *is kind of intelligent machine per-
ception requires the perception ability similar to
human beings [17], that is, to transmit information
to the outside world through the senses of vision,
hearing, touch, and smell. Its main purpose is to
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improve the perception ability of intelligent machine
and realize human-computer interaction.

(3) Artificial intelligence has a certain thinking ability.
*e artificial intelligence system can record the ex-
ternal information sensed by the sense organs and
store the information by itself. In the process of
perceiving information, it involves its own basic
skills, such as knowledge expression and reasoning.
Simulating the human thinking process is the way of
intelligent thinking.

(4) Artificial intelligence needs behavioral ability be-
cause the perception of the artificial intelligence
system is used as the input function module; then the
behavior ability of the artificial intelligence system is
taken as the output function module. For example,
intelligent control is the combination of artificial
intelligence technology and traditional automatic
control technology, which is unnecessary. In the case
of artificial intervention, all have artificial intelli-
gence. *e system can be completed independently.

2.2. Flipped Classroom. Flipped classroom originated from
Woodland Park High School in the United States. Colorado
is located in a remote area. Due to the limitation of living
conditions, local students often cannot get to school on time
or even miss classes for a long time. In order to help students
finish their studies on time, two teachers of the school first
thought of uploading teaching videos to the Internet so that
students can watch the learning process by themselves and
help them master the teaching progress in time [18].

At present, the flipped classroom mode is further de-
fined, which is teachers making video courseware in advance
[19], students study at home before class, teachers and
students communicate on the problems in the video in class,
and complete a variety of effective classroom practice
teaching forms. In the flipped classroom teaching mode,
teachers are no longer bound by textbooks and courseware
and have more energy and time to know the teaching
progress, explain, and learn specific problems. *e flipped
classroom teaching mode does not give the learning task to
students but emphasizes the dominant position of teachers.
*e teaching process of flipped classroom is inseparable
from teachers. Teachers are always ready to help students
answer questions. Compared with traditional teaching
mode, the flipped classroom model has four characteristics:

(1) *e change of the roles of teachers and students:
under the flipped classroom teaching mode, the
teacher transforms from the knowledge transmitter
to the student’s learning instructor and promoter.
Students, as "listeners" and passive receivers of
teachers’ explanation in class, are transformed into
autonomous learners. Flipped classroom mode is a
teaching process in which students are the main
body of learning.

(2) Teaching process: the flipped classroom teaching
process is that students learn content in advance and
finish their homework in class. In other words, in the

flipped classroom teaching mode, the absorption and
understanding of knowledge is completed by stu-
dents watching the teaching video before class, and
the digestion of knowledge is completed through the
discussion [12].

(3) Teaching environment: the flipped classroom
teaching mode provides a good learning environ-
ment for students; they no longer rely on teachers to
give lectures in class, but through the teaching video,
teaching media and other courseware provided by
teachers for autonomous learning before class [15].
For the weak learning ability of students, they can
read the content of this class in advance before class,
and then the class can follow the teacher’s expla-
nation. For students with strong learning ability,
when teachers explain what they have understood,
they can learn more about what they do not un-
derstand. For these two types of learning, you can
adjust your learning progress according to your own
learning situation.

(4) Teaching resources: the flipped classroom teaching
model is that all teachers unite and adopt unified
teaching to formulate teaching plans, study, discuss,
and record video together and realize the sharing of
educational resources for the whole grade. For a
specific topic, the teaching video is usually about
10–20 minutes. *rough the collective lesson
preparation, we can strengthen the communication
and communication between teachers and make the
recorded course content, difficulty, and class type
design more perfect. Teaching resources are open to
all teachers and students.

2.3. Hybrid Teaching of Artificial Intelligence and Flipped
Classroom. Artificial intelligence itself can not have an
impact on teaching, but it can be transformed into a medium
or tool used by teachers to play a role in education and
teaching. *e artificial intelligence teaching platform uses
big data, cloud computing, and other technologies to realize
the comprehensive docking function of teachers, students,
and parents [20].

With the advent of Internet plus era and the rapid de-
velopment of artificial intelligence, many open and intelli-
gent teaching platforms such as Tencent classroom have
emerged. Most of the functions of these platforms include
video recording, teacher-student interaction, precise
teaching, after-school testing, and other functions [21, 22].
In order to promote the progress of teaching mode and
teaching means and improve the teaching quality, more and
more intelligent teaching platforms are used by teachers,
which solves the problems of poor communication and low
interaction in the classroom and is recognized by teachers,
students, and parents [23]. *e intelligent teaching platform
has the following characteristics.

2.3.1. Accuracy. With the continuous increase of multimedia
demand in schools and the rapid development of learning
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analysis technology, adaptive learning technology has de-
veloped into amature and effective learning technology. It can
automatically adapt to the learning situation of different
students [24, 25]. Based on the theory of knowledge space, it
decomposes knowledge points and "scores". *at is, the
simple content of learning, the degree of suffering, and the
degree of differentiation predict the learning ability of stu-
dents, matche learning resources, reduce the repetition rate of
students, and accelerate the progress of education [26, 27].

2.3.2. Based on Data. *e intelligent education platform
uses deep network technology to realize students’ efficient
learning, continuously collects various data during the
students’ learning process, and records every progress. In the
communication, the intelligent education platform will re-
cord one by one and automatically generate a data analysis
chart based on the recorded data. *rough the intelligent
teaching platform, students can browse the records of the
interactive process, discover their own shortcomings, and
view insufficient knowledge points [28, 29]. Teachers can
analyze the habits of users through the data recorded by the
intelligent education platform and then help students make
learning plans suitable for students, thereby improving
students’ academic performance [30].

2.3.3. Sharing. *rough cloud computing, the intelligent
teaching platform can share teachers’ lesson preparation
resources, recorded teaching videos, and students’ learning

materials in the cloud. Students can obtain the materials and
teaching videos that they do no’t know through the intel-
ligent teaching platform and carry out independent learning.
*e data generated in the learning process of students in the
intelligent teaching platform are saved in the cloud, which
can be guaranteed to watch at any time. Teachers can view
the data of students’ learning process and analyze students’
learning habits in the intelligent teaching platform [31, 32].

2.4. University Student Model in Artificial Intelligence
Teaching

2.4.1. Student Learning Interest Model. *is article will use
the vector space model to represent the learning interest
model. In this representation model, students’ interest is
modeled by recording the learning resources corresponding
to student browsing, learning, testing, and other behaviors,
and the form of learning resources is defined by feature
vectors:

Q � u1, v1, w1( , u2, v2, w2( , un, vn, wn(  , (1)

where ui is a feature item that can represent learning re-
sources; vi is the weight of the feature item ui in Q; and wi is
the category of the feature item. Taking into account the
difference in the length of interest, the feature vector is
improved, the construction of the learning interest model is
defined as

Lif � u1, V
S
1, V

L
1 , t1, ty1, parent1 , . . . , un, V

S
n, V

L
n, tn, tyn, parentn  , (2)

where VS
1 represents the short-term interest weight of the

feature item; VL
1 represents the long-term interest weight of

the feature item; ti is the update time of the long-term
interest weight; tyi is the category to which the feature item
belongs; and parent1 is the parent feature item of the feature
item.

Short-term interest represents students’ interest in a
relatively short period of time, and its calculation formula is
shown in the following formula:
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k�1
v ui, pk( , (3)

where N is the statistical time size; Sj is the number of
students browsing system pages on the jth day; v(ui, pk) is
the weight of the feature item in the current page feature
vector pk, and the calculation formula is as follows:
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 × const pk( .

(4)

wheremui is the number of web pages where the feature item
appears, and const(pk) is an additional parameter of

learners’ behavior in pk. *e value formula ofconst(pk) is
obtained from the acquisition of learning interest infor-
mation as shown in the following formula:

const pk(  �

0,
timepk

wnpk

<TH,

1,
timepk

wnpk

≥TH,

2, save, download, print,mark.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

Among them, timepk is the time spent by learners to
browse the page; wnpk is the total number of words on the
page or the length of the page content; TH is the threshold;
saving, downloading, printing, and collecting are regarded as
one type of behavior; and any one of them is taken only once,
without stacking.

Long-term interest is a student’s learning interest over a
long period of time and generally does not change easily, so
it is also the main data source for estimating students’
learning interest. However, the interest of students is not
permanent. It will change and forget with the passage of time
and different levels of students’ knowledge. Of course, new
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long-term learning interests will also appear as a short-term
interest continues to increase [33, 34]. When assessing long-
term interests, time and short-term interests must be in-
tegrated, as shown in the following formula:

V
l
i � V

l− pre
i × e

− ln 2/h×lcur( ) d− di( )+VS
i , (6)

where -pre is the weight of the learner’s long-term learning
interest before the update and e− (ln 2/h×lcur)(d− di) is the for-
getting factor that indicates that the learning interest
gradually weakens with time.

2.4.2. Student Cognitive Ability Model. *e input of stu-
dents’ relevant information and their behavior and per-
formance during the test are the key information sources in
the CoFSMmodeling process of the cognitive ability model
[35, 36].

(1) Vector Calculation Self-Built Test Results. *ere are N
types of test questions for each knowledge item. When
multiple knowledge points are examined, a set of simulated
exercises will be formed using the unitized knowledge do-
main triple random automatic question-building algorithm
[37]. After the student has tested a certain type of question
multiple times, it will be recorded in the test result table.
Suppose that after the student has tested the mental health
type question multiple times, the given mental health
question cognitive vector is

ABi � ab(1), ab(2), ab(3), ab(4), ab(5), ab(6){ }. (7)

*en, the correct usage rate of knowledge point ID� 1 in
mental health questions is R (a1):

R(p1) �
R1(1)

(R1(1) + R1(− 1))
. (8)

*e obtained cognitive ability vector is QNi:

ANi � R(p1)∗Abi. (9)

Considering N types of questions, the student’s cognitive
ability mastery vector AN can be obtained when the test
knowledge point ID� 1:

AN � AN1, AN2, . . . , ANn{ }. (10)

Add the weights set by various question types to com-
prehensively calculate the students’ cognitive ability V for
this knowledge point:

V � WT∗AN. (11)

Among them, WT is the weight vector of various
question types.

(2) Vector Recording Expert Test Result. Suppose the student
tests the multiple choice question type, and calculate the
correct rate of the six cognitive abilities of the student in the
multiple choice question type according to the recorded
vector table and defines it as vector i.

It is the correct rate of a certain cognitive ability, cal-
culated as

pi �
Rij(1)

Rij(1) + Rij(− 1)
, (12)

where the number of single-choice questions in the pi test
and Rij(1) is the total number of correct answers to the t-th
cognitive ability during this test; on the contrary, Rij(− 1) is
the total number of incorrect answers.

When testing knowledge points in mental health sub-
jects, the general question types include multiple choice
questions, true or false questions, fill-in-the-blank questions,
translation questions, and writing questions. Various
questions are obtained for each question type combined with
the abovementioned computational cognitive ability method
[38, 39]. *e matrix G of various cognitive abilities:

G �

p11 · · · p16

· · · · · · · · ·

p51 · · · p56

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (13)

Add the weight vector B of each question type test and
calculate the final cognitive ability evaluation result obtained
by the student after the test as V:

V � C∗G � V1, V2, V3, V4, V5, V6( . (14)

Calculate the comprehensive cognitive ability M ob-
tained by the students during this test:

M � 
6

i�1
Vi ∗Ai. (15)

(3) Comprehensive Calculation of Cognitive Ability. Students
choose the form of self-built question bank in unit study to
get cognitive ability V and test in expert question bank to get
cognitive abilityM. Finally, the cognitive ability vectorW of
this knowledge point is

W � λ1 ∗V + λ2 ∗M, (16)

where λ1 and λ2 are self-built question bank and expert
question bank test to obtain the weight coefficient of cog-
nitive ability in the final cognitive ability.

3. Experimental Design

3.1. Experimental Data Collection. *is paper selects key 1
class, key 2 class, key 3 class, and key 4 class from the
students of our school. *e size of these 4 classes is 53–55.
*e test scores of these classes are similar, which has certain
comparative significance. Divide key 1 class, key 2 class, key
3 class, and key 4 into 2 groups randomly, and divide into
artificial intelligence and flipped classroom group (key 1
class and key 3 class) and general teaching group (key 2 class
and key 4 class)). In order to facilitate identification, the key
group 1 and key group 3 are marked as groups A1 and A2.
Key 2 class and key 3 class are marked as B1 and B2 groups.
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3.2. Experimental Steps. *e steps of the course design are as
follows:

(1) First explain the mixed teaching concept of artificial
intelligence and flipped classroom psychology with
groups A1 and B1, so that students are fully prepared
to accept the new hybrid teaching.

(2) *e teacher prepares the mental health education text-
book, then records the teaching video for 10–20minutes,
uploads it to the intelligent teaching platform, and ex-
plains clearly how to log in to the intelligent teaching
platform and find the teaching video for learning.

(3) *e recorded teaching video will be equipped with a
test about the content of teaching video, and the test
questions are about 5. *e test can make students
understand the content of the teaching video deeply
and can also detect whether the students have
watched the teaching video carefully.

(4) In order to reflect the students’ problems in watching
the teaching video, the last question of the test is that
is there anything you do not understand? *en, the
teacher summarizes the content of the last question
and answers the students’ questions while giving a
lecture on the other day. Increasing the interaction
between students and teachers can stimulate stu-
dents’ interest and promote their learning.

(5) According to the students’ learning process records
and students’ performance in the classroom, teachers
can analyze students’ learning behavior and make
better learning plans for students.

(6) In a certain period of time, teachers upload a big test
on the intelligent teaching platform to test the stu-
dents’ learning and mastering situation in this period
of time, analyze the students’ academic achievements,
andmake the next stage of learning curriculum design
for students. For students with poor learning ability,
teachers should be more targeted to guide students, to
prevent students from falling behind in the learning
process. Students can also stage the line of the test, to
adjust their learning plan in time, for their own bad
knowledge to review and promote students’ auton-
omous learning; general education group: according
to the previous teaching method.

4. Analysis of Experimental Results

4.1. Comparison of Mental Health Education Learning
Attitude. *e likes of each group in the study are shown in
Figure 1.

It can be seen from the figure that, after this experiment,
the acceptance in each group has been improved. *e
combination has increased the fun of the classroom and
further enhancing students’ acceptance, which not only
improves the quality of education but also enhances the
culture. Communication brings positive meaning.

4.2. Comparison of Mental Health Education Course Scores of
24 Classes in Midterm Examination. *e midterm

examination results of groups A1 and A2, B1 and B2 are
shown in Table 1.

As shown in Table 1 and Figure 2, the curriculum
reform takes school-enterprise cooperation as the motive
force and real projects as the link and integrates mental
health education course in the integrated curriculum
group. *e project-related knowledge points and skill
points are organized in an orderly manner according to the
development process, and we combined teachers’ macro-
thinking advantages, the experience of the company’s
personnel, the technical advantages, and the support of the
company’s equipment escort the project, fully linking both
inside and outside of class and mobilizing the students’
subjective initiative, so that students can gradually un-
derstand and adapt to the business operation mode and
experience the industry during the project practice. Let
students have more professional knowledge, cultivate their
professional thinking ability, and lay a solid foundation for
their career.

4.3. Comparison ofMental Health Education Course Scores in
Final Examinationof 4Classes. *e final examination results
of groups A1 and A2, B1 and B2 are shown in Table 2.

As shown in Figure 3, the industry applicability of
graduates is maximized through the improvement of arti-
ficial intelligence talent training programs, the construction
of internal and external training bases, and the reformation
and deepening of curriculum teaching. Content settings that
are out of touch with industry development will only make
the training of applicable talents more effective.*e best way
to obtain local industry development information is for
teachers to go deep into the local area.

4.4. Evaluation of Mental Health Education Course Learning
Effect. Although the final examination scores can show the
learning effect of most students at a certain stage, it is only
because a single test score is not scientific in determining a
person’s long-term academic performance. Artificial intel-
ligence and flipped classroom psychology concept is a form
of teaching; it does not want to judge a student’s cultivation
according to the examination results of a student. Instead, it
should pay attention to the performance of students in each
learning link, rather than in the final examination with
partial generality.

In this paper, five people were randomly selected from
group A1 and group B1 for evaluation. *e evaluation
scheme was divided into four stages. While retaining the
final part is to cater to the school’s unified final assessment
system, the students can have a good review and summary of
the previous learning content at the end of the semester.
Record the students’ three learning activities: classroom
performance, extracurricular performance, and each integral
item of intelligent teaching platform, as shown in Figure 4.

As can be seen from Figure 4, the score of student J’s
three learning activities is the highest among 10 students. At
the same time, from the beginning of school to the end of the
semester, student J made the most progress. J thinks he has
made full use of the teacher’s resources and will watch the

6 Mathematical Problems in Engineering



learning videos repeatedly. She also asked that the course
resources and videos after the teacher’s lecture could also be
put on the intelligent teaching platform, so that she could

learn the rest of the courses during the holiday. Student A
ranked second in the class in all academic achievements. She
believes that she has made great progress in mental health

Table 1: Midterm examination results of 4 classes.

Number of people
Group Class size Above 130 points 110–130 points 100–110 points 90–100 points Less than 90 points Average
A1 55 10 20 15 7 3 115.65
A2 54 6 15 16 11 6 104.78
B1 54 9 19 12 10 4 109.65
B2 55 5 15 21 10 5 102.45

0.00

10.00

20.00

30.00

40.00
Pe

rc
en

ta
ge

 (%
) 50.00

60.00

70.00

Very like Like Dislike Antipathy

Before the experiment A1
Before the experiment B1

After the experiment A1
After the experiment B1

Figure 1: Comparison of cultural acceptance of key groups.
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Figure 2: *e number of students in different classes in different sections.

Table 2: *e final mental health education course scores of 4 classes.

Number of people
Group Class size Above 130 points 110–130 points 100–110 points 90–100 points Less than 90 points Average
A1 55 12 20 17 5 1 118.78
A2 54 7 14 18 11 4 104.65
B1 54 11 19 15 7 2 116.65
B2 55 5 15 20 10 5 102.45
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education course this semester, and she would like to
continue the mixed teaching with the concept of artificial
intelligence and flipped classroom psychology in the next
semester. It is worth mentioning that, although J and A are
the top two students in the class, J did well in the final exam,
but A did not. *e test results are not the only standard to
measure the learning effect. *e test results are one-sided
and cannot detect all the learning situations. *is is espe-
cially true for language learning, which requires a com-
prehensive assessment scheme.

After a semester of artificial intelligence and flipped
classroom psychology concept, the artificial intelligence and
flipped classroom psychology concept can stimulate stu-
dents’ interest in learning mental health education course
more than traditional teaching.

5. Conclusion

Artificial intelligence is a sign of the maturity of innovation
and entrepreneurship education. In the process of the de-
velopment of innovation and entrepreneurship practice,
each laboratory, instructor team, and student organization
have established and formed their own innovation and
entrepreneurship practice resources. On this basis, in the
college, according to the relevant national policies and
regulations, the existing resources are integrated to form an
integrated innovation and entrepreneurship practice

platform structure system.*e key to the implementation of
the technological innovation-driven development strategy
lies in talents. Innovative development puts forward new and
higher requirements for the cultivation of talents in higher
education. *e Ministry of Education has continuously
issued a series of requirements and measures to strengthen
the construction of the innovation and entrepreneurship
education curriculum system, extensively carry out inno-
vation and entrepreneurship practice activities, improve the
quality standards of talent training, cultivate the spirit and
ability of innovation and entrepreneurship, and strengthen
the practical ability.

*is paper mainly introduces the characteristics of
artificial intelligence and the definition of flipped
classroom. Based on artificial intelligence and flipped
classroom, the hybrid teaching design of mental health
education course can be realized through intelligent
teaching platform. What advantages does intelligent
teaching platform have compared with traditional
teaching? *e fundamental purpose of the innovation
and entrepreneurship practice platform is to cultivate
and improve students’ engineering practice ability, in-
novative thinking, and entrepreneurial ability. It should
be an innovative, open, collaborative and shared inno-
vation and entrepreneurship project incubation
platform.

Colleges and universities are the base for constructing
innovation and entrepreneurship education for college
students, as well as the main place to deepen education
reform, innovate curriculum system, and strengthen prac-
tical education. *e results of the mixed teaching of artificial
intelligence and flipped classroom psychology may have
some limitations.

Data Availability

*e data that support the findings of this study are available
from the corresponding author upon reasonable request.
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+e position of mechanical arm in people’s life is getting higher and higher. It replaces the function of human arm, moving and
moving in space. Generally, the structure is composed of mechanical body, controller, servo mechanism, and sensor, and some
specified actions are set to complete according to the actual production requirements. +e manipulator has flexible operation,
good stability, and high safety, so it is widely used in industrial automation production line. With the development of science and
technology, many practical production requirements for the function of the manipulator are more and more refined, especially in
the high-end research field. For example, medical devices, automobile manufacturing, deep-sea submarines, and space station
maintenance put forward higher requirements for it. In terms of miniaturization and precision, it can meet the needs of scientific
research and actual production. But these are inseparable from the motion control system technology. +is paper mainly in-
troduces the research of manipulator control system based on AI wearable acceleration sensor, aiming to provide some ideas and
directions for the research of wearable manipulator.+is paper presents the research method of manipulator control system based
on AI wearable acceleration sensor, including the establishment of manipulator kinematics model, common filtering algorithm,
and PI algorithm of speed control system. It is used for the research and experiment of manipulator control system based on AI
wearable acceleration sensor. +e experimental results show that the average matching rate of the manipulator control system
based on AI wearable acceleration sensor is as high as 88.89%, and the stability of the feature descriptor is high.

1. Introduction

With the upgrading of modern sensors andmicroprocessors,
robotics has developed rapidly. In the context of the era of
artificial intelligence and the Internet of things, more in-
telligent robots have more room for development and have
more applications in aviation exploration, deep-sea opera-
tions, medical assistance, smart homes, and automated
factories. In the “Made in China 2025” strategic document,
robotics is listed as one of the ten major development areas,
which is enough to reflect the importance of the develop-
ment of robotics in current life and production. As the most
intuitive operation unit in the robot system, the robotic arm
has become one of the most concerned research directions in
the robotics research field under the increasingly stringent
automation standards. How to make the control method of

the robotic arm more effective and convenient is currently
the research hotspot. At present, most manipulators are
roughly divided into two types according to the control
method. +e first is a dedicated manipulator that can
complete preprogrammed processing actions by itself. Most
of these control methods are industrial manipulators, which
are often used in assembly lines in factories. It can be used to
handle a lot of repetitive work; the second is a general-
purpose manipulator that uses real-time command input
manually to obtain the feedback action of the manipulator.
+e manipulator using this control method has high flexi-
bility and can be used in tasks with complex environments.

+e robotic arm is one of the most widely used auto-
mation devices in the field of robotics science and tech-
nology. At present, the traditional manipulator control
methods are mostly completed by preprogramming
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processing or command input from external devices. Such
control methods are usually complicated and cumbersome
and require operators to familiarize themselves with specific
programming methods or according to different types of
manipulators control instruction. With the advent of ac-
celerometers, a brand-new noncontact somatosensory
technology has been rapidly developed, showing a broad
application prospect in the field of intelligent robots. In
order to realize a more convenient and flexible manipulator
control method, this paper designs a manipulator control
system based on AI wearable acceleration sensor. +e design
of the robotic arm system better recognizes and senses
changes in the human body, so as to achieve noncontact
control.

Jarrahi’s research found that artificial intelligence has
penetrated into many organizational processes, leading to
growing concerns that intelligent machines will soon re-
place humans in making decisions. In order to provide a
more positive and pragmatic perspective, Jarrahi’s re-
search emphasizes the complementarity of humans and
artificial intelligence and explores how to play their re-
spective advantages in the organizational decision-making
process, which is usually uncertain, complex, and am-
biguous. Artificial intelligence has greater computational
information processing capabilities and analysis methods,
which can expand human cognition when dealing with
complex problems, and humans can still provide a more
comprehensive solution when dealing with uncertainties
and ambiguities in organizational decisions intuitive
method. +is premise reflects the idea of intelligent en-
hancement, that is, the design of artificial intelligence
systems should focus on enhancing rather than replacing
human contributions. +is research is theoretically strong,
but lacks practical examples [1]. Choi and Kang proposed a
software architecture of a wearable vital sign measurement
device based on real-time user behavior recognition. Using
wearable devices to measure vital signs helps users mea-
sure their health status related to their behavior, because
wearable devices can be worn in daily life. Especially when
the user is running or sleeping, blood oxygen saturation
and heart rate are used to diagnose respiratory problems.
However, in the measurement of vital signs, the traditional
continuous measurement method is unreasonable because
motion artifacts can reduce the accuracy of the vital signs.
Moreover, due to the limited resources of wearable de-
vices, in order to repair the distortion, Choi and Kang
proposed a wearable device software architecture, which
uses a simple filter and acceleration sensor to identify the
user’s behavior and measures accurately through the be-
havior state vital signs. +is research lacks experimental
data support and is not very scientific [2]. Navarro-
Alarcon et al. proposed a feedback method that uses a
manipulator to automatically servo control the three-di-
mensional shape of a soft object. Due to its potential
applications in the food industry, household robots,
medical robots, and manufacturing industries, the prob-
lem of soft object manipulation has attracted widespread
attention from robotics researchers in recent years. A
major complication in automatically controlling the shape

of an object is the estimation of its deformation charac-
teristics, which determines how the motion of the ma-
nipulator is actively transformed into deformation. In
order to solve this problem, Navarro-Alarcon et al. have
developed a new algorithm for real-time calculation of soft
object deformation parameters, which provides valuable
adaptive behavior for deformation controllers, which
cannot be achieved by traditional fixed model methods. In
order to verify the proposed adaptive controller, a detailed
experimental study of the robot was carried out. +is
research is not practical and not suitable for populariza-
tion in practice [3].

+e innovations of this paper are as follows: (1) the
commonly used filter processing algorithm is proposed for the
research of the robotic arm control system based on the AI
wearable acceleration sensor; (2) the PI algorithm of the speed
control system is proposed for the AI wearable acceleration
sensor; (3) based on the research on the arm control system, a
wearable robotic arm that can be grasped collaboratively is
designed.

2. Method of Robotic Arm Control System
Based on AI Wearable Acceleration Sensor

2.1. Establishment of Kinematic Model of Robotic Arm.
+e size of the working space of the robotic arm reflects the
kinematics of the robotic arm, and the kinematics of the robotic
arm is the basis for the study of the working space of the robotic
arm [4]. In order to accurately control the robot arm to
complete the command action in the follow-up somatosensory
control experiment, it is necessary to analyze the kinematics
and workspace of the robot arm used in the experiment [5].

+e D-H method is a robot attitude representation
method described by Denavit and Hartenberg in the cal-
culation of robot motion parameters. By establishing the
corresponding coordinate system on each joint link and
using the homogeneous transformation of the matrix, the
position and posture relationship between adjacent links can
be determined, and a series of coordinate systems can be
transformed by matrix, so as to establish the robot arm
kinematic model [6]. Use the DH method to determine the
motion model of the robotic arm, where ai is the length of
the link, θi is the angle between two adjacent joint axes, di is
the spatial distance between two adjacent links, and βi is the
spatial angle of two adjacent links [7].

In order to determine the posture state of the operating
end of the manipulator, the movement of each joint can be
recursively step by step through the adjacent links [8]. +e
movement transfer process has the following matrix
transformation formula:

i− 1
i T �

cβi − sβi 0 ai− 1

sβicθi− 1 cβicθi− 1 − sθi− 1 − disθi− 1

sβisθi− 1 cβisθi− 1 cθi− 1 dicθi− 1

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

+e transformation matrix between adjacent units is as
follows:

2 Mathematical Problems in Engineering



0
1T �

cβ1 − sβ1 0 0

sβ1 cβ1 0 0

0 0 1 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (2)

1
2T �

cβ2 − sβ2 0 0
0 0 1 d2

− sβ2 − cβ2 0 0
0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3)

2
3T �

cβ3 − sβ3 0 a2

sβ3 cβ3 0 0
0 0 1 0
0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4)

In order to manipulate the position vector between the
end coordinate system reference and the base origin coor-
dinate system, the following formula exists:

P �

a3c23c1 − d2s1 + a2c1c2 − d1s234c1

d5 c4 c2s1s3 + c3s1s2(  − s4 s1s2s3 − c2c3s1( (  − a3 s1s2s3 − c2c3s1(  + a2c1s1

− a3s23 − a2s2 − d5c234

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (5)

2.2. Common Filter Processing Algorithms. Digital filtering
methods are very commonly used in processing data noise.
According to the different requirements of data processing
in actual projects, the corresponding digital filtering
methods can be selected [8, 9]. +e different use charac-
teristics of digital filtering can be divided into two categories:
digital filtering methods that deal with occasional large
interference and digital filtering methods that deal with
small fluctuations in high frequency [10].

2.2.1. Digital Filtering Method to Deal with Occasional Large
Interference. During data acquisition, due to the unstable
influence of the instrument, random and large interference
sometimes occurs. +is kind of data interference occurs at a
low frequency, but it causes a great disturbance to the data
analysis. For this kind of interference, limit filtering methods
and median filtering methods can be used [11].

(1) Limiting Filtering Method. +e principle of the limiting
filtering method is to set a deviation threshold T based on
actual projects and empirical judgments. When the detected
two adjacent data exceed this threshold, the current mea-
surement value is discarded and the previous measurement
data is selected to replace [12, 13]. +is filtering method can
effectively remove random interference caused by accidental
factors, but it cannot be used in data smoothness processing
[14]. Its expression is

Y t2(  − Y t1( 


≤T, Y t2(  � Y t2( ,

Y t2(  − Y t1( 


>T, Y t2(  � Y t1( .

⎧⎨

⎩ (6)

(2) Median Filtering Method. +e median filter is a typical
low-pass filter proposed by Yüzer et al. [15]. +is technology
can usually overcome the blurring of some details in the
image generated by the linear filter under certain conditions
and can eliminate the interference pulse well and at the same

time can form a certain degree of protection for the edge of
the target image [16].

+e basic principle of median filtering is to establish a
sliding window, which contains many pixels, and take the
median value of all these pixels and use it as the new value of
the center point of the window [17].+e specific process is to
first determine a square (circular, diamond, linear, etc.) area
with a certain pixel as the center. +is neighborhood is
generally called a window. Secondly, the gray values of all
pixels in the window are sorted, and after sorting is com-
pleted, the median value in the arrangement is taken as the
new value of the gray value of the center pixel of this window
[18]. It should be noted here that if the number of pixels is
odd, then the median value is the middle value after sorting
by size; if the number of pixels is even, then the gray values of
themiddle two pixels after sorting are averaged as themiddle
value [19]. In the image denoising process, the image signal
can be regarded as a two-dimensional signal, so the output of
the median filter in the two-dimensional case can be
expressed as

g(x, y) � median f(x − i, y − j) , (i, j) ∈W, (7)

where g(x, y) represents the gray value of the output pixel,
f(x − i, y − j) represents the input gray value, and W is the
template window [20].

2.2.2. Digital Filtering Method to Deal with Small Fluctua-
tions in High Frequency. For high-frequency and small-
amplitude data fluctuations, the average filtering method
is often used, which is characterized by the ability to
suppress continuous small noise and high signal
smoothness [21].

(1) Arithmetic Average Filtering Method. Arithmetic average
filtering is to find the average value after summing the data of
N consecutive samples. +e following formula exists:
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1
N



n

i�1
Xi. (8)

It can be seen that as N increases, the result is more
accurate, and the smoothness of the data after the solution
increases, but the calculation time increases and the sensi-
tivity decreases [22]. In actual engineering, the value of N is
usually selected according to specific requirements to obtain
the required filtering effect [23].

(2) Moving Average Filtering Method. Arithmetic average
filtering needs to collect N continuous data when deter-
mining the sampling value. +is method has a slower de-
tection time and is not suitable for high-frequency data input
[24]. Moving average filtering is suitable for high-frequency
input systems. First determine the window size. When there
are new data, discard the first data in the window, fill the new
data to the end of the window, and perform arithmetic
average calculation on several fixed data in the window [25].
+e following formula exists:

y(n) �
1

windowSize
(x(n) + x(n − 1) + · · · + x(n − (windowSize − 1))). (9)

(3) LimitingMoving Average FilteringMethod. When there is
the influence of large pulse interference, only using the
average filtering method will average the larger pulse error
into the filtering result, which will distort the filtered data
[26]. +e limited moving average filtering method can
remove random large-scale interference on the basis of
ensuring the smoothness of the processed data and make the
filtered data highly fit the authenticity of the original data
[27].

2.3. PI Algorithm for Speed Control System. +e PI algorithm
is the most commonly used control algorithm applied to the
speed control system. It is composed of two parts: the
proportional regulator P and the integral regulator I [28].
+e speed control system needs a fast and stable control
effect, so the regulator P plays a role of rapid adjustment, and
the integral regulator I plays a role of steady-state error-free,
thus meeting the fast and stable requirements of the speed
control system [29].

+e PI regulator expression is

u(t) � kp error(t) +
1

T1


t

0
error(t)dt . (10)

Discrete processing is carried out:

u(k) � Kp × error(k) + KI × 
k

i�1
error(i). (11)

+e incremental expression of the digital PI regulator is

Δu(k) � Kp ×[error(k) − error(k − 1)] + KI × error(k).

(12)

Incremental PI uses the deviation between the current
error and the last error to obtain the output increment, so
that there will be no cumulative error problem. +e output
formula is

u(k) � u(k − 1) + Δu(k). (13)

+e method part of this paper uses the abovementioned
method to study the robotic arm control system based on AI

wearable acceleration sensor. +e specific process is shown
in Figure 1.

3. Experiment of Robotic Arm Control System
Based on AI Wearable Acceleration Sensor

3.1. Structure Design of Test Platform Control System

3.1.1. Servo Control System Component Design

(1) Sensor Fixture. Before designing the sensor fixture, we
must first understand the sensor size and the structure of the
indexing table disc. In order to facilitate the installation of 32
MEMS acceleration sensors on the VRNC-210 indexing
table, corresponding sensor fixtures need to be designed.
+is project has designed an expansion disc and 32 L-shaped
sensor fixtures to realize the installation of 32 sensors.

+e expansion disc is connected to the VRNC-210
indexing table withM8 screws at 4 positioning holes, and the
U-line card slot is designed according to the specific shape of
the indexing table and 32 MEMS acceleration sensors of
20mm× 20mm× 20mm. +en, use 3D CAD design soft-
ware to model and design VRNC-210 indexing table, ex-
pansion disc, and L-shaped sensor fixture. Firstly, the model
of VRNC-210 is established, and the model effect is that 32
L-shaped clamps are fixed on the expansion disk through 4
M2.5 screws, and the sensors are connected through 3
positioning holes at different positions on the L-shaped
clamp, with a design diameter of 283mm. +e expansion
disk can be placed at the same time to place 32 sensors to
realize the static acceleration test of X, Y, and Z axes.

(2) Development of Interface Cables. +e entire test process
must be carried out under standard environmental condi-
tions, and a single temperature change can be maintained to
record the impact of the external environment on the test
results. +e temperature performance test of the sensor
needs to be carried out in the high- and low-temperature
box. +e acceleration sensor on the fixture is driven by the
rotating shaft to operate in the high- and low-temperature
box, and the temperature change in the high- and low-
temperature box is set. +rough continuous recording and
analysis of the sensor in the set, different temperature
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environments lower the output to get the relevant tem-
perature performance index of the acceleration sensor. In
the case of unexpected power failures in the servo control
system, the motion control card must be combined with the
RS-422 interface cable to ensure high-precision return to
origin.

+e high- and low-temperature box and the servo drive
are respectively provided with RS-485 interface and RS-422
interface. First, the PCI slot of the industrial control com-
puter can be installed with a model interface converter to
expand a RS-485 and RS-422 hardware interface, respec-
tively. General PCI interface conversion cards have built-in
protection devices to suppress transient voltage to protect
the transient overvoltage and surge voltage generated on the
line for various reasons and use very small interelectrode
capacitance to reliably ensure serial communication high-
speed transmission.

3.1.2. Control Platform Collection Box

(1) Shell Design of Data Acquisition Chassis. Multichannel
acquisition equipment needs to complete the acquisition of
32 analog channels and 32 digital channels. +e acquisition
equipment is mainly composed of analog signal acquisition
subsystem, digital signal acquisition subsystem, power
supply subsystem, and peripherals such as interfaces and
indicators on the panel. +e chassis is designed as a rect-
angular parallelepiped. In order to facilitate stacking with a
19-inch industrial computer (test control and data acqui-
sition and processing computer), the width of the chassis is
designed to be 429mm.

(2) Design of Power Supply Subsystem and Program-Con-
trolled Power Supply. Use Altium Designer 9.0 software to

complete the development of the power supply board. First,
select the appropriate components in the component library
of the software and place them in an accurate position. After
naming them, set the packaging, etc., and use the compo-
nents in the schematic area. +e meaningful lines and
symbols are connected to form a complete circuit schematic
diagram. +e schematic diagram should be easy to under-
stand and clear. In order to prevent coupling during wiring,
the input and output signal lines should be wired as much as
possible, and the wires should be less bent, the width of the
wires and the distance between the wires should be ap-
propriately larger, and then you can design and generate the
netlist to complete the error check and circuit modification
to produce a qualified circuit board.

3.2. Cooperative Grasping Design of Wearable Robotic Arm.
+e wearable robotic arm system designed in this research,
wearable control gloves, can remotely grasp the identified
objects, which has a good application prospect in produc-
tion, life, industrial medical treatment, etc.

3.2.1. Collaborative Grabbing Action Design. In different
scenes, facing different objects, the robotic arm can take
different grasping actions to reduce the load of its steering
gear and make the grasping objects more stable. +erefore,
in view of the actual situation, this research carried out the
registration of multiple actions on the robotic arm, so that
the robotic arm can adapt to various situations. +e entire
grasping action is burned on the robotic arm control board
through graphical software, so that the subsequent wearable
control gloves can call the control information.

+e software represents the six degrees of freedom of the
robotic arm from different parts. Controlling different

Method of manipulator control system based on
AI wearable acceleration sensor

Establishment of kinematics
model of manipulator Common filtering algorithms PI algorithm of speed control

system

Matrix transformation

Digital filtering method to
deal with occasional large

amplitude interference
High frequency small
amplitude fluctuation

PI regulator expression
Discretization processing

Incremental control of
digital PI regulator

Incremental PI output
formula

Figure 1: Part of the technical process of this method.
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freedoms to complete different actions can form a grasping
action group. Adjust the PWM value of each degree of
freedom to make the robotic arm complete different actions.

3.2.2. Glove Coordinated Control. First, write the control
program on the Arduino control board that controls the
gloves, and then send the control commands to the actuator
end of the robotic arm through the wireless communication
module, so that the robotic arm executes different action
groups to complete the grasping task. First, connect the
control glove Arduino circuit board to the computer
through the CH340 serial cable, then open the Arduino
programming software, and select the corresponding de-
velopment version model and COM port model; the port
model here can be managed in the computer equipment
after connecting the control glove to the computer. After
setting the port number, you need to calibrate the wearable
control gloves before entering the coordinated action.

Calibration requires two steps to complete: first, open the
control glove upper computer software, which can realize
data reception and data transmission. When the control
glove is calibrated, its data receiving function is mainly used;
then, wear the control glove and turn on the data glove ON
button. If the indicator light is on, it is the working state.
After pressing the calibration button on the circuit board,
hold the five fingers and spread the five fingers in the op-
posite direction. Repeat this action several times to maxi-
mize the grip and stretch range of the ADXL345 tilt sensor.
When subsequent commands for controlling the robotic
arm are issued, different action groups can be accurately
called for grabbing.

3.2.3. Judgment of the Suitability of the Object’s Cooperative
Grasping Temperature. Sometimes, the temperature deter-
mination of the object to be grasped is also very important.
Whether the temperature of the object is suitable for
grasping is the problem to be solved. Under certain con-
ditions, the temperature of the object to be grasped is too
high or too low to damage the end jaws of the robotic arm.
+erefore, judging the temperature of the object to be
grasped is also a task to protect the wearable robotic arm
system. In this study, a DS18B20 patch temperature sensor is
placed at the end of a six-degree-of-freedom gripper to
complete this task.

DS18B20 is a temperature sensor with a single bus in-
terface. It only needs one I/O interface to communicate with
the microprocessor, and it has the characteristics of small
size, strong anti-interference ability, wide measurement
range, and high accuracy. Its temperature measurement
range is − 55° to +125°, and the accuracy is very high in the
range of − 10° to +85°. In this study, a patch type DS18B20
sensor was used to solve the task, and the sensor module was
encapsulated in a silicone wire.

Stick the DS18B20 probe on the sensitive area of the
gripper end of the robotic arm to feel the temperature of the
object being grasped. When the gripper at the end of the
robotic arm grips the object, the patch temperature sensor
DS18B20 will touch the temperature measurement object.

When the temperature of the object to be grasped exceeds
60°, the temperature sensor transmits the signal to the
STM32 single-chip microcomputer of the robot arm base,
which is remotely transmitted to the control terminal
through the wireless module. If there is a high temperature
pop-up prompt, the operator should consider whether to
continue grasping. If the grabbing temperature is normal,
there is no other prompt, and the subsequent grabbing task
can be performed.

3.2.4. Judgment of Pressure Breshold for Object Collabora-
tive Grabbing. Since the wearable robotic arm system grabs
objects remotely, when the gripper of the actuator of the
robotic arm grabs the object, it can be judged whether the
grasped object is clamped according to the size of the force
used. It is a remote control clamp. Take the key issues facing
you. +is research uses RFP602 chip piezoresistive pressure
sensor and conversion module to solve this problem. Put the
mechanical arm patch type piezoresistive pressure sensor on
the jaw end of the actuator to solve the problem of mea-
suring the pressure required to grasp different objects. When
the external force acts on the sensing point, its resistance will
become regular with the external force. When there is no
pressure, the resistance value of the resistance is large and
the maximum value. As the pressure value continues to
increase, its resistance is continuously decreasing, which is
inversely proportional to the pressure value. Connect the
sensor to the voltage conversion module and connect it to
the STM32 microcontroller to obtain the collected voltage.
+e pressure information is obtained through the resistance-
pressure relationship conversion formula. Finally, the
wireless module is fed back to the control terminal serial
port, and the serial port feedback control end host.

+is part of the experiment proposes the above-
mentioned steps for the research experiment of the robotic
arm control system based on the AI wearable acceleration
sensor. +e specific process is shown in Table 1.

4. Robotic Arm Control System Based on AI
Wearable Acceleration Sensor

4.1. Experimental Correlation Analysis

(1) +e first is the functional experiment of the gesture
recognition manipulator. On the MEMS gesture
sensing sensor, the hand makes a prescribed action,
records the coordinate values related to the five
gestures in processing, and observes whether the
manipulator is set determined actions. In the
process of gesture control, it is necessary to ensure
that all dynamic actions should be within the
designed working range, so that the steering gear
can rotate in a matched manner. If the movement
exceeds the range, the steering gear will lose the
corresponding control. +e data corresponding to
different gesture controls are shown in Table 2 and
Figure 2.
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From the above experimental process and results, it
can be seen that the functional verification experi-
ments of dynamic gesture recognition and control of
the five joints of the robotic arm can be successfully
completed.

(2) +is paper uses a two-segment rigid chain simu-
lation model to verify the joint parameter estima-
tion method based on joint constraints. A virtual
measurement coordinate system is established at
any position on the surface of rigid body A and rigid
body B to simulate the measurement data of the
inertial measurement unit. +e rigid body A makes
free rotation, and the rigid body B rotates around
the rigid body A with two degrees of freedom. In

order to verify the influence of linear acceleration
measurement error on the estimation algorithm,
noise was added to the signal. In the simulation
data, 15 sets of data are randomly selected as the
measurement data. When the system is noise-free,
the estimated data are completely consistent with
the preset parameters. +e estimated error per-
centages of joint parameters under different linear
acceleration measurement noises are shown in
Table 3 and Figure 3.

It can be seen from the graph that when the linear ac-
celeration measurement signal-to-noise ratio increases from
10 dB to 60 dB, the estimation error of the joint parameters
drops from 5.37% to 0.81%.

Table 1: Experimental steps in this article.

Research and experiment of manipulator control
system based on AI wearable acceleration sensor

3.1 Structure design of test
platform control system

1 Component design of servo control
system

2 Control platform collection box

3.2 Cooperative grasping design of
wearable manipulator

1 Cooperative grasping action design
2 Cooperative control of gloves

3 Determination of temperature suitability
for object cooperative grasping

4 Determination of pressure threshold for
cooperative grasping of objects

Table 2: Corresponding data of gesture control experiment.

Steering gear angle (°) hand_x hand_y hand_z hand_α hand_β hand_θ
Initial state (a) 90 90 90 45 45 45
X axis, 20 cm (b) 96 84 112 86 107 94
Y Axis, 20 cm (c) 89 97 82 95 86 83
Z axis, 20 cm (d) 102 96 126 81 92 79
Wrist clockwise, 90° (e) 84 91 87 90 114 81
Open hand, 6 cm (f) 81 92 90 87 85 73
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Figure 2: Corresponding data of gesture control experiment.
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4.2. System Performance Analysis

(1) When the system is running, the action feature as a
representation has an obvious recognition effect in the
JHMDB and MPII datasets. However, in the gesture
sensing process, the complex background pixels affect
the feature acquisition effect, thereby reducing the
recognition efficiency, and 3D-SIFT is used. Repre-
senting static information improves the sensing effect.
+is paper selects the recognition rates of arms, el-
bows, wrists, and fingers to extract RGB features and
SIFT features for comparison. +e different feature
recognition effects extracted from different body re-
gions are shown in Table 4 and Figure 4.

From the recognition rates obtained by different
methods, it can be seen that the action recognition

rate after using the elbow and wrist to propose
features is relatively close. When the entire arm area
is combined, the recognition rate is the highest, and
compared with the direct recognition of the entire
arm area, the recognition rate of the combination of
various parts of the human body is the lowest.

Table 3: Error percentage of joint parameter estimation under different acceleration measurement noise.

SNR (dB)
Joint parameters (A) Joint parameters (B)

X (%) Y (%) Z (%) X (%) Y (%) Z (%)
10 3.26 4.32 5.37 4.12 3.94 4.26
20 2.75 3.25 4.82 3.69 2.81 3.49
30 1.89 2.06 3.26 2.57 1.46 2.81
40 1.23 1.14 2.48 1.26 0.97 1.87
50 0.64 0.72 1.23 0.87 0.58 0.89
60 0.51 0.64 0.81 0.62 0.46 0.57

(%)

10 20 30 40 50 60

Joint parameters(A)-X
Joint parameters(A)-Y
Joint parameters(A)-Z

Joint parameters(B)-X
Joint parameters(B)-Y
Joint parameters(B)-Z

0.00

1.00
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3.00

4.00

5.00
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Figure 3: Error percentage of joint parameter estimation under different acceleration measurement noise.

Table 4: Different feature recognition effects extracted from dif-
ferent arm regions.

RGB SIFT
Arms 8.9 10.4
Elbows 10.9 13.1
Wrists 11.3 12.6
Fingers 7.6 8.7
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(2) +e movement speed of different actions of the
sports car body during the remote grasping task is
also an index that cannot be ignored. By setting
different values for PWM in the Arduino program,
the rotation speed of the motor is different, but the
PWM value is too high, the circuit current is large,
and the burden on the circuit is also large, so in the
test, set the PWM, PWM range is 0∼255. In the open
space in the laboratory, the speed of the vehicle body
during various walking methods in omnidirectional
motion was tested. +e specific data are shown in
Table 5 and Figure 5.
It can be seen from the abovementioned test data
that the various speeds of the omnidirectional sports
car body meet the actual requirements.

(3) In order to evaluate the proposed SIFT hardware
architecture design, it is compared with other studies
from the three perspectives of the stability of feature
descriptors, the consumption of hardware resources,
and the speed of hardware execution. Perform sta-
bility detection on the extracted feature descriptors,
select an original image a, perform scale change,
rotation, blur, and illumination on a to generate
image b, and extract the feature descriptors of a and b
for matching. +e matching method is violent
matching library functions provided by Opencv.
Select 18 best matching point pairs from the

matching results. +e matching rate is expressed by
the ratio of the number of correct matching point
pairs to 18. +e higher the matching rate, the higher
the stability of the feature descriptor. +e results of
the stability detection of the feature descriptor of the
image rotating counterclockwise are shown in Ta-
ble 6 and Figure 6.

From the calculation of the data in the chart, it can be
concluded that the average matching rate after scale
change processing is as high as 88.89%, and the
feature descriptor stability is high. +e rotated image
feature descriptor is matched with the reference
image feature descriptor. As the degree of rotation
increases, the matching rate shows a downward
trend.

(4) For the target recognition time, the system pure
software target recognition time is about 10.81
seconds. +e time for SIFT feature extraction is
about 9.23 seconds. Draw the specific situation into a
chart, as shown in Table 7 and Figure 7.

After using FPGA acceleration, the time for SIFT feature
extraction is about 0.91 seconds, which is 8.32 seconds less
than the pure software implementation. +erefore, after
using FPGA acceleration, the target recognition time is
reduced to 2.49 seconds, and the real-time performance is
significantly improved.
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Figure 4: Different feature recognition effects extracted from different arm regions.
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Figure 5: Movement speed test data.

Table 6: Rotation change feature descriptor stability detection.

Degree of rotation (°) Match rate before processing (%) Match rate after processing (%)
5 81.42 86.49
10 67.31 83.26
15 72.43 89.17
20 76.12 91.09
25 67.26 94.14
30 75.45 84.56
Rotating change average match rate 73.33 88.12

Table 5: Movement speed test data.

How to move Distance or angle (m) PWM settings Time (s) Speed (m/s)
Forward and backward 6 110 14.1 0.43
Left and right 6 115 11.7 0.51
Diagonally 6 125 9.8 0.61
Rotate 6 135 8.7 0.69
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Table 7: Comparison of target recognition time before and after acceleration.

Target recognition Pure software running time (s) Running time after acceleration (s)
Get an image and correct it 0.31 0.31
Solving depth information by stereo matching 0.46 0.46
SIFT feature extraction 9.23 0.91
Feature matching 0.59 0.59
Mean shift clustering 0.22 0.22
Total 10.81 2.49

9.23

10.81

0.31 0.46 0.91 0.59 0.22
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Figure 7: Comparison of target recognition time before and after acceleration.
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Figure 6: Stability detection of rotation change feature descriptor.
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5. Conclusions

With the development of computer technology, robotics
technology has also matured. It combines technologies from
computers, electronics, machinery, sensors, and control and
is widely used in military, industry, agriculture, medicine,
education, scientific research, and other fields. It basically
covers all aspects of people’s lives. As a powerful produc-
tivity tool, robots play a huge role in improving production
efficiency, optimizing production methods, and broadening
the production environment.

As a practical type of robot, the manipulator has ex-
tremely high work efficiency, stable repeatability, and
powerful functions, so it is widely used in transportation
services, product processing, and other fields. On the as-
sembly line of high-tech manufacturing industry, various
types of robotic arms can complete many different tasks,
such as handling die-cast or stamped parts or components,
laser cutting, and assembling mobile phone parts and
painting them.

In this paper, the robot arm control system of the AI
wearable acceleration sensor is designed to realize the re-
mote grasping operation, which requires the whole body
movement. +e structure of the system is designed
according to its functional requirements, and the main
hardware is designed at the same time. First, select the
model, aiming at the six-degree-of-freedom manipulator
structure in this system, a sensor gesture recognition model
is established based on the feature value extraction tech-
nology in the DH method; all software development envi-
ronments used in this system are introduced in detail. In the
design process of the robotic arm control system based on
the AI wearable acceleration sensor, due to the limitations of
experimental conditions and our professional level, there are
still many shortcomings, such as the remote control distance
being too short and the number of dynamic interactive
gestures being insufficient. In the process of wireless data
transmission, data security and anti-interference ability are
not considered. +is will be the focus and research direction
of future work.
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In the past few decades, artificial intelligence technology has experienced rapid development, and its application in modern
industrial systems has grown rapidly. *is research mainly discusses the construction of a database of electronic pipe organ tone
recognition based on artificial intelligence. *e timbre synthesis module realizes the timbre synthesis of the electronic pipe organ
according to the current timbre parameters. *e audio time domain information (that is, the audio data obtained by file analysis)
is framed and windowed, and fast Fourier transform (FFT) is performed on each frame to obtain the frequency domain in-
formation of each frame. *e harmonic peak method based on improved confidence is used to identify the pitch, obtain the
fundamental tone of the tone, and calculate its multiplier. Based on the timbre parameters obtained in the timbre parameter
editing interface, calculate the frequency domain information of the synthesized timbre of each frame, and then perform the
inverse Fourier transform to obtain the time domain waveform of each frame; connect the time domain waveforms of different
frames by the cross-average method to obtain the time-domain waveform of the synthesized tone (that is, the audio data of the
synthesized tone). After collecting the sound of the electronic pipe organ, the audio needs to be denoised, and the imported audio
file needs to be parsed to obtain the audio data information. *en, the audio data are frequency-converted and the timbre
characteristic information is analyzed; the timbre parameters are obtained through the human-computer interaction interface
based on artificial intelligence, and the timbre of the electronic pipe organ is generated. If the timbre effect is not satisfactory, you
can re-edit the timbre parameters through the human-computer interaction interface to generate timbre. During the experiment,
the overall recognition rate of 3762 notes and 286 beats was 88.6%. *e model designed in this study can flexibly generate
electronic pipe organ sound libraries of different qualities to meet the requirements of sound authenticity.

1. Introduction

With the rapid popularization of the Internet in today’s
society, the accelerated merger of computers, communica-
tions and consumer electronics, the development trend of
electronic product specialization and miniaturization [1],
with the technological development of software and hard-
ware equipment, the capabilities and superiority of artificial
intelligence have quickly penetrated into life. Of course,
various fields in the music technology field have become the
hottest words in the field of music technology.

We know that the promotion of music is actually based on
technological changes. Without the invention of tools, there
would be no musical instruments; without the emergence of
electronic technology, there would be no electronic music.
*erefore, how much change the major technology of artificial

intelligence can bring tomusic is also one of themotivations for
me to write this article. *e generation of artificial intelligence
arrangement is an interdisciplinary field. It requires researchers
to master a lot of interdisciplinary knowledge, including music
production, music technology, artificial intelligence, and au-
tomatic accompaniment. Because it is an emerging field, do-
mestic research is still relatively poor.

Artificial intelligence (AI) has brought the frontier of de-
velopment to the fields of power electronics and power engi-
neering. Bose believes that these technologies provide powerful
tools for modern smart grid (SG) control. His applications
include the automation design of modern wind power gener-
ation systems and their operating status monitoring under
operating conditions, the failure mode recognition of SG
subsystems, and the SG control based on real-time simulators.
Although the concept of these application examples he

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 5526517, 12 pages
https://doi.org/10.1155/2021/5526517

mailto:zhaoshuyi0716@synu.edu.cn
https://orcid.org/0000-0001-6798-3847
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5526517


proposed can be extended to develop many other applications,
there is still a lack of specific data [2]. Raedt et al. studied
uncertainty in probability theory and graphical models and
studied relations logically. He focused on two detailed repre-
sentations: Markov logic network (an expansion of the rela-
tionship between undirected graphical models and weighted
first-order predicate calculus formulas) and Problog (proba-
bility expansion of logic programs), which can also be regarded
as Turing complete expansion of the relational Bayesian net-
work. His research discusses Markov logic networks but still
lacks theory [3, 4]. Din et al. believes that due to the existence of
various pollutants produced by human, agricultural, and in-
dustrial activities, the quality of surface water has decreased.
Traditionally, the concentration of SWQP is measured through
intensive field work. His research attempts to develop an ar-
tificial intelligence modeling method to plot the concentration
of optical and nonoptical SWQP. Although his research can
retrieve different SWQP concentrations from Landsat8 images,
it still lacks logic [5]. Hashemi et al. believes that process-based
models have been widely used for storm surge prediction. He
used the high-resolution wave and surge modeling system on
the East Coast of theUnited States to numerically simulate 1,050
tropical tropical storms. His research provides an unprece-
dented data set. Although his research can be used to train
artificial intelligence models for surge prediction in those areas,
the accuracy is not high [6].

*e timbre synthesismodule realizes the timbre synthesis of
the electronic pipe organ according to the current timbre pa-
rameters.*e audio time domain information (that is, the audio
data obtained by file analysis) is framed and windowed, and fast
Fourier transform (FFT) is performed on each frame to obtain
the frequency domain information of each frame.*eharmonic
peak method based on improved confidence is used to identify
the pitch, obtain the fundamental tone of the tone, and calculate
its multiplier. Based on the timbre parameters obtained in the
timbre parameter editing interface, calculate the frequency
domain information of the synthesized timbre of each frame,
and then perform the inverse Fourier transform to obtain the
time domain waveform of each frame; connect the time domain
waveforms of different frames by the cross-average method to
obtain the time-domain waveform of the synthesized tone (that
is, the audio data of the synthesized tone). After collecting the
sound of the electronic pipe organ, the audio needs to be
denoised, and the imported audio file needs to be parsed to
obtain the audio data information [7]. *en, the audio data are
frequency-converted and the timbre characteristic information
is analyzed; the timbre parameters are obtained through the
human-computer interaction interface based on artificial in-
telligence, and the timbre of the electronic pipe organ is
generated.

2. Analysis of Experimental Results of
Construction of Electronic Tube Wind and
Sound Recognition Database

2.1. Artificial Intelligence. Artificial intelligence replaces
human physical and mental power [8], to a certain extent,
reduces the number of repetitive jobs required for the

development of cultural industries, in the planning, creation,
and production of cultural products. At the same time,
higher requirements are put forward for the talent structure,
and the input of creative jobs and high-end scientific and
technological talents has increased, so that the cultural in-
dustry has great development potential and vitality [9, 10].
Artificial intelligence is the most powerful new engine to
promote the efficiency of cultural industry production and
operation and will help the cultural industry enter a new
height [11]. It can be seen that various voice technologies of
artificial intelligence make it possible to customize sound
and improve the level of audio production. It has broad
application prospects in the field of cultural industry and is
expected to become indispensable in the production of video
and song dubbing and soundtrack production technology
[12, 13].

2.2. Electronic Pipe Organ Playing Game Music. Like game
design and other popular cultures, video game music has
also had its place in the mainstream industry [14].
Nowadays, an internationally renowned symphony or-
chestra will perform a soundtrack for a game [15, 16].
With the continuous improvement of game development
technology, the field of game music is also gradually
growing. *e electronic pipe organ is also gradually
designing the field of game music, its timbre is rich and
changeable, it can simulate the performance of a variety
of musical instruments, and it can also be played by
overlapping multiple timbres [17]. Now is the age of
electronic music, the performance of popular music in
the electronic organ is very important, and the simulation
requirements for various popular emerging electronic
musical instruments are also quite high [18, 19]. For
example, the electronic pipe organ has the timbre of the
jazz organ, and through the setting of the timbre pa-
rameters, it can create the ever-changing jazz organ
timbre and play colorful jazz music [20]. *erefore,
performers must have high performance skills and master
the performance characteristics of modern electronic
musical instruments [21, 22]. *e electronic pipe organ
has the function of simulating other musical instruments.
To find how to simulate the timbre of other musical
instruments more vividly, we must first master the
playing skills of the electronic pipe organ [23]. *e di-
versification of musical instruments and the variability of
music have created diversified requirements for the touch
method of the electronic pipe organ [24, 25].

2.3. Tone. From the perspective of the filter bank, the STFT
of the signal is

X
STFT
(k,n) � 

n+N−1

j�n

x(jw)(j − k)exp −i2π
j

N
 . (1)

Among them, jw is a continuous window function [26].
*e kth component of the CQT spectrum of the nth frame
signal is
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X
CQT
(k,n) � 

n+ Nk/2[ ]

j�n− Nk/2[ ]

x(j)ak j − n +
Nk

2
 . (2)

Among them, k represents the frequency subscript of
CQT [27, 28]:

K � ⌈B · log2
fmax

fmin
 ⌉, (3)

where B represents the number of subscripts per octave [29]:

a
n
k �

1
Nk

w
n

Nk

 exp −i2πn
fk

fs

 , (4)

where fs represents the sampling frequency. *e center
frequency fk corresponding to the subscript k is

fk � fmin2
(k− 1)/B

, (5)

Q � 21/B − 1 
− 1

. (6)

Among them, Q represents the quality factor. *e
window length Nk corresponding to the frequency subscript
k is

Nk � ⌈Q fs

fk
⌉, (7)

0<Hk ≤
1
2
Nk, (8)

where Hk represents the frame jump range that can be
selected.

2.4. Tone Synthesis. *e sound library generation software
needs to complete audio file reading and writing, audio
collection, audio file analysis, tone analysis, tone pa-
rameter acquisition, tone synthesis, and other functions.
Considering the applicability of the software and the
convenience of operation, the C# language is used to
develop Windows in Visual Studio Express 2013. Use the
Form application to facilitate user interface design and
software system development.

*e audio information analysis module is used to analyze
audio information, complete audio denoising preprocessing,
note extraction, FFTAFFT pitch recognition, octave extrac-
tion, audio information display, and other functions; the
timbre parameter acquisition module edits and acquires
timbre parameters through the human-computer interaction
interface. *e timbre synthesis module is used to synthesize
timbre files, supports the batch synthesis of multiple timbres,
and displays the synthesis progress in real time; the analog
performance module is used to simulate the timbre or music
[30, 31]. *e timbre synthesis model is shown in Figure 1.

*e additive synthesis method emphasizes the role of the
fundamental and overtone series in the sound. Based on the
Fourier principle, the signals of different frequencies are
superimposed to form a new sound, as follows [32, 33]:

xf1(t) � 
f

Af sin 2πft + ϕf .
(9)

According to the principle of additive synthesis, this paper
synthesizes electronic pipe organ timbre, adopts Fourier
transform algorithm, and uses the directly measured original
signal to calculate the frequency, amplitude, and phase of
different sine wave signals in the signal by accumulation. After a
lot of analysis and experiments, the immutable features in the
model are determined. *e specific model is expressed as
follows:

xf1
(t) � 

K

k�1


f∈Dk

sfvkAf sin 2πft + ϕf  + 
f∈Dk

Af sin 2πft + ϕf .

(10)

In the formula, xf1
(t) represents the sound of the

electronic pipe organ when the pitch frequency is f1.
Variable frequency range D meets

D � ∪
K

k

Dk � D1 ∪D2 ∪ . . . ∪Dk ∪ . . . ∪DK, k � 1, 2, . . . K,
x − μ
σ

.

(11)

Variable frequency range of section k is

fk − zf1 ≤Dk ≤fk + zf1. (12)

Among them, f1 is the pitch frequency.*emultiplier of
the sound is

fk � kf1(k � 1, 2, 3, . . . , K). (13)

*e timbre synthesis uses the timbre synthesis model
proposed in this article to synthesize timbre to verify the
effect of synthetic timbre. *e steps for synthesizing tones
are as follows:

(1) Framing and windowing the actual electronic pipe
organ timbre, and fast Fourier transform (FFT) for
each frame to obtain the frequency domain infor-
mation of each frame.

(2) Use the harmonic peak method based on improved
confidence to recognize the pitch, obtain the fun-
damental tone f, and calculate the multiplier f � k.

(3) According to the audio synthesis model of the
editable tone, select the appropriate tone pa-
rameters (maximum multiplier K, amplitude
modification coefficient Dk, synthesis parameter
2, linear s) to form the frequency domain infor-
mation of each frame of synthesized tone.

(4) Perform inverse Fourier transform of the fre-
quency domain information of each frame of the
synthesized tone to obtain the time domain
waveform of each frame and then use the cross-
average method to connect the time domain
waveforms of different frames to obtain the time
domain waveform diagram of the synthesized
tone.
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3. Experiment of Constructing Electronic Pipe
Organ Tone Recognition Database

3.1. Overall Architecture of Sound Library Generation
Software. *e electronic pipe organ sound library first needs
to input the first frequency, and the software supports 2 first
input methods: electronic pipe organ sound collection and
the import of existing audio files. After collecting the
electronic pipe organ sound, the audio needs to be denoised,
and the imported audio file needs to be audio. File analysis
was done to obtain audio data information. *en, the audio
data are frequency-converted and the timbre characteristic
information is analyzed; the timbre parameters are obtained
through the human-computer interaction interface based on
artificial intelligence, and the timbre of the electronic pipe
organ is generated.*e timbre generated by analog playback
can be saved as an audio file if the timbre effect is satisfactory
or directly generate and save the electronic pipe organ sound
library in batches; if the timbre effect is not satisfactory, the
timbre parameters can be re-edited through the human-
computer interaction interface to generate timbre. *e
overall structure of the sound library generation software is
shown in Figure 2.

3.2. Tone Library Generation Process

3.2.1. Audio File Reading andWritingModule. *e audio file
reading and writing module of the software is used to
complete audio file input, audio file analysis, audio file
writing, and other functions.

(1) Audio File Import. Click the audio import in the menu
file, the open file window will pop up, select an audio file in
the “.wav” format to open, and the system will analyze the

audio file. After the analysis is completed, the audio in-
formation will be analyzed and displayed.

*e structure of aWAVfile includes a “RIFF” block, a “fmt”
sub-block and a “data” sub-block.*e “fmt” sub-block contains
the number of channels, sampling rate, number of bits, etc.
Perform audio file analysis according to the data format of
WAV file, define class WavReader, and complete the analysis
and writing function of WAV file. Class WavReader defines
read function ReadWAVFile() and write function buildwav()
and various variable packaging functions getNumChannels(),
getdsize0, getwavdata(), and getwavdata20, variable type con-
version, and other auxiliary functions.

(2) Sound Signal Collection. *e collection of sound
signals is completed through an interactive interface. *e
upper part of the interface is the audio waveform display

Sound library
generation

so�ware

Tone parameter
acquisition module

Tone synthesis
module

Simulation
performance

module

Progress display
module

Audio player module

Hybrid synthesis
module

Tone selection module

Tone memory module

Performance
interactive module

Figure 1: Tone synthesis model.
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Figure 2: Overall architecture of sound library generation
software.
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area. When the acquisition is completed, the system
analyzes the buffered recording and automatically dis-
plays the time-domain waveform of the recording; there
are five buttons at the bottom of the interface, and the
“collection start” and “collection end” buttons are used to
control the sound collection. *e module starts or stops
sound collection; the “Play” button realizes the playback
of the buffered recording; the “Clear” button is used to
clear the buffered recording and at the same time clear the
audio waveform in the upper area of the interface; click
the “Save” button to pop up the save file dialog box to
realize the buffer recording preservation.

Under the file menu list, there are three items of “audio
import,” “audio capture,” and “save as.” Audio import realizes
the audio file import function and supports commonly used
WAV format audio files; audio capture through the micro-
phone and sound card of the sound capture module realizes the
collection and preservation of sound; save as it is used to realize
the writing of audio files.

3.2.2. Audio Information Analysis Module. Audio infor-
mation analysis module is used for audio information
processing and analysis, including denoising preprocessing
module, note extraction module, FFTIFFT module, pitch
recognition module, octave extraction module, and audio
information display module. *e pitch extraction module
uses the harmonic analysis method with improved confi-
dence proposed in this paper to extract the pitch.

3.3. Tone Parameter Acquisition Module. *e timbre pa-
rameter module is used to obtain timbre parameters through
the interactive page of timbre parameter editing. *e top of
the tone parameter editing interface is the menu bar, the
upper left is the currently open file list, the upper right is the
audio waveform display area, the lower part is the tone
parameter editing area, and the bottom is the six control
buttons. *e tone color parameter editing area displays the
pitch frequency of the audio. It supports the modification of
generation parameters, three types of correction line types,
and fourteen spectral coefficients. *e generation parame-
ters default to 0.3, the correction line type defaults to linear,
and the fourteen spectral coefficients default to 1. *e
“Reset” button is used to reset the parameters with one key.
*e “Play” and “Stop” buttons control the playback and stop
of the audio.*e “Generate Tone Source” button synthesizes
the tone based on the current tone parameters and refreshes
the audio waveform display. In the area, the “Save” button is
used to save the current sound. Click the “Generate Sound
Library” button to enter the sound library generation in-
terface and perform batch synthesis of sounds.

3.4. Tone Synthesis Module. *e timbre synthesis module
realizes the timbre synthesis of the electronic pipe organ
according to the current timbre parameters. In order to
facilitate the generation of electronic pipe organ sound li-
brary, the software supports batch synthesis of multiple
tones. *e specific steps are as follows:

(1) Obtain the file number n and file name in the audio
source path.

(2) Open the first electronic organ tone file under the
sound source path, and perform file analysis to
obtain audio data.

(3) *e audio time domain information (that is, the
audio data obtained by file analysis) is divided into
frames and windows, and fast Fourier transform
(FFT) is performed on each frame to obtain the
frequency domain information of each frame.

(4) Use the harmonic peak method based on improved
confidence to recognize the pitch, obtain the funda-
mental tone of the tone, and calculate its multiplier.

(5) Based on the timbre parameters obtained in the
timbre parameter editing interface, calculate the
frequency domain information of the synthesized
timbre of each frame, and then perform inverse
Fourier transform to obtain the time domain
waveform of each frame; the time domain waveforms
of different frames are processed by the cross-average
method. Connect to obtain the time-domain
waveform of the synthesized tone (i.e., the audio data
of the synthesized tone).

(6) Write the audio data of the synthesized tone into an
audio file with the same name and save it in the save
path. *e current progress displays +1.

(7) Open the next tube organ tone file in the sound
source path for analysis, and repeat steps 3–7 until all
n files are completed.

3.5. Simulation Performance Module. *e simulation per-
formance module is used to perform electronic pipe organ
performance. It can perform real-time timbre synthesis and
switching according to performance needs. It supports mixed
performance of multiple timbres, which is equivalent to an
upgraded version of intelligent electronic pipe organ. *e
simulation performancemodule includes a tone storagemodule,
a performance interaction module, a tone selection module, a
hybrid synthesis module, and an audio playback module.

*e tone storage module is used to store the tone library
of different levels for each instrument and is provided to the
tone selection module and the hybrid synthesis module; the
performance interaction module is used for performance
interaction, including setting the tone performance mode,
performing the simulation performance of the instrument,
and according to the automatic performance.*e score takes
the score information; the timbre selection module judges
according to the feedback information and the score in-
formation provided by the performance interaction module,
determines whether timbre synthesis is needed, and gives
synthesis instructions; the hybrid synthesis module uses the
timbre storage module after receiving the synthesis in-
structions *e feedback information and score information
provided by the timbre library and interactive module
synthesize mixed timbre; the audio playback module per-
forms audio playback.

*e simulation method includes the following steps:
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(1) Use the interactive unit to perform performance
interaction and obtain feedback information, and
obtain score information according to the score.

(2) *e timbre generation unit judges based on the
feedback information and score information pro-
vided by the interactive unit and selects the timbre in
the timbre storage unit for playback or gives syn-
thesis instructions.

(3) After receiving the synthesis instruction from the
tone generating unit, the mixing synthesis unit uses
the tone library in the tone storage unit and the
feedback information and score information pro-
vided by the interactive unit to synthesize and play
the mixed tone.

3.6. Audio Pitch Shift and Real-Time Harmony. In sound
recording and playback, real-time recording of performance
music segments can be stored in the cache, and subsequent
changes can be played. However, if the “pf∼” technology of
the “gizmo” object can be used to realize real-time audio
processing, it will be possible to form a harmony group with
the audio real-time pitch shift and the original sound. FFT is
an efficient DFT algorithm, namely, fast Fourier transform
(FastFourierTransform), and the “pft∼” object can perform
fast Fourier transform on the input waveform to obtain each
harmonic component and perform various analysis and
processing before performing inverse fast Fourier transform
(IFFT), thus getting the output result. *e “gizmo∼” object
that works with the “pfft∼” technology can be adjusted in the
frequency domain. Based on the FFT algorithm, the speed
can meet the real-time requirements.

4. Electronic Pipe Organ Tone
Recognition Database

4.1. Tone Effect Analysis. *e timbre test effect is shown in
Table 1. From the auditory timbre effect, judge whether it is a
tube organ audio. In Table 1, the electronic pipe organ timbre
discrimination refers to the number of five actual electronic pipe
organs judged by the testee as the number of electronic pipe
organs, and the synthetic timbre discrimination refers to the
number of five synthetic timbres judged by the testee as the
number of electronic pipe organs. *e data “10× 5” mean that
each of 10 people judged 5 tones as a tube organ, and the data
9× 5+1× 4 mean that 9 of 10 people judged 5 tones as a tube
organ, and one judged 4 tones as a tube organ. In the results of
the auditory discrimination test, among the 30 testees’ judg-
ments on the 5 synthesized tones, 10 testees who did not receive
formal music education (hereinafter referred to as Type A test
subjects) judged that all 5 synthesized tones were electronic pipe
organ tone, 10 testees who have learned instrument perfor-
mance for more than 2 years (hereinafter referred to as Type B
test subjects) judged that all 5 synthesized tones are electronic
pipe organ sounds, and 10 test subjects who have learned
electronic pipe organ performance for more than 2 years
(hereinafter referred to as among the category C test subjects), 9
people judged that all 5 synthesized tones are electronic pipe
organ sounds, one person thinks that 4 are electronic pipe organ

sounds, and one is not electronic pipe organ sounds. In the A
and B test subjects, the matching degree of the synthetic tone is
100%, and in the C test subjects, the synthetic matching degree
is 98%. In summary, the test match is close to 100%, and it can
be concluded that the synthetic tone and the actual electronic
pipe organ tone cannot be distinguished by human hearing.
From the theoretical comparison experiments and auditory
discrimination experiments, the following conclusions can be
drawn: the synthetic timbre belongs to the electronic pipe organ
timbre, which meets the authenticity and high quality re-
quirements of the electronic pipe organ sound library
generation.

*e time-domain waveform of the synthesized timbre
is shown in Figure 3. In the figure, the abscissa represents
the sampling point, and the abscissa divided by the
sampling frequency 44100 is the time (in seconds); the
ordinate represents the amplitude of each sampling point.
*e specific tone synthesis model and experimental size
are shown in Figure 4. *e frequency domain waveform
of the synthesized tone is shown in Figure 4. In Figure 4,
the abscissa represents the frequency, the unit is 1 Hz, and
the range is from 1Hz to 220S0 Hz; the ordinate repre-
sents the amplitude of each frequency.

Comparing the synthesized timbre with the actual elec-
tronic pipe organ timbre, the time-domain waveform com-
parison of the two is shown in Figure 5. In Figure 5, the top is
the synthetic tone, and the bottom is the actual tone. *e
abscissa represents the sampling point. *e abscissa divided by
the sampling frequency of 44100 is the time (in seconds); the
ordinate represents the amplitude of each sampling point. *e
frequency domain waveform comparison between the two is
shown in Figure 6. In Figure 6, the upper is the synthetic tone,
and the lower is the actual tone. *e abscissa represents the
frequency, the interval is 1Hz, and the range is from 1Hz to
22050Hz; the ordinate represents the amplitude of each fre-
quency. From the comparison of the time-domain waveforms
of the synthesized timbre and the actual electronic pipe organ
timbre in Figure 5, it can be seen that the time-domain
waveforms of the two are roughly the same, with only very
subtle details different. *erefore, it can be judged that the two
are very different from the volume and waveform changes.
Similarly, the real-time domain envelope is approximately the
same; from the frequency domain waveform comparison of the
synthetic tone and the actual electronic pipe organ tone, it can
be seen that the frequency domain waveform characteristics of
the two are roughly the same, the frequency distribution is clean
and clear, and both are at the frequency of the multiplier. *e
amplitude is larger, and there are more frequency components
with smaller amplitude in the low frequency range. *is part of
the frequency forms the tap sound of the electronic pipe organ
at the moment of pressing; that is, the frequency domain
distribution of the two is approximately the same. *erefore,
according to the timbre is jointly determined by the frequency
domain (frequency composition and amount) and time do-
main, it can be basically judged that the timbre of the two is
similar, and both belong to the timbre of the electronic pipe
organ. *e frequency of the electronic pipe organ is shown in
Table 2. *e beat of the electronic pipe organ is shown in
Table 3.
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4.2. Recognition Effect of Chords. Choose three different styles
of songs. *e chord recognition results are shown in Table 4.
*rough the analysis of the recognition results, it is found that
most of the errors occur in empty chords, especially in some
fast-paced time periods. Since the analysis window is definite, if
the input is a fast-paced segment, it means that the window will
span more notes, and a frame of data is likely to contain more
than one type of chords, which confuses the system. *e beat
synchronization analysis algorithm will effectively avoid this
problem, because not only is usually the speed of chord changes
slower than the speed of beat changes, but also empty chords
rarely appear in a beat. In addition to some sporadic errors,
some errors are concentrated on theminor a seventh chord and
the major C triad. *e minor A seventh chord is composed of
four pure tonesA, C, E, andG, of whichC, E, andG aremajor C
triads. *e three pure tones included. As mentioned earlier,

because this article regards the minor A triad and minor A
seventh chord as the same type, in the presence of pure tone G,
the system is likely to mistake the minor A seventh chord as a
major C triad.*erefore, we hope that the system can effectively
avoid such confusion when increasing the type set of chords to
include seventh chords in the system chord classification.

*e relative frequencies used when extracting the base
collar are shown in Table 5. *ere are 86 wav files used to
test the recognition rate of the system, including typical
music of foreign nationalities, classical music, and
popular classics. Under this definition, the overall rec-
ognition rate of 3762 notes and 286 beats is 88.6%. *e
accuracy of recognition is still quite high. It must be
noted that, in order to facilitate the following compari-
son, in the abovementioned method of extracting the
pitch time value, the difference between two
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Figure 3: Time-domain waveform of the synthesized voice.
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Table 1: Tone test results.

Subject Piano tone judgment Synthetic tone discrimination Suitability (%)
No formal music education (10 people) 10× 5 10× 5 100
Play musical instruments more than 2 years (10 people) 10× 5 10× 5 100
Learn piano for more than 2 years (10 people) 10× 5 9× 5 + 1× 4 98
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consecutively repeated sounds and a continuous sound of
equal duration is not distinguished, that is, in the ex-
traction and normalization. In the process of transfor-
mation, for example, two types of sounds are considered
equal. It can be seen that the experimental results and
theoretical values have a good approximation. Here, the
normalized way is to use the smallest time unit in the
music (such as quarter beat, etc.) as the metric for the
duration of each note played and take its proportional
value.

*e research result of the dual-tone pitch time value
extraction module is shown in Figure 7. *e experimental
data are still derived from the performance of learners of
electronic pipe organ performance. However, the data used
in the module test are the basic two-tone chords in music
and will not change after triggering the vibration; that is, it is
stable on two notes. To test the performance of this module,
100 two-tone chords with different ranges, different spans,
and different degrees of harmony were selected. *e dual-
tone pitch time value extraction module accurately reflects
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Figure 6: Frequency domain waveform comparison between the two.

Table 2: Frequency of electronic pipe organ.

Note 5 5 6 2 1 1 6 2
Frequency (Hz) 523.25 523.25 587.33 392 349.23 349.23 293.66 39.2

Table 3: Tube organ beat.

Note 5 5 6 2 1 1 6 2
Time (s) 0.5 0.25 0.25 1 0.5 0.25 0.25 39.2
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Figure 5: Comparison of synthesized sound and actual electronic pipe organ sound.
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the chord time value and pitch information. *e data input
to the module in.wav format is also output as a time-event
graph. In the figure, two straight horizontal lines distinguish
the time distribution of the central c and central g. *rough
this module, the corresponding height and vibration time of
the dual-tone chord can be analyzed. We tested on 100
experimental samples, 82 samples with recognition rate
above 95%, 1 sample with recognition rate lower than 50%,
and 6 samples lower than 70%. Observing the experimental
results, it is found that such experimental samples are
samples of absolute concord chords in music, and the two-
tone interval is more than 13 degrees apart; that is to say, this
module has a low resolution of the absolute consonant
interval of the polytone, which is due to its frequency
spectrum caused by aliasing. *is module has a low reso-
lution effect on dual-tone experimental data with frequent
changes in pitch and a relatively high computational

complexity. *is is a place that can be further improved in
future work.

4.3. Basic Function Analysis. *e basic function test result is
shown in Figure 8. *e electronic keyboard product will
enter the main interface of the auxiliary system about 30
seconds after powering on.*emain interface defaults to the
first big button in the upper left corner. Clicking the big
button will switch the bottom panel between tone selection
and tone attribute compilation. When the bottom panel has
multiple pages, you can turn pages, and you can also turn
pages. Each control can be adjusted normally. *e default
value of the slide bar is generally 63, which can be adjusted
between 0 and 127 with the button or the scroll wheel, and
there is no border crossing. Press any one of a group of
rhythm keys on the keyboard, the bottom panel of the main
interface will become the rhythm selection panel, and press it
again to become the rhythm attribute editing panel of the
corresponding group. Pressing the exit key when any in-
terface is in an idle state will return to the main interface. If
you do not change the main interface parameters through
the keyboard physical keys, the main interface will remain
the same as when you left it the last time. *e pop-up edit
box shows the selected file, and the suffix name is hidden in
the edit box. In the state of renaming, the cursor in the edit
box can be moved and characters can be deleted or inserted
in the corresponding position, which can realize the input of
English and number punctuation. And the system has a
sound processing method for a variety of naming accidents.
*e overall function test is shown in Table 6. *e test data of
the file management module are shown in Table 7. *e
electronic pipe organ is shown in Figure 9.

Table 5: Relevant frequencies used when extracting base collar.

Musical
alphabet

Calculated frequency
(Hz)

Normalized starting frequency
(Hz)

Normalized stop frequency
(Hz)

Program use pitch
(Hz)

#a 220 213 235 220
cl 233.08 226 239 233
#c1 246. 94 240 253 217
t1 261.63 254 268 262
#d1 277.18 269 281 277
e1 293. 66 285 301 294
f1 311.13 302 319 311
#f1 329. 63 320 338 330
g1 349.23 339 358 349

Table 4: Recognition results of chords.

Test data Length Recognition rate (%)
Fragments of piano music 8.26 seconds/44 frames 81.1 8
Song please, please me 125 seconds/662 frames 78.70
Song yesterday 121 seconds/644 frames 74.53
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Figure 7: Research results of the dual-tone pitch time value ex-
traction module.
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5. Conclusion

*e electronic pipe organ sound library first needs to input
the first frequency, and the software supports 2 first input
methods: electronic pipe organ sound collection and the
import of existing audio files. After collecting the electronic
pipe organ sound, the audio needs to be denoised, and the
imported audio file needs to be audio. File analysis was done
to obtain audio data information. *en, the audio data are
frequency-converted and the timbre characteristic

information is analyzed; the timbre parameters are obtained
through the human-computer interaction interface based on
artificial intelligence, and the timbre of the electronic pipe
organ is generated.*e timbre generated by analog playback
can be saved as an audio file if the timbre effect is satisfactory
or directly generate and save the electronic pipe organ sound
library in batches; if the timbre effect is not satisfactory, the
timbre parameters can be re-edited through the human-
computer interaction interface to generate timbre.

*e simulation performance module includes a tone
storage module, a performance interaction module, a tone
selection module, a hybrid synthesis module, and an audio
playback module. *e tone storage module is used to store
the tone library of different levels for each instrument and is
provided to the tone selection module and the hybrid
synthesis module; the performance interaction module is
used for performance interaction, including setting the tone
performance mode, performing the simulation performance
of the instrument, and according to the automatic perfor-
mance. *e score takes the score information; the timbre
selection module judges according to the feedback infor-
mation and the score information provided by the perfor-
mance interaction module, determines whether timbre
synthesis is needed, and gives synthesis instructions; the
hybrid synthesis module uses the timbre storage module

Table 6: Overall functional test.

Frequency Start time (s) Key response (ms) File transfer Record audio (M)
1 15.6 20 1.7M/s 6
2 16.2 30 1.6M/s 7
3 15.9 20 1.6M/s 8
4 17.1 25 1.8M/s 7
5 16.4 25 1.9M/s 8

Table 7: File management module test data.

Frequency Number of files File layers Positioning time (s) Sort time Copy rate Average download speed
1 1000 2 1.2 2.0 s 1.8M/s 504K/s
2 2000 3 1.5 2. 4 s 1.8M/s 485K/s
3 3000 4 1.6 3.2 s 1.8M/s 512K/s
4 4000 5 1.9 3.6 s 1.8M/s 492K/s
5 5000 3 2.3 4.3 s 1.8M/s 497K/s
6 6000 2 2.0 3.5 s 1.9M/s 502K/s

Figure 9:*e electronic pipe organ (from http://alturl.com/qsobx).
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after receiving the synthesis instructions, synthesizing mixed
sounds from feedback information and score information
provided by the sound library and interactive module.

*e audio playback module performs audio playback.
Use the interactive unit to perform performance interaction
and obtain feedback information, and obtain score infor-
mation according to the score; the timbre generation unit
judges according to the feedback information and score
information provided by the interaction unit, selects the
timbre in the timbre storage unit for playback, or gives
synthesis instructions; mix after the synthesis unit receives
the synthesis instruction from the timbre generation unit,
and it uses the timbre library in the timbre storage unit and
the feedback information and score information provided by
the interaction unit to synthesize and play the mixed timbre.
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.e service information system is constantly transforming to a networked information model, and domestic hardware equipment
is constantly updated. Independent controllability has also become the basic requirement of the new information age. With the
development of the information age and the new era of independent control, more and more services and applications will also be
deployed on autonomous and controllable cloud platforms.With the rapid development of Internet technology in the information
age and the resulting changes in productivity, people can record, store, and transmit more and more information. When in-
formation becomes recordable, storage, and easy to transmit, information becomes modern meaning nowadays, an era of
information explosion characterized by massive, volatile, timely transmission, and diverse forms has truly come, forming what is
now called the “big data era”. .is article mainly introduces the analysis of sports big data based on the cloud platform and the
research on the impact on the sports economy and intends to provide ideas and directions for the analysis of sports big data and
the research on the impact on the sports economy. .is paper proposes a cloud platform-based sports big data analysis and
research methods for its impact on the sports economy, including the use of Hadoop cloud platform big data processing systems
and support vector regression algorithms for cloud platform-based sports big data analysis and sports economy..e experimental
results of this paper show that the average correlation between sports big data analysis and sports economic development is 0.5155,
and appropriate cloud platform-based sports big data analysis plays a positive role in promoting sports economic development.

1. Introduction

Today’s world is an era of data explosion. IDC report shows
that the global digital volume was about 130 EB in 2005, and
it will reach 40000 EB by 2020..ere is no doubt that human
society has entered the era of big data. Big data has pene-
trated into all walks of life and is an important part of the
global economy. Without big data, it will be difficult for
modern economy to have more innovation and vitality. .e
development and application of big data have become im-
portant sources to enhance the competitiveness of the
country and enterprises.

In the 21st century, with the rapid development of
science and technology and the gradual improvement of
people’s material and cultural level, people gradually realize

the importance of physical health. In recent years, people
have begun to pay attention to the healthy development of
the body. A series of fitness methods such as fitness, yoga,
andmarathon have become the icon of the new century..is
shows that the overall healthy development of the body is
inseparable from sports. .e development of sports has
received more and more attention from the government and
the masses, and the economic development of the sports
industry has made great progress. With the normalization of
my country’s economy, the development of the sports in-
dustry has gradually entered normalization. .e “.irteenth
Five-Year Plan” for the Development of Sports Industry
issued by the State Sports General Administration clearly
pointed out the main tasks in expanding social supply, re-
quiring the active promotion of “Internet + sports”..e State
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Sports General Administration further emphasized the
importance of the Internet for the development of sports,
and the development of sports economy should keep up with
the times and meet the needs of the masses. At the national
level, enterprises and individuals are also encouraged to
jointly provide the supply of sports public service infor-
mation, and the development and utilization of mobile APP
and other software are encouraged. Under the background
of big data, the analysis of sports big data based on cloud
platform and the research of its impact on sports economy is
imminent.

Zhong et al. believe that, with the development of the
Internet, recommendation systems are playing an increas-
ingly important role in the field of big data processing such
as e-commerce. Aiming at the big data processing problem
in the recommendation system, Zhong et al. proposed a
cloud platform collaborative filtering algorithm based on
clustering and correlation. .e algorithm uses k-medoids
clustering and related multitree data structure to solve
traditional the user-based collaborative filtering algorithm
has been improved. First, the user-based cloud platform
collaborative filtering technology is analyzed. On this basis,
k-medoids clustering is used to propose a cloud platform
collaborative filtering algorithm based on k-medoids, which
can effectively solve the problem of data sparseness. Aiming
at the problem of reduced recommendation accuracy caused
by clustering technology, Zhong et al. propose a data
structure of associative multitrees, which associates user
information with neighbor information. It can be used to
calculate the extended user project scores, making full use of
the correlation between data on the cloud platform. .is
research is expensive and not suitable for popularization in
practice [1]. Liu et al. conducted a lot of experiments on the
Ali data set on the Hadoop cloud platform and found that
the virtual opportunities on the cloud platform are affected
by various factors, which can cause performance degrada-
tion and downtime, thereby affecting the reliability of the
cloud platform. Traditional cloud platform anomaly de-
tection algorithms and strategies have defects in detection
accuracy, detection speed, and adaptability. Liu et al. pro-
posed an SOM-based dynamic adaptive virtual machine
anomaly detection algorithm and proposed an SOM-based
unified modeling method for machine performance in the
detection area, which avoided the cost of modeling a single
virtual machine and improved the cloud platform the de-
tection speed and reliability of large-scale virtual machines.
In the process of SOM modeling, the important parameters
that affect the modeling speed are optimized, which sig-
nificantly improves the accuracy of SOM modeling, thereby
improving the accuracy of virtual machine anomaly de-
tection. .e practicality of this research is weak [2]. Tang
et al. believe that data-intensive analysis is the main chal-
lenge in smart cities due to the deployment of various
sensors everywhere. .e natural features of geographic
distribution require a new computing paradigm to provide
location awareness and delay-sensitive monitoring and in-
telligent control. Fog computing extends computing to the
edge of the network to meet this demand. In the study, Tang
et al. introduced a hierarchical distributed fog computing

architecture to support the integration of a large number of
infrastructure components and services in future smart
cities; a case study was analyzed using a smart pipeline
monitoring system based on optical fiber sensors and se-
quential learning algorithms. To detect events that threaten
pipeline security, a working prototype was constructed to
evaluate the event detection performance of 12 different
events through experimental evaluation. .is research lacks
experimental data support [3].

.e innovations of this paper are as follows: (1) it
proposes to use Hadoop-based sports big data analysis cloud
platform to conduct experiments; (2) it proposes the es-
tablishment of sports economic data under the background
of big data; (3) it conducts sports big data analysis cloud
platform module design.

2. Sports Big Data Analysis Based on Cloud
Platform and Research Method of Its
Impact on Sports Economy

2.1. Hadoop-Based Sports Big Data Analysis Cloud Platform

2.1.1. Hadoop System. .e Hadoop system is a top open-
source software project under the name of the Apache open
source organization. It evolved from Google’s GFS dis-
tributed file system and MapReduce parallel computing
framework. It is committed to creating an open source,
scalable, and distributed large data processing platform. .e
infrastructure is given in [4]. Hadoop can be deployed on
one to thousands of ordinary computer nodes, using dis-
tributed file systems to provide large amounts of data storage
and using parallel programming models to process and
analyze large amounts of data stored in distributed file
systems [5]. Each node in the Hadoop cluster provides local
storage and local computing, and the local storage and local
computing of all nodes are unified to form a larger and more
efficient storage and computing cluster. In many companies,
such as Facebook and Yahoo, Hadoop clusters with a scale of
thousands of nodes are deployed to integrate and streamline
the large amounts of data generated by the company every
day [6].

2.1.2. Overview of Hadoop. As the originator of big data
processing, Hadoop has formed a complete ecological chain.
Hadoop is mainly composed of two parts, namely, HDFS
and MapReduce. HDFS is a distributed file system imple-
mented by Hadoop, and MapReduce is a distributed parallel
computing framework implemented by Hadoop [7, 8]. .e
Hadoop ecosystem also includes the following commonly
used software: Hbase, Hive, Pig, Mahout, Zookeeper, Flume,
and Sqoop.

Hbase is a distributed database based on HDFS that
evolved from Google’s BigTable. It provides real-time access
to big data. It retrieves data through the primary keys Key and
Range, which are more suitable for storing loose data [7].

Hive is a data warehousing tool for Hadoop. It provides
complete Sql query operation commands. At the same time,
MapReduce tasks can be executed with Sql statements,
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which greatly reduce the cost of programmers running
MapReduce tasks. MapReduce tasks can be executed
through Sql-like statements to further improve the scal-
ability of the Hadoop system [9].

Pig is the scripting language of Hadoop, which can query
and process the data structure in the program. Pig has two
operating modes: local mode and MapReduce mode. In
MapReduce mode, Pig can automatically optimize the
MapReduce program to improve the efficiency of program
operation [10].

2.1.3. HDFS Reads Files

(1) .e client initiates an RPC request to read data to the
remote NameNode by obtaining an instance of
DistributeFileSystem [11].

(2) .e NameNode responds to the request and returns
file block information related to the file. .e file
block information is mainly the address of the data
node where the file block is located [12].

(3) .e client obtains an FSDataInputStream instance,
starting from the first data block, and calls its read()
method to read the file block data in the nearest data
node [5].

(4) After the client finishes reading the data of the
current file block, it closes the connection with this
data node, and, at the same time, searches for the
data node address corresponding to the next file
block and starts the data reading process of the file
block [13].

(5) After the client finishes reading all the file block data
contained in the target file, it calls the close() method
in the FSDataInputStream instance to complete the
file reading process [14].

2.2. Support Vector Regression

2.2.1. Support Vector Machine. Suppose there is a training
set h � ≥ (x1, y1), (x2, y2), . . . , (xn, yn)}, x ∈ Rn, y ∈

(− 1, +1), y is a class label, and x is a vector with n attributes
[15]. .ere is a general form of linear discriminant function
in two-dimensional linear space:

f(x) � 〈ω, x〉 + b. (1)

.e normalized form of the equation of the optimal
classification line L is

〈ω, x〉 + b � 0. (2)

If you want to make the points in the training set as far as
possible from the classifier, find an optimal classifier to
maximize the blank area on both sides of it [16]. .en, the
optimal classifier should satisfy the following formula:

yi 〈ω, xi〉 + b( ≥ 1, i � 1, 2, . . . , n.

min J(ω) �
‖ω‖

2

2
.

(3)

Find by Lagrangian function:

L(w, b, a) �
1
2
‖ω‖

2
− 

n

i�1
ai yi ωxi + b(  − 1( ai. (4)

Among them, ai is the Lagrange multiplier, and its
partial derivative is taken to be zero. .e following formula
exists:

zL

zω
� 0⟶ w � 

n

i�1
aiyixi,

zL

zb
� 0⟶ 

n

i�1
aiyi � 0.

(5)

According to the KKT condition and duality principle,
solving the maximum interval can be transformed into an
optimization problem of finding the following function:

W(a)min �
1
2



n

i�1


n

i�1
yiyjaiaj xixj  − 

n

j�1
aj,

subject to

ai ≥ 0, i � 1, 2, . . . , n



n

i�1
aiyi � 0

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

⎫⎪⎪⎪⎬

⎪⎪⎪⎭

.

(6)

Get the optimal solution a′ � (a1′, a2′, . . . , ai
′)h, then the

modulus of the optimal classifier ω′ has the following
formula:

ω′
����

����
2

� 2ω a′(  � 
SV

ai
′aj
′ xixj yiyj. (7)

.e finally obtained classification function has the fol-
lowing expression:

f(x) � sgn 
n

SV

yiai
′ xix(  + b⎛⎝ ⎞⎠. (8)
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2.2.2. Support Vector Regression Algorithm. .e idea of
support vector regression is very similar to classification;
only the loss function is introduced. .e goal is to find a
function f (x) whose error with the objective function yi in all
training sets is at most θ, while ensuring that θ is as small as
possible [17, 18]. .e following formula exists:

f(x) � 〈w, x〉 + b, w ∈ X, b ∈ θ. (9)

Minimize experience risk:

minmize
1
2

‖ω‖
2
, subject to

yi − 〈ω, x〉 − b≤ θ

〈ω, x〉 + b − yi ≤ θ

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (10)

.e kernel function is introduced to solve nonlinear
problems. .e simplest way is to map the data to a higher-
dimensional space to make the data linearly separable and then
use linear regression to solve the problem in the new high-
dimensional space [19]. In fact, the kernel function is a kind of
mapping. For different kernel functions, the data set will be
mapped to different data spaces, which means different
transformation functions, thereby improving the performance
of various kernel function methods [20]. Under normal cir-
cumstances, there are mainly the following kernel functions:

.e linear kernel function is expressed as

K xi, xj  � xixj . (11)

.e polynomial kernel function is expressed as

K xi, xj  � xixj + c 
d
, d> 0. (12)

.e Gaussian kernel function is expressed as

K xi, xj  � e
c xi− yi‖ ‖

2

, c> 0. (13)

Among them, because the feature space corresponding
to the Gaussian kernel function is infinite dimensional, a
limited sample set must be linearly segmented in the feature
space, so the Gaussian kernel function is the most widely
used kernel function in support vector regression [21].

.e method part of this article uses the above method to
analyze the sports big data based on the cloud platform and
study the impact on the sports economy..e specific process
is shown in Figure 1.

3. Sports Big Data Analysis Based on Cloud
Platform and Research Experiment on Its
Influence of Sports Economy

3.1. Establish a Sports Economic Database

3.1.1. Data Needs and Sources. Raw data needs: relevant
information and data of local sports economic parks; China
map data; statistics of various provinces; data of the level of
sports development of various provinces [22].

Data analysis software requires Excel 2016, ArcGIS 10.2,
and SPSS 24.0.

Sources of data acquisition: National Sports General
Administration; National Bureau of Statistics; local sports

bureaus; local statistical bureaus; National Basic Geographic
Center; National Geographic Surveying Information Bu-
reau, etc. [23].

3.1.2. Data Collection and Processing. Taking the sports
economic parks in 31 provinces, autonomous regions, and
municipalities directly under the Central Government
(excluding Hong Kong, Macao, and Taiwan) as the survey
object, the relevant information and data of local sports
economic parks are collected through the State Sports
General Administration, and the addresses, names, ap-
proval year, leading sports industry category, and other
information are sorted into Excel 2020 software [24, 25]. 1 :
4 million map spatial data of China are obtained through
the National Basic Geographic Center. Use the Baidu
picking coordinate system tool to collect the specific lati-
tude and longitude of the local sports economic park and
sort it into the Excel 2020 software. .e statistical data of
various provinces, municipalities, and autonomous regions
are obtained from the official website of the National
Bureau of Statistics [26].

3.2. Design of Cloud Platform Module for Sports Big Data
Analysis

3.2.1. Design of Experimental Cluster Management Module

(1). Cluster Virtual Network Design. Use Hadoop’s Neutron
component to design the cluster network required for the
experiment. .e normal configuration of big data compo-
nents when the cluster is created requires a specific vir-
tualized network to support, and the cluster operation also
requires a correct network environment. If the network is
not designed in advance, users need to learn the steps of
using the Hadoop virtualized network before deploying the
cluster and create a corresponding network for their own
experimental cluster, which will increase the cost of learning
Hadoop, which is not beneficial to the experiment. .ere-
fore, the predesign of the virtual network can pave the way
for the rapid acquisition of experimental clusters in the
experiment. When monitoring virtual machines and user
experiment behaviors at the same time, it is also necessary to
obtain data through the virtual network.

(2). Cluster One-Click Deployment Design. .e user exper-
iment is carried out on a virtualized big data cluster.
.erefore, the deployment of the cluster is an essential part
of the experiment. .e experimental cluster management
module starts with the quick response and convenient op-
eration to complete the cluster one-click deployment design,
thereby simplifying user operations and shortening the time
for users to deploy experimental clusters.

.e general steps for native deployment of big data
clusters onHadoop are upload image⟶ register image⟶
create node group template⟶ create cluster template⟶
deploy cluster. Uploading the image uses the Glance com-
ponent of Hadoop, and the last four steps are completed by
the Sahara component. From uploading a mirror image to
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creating a cluster template, it can be designed in advance
based on the experimental content and provide a reusable
template.

(3). Import of Experimental Tools. Prepare the tools and data
sets that may be needed during the experiment in advance
and save them to the server. Provide a one-click import
button to remotely transfer from the server to the virtual
machine.

(4) Cluster Changes. After the user successfully applies for the
cluster, the cluster information and virtualmachine information
are displayed to the user, and operations for adding, deleting,
modifying, and checking are provided. Including increasing or
decreasing the number of nodes in the cluster can query cluster
information through cluster naming or status, verify cluster
status, and delete clusters owned by users.

3.2.2. Platform Monitoring Module Design. .e granularity
of Hadoop monitoring only reaches the resource usage al-
located by the physical server, so it is necessary to design a
fine-grained monitoring module for the user level including
physical resource monitoring submodule, virtual machine
resource monitoring submodule, and user experiment be-
havior monitoring submodule. .e following three points
need to be achieved: one is to refine the monitoring gran-
ularity and monitor from the three aspects of physical
machines, virtual machines, and user experimental behav-
iors. .e second is monitoring information processing. .e
resource monitoring information can be saved to the da-
tabase, and historical warning records can be saved. Be-
havior monitoring, after categorizing users, is saved as a log
file. .e third is to isolate the monitoring information be-
tween users and show them to users.

For multinode physical server resource monitoring, the
monitoring service is written as a script and automatically
added to the Linux system service of each server. When the
monitoring service transfers the information obtained by the
query to the control node, it will bring its own host in-
formation, sort it according to the host name, and store it in
the MySQL database. .e control node will filter the in-
formation occupied by physical resources, filter out the time
points when the resource occupancy rate exceeds the
threshold, and store the resource shortage information in the
historical warning file. Finally, the information occupied by
physical resources is only displayed to the administrator on
the interface after passing the authority judgment.

For virtual machine resource monitoring, a virtual
machine information collector on the control node is used to
query all virtual machines on all nodes. .e information of
all virtual machines is stored in the database of the control
node. .e computing node has no database to store the
virtual machine information. If the virtual machine infor-
mation collector is deployed in each computing node, the
computing node also needs to obtain the virtual machine
from the database of the control node. Machine information
is used in order to collect resources. In order to reduce the
number of remote database connections, a virtual machine
information collector is deployed on the control node to
complete the acquisition of all virtual machine information.

3.3. Performance Testing. After setting up the local cluster,
perform the ParaView drawing test. First, perform a single-
node test, and then perform a multinode test to compare the
performance of cluster drawing. .e tested data are VTK
three-dimensional scalar data with sizes of 18.5M, 291.8M,
1425M, and 8748M, and the four sets of data are numbered
data1-data4 in sequence.

Research method of sports big data
analysis based on cloud platform and

its impact on sports economy

Cloud platform of sports big data
analysis based on Hadoop Support vector regression

Hadoop
system

Overview
of Hadoop

HDFS read
file

Support
vector

machine

Support
vector

regression
algorithm

Figure 1: Part of the technical flow chart of this method.
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3.3.1. Single-Node Test. .is test uses a piece of test code
written in Python to test. .e measured parameters are the
number of data points of the data to be tested, the number of
data points drawn per second, and the total drawing time. To
perform a single-node test, first start the ParaView server on
node 1, then start the ParaView client on node 1, and
connect to the server just started, and then you can run the
test code to test the data.

3.3.2. Two-Node Data Test. To perform a two-node test, first
start the ParaView server on node 1 and node 2 in MPI
parallel mode, then start the ParaView client on node 1,
connect to the ParaView server that has just been started,
and run the test code to test the two-node data. Respectively
draw data1-data4 just drawn on a single node on the
ParaView client on node 1.

3.3.3. Four-Node Data Test. Finally, a four-node drawing
test is performed. Start the four nodes of node 1 to 4 at the
same time, then use MPI to run ParaView server in parallel,
then start ParaView client on node 1 to connect to the server
started, and run the test code to test the four nodes.

.is part of the experiment proposes that the above steps
are used for cloud platform-based sports big data analysis
and research experiments on the impact on sports economy.
.e specific process is shown in Table 1.

4. Sports BigData Based onCloud Platform and
Its Impact on Sports Economy

4.1. Development of Sports Economy Industrial Park

4.1.1. Time Development Characteristics. In 2006, the na-
tional sports industry base system was established; in 2011,
under the guidance of the “Guiding Opinions of the General
Office of the State Council on Accelerating the Development
of the Sports Industry,” the State Sports General Admin-
istration issued the “National Sports Industry Base Man-
agement Measures (Trial)” to further clarify the national
sports industry..e concept and type of the base standardize
the management of the base; in 2014, the “Several Opinions
of the State Council on Accelerating the Development of the
Sports Industry and Promoting Sports Consumption” was
formally promulgated, clearly proposing to “create a group
of sports industries that conform to market laws and have
market competitiveness.” In 2016, the State Sports General
Administration issued a notice on further strengthening the
construction of the national sports industry base and the
“.irteenth Five-Year Plan for Sports Development” put
forward programmatic requirements and higher goals for
the development of the sports industry base. In view of the
national sports industry base’s leading role in the devel-
opment of the regional sports industry and the policy needs
of the development of the regional sports industry, various
localities have begun to actively initiate the construction of
local sports economic parks. .e development of China’s
local sports economic parks is drawn into a chart, as shown
in Table 2 and Figure 2.

As can be seen from the chart, China was approved as the
first batch of local sports economic parks in 2011. As of 2017,
there were a total of 143 local sports economic parks. After
that, it developed to 166 sports economic parks in 2018 and
176 in 2019 (a sports economic park). .e growth rate
generally showed a development trend of first increasing and
then decreasing. .e growth of local sports economic parks
was mainly concentrated in 2016, 2017, and 2018.

4.1.2. Type Structure of Sports Economic Park. In the clas-
sification of the leading industries of local sports economic
parks, we mainly refer to the National Sports Industry
Statistical Classification issued by the National Bureau of
Statistics in 2015. .e National Sports Industry Statistical
Classification defines the scope of the sports industry as
sports management activities, sports competition perfor-
mance activities, sports fitness, and leisure. .ere are eleven
categories: activities, stadium services, sports intermediary
services, sports training and education, sports media and
information services, other sports-related services, sports
goods and related product manufacturing, sports goods and
related product sales, trade agency and rental, sports facil-
ities construction. Statistics and sorting out the development
types of national and local sports economic parks are shown
in Table 3 and Figure 3.

It can be seen from the chart that the number of local
sports economic parks belonging to the categories of sports
management activities, sports competition performance ac-
tivities, and sports fitness and leisure activities is the largest,
with 95, 91, and 90 respectively, accounting for 11.85%,
11.35%, and 11.22 of the total (%); there are 86 sports venue
services, accounting for 10.72% of the total; 68 sports in-
termediary services, accounting for 8.48% of the total; 63
sports training and education, accounting for 7.86% of the
total; 64 sports media and information services, accounting
for 7.98% of the total; other sports-related services, sports
goods and related product manufacturing, sports goods and
related product sales, trade agency and rental, and sports
facilities construction accounted for 6.86%, 7.48%, 6.36%, and
5.74% of the total, respectively, 4.11%.

4.2. Sports Big Data Analysis Based on Cloud Platform and Its
Impact on Sports Economic Development. (1) On the whole,
the change trend of the total scale of national sports industry
construction is basically consistent with that of the total scale
under construction, both of which have basically maintained
a rising trend. .e specific situation is shown in Table 4 and
Figure 4.

It can be seen from this that the development of the
sports industry has always been on the rise during the period
from 2012 to 2019, the sports economy is developing well,
and the people are paying more and more attention to the
importance of physical exercise and physical fitness.

(2) In 2008, the United States first broke out the sub-
primemortgage crisis and spread to the world. Affected by it,
the vitality of my country’s real economy began to decline.
.e crisis also affected the development of the tertiary in-
dustry. At that time, the scale of the sports industry was
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Table 2: Development of sports economic park.

Year of approval Number of sports economic industrial parks Growth Growth rate
2011 9 9
2012 9 0
2013 15 6 66.67
2014 24 9 60.00
2015 40 16 66.67
2016 70 30 75.00
2017 143 73 104.29
2018 166 23 16.08
2019 176 10 6.02
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Figure 2: Development of sports economic park.

Table 1: Experimental steps in this article.

Sports big data analysis based on cloud platform and
research experiment on its influence on sports economy

3.1 Establish a sports economic
database

1 Data needs and sources
2 Data collection and processing

3.2 Design of cloud platform module
for sports big data analysis

1 Design of experimental cluster
management module

2 Platform monitoring module
design

3.3 Performance testing
1 Single-node test
2 Two-node data test
3 Four-node data test

Table 3: Types of development of sports economic parks.

Type Number of parks Percentage (%)
1 Sports management activities 95 11.85
2 Sports competition performance activities 91 11.35
3 Sports fitness and leisure activities 90 11.22
4 Stadium services 86 10.72
5 Sports intermediary services 68 8.48
6 Sports training and education 63 7.86
7 Sports media and information services 64 7.98
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affected. In 2009, in order to stimulate the economic re-
covery and manage the economic crisis, the Chinese gov-
ernment launched a “4 trillion” large-scale stimulus policy.
Driven by this, the vitality of sports-related companies has
increased, and the total number of booths has rebounded
sharply. Since then, it has basically maintained an upward
trend..e specific situation is shown in Table 5 and Figure 5.

In 2019, the total number of booths in the sports in-
dustry-related commodity trading market reached 42,053,
an increase of 1.05% compared with 41,611 in 2018. From the

perspective of the total number of booths in the sports
economy the upward trend is basically maintained, but the
increase is relatively small.

(3) .e number of employees is also the most sensitive
indicator reflecting the scale of the development of an
industry or industry. .is article uses the number of em-
ployees in the retail industry above the quota for sports
goods and retail equipment to represent the number of
employees in the sports industry, as shown in Table 6 and
Figure 6.
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Figure 3: Development types of sports economic parks.

Table 4: Development scale of sports industry in recent years (unit: 100 million yuan).

Years Sports industry scale under construction Sports industry scale has been built
2012 2132.6 2791.7
2013 2167.4 2839.8
2014 2230.1 2978.4
2015 2287.5 3010.2
2016 2311.4 3233.4
2017 2379.6 3310.6
2018 2412.5 3419.1
2019 2420.7 3526.3

Table 3: Continued.

Type Number of parks Percentage (%)
8 Other sports-related services 55 6.86
9 Sports goods and related product manufacturing 60 7.48
10 Sports goods and related products sales 51 6.36
11 Trade agency and rental 46 5.74
12 Sports venues and facilities construction 33 4.11
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It can be seen fromTable 6 that from the retail perspective,
the number of employees in the sports industry in my country
has continued to increase, reaching 31,987 in 2019, an increase
of 9.79% over the previous year; however, the annual growth
rate of sports employees has fluctuated. Among them, the
number of employees in 2014 has increased significantly, from
16,729 in 2013 to 19,947, an increase of 16.13%.

(4) According to the support vector machine regression
algorithm described in the method section above, the
original data are initialized through the calculation formula
of the initial point zero image. .e purpose of the initial
value processing is to make each data correspond to the
curve has a common point of intersection to facilitate
comparison and analysis between various factors. Obtain the
correlation between sports output value, sports consump-
tion, number of sports industry employment, and sports big

data analysis, and the absolute correlation between sports big
data analysis and sports economic development can be
obtained, as shown in Table 7, Figure 7.

From the numerical calculation of the correlation degree
in Table 7, the average correlation degree between sports big
data analysis and sports economic development is 0.5155,
which is relatively high. Appropriate sports big data analysis
based on cloud platform plays a positive role in promoting
the development of sports economy.

Based on the above statistical analysis on the scale of
the sports industry, the scale of the national sports in-
dustry has been expanding, and the construction scale and
the total scale under construction have shown a contin-
uous expansion trend. .e total number of stalls in the
commodity trading market over 100 million yuan has also
continued to rise. .e number of employees in the retail

Table 5: Total number of stalls in the sports-related industry commodity trading market with a value of more than 100 million yuan in
recent years.

Years
Total number of
sporting goods

booths

Total number of sports
and entertainment

booths

Total number
of fitness

exercise booths

Total number of booths
for sports media and
information services

Total number of
booths for sports
training and
education

Total number of
sports intermediary

booths

2014 8411 8384 8124 6542 4589 5427
2015 8670 8706 8019 6431 4487 5306
2016 8331 8675 7941 6327 4931 5297
2017 8572 8531 7724 6540 4527 5441
2018 8431 8842 7609 6601 4761 5367
2019 8643 8967 7864 6527 4531 5521
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Figure 4: Development scale of sports industry in recent years (unit: 100 million yuan).
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industry above the designated size of retail equipment
continues to increase. .is shows that, with the devel-
opment of the big data era, big data analysis has gradually
been applied to the development of the sports economy.
.rough big data analysis, the current development sit-
uation, existing problems, and future development

directions of the industry can be better grasped, which is
conducive to making more suitable. Decisions related to
the development of sports economy promote the devel-
opment of the sports economy industry and can also
provide more employment opportunities and promote
social development.

Table 6: .e number of employees in retail industry above designated size for sporting goods and retail equipment in recent years.

Years Number of employees Growth rate (%)
2013 16729 11.17
2014 19947 16.13
2015 22021 9.42
2016 24437 10.97
2017 26014 6.06
2018 29135 12.00
2019 31987 9.79

2014 2015 2016 2017 2018 2019

Total number of sporting goods
booths
Total number of sports and
entertainment booths
Total number of fitness exercise
booths

Total number of booths for sports
media and information services
Total number of booths for sports
training and education
Total number of sports intermediary
booths
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Figure 5: Total number of stalls in the sports-related industry commodity tradingmarket with a value ofmore than 100million yuan in recent years.
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5. Conclusions

.rough the elaboration and comparison of data, infor-
mation, big data and statistics research scope, character-
istics, and analysis ideas, we believe that big data is
information, but big data has given more meanings related

to change. It is the whole process of collecting, processing,
converting, storing, transmitting, analyzing, algorithm, and
application of data (all types of data) and even producti-
zation and industrialization. .is whole process not only
changes the traditional data analysis, but also even will
change people’s work attributes and lifestyle. .e basic
purpose of data is to provide a basis for the collection and
processing of information..e value of data is equivalent to
the value of information. Big data has all the attributes of
information. .e key to data analysis is to discover new
information from the complex data, thereby enhancing the
understanding of things and making scientific and rea-
sonable decisions.

With the rapid development of computer technology
today, as computer hardware technology matures and the
amount of information stored continues to increase, it
becomes more difficult to screen, mine, and efficiently use
large amounts of information. In the field of sports, with the
rapid development of sports, the big data analysis of sports in
my country is also facing the same problem. Big data analysis
is conducive to discovering the potential connections and
laws hidden in the massive data and is conducive to the
deeper analysis of data, so as to play a certain role in guiding,
predicting, and analyzing the development of sports
economy.

Although of the thesis has conducted relevant research
and analysis on the impact of sports big data analysis in the
development of sports economy; these studies only consider
the impact of relevant factors at the surface level and do not
consider these methods in sports economic development
statistics. .erefore, how to improve the coefficients in the
models or formulas in these methods to make them more
universal? .is is also one of the contents worth studying in
the future.
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Table 7: .e absolute correlation between sports big data analysis
and sports economic development.

Total GDP of
sports

economy

Per capita
GDP of sports

economy

Per capita
consumption
expenditure of
urban residents

Sports output
value 0.5046 0.5213 0.5064

Sports
consumption 0.5084 0.5134 0.5137

Number of
employees 0.5127 0.5171 0.5416
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Figure 6: .e number of employees in retail industry above designated size for sporting goods and retail equipment in recent years.
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At present, Chinaʼs retail industry has been completely opened to the outside world, and it is exactly the same. .e retail industry
has become one of Chinaʼs most market-oriented and competitive industries. At the same time, the changes in consumer demand
are becoming more and more diversified. In order to meet the diversified and personalized needs of consumers, retail companies
must continue to increase investment in services, management, marketing, and branding..is paper combines virtual technology
and 5G mobile communication technology to design and realize a set of 3D virtual fitting system. According to peopleʼs fitting
needs, the research is carried out from two aspects: clothing style and body type matching degree and clothing fabric drape. In the
comparison of body shape test results with conventional body shape judgment experience, the correct rate of the virtual fitting
systemʼs body shape judgment was 86%, and the error rate was 14%. In the comparison of online shopping data of consumers on
different communication networks, it was found that the speed of different networks is different. .e shopping experience has a
relatively large impact. As a newly developed network mobile communication technology, 5Gʼs ultra-high speed advantage has a
great impact on the consumer experience; in the analysis and comparison of the traditional operation mode and the combination
of online and offline operationmodes, it is concluded that the traditional marketingmodel is far frommeeting peopleʼs current life
needs, and new retail is catering to the consumer needs of people in the new era.

1. Introduction

1.1. Background Meaning. .e continuous development of
information technology has enabled the telecommunica-
tions industry to develop rapidly and extensively [1]. While
continuing to promote social development, it has had a huge
impact on peopleʼs life and work styles and has become a
pillar industry for world economic development. Mobile
communication, satellite communication, and optical fiber
communication are important components of modern
communication networks for integrated services, and it is
said that they are three new communication methods [2]. In
particular, with the success of the recent development of
mobile Internet and Internet of things services, mobile
communication technologies continue to develop and de-
velop [3]. In such a huge environment, 5G mobile com-
munication technology has become a new hot spot to
promote the development of communication technology,
providing prospects for various applications.

1.2. Related Work. With the development of communica-
tion technology, people have entered the 5G era, and the
demand for communication technology is increasing, and at
the same time, it has brought great convenience to people.
Tang analyzed and discussed the characteristics of 5Gmobile
communication, its development trend, and several tech-
nologies of 5G mobile communication [4]. Pan conducted
an in-depth study on the future development trend of
transmission under 5G mobile communication technology,
hoping to provide help for the rapid development of mobile
communication technology [5]. Zhang and Ma deeply ex-
plored the marketing of the mobile communication industry
and proposed a suitable marketing strategy for mobile
communication enterprises in the new era [6]. Liu et al.
proposed a mobile VR network solution, which further
analyzes the expansion effect introduced in application
activation and aims to provide a reference and promote
mobile VR applications in 5G networks demonstration effect
of application development of 5G ecosystem [7, 8]. Zhao
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et al. analyzed the current status of virtual reality equipment
based on VR technology and a complete set of supporting
exoskeleton structures and pioneered the creation of a
virtual reality system with multiple senses and multiple
synergistic devices as virtual real world provides new ideas
[9]. Wang proposed the multidimensional impact of 5G on
mainstream media integration. To correct the development
direction of mainstream media, mainstream media needs to
have an objective and profound understanding of the spe-
cific impacts of 5G on the ecology and pattern of media
integration [10, 11]. In summary, judging from the current
status of 5G technology research in the past, most of them
are stating the future development trend of 5G, a few of them
describe the application of 5G to a certain field, and few
mention the use of virtual reality and 5G mobile commu-
nication technology.

1.3. Innovations in 'is Article. (1) Virtual technology and
5G mobile technology are combined to design and imple-
ment a 3D virtual fitting system. (2) .e 3D modeling
technology in the clothing CAD field is used to show the 3D
visual dressing effect. (3) .e clothing model of the 3D
virtual fitting system is created by Maya three-dimensional
modeling.

2. Overview of Related Theories Such as Virtual
Reality and 5G Mobile Communication

2.1. Virtual Reality. Virtual reality refers to an artificial
media space created by a computer [12]. It is a kind of virtual
reality that can produce a sense of immersion when using a
device to enter a virtual environment. With the rapid de-
velopment of computer software and hardware technology,
computer graphics applications have also been rapidly de-
veloped in various industries. Virtual reality, scientific vi-
sualization, computer animation, and computer graphics are
the three main research directions [13, 14]. .is kind of
virtual environment can be created by a computer and can
simulate the real world or the virtual world.

2.2. 5G Mobile Communication System. .e 5G cellular
network is a digital cellular network, an updated version
of the previous 4G. In the 5G network, the coverage area
covered by the supplier is divided into many small cell
geographical areas [15]. .e analog signal of the mobile
phone is digitized by an analog-digital converter and then
converted into a bit stream. All 5G radios in the cell use
radio waves to communicate with the local antenna array
and low-power automatic transceivers in the cell [16]. .e
transceiver allocates channels from the public rating pool,
and these channels can be reused in geographically sep-
arated units. .e local antenna is connected to the tele-
phone network and the Internet through a high-
bandwidth optical fiber or wireless backhaul connection.
Just like existing mobile phones, mobile devices will
automatically switch to the antenna of the new cell when
switching from one cell to another cell [17]. .e main
advantage of the 5G network is that the data transmission

rate is much faster than the previous 4G network, up to
10 Gbps, which is faster than the current wired Internet
and the previous 4G network nearly 100 times faster than
talking. Another advantage is that compared with 4Gʼs
30–70 milliseconds, the network delay is less than 1
millisecond.

2.2.1. Features of 5G Mobile Communication

(1) Good System Performance. As the number of antennas,
points, users, and communities in 5G networks continues to
grow, the focus of technology applications is on networks
with antennas and coordination between users and com-
munities [18]. .is improves the performance of all aspects
of the system. In the communication business process, in-
door business has become the center of existing business
methods. .e 5G system takes indoor business as the
business premise, continuously expands three new business
areas, and gradually expands the area coverage. .e wireless
network has completely covered [19].

(2) Using Hyperspectral. .rough in-depth research and
development of 5G communication technology, the use rate
of high-frequency radio waves is very high, so that light
professional wireless network technology, broadband
wireless technology, and wireless technology are effectively
combined [20]..e use of radio frequency spectrum ensures
the stable development of 5G mobile communication
technology [21].

(3) Low Price and Low Energy Consumption. When
researching cellular network technology, affected employees
are worried about reducing costs and using electricity. With
the deepening of research, designing software configuration
has become an important part of the research. After a
comprehensive market analysis, operators can understand
business development and traffic requirements, continu-
ously optimize network resources, and further reduce system
costs and power consumption [22].

2.3. Overview of New Retail. New retail is that companies
that rely on the Internet are using advanced technologies
such as big data and artificial intelligence to improve and
change the production, distribution, and sales processes of
their products [23]. .is will improve the new business
structure distribution model and redesign the offline ex-
perience of online services in the ecosystem and tightly
integrate the latest logistics [24].

2.3.1. Characteristics of New Retail. Now, “new retail” is a
conceptual representation of a new retail format that is
different from existing retail stores. It is dominated by
information technology (big data, Internet, artificial in-
telligence, etc.), which can improve customer experience
(shopping scenarios that meet the different needs of
consumers). A new business form is produced by refac-
toring three elements: online and offline people, products,
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and disciplines [25, 26]. People correspond to consumer
portraits and data, products correspond to supply chain or-
ganizational relationships and brand relationships, and mar-
kets correspond to shopping malls. .e market is the shape of
the front end of the new retail store, and people and goods are
the main changes in the back end. For example, “Hema
Xiansheng” opened by Alibaba is a combination of “fresh
supermarket + e-commerce experience+ catering+ logistics
distribution” and other business functions, creating a “supply
chain-store-warehousing-distribution” and other business
functions [27, 28].

From a human perspective, online e-commerce plat-
forms have multiple ways to obtain traffic, and offline
physical stores are also actively implementing traffic data, so
that customer portraits can be more and more accurate, and
demand analysis is fully explored [29, 30].

From a product perspective, the era of big data and
artificial intelligence has fundamentally changed the tradi-
tional retail industryʼs reliance on past experience in pur-
chasing and management models [31, 32]. For example,
Hippo Fresh uses big data from consumer terminals to
digitize various application scenarios from front end to back
end, accurately record consumer needs, and provide cus-
tomers with targeted products and services to quickly in-
tegrate into the business community [33].

In specific locations, the gradual maturity of technolo-
gies such as image recognition, artificial intelligence, and
intelligentmanufacturing, as well as the rapid popularization
of mobile payments, not only make the consumption scene
more diversified but also greatly improve the comfort level
[34–36].

2.4. Commonly Used Wireless Propagation Models. In the
mobile network environment, the complex and changeable
wireless propagation environment directly determines the
loss of signal propagation and affects the quality of wireless
signal transmission [37]. In order to simulate the attenuation
of wireless signals in the actual environment, it is necessary
to summarize and establish propagation models based on
different environments according to theoretical research and
measured data and to correct the models according to the
needs of the actual scene, so that it can more accurately fit
the actual situation wireless communication environment.
Currently, the frequently used wireless propagation models
include Okumura–Hata model, COST-231 Hata model, and
LEE model [38].

2.4.1. Okumura–Hata Model. .e Okumura–Hata model is
an empirical formula based on the statistical analysis of a
large number of wireless propagation loss test data in the
city. It is mainly suitable for macrocellular systems with a
cell radius of 1 km∼20 km. Other applicable conditions
include frequency between 150 and 1500MHz, base station
effective antenna height is between 30 and 200m, and the
effective antenna height of the mobile station is between 1
and 10m. .e empirical formula of Okumura–Hata model
path loss is

LOkumura−Hata(dB) � 69.55 + 26.16l g fc − 13.82l g hte

− α hre(  + 44.9 − 6.55l g hte( l g d + Ccell.

(1)

In the formula, L is the path loss between the base station
and the mobile station, in dB; fc is the operating frequency,
in MHz; hte is the effective height of the base station antenna,
in m; hre is the effective height of the mobile station antenna,
in m; d is the horizontal distance between the base station
antenna and the mobile station antenna, in m; α(hre) is the
effective antenna correction factor; and Ccell is the cell type
correction factor.

2.4.2. COST-231 Hata Model. .e COST-231 Hata model is
an extended version of the Hata model proposed by the
European Research Council. It is mainly suitable for mac-
rocellular systems with a cell radius of 1 km∼20 km. Other
applicable conditions include the following: the application
frequency is between 1500 and 2300MHz, and the effective
transmitting antenna height is 30. Between ∼200m, the
effective receiving antenna height is between 1 and 10m..e
empirical formula for calculating the path loss of the COST-
231Hata model is

LCOST−231Hata(dB) � 46.3 + 33.9l g fc − 13.82l g hte − α hre( 

+ 44.9 − 6.55l g hte( l g d + Ccell + CM.

(2)

In the formula, L is the path loss between the base station
and the mobile station, the unit is dB; fc is the operating
frequency, the unit is MHz; hte is the effective height of the
base station antenna, the unit is m; hre is the effective height
of the mobile station antenna, the unit is m; D is the hor-
izontal distance between the base station antenna and the
mobile station antenna, the unit is m; α(hre) is the effective
antenna correction factor; Ccell is the cell type correction
factor; and CM is the correction factor for the metropolitan
center.

2.4.3. Improved LEE Propagation Model. .is article im-
proves the traditional LEE propagation model and proposes
a propagation environment correction factor GAREA to ac-
curately describe the comprehensive impact of different test
areas and different geographic attributes. .e improved LEE
propagation model is shown in the following formula:

Pr � Pr1
+(−c) · lg

d

d0
+ α0 − nlg

f

f0
+ GAREA. (3)

In the formula, Pr is the received power; d is the hor-
izontal distance between the transmitting and receiving
antennas; c is the distance attenuation factor; Pr1

is the
received power at 1 km of the base station antenna used in
the actual measurement in a specific city under the normal
transmitting state; GAREA is the propagation environment
correction factor, which locally corrects the propagation loss
according to the geographical attributes in the test area; and
α0 is the correction factor for sending and receiving. In
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actual use, when the base station antenna is different from
the standard antenna, it is corrected..e calculation formula
of α0 is shown in the following formula:

α0 �
ht

htREF

 

2
P1

PtREF

10Gt− GtREF/PtREF . (4)

In the formula, ht, Pt, Gt are the actual base station
antenna height, base station transmitting power, and base
station antenna gain, respectively; htREF

, PtREF
, GtREF

are the
base station antenna height, base station transmitting power,
and base station antenna gain when measuring Pr1

and c,
respectively.

In the improved LEE model, d0 takes 1 km, f0 takes
850MHz, and n is determined by f and f0, as shown in the
following formula:

n �
20, f<f0,

30, f<f0.
 (5)

2.5. Cluster Head Selection Algorithm Based on Fuzzy Logic in
Wireless Sensor Networks

2.5.1. Trust Management Plan. Suppose the evaluation
node and the evaluated node are node i and node j, re-
spectively. Direct trust calculation is based on the direct
observation of node i to node j, using node αij to represent
the number of normal behaviors of node j and βij to
represent the number of abnormal behaviors of node j.
.e trust value DTij of node i to node j can be calculated
from the mathematical expectation of the Beta

distribution.

DTij �
αij + 1

αij + βij + 2
. (6)

More interaction between nodes will improve the ac-
curacy of trust calculations; however, some different situ-
ations will lead to the same direct trust value. .erefore,
Conf is introduced to reflect the reliability of direct trust:

Conf �


Dij+ε
Dij−εp

αij−1
(1 − p)

βij−1
dp


1
0p

αij−1
(1 − p)

βij−1
dp

. (7)

Among them, ε is the error level, assuming that p is the
threshold of Conf, when Conf ≥p; it means that the direct
trust is sufficiently reliable, and the total trust value
Tij � DTij; otherwise, indirect trust calculation is required.

In indirect trust calculation, it is necessary to collect
the suggested values of the common neighbor nodes of
node i and node j, and these common neighbor nodes are
called suggested nodes. First, calculate the direct trust
DTik of node i and node k according to the above formula.
Taking c as the threshold, when DTik < c, it means that
node i does not trust node k, and node i will ignore the
suggestions from node k. If DTik ≥ c, it means that node k
can be trusted. ωk represents the weight of different
suggestions, calculated as

ωk �
DTik


n
m�1 DTim

, k � 1, 2, . . . , n, (8)

where n represents the number of trusted suggestion nodes,
and highly reliable trusted nodes have a higher weight.
Assuming that αij and βij are the recommended information
about node j, the indirect trust value ITij can be expressed as

ITij �


n
k�1 ωk ∗ αkj + 1


n
k�1 ωk ∗ αkj + 

n
k�1 ωk ∗ βkj + 2

. (9)

In the formula, αkj and βkj represent the number of
normal and abnormal behaviors of node i observed by the
proposed node.

In order to improve the adaptability, the trust value is
updated with the period π. Because the trust value and the
interactive behavior are bright, the evaluation node T+ π
updates the historical record at all times:

αt+π
� (1 − θ)∗ αt

+ θ∗Δα,

βt+π
� (1 − θ)∗ βt

+ θ∗Δβ.
(10)

Among them, Δα, Δβ represent the behavior record in
the period π, and the parameter θ is the forgetting factor,
which reflects the weight of the historical record. .e for-
getting factor can change dynamically during the update
process:

θ �
θh, if Δα<Δβ,

θi, if Δα≥Δβ.
 (11)

Among them, 0< θi < θh < 1 means that if the evaluated
node performs badly in the period π, its abnormal behavior
will be severely punished. When the node performs well in
the period π, its influence on the current trust evaluation
becomes smaller. .is is to prevent the node from pre-
tending to improve its trust value.

Finally, the overall trust value Tij of node i to node j is
obtained:

Tij � μ∗DTij +(1 − μ)∗ ITij. (12)

Among them, μ is a weighting factor reflecting the
importance of direct trust, which can be selected according
to different application scenarios.

2.5.2. Fuzzy Logic Cluster Head Selection. When selecting
cluster heads, the fuzzy logic system requires three input
variables: trust value T, energy parameter E, and parameter
D, reflecting the density of nodes:

E �
Er

E0
,

D �
n

N
,

(13)

where Er represents the remaining energy of the node andE0
represents the initial energy; N represents the number of
neighbors of the node, and N represents the total number of
nodes.
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After the current cluster head works for a period of time
or when its remaining energy is lower than a preset value, the
cluster head broadcasts a new election message. Once new
election information is received, each node will automati-
cally generate a random number between 0 and 1. If the
random number is less than the threshold T(n), then the
node becomes a candidate cluster head. .e calculation
formula of the threshold T(n) is as follows:

T(n) �

P

1 − P ×[rmod(1/P)]
, n � G,

0, otherwise,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

whereP is the percentage of cluster heads and r is the current
round number andG represents the set of nodes that have no
cluster heads in the last rmod(1/P) round.

Fuzzy processing of variables:

priority �
 x · μ(x)dx

 xdx
, (15)

where u(x) is the membership function of the fuzzy set
priority. Ordinary nodes select the highest priority node
from the trusted candidates as the cluster head and then send
a join − in message. After receiving the join − in message
from the member node, the cluster head rejects the request
of the node with low trust value to isolate themalicious node.

3. Designofa3DVirtualFittingSystemBasedon
the Combination of Virtual Reality
Technology and 5G Mobile
Communication Technology

At present, Chinaʼs retail model has been transformed
into a physical retail model closely integrated with
e-commerce. However, in the field of clothing, more and
more traditional methods of buying clothing must be seen
first and the display methods of current online shopping
platforms are increasingly used. For example, the unique
text introduction of clothing and 2D product photos can
no longer meet the needs of this person. .erefore, 3D
virtual personalization technology has emerged. As a 3D
virtual technology, it provides real-time interaction, vi-
sual display, and the advantages of meeting the psycho-
logical needs of consumers.

3.1. 3D Virtual Fitting System Architecture Construction

3.1.1. Layered Architecture Design. At present, the software
architecture model widely used in the software field has
adopted several layered architectures of virtual switchgear
system architecture. .e characteristics of multilayer design
are to simplify the design and keep the system structure
clear, accurate, and loosely coupled. At the same time, it
recognizes that the user interface layer, business logic layer,
and data access layer are separated from each other, and it
improves flexibility and scalability.

3.1.2. System Model Architecture Design. .e virtual fitting
system can be designed and described with a simple three-
tier architecture under the B/S mode. In the three-tier ar-
chitecture design used by the virtual fitting system, the
presentation layer is located at the outermost layer of the
entire architecture and is the layer directly contacted by the
user. .e data used to determine the body shape in the
virtual fitting system is entered by the user at this layer and
display the body shape judgment result directly based on the
relevant judgment data. Between the presentation layer and
the data access layer is the business logic layer, which is in a
very important link in the overall architecture relationship.
Mainly check the business logic relationship of the whole
system, test the effect of fitting, and provide the mutual
interface with other layers.

3.1.3. System Flow Design. .e process design of this system
is mainly to display the operation procedures of clothing
browsing, clothing, and body type matching effect. .e user
name and password entered by the user at the front desk of
the system are used to determine their identity. For the
system administrator, it is also necessary through the
identification of the foreground to obtain the authority of the
background operation.

3.1.4. System Module Design. .e user can enter the
homepage of the fitting system after obtaining the identity
recognition. .rough the registered user identity recogni-
tion, they can enter body data, obtain body type judgments,
browse clothing styles, view clothing wearing effects, etc.,
and the system administrator can pass through the system
homepage. After identification, you can enter the system
background through the link entry on the homepage. After
the administrator is in the system background, the ad-
ministrator can modify the user name and password of the
administrator, add or delete clothing styles, manage body
types, and perform clothing and body types. .e system
design adopts modular design, which makes it easier to
build, maintain, and modify the system. Modular design also
has the characteristics of easy maintenance and clear
thinking of system design. Divide the function of the entire
system into several small problems, analyze, and design their
functions one by one. .rough the connection and com-
bination between modules, the overall functions of the
system are realized, so that the whole system can realize the
functions of the system set at the beginning of the design.
.e main functions are as follows:

(1) Body Shape Judgment Module. In order to achieve the
effect of fitting, it is first necessary to obtain the userʼs body
characteristics. .e design of this module completes the
judgment of the userʼs body characteristics through the
input of the userʼs body shape data, which is the leading link
for the subsequent virtual fitting.

(2) Clothing Browsing Module. .e design of this module is
based on the characteristics of clothing styles in the clothing
sales businesses, adding the model diagrams of the clothing
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styles in the store to the background management system. In
the clothing browsing module, the user can view the styles of
clothing that the store owns, then make a choice and decide
whether to try it on.

(3) Virtual Fitting Module. Consumersʼ demand for fitting is to
see the effect of different styles of clothing on themselves as a
basis for judging whether to buy clothing. .e design of this
modulemainly realizes the effect of virtual try-on. According to
the body shape judged by the previous module, combined with
the clothing style selected by the user to browse the clothing, a
clothing effect diagram is given (providing a multiangle display
effect), so that the user can get an immersive try-on experience.

(4) Administrator Login Module. .is module is one of the
main modules of the system and the basic module of the
system. Users with administrator rights can enter the back-
ground interface of the Metropolitan System through this
module. .e setting of this module ensures the effectiveness
and safety of the front-end release system to prevent ordinary
users from arbitrarily changing the management of clothing
style models and body type classification management.

(5) Clothing Management Module. .e function of this
module is to add, modify, delete, and do other operations on
the clothing model diagram. .e clothing in the clothing
store needs to be updated from time to time according to
seasonal changes and sales conditions. .e virtual fitting
environment also needs to be adjusted accordingly. .e
design of this module can be added and deleted in time
according to the change of clothing styles to ensure the
effectiveness of the fitting environment.

(6) Body Type Module. .e current research and design of
the system are only at the preliminary stage, and the clas-
sification of human body types is relatively preliminary. In
order to improve the satisfaction of the try-on effect, it is
necessary to continue to subdivide according to the char-
acteristics of the human body to improve the effectiveness of
the try-on clothing.

(7) Display GraphManagement Module. .e system needs to
make timely adjustments to the clothing model according to
the style changes in the clothing store and wear the new
virtual clothing on the virtual model. .is process requires
the help of an experienced 3D expert to complete it. .e
setting of this module is designed to ensure the rationality of
the clothing try-on effect.

(8) Administrator Module. .is module is mainly designed
according to the changes of staff in the store. According to
the actual situation, the staff in the store may be replaced.
For the use of the system, different employees can set their
own login names and passwords to improve the feasibility of
system maintenance and application.

3.1.5. System Design Goals. In the design of the overall
system framework, according to the actual needs of the

virtual fitting project, the system is divided into multiple
functional modules to achieve different functional re-
quirements, and the functions of each individual module are
designed separately to make the entire fitting system. .e
function is realized. Each module is provided with its own
function, and an external interface is set between one
function module and the other function module, and the
modules are assembled according to the overall framework
of the design, so that they can realize different functions.

.e ultimate goal of system design is to clarify the
specific role of each module; let they play their respective
functions, determine how to implement the program
function implementation, and make the design of the entire
system as simple and clear as possible, easy to learn, and easy
to operate for users.

.rough the program management in the background,
the system administrator can clearly manage clothing in-
formation, body shape information, etc., and add or delete
clothing styles, body subdivision styles, etc., and can also
manage the details of clothing wearing effects to enable front-
end users to operate more timely and clear. After logging into
the homepage of the system through registration, the user can
obtain the body shape judgment through the input of his body
shape data; after browsing the various clothing styles provided
by the store, he can choose his favorite clothing and check the
effect that the clothing is wearing a similar body shape on the
model. Any piece of clothing content of the clothing style
management function can be deleted, and new clothing styles
can be added according to the fashion trend and the purchase
situation in the store.

Figure 1 is the flow chart of the fitting system. When a
user logs in, his identity is verified to determine whether he is
a front-end user or a system administrator. When you are an
administrator user, you can manage the addition and de-
letion of clothing style models according to the new syn-
chronization of the storeʼs clothing styles and manage the
renderings of different virtual body types wearing corre-
sponding styles of clothing models; if it is a general user,
enter the clothing style browsing and style selection, body
shape data input, and body shape judgment operation
process. .e fitting process is shown in Figure 1:

3.2. System Database Design. .e database is developed on
the basis of the file management system. It is a data collection
that can realize the unified management of large-scale data.
It is the core and foundation of the digital system. .e
database enables the information system to obtain the re-
quired information accurately, conveniently, and timely.

3.2.1. Database Security

(1) 'e Security of Information in the Database. In order to
ensure the security of the information in the database,
system administrators must pass identity verification before
they can enter the system background for operation. Each
legal administrator needs to enter a user name, and each
legal administrator user only corresponds to a password.
.is kind of identity verification operation can prevent
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nonadministrators from entering, so that the data in the
database can be adjusted and changed at will.

(2) Data Security. In the process of data setting, in order to
ensure data security, the system isolates the database layer from
the client layer, so that the data in the database will not be
arbitrarily destroyed, and data cannot be added or modified.

(3) Consistency of the Database. When setting the clothing
style information and clothing dress display settings, it is
ensured that when the clothing style information is deleted,
the corresponding clothing dress effect is also deleted, en-
suring the consistency of the database.

3.2.2. Database Design. Database design is mainly used to
solve the input method and implementation method of the
entire system design, how to map the model to a specific
software system structure, and how to divide modules to
determine each function of each module and the relation-
ship between them. When performing system design work,
designers must use multiple design methods based on the
analysis methods used in the analysis phase. Data express
abstract things in the form of data and analyze and obtain
the real world. .ere are internal connections in the spec-
ified application environment, and designers can effectively
process data according to user information requirements
and data processing requirements.

3.3. 3D Clothing Model Creation

3.3.1. 3D Modeling Technology in the Field of Clothing CAD.
With the continuous update of computer technology, the
clothing industry has higher requirements for the three-

dimensional and real sense of clothing in computers, which
promotes the development of clothing CAD to three-di-
mensional technology. Garment CAD 3D technology not
only overcomes the defects of virtual imaging in 2D but also
makes it possible to network the production and purchase of
garments. Garment CAD technology operates in accordance
with the traditional garment design and production process.
First, the designerʼs conceived garment image is drawn into a
plane dressing effect drawing and a style structure plan, and
then it is input into the 3D module for virtual stitching; you
can see the 3D visualization of the dressing effect. At present,
the transformation from a structural plan of a clothing style
to a two-dimensional clothing piece is still an artificial
conversion process, which requires professional cutting
knowledge to complete.

At present, the geometric modeling technology of
clothing still focuses on how to express the glossiness, re-
flection and absorption of light, fold texture, and other
effects of clothing fabrics. For the soft nature of clothing
fabrics, the performance of fabric tension and tensile
strength needs to be more in-depth research and discussion.
.e current 3D modeling technology only uses all kinds of
fabrics as deformable geometric objects and uses B-spline
surfaces, Bezier surfaces, and INURBS surfaces to express
the surface modeling of clothing.

3.3.2. Physical Modeling. .e physical modeling of clothing
is to imitate the physical characteristics of clothing, such as
the refraction and reflection of light and the reflection of
gravity, through computer graphics technology; to create it
visually, this kind of method can be more realistic. .e
physical model creation method analyzes the physical data
embodied by the fabric through mathematical models and
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Figure 1: Fitting system process.
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algorithms, so as to realize the reproduction of the specific
physical object form in the virtual environment. In clothing
physical modeling, it is usually divided into energy method
and force method according to different calculation
methods. Among them, the energy method is usually used to
simulate the static drape fabric, and the force law is mostly
used for the dynamic drape fabric simulation.

3.3.3. Photographic Method to Obtain Clothing Model.
.e most commonly used in the field of photography
modeling is the IBMR technology. .e use of IBMR tech-
nology to model is faster and more convenient, and the
technology of building a 3D model on the basis of 2D
images can make the model feel like a photo. It is a
modeling method that generates a three-dimensional
model according to the contour line of the captured object
image, in which determining the position of the camera is
an essential and important step. In this step, it is not only
necessary to determine the orientation of the camera but
also the parameter settings during shooting will become
reference values. .is camera calibration process can be
achieved by using a specific device to set the position of the
subject to be fixed and change the position of the shooting
camera; it can also use a controllable mechanical turntable
to rotate the subject while the camera position is fixed. .is
type of calibration can ensure the accuracy of the 3Dmodel.

3.3.4. Creation of Clothing Model in the Fitting System.
In this virtual fitting system, the aesthetic difference between
the circumference change and the clothing wearing is solved
first, and the clothing fitting effect suitable for the weight of
the user is provided. Consumersʼ body types are prelimi-
narily divided into four basic body types: “thin body type,”
“standard body type,” “fat body type,” and “fat body type.” In
order to provide users with the effect of wearing the same
clothing with different body shapes, clothing models are
created based on the obtained human body shapes to show
users the visual display effect of corresponding body shapes
wearing the same clothing.

3.3.5. Establishment of 3D Clothing Model. Due to the
limitation of technology and equipment, the creation of
clothing model in this system is obtained by Maya three-
dimensional modeling. .e clothing model creation first
locks the total length of the clothing and creates it according
to the height of 165mm. In order to retain the style char-
acteristics of the clothing in the try-on renderings, it is first
necessary to determine several key points and key line
parameters of the clothing. For example, clothing length,
waistline height, neckline width, neckline depth, shoulder
width, sleeve length, hem size, and other dimensions are all
obtained from the measurement of clothing products,
combined with the effect of wearing clothing on a model
with a standard body shape of 165mm. For example, the
lower edge of the neckline is at the reference position of the
clavicle of the model, the shoulder width is at the corre-
sponding position of the shoulder point, and the size of the

sleeve is lower than the relative position of the armpit; the
clothing model is created based on the measurement po-
sitions of the standard body model wearing the clothing.

3.3.6. Stakeout Display of Clothing Model. .e key lines set
in the clothing model play a great role in the clothing
stakeout link. According to the clothing model standard and
the key girth in clothing cutting, the difference between
different body types (only the difference between body
weight and thinness is considered as the body type judgment
standard in the first stage of the system creation) on the key
line data is used as the basis. Use the difference in the key line
circumference setting of the clothing model to obtain the
lofting effect of different models of clothing.

4. 3D Virtual Fitting System Test and Analysis

4.1. Body Shape Judgment Test. In order to test whether the
fitting systemʼs body shape judgment is reasonable and to
experience whether the virtual fitting system can achieve the
aesthetic needs of clothing styles, the body shape data of
some potential users are selected for body shape judgment
testing..is experiment selects the body type data and age of
20 potential users. See Table 1 and Figure 2 for specific data
information.

It can be seen from Table 1 and Figure 2 that according to
the comparison of the body shape test results with the
conventional body shape judgment experience, the correct
rate of the virtual fitting system is 86% and the error rate is
14%. Among them, the improper body shape judgment of
data no. 009 is caused by the difference of body shape. .e
body shape of the tested object of 009 is obviously a body
shape, and the test result shows “fat” because its hip cir-
cumference parameter is obviously larger than the standard
parameter, and the waist circumference parameter slightly
larger than the standard parameters are caused by the fact
that the hip bones are wider and the hip circumference
parameters are larger, which makes the result of the virtual
fitting system judged by the actual body shape gap. .e 003
data and the 011 data are judged to be “fat” by the system, but
in fact, the skeletons of the two measured objects are large
skeletons, and the circumference parameters of the bones
themselves are relatively large, and the actual body type is
thin. From the results of the above tests, the system can
basically meet the body shape judgment of young and
middle-aged women during virtual try-on, and the accuracy
rate is high.

4.2. Comparison of Online Shopping Data of Consumers on
Different Communication Networks. .is experiment is
mainly to test the impact of different mobile communi-
cation networks on online shopping. Twenty people (di-
vided into 4 groups, 5 people in each group) were randomly
selected to use 2G, 3G, 4G, and 5G networks on an
e-commerce platform to limit the time to one-hour online
shopping; the main test data are total online shopping time,
average purchase time per item, purchase quantity, pur-
chase type, and online shopping satisfaction (standard:
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1–10 points). See Table 2 and Figure 3 for specific data
information.

It can be seen from Table 2 and Figure 3 that in this
online shopping, the users in the 2G group had a total
purchase time of 55 minutes. .ey purchased 3 products
and 3 types of products. .e average shopping time per
item was 18.33 minutes, and the satisfaction was only 1
point. In this online shopping, users in the 3G group had a
total purchase time of 43 minutes. .ey purchased a total of

6 products and 5 types of products. .e average shopping
time per item was 7.17 minutes, and the satisfaction score
was 2 points. In this online shopping, users in the 4G group
had a total purchase time of 31 minutes. .ey purchased a
total of 11 products and 9 types of products. .e average
shopping time per item was 2.82 minutes, and the satis-
faction score was 7 points. In this online shopping, users in
the 5G group had a total purchase time of 16 minutes. .ey
purchased a total of 18 products and 15 types of products.
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Figure 2: Body type test data.

Table 1: Body type test data.

Serial number Height Bust Waistline Hips Age Test body shape
1 155 83 83 97 38 Bust+
2 162 69 69 97 30 Bust+
3 164 66.5 66.5 93 29 Fat
4 167 73 73 91 27 Waistline+
5 170 84.5 84.5 98 48 Waistline+
6 165 68 68 98 25 Fat
7 181 81 81 97 58 Waistline+
8 160 75 75 98 36 Normal
9 160 68 68 95 19 Fat
10 160 77 77 104 19 Bust+
11 170 61 61 91 19 Normal
12 163 68 68 89 19 Normal
13 168 71 71 96 19 Fat
14 160 63 63 87 19 Normal
15 168 70 70 95 19 Fat
16 160 67 67 91 19 Fat
17 165 64 64 91 19 Normal
18 162 71 71 93 19 Bust+
19 162 72 72 91 19 Bust+
20 170 65 65 92 19 Slightly fat
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.e average shopping time per item was 0.88 minutes, and
the satisfaction score was 8 points. Among them, the
longest time spent on online shopping is 55 minutes for the
2G user group, while the time required for the 5G user
group is 16 minutes, and the time spent by the 2G user
group is 3.44 times that of the 5G user group; the length of
time spent on online shopping order is 2G, 3G, 4G, and 5G.
.e online shopping experience of 2G user group, 3G user
group, and 4G user group and 5G user group is very po-
larized, and the ranking of satisfaction is 5G, 4G, 3G, and
2G. In summary, in the online shopping experience, the
speed of different networks has a greater impact on the
shopping experience. As a newly developed network mo-
bile communication technology, 5G has a great impact on
the consumer experience due to its ultra-high speed
advantage.

4.3. Comparison of Traditional Operation Mode and
Combination of Online and Offline Operation Mode

4.3.1. One-Week Revenue Comparison. In order to further
compare the difference between the traditional marketing
operation model and the new retail operation model, this
experiment uses a combination of online and offline op-
erations of a Hui supermarket (A1) and an ordinary tra-
ditional supermarket (A2) to compare the weekly revenue.
Both in a superior geographical location, the tested data
include total traffic, daily average traffic, purchase times,

replenishment times, total revenue, and weekend revenue.
See Table 3 and Figure 4 for details.

From Table 3 and Figure 4, it can be seen that A1 has
136,657 people in a week, with an average of 1042 people per
day, 17 times of restocking, 11 times of replenishment,
weekend revenue of 176,300 yuan, online revenue of
131,800 yuan, and total revenue of 419,700 yuan. A2 has
153,364 people in a week, with an average of 1283 people per
day, 13 times of restocking and 5 times of replenishment,
weekend revenue of 152,200 yuan, online revenue of only
34,400 yuan, and total revenue of 335,600 yuan. It can be
seen from the above data that although A1 has relatively less
total traffic and daily average traffic than A2, the ratio of
weekend revenue and online revenue is much higher than
that of A2, of which online revenue is equivalent 5.1 times of
A2, the number of replenishments is 2.2 times of A2. A1
revenue under the new retail model is higher than A2
revenue under the traditional model. Generally speaking,
with the improvement of peopleʼs consumption level and the
change of consumption concept, the traditional marketing
model is far from being able to meet the needs of people
nowadays, and new retail is catering to the consumption
needs of people in the new era.

4.3.2. Comparison of Revenue Structure. In the above data
analysis, the comparison between A1 and A2 is the com-
parison between total revenue, which shows that the new
marketing model is more suitable for peopleʼs consumption
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Figure 3: Comparison of online shopping data of different networks.

Table 2: Comparison of online shopping data of different networks.

Total online shopping time Average use time Purchase quantity Type of purchase Satisfaction
2G 55 18.33 3 3 1
3G 43 7.17 6 5 2
4G 31 2.82 11 9 7
5G 16 0.88 18 15 8
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needs. In order to further understand the revenue structure
of the new retail marketing model and the differences be-
tween it and the traditional model, the weekly revenue of the
two models is divided in detail. See Table 4 and Figure 5 for
details.

From Table 4 and Figure 5, it can be seen that A1ʼs total
revenue is 419,700 yuan, of which online revenue is
131,800 yuan, accounting for 31.4% of total revenue; offline
revenue is 287,900 yuan, accounting for 68.6% of total
revenue; and weekend revenue is 176,300Yuan, accounting
for 42% of total revenue. A2ʼs total revenue is 335,600 yuan,
of which online revenue is 34,400 yuan, accounting for
10.3% of total revenue; offline revenue is 301,200 yuan,
accounting for 89.7% of total revenue; and weekend revenue
is 152,200 yuan, accounting for 45.3% of total revenue. It can
be seen that A1ʼs revenue structure is relatively balanced,
with online revenue, offline revenue, and weekend revenue,
accounting for 31.4%, 68.6%, and 42% of total revenue,
respectively. However, A2ʼs revenue structure is uneven,
with online revenue accounting for only 10.3%, but offline
revenue accounting for 89.7%, basically focusing on offline.
.rough the above analysis and comparison, the revenue
structure of the new retail model is different from that of the
traditional model. .e main business income under the new
retail model no longer focuses on offline revenue, but is

more evenly distributed to online and weekend promotions.
In terms of revenue, the main business revenue under the
traditional model still focuses on offline revenue. Online
revenue is minimal, and the revenue structure is uneven and
needs to be optimized.

4.4. Mobile APPUsage of 5GUsers. .is chapter is mainly to
explore usersʼ preferences for online shopping. For this
purpose, 50 5G mobile phone users are investigated for
mobile APP usage. See Table 5 and Figure 6 for details.

From Table 5 and Figure 6, it can be seen that, first of all,
from the perspective of user selection, the total number of
selections reached 943, with an average of nearly 7 selections
per capita. .is shows that users have higher and higher
demand for APP, and APP use is very active; then, judging
from the frequent use of apps by users, WeChat and QQ

Table 3: Comparison of supermarket data of different models in a week.

Total
traffic

Average
traffic

Number of
purchases

Replenishment
times

Weekend revenue
(ten thousand)

Online revenue (ten
thousand)

Total revenue
(ten thousand)

A1 136657 1042 17 11 17.63 13.18 41.97
A2 153364 1283 13 5 15.22 3.44 33.56
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Figure 4: Comparison of supermarket data of different models in a week.

Table 4: Comparison of weekly revenue structure (unit: ten
thousand).

Total
revenue

Average
revenue

Online
revenue

Offline
revenue Weekend revenue

A1 41.97 5.99 13.18 28.79 17.63
A2 33.56 4.8 3.44 30.12 15.22

Mathematical Problems in Engineering 11



A1 A2
41.97 33.56
5.99 4.8

13.18 3.44
28.79 30.12
17.63 15.22

41.97

33.56

5.99 4.8

13.18

3.44

28.79 30.12

17.63
15.22

0

5

10

15

20

25

30

35

40

45

Q
ua

nt
ity

Group

Total revenue
Average revenue
Online revenue
Offline revenue
Weekend revenue

Figure 5: Comparison of weekly revenue structure (unit: ten thousand).

Table 5: 5G usersʼ mobile APP usage.

APP Frequency Percentage APP Frequency Percentage
QQ 152 16.1 Meitu Xiuxiu 25 2.7
WeChat 165 17.5 QQ Music 54 5.7
Meituan 58 6.2 QQ mailbox 23 2.4
Tencent Video 74 7.8 Weibo 29 3.1
Public comment 10 1.1 Landlord 25 2.7
Taobao 98 10.4 Xiao Xiao Le 32 3.4
Ink weather 23 2.4 Alipay 54 5.7
Vipshop 24 2.5 Ctrip Travel 10 1.1
Flight Butler 15 1.6 IQIYI 57 6.0
Where to travel 15 1.6 Total 943 100
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Figure 6: Commonly used apps by users.
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accounted for 17.5% and 16.1%, respectively, indicating that
customers have strong demand for instant messaging
software, followed by mobile phone Taobao, which
accounted for 10.4%, indicating that customers use mobile
phones. Shopping demand is strong; once again Tencent
Video accounted for 7.8%, and then functional apps, such as
Meituan, QQ Music, and Alipay, accounted for 6.2%, 5.7%,
and 5.7%, respectively. In summary, the main user needs
instant messaging and life service apps. .erefore, the
marketing strategy of the new retail model also needs to
focus on the development and research of shopping apps on
the mobile phone, which is not only in line with the con-
sumerʼs already-developed “buy without leaving home.” .e
consumption habits of the required items can also promote
the growth of total revenue under the new retail model
through online marketing.

5. Conclusion

Under the technology of digital network, peopleʼs life style has
undergone earth-shaking changes. .e expensive and large
digital devices such as desktop computers and digital cameras
are gradually being replaced by smart phones in their pockets,
and the areas where people rely on smart phones are gradually
expanding, and e-commerce platforms are also shifting to
smart phones. It is an inevitable trend for virtual fittings to
gradually shift to the convenient platform of smart phones to
make more efficient use of peopleʼs fragmented time.

.is paper proposes a new network fitting concept,
which divides people into several body types according to
their body characteristics, calls the corresponding human
body model according to the data parameters input by the
user, and displays the userʼs selected clothing according to
the body shape characteristics of the human body model.
Finally, the clothing wearing effect of the characteristic body
shape is displayed on the interface of the mobile terminal.
.is idea not only conforms to the actual situation of current
mobile data traffic but also can display the clothing style on
the three-dimensional human body model to meet the userʼs
requirements for the matching degree of the clothing style
and the body type.

With the rapid development of Internet technology,
more new application scenarios have emerged in the retail
industry. Retailers have changed a lot in this regard. To-
gether with existing offline retailers, online retailersʼ im-
proved customer experience is at the core of the retail
transformation that combines todayʼs online and offline
retailers. Only with the help of advanced technology and
various sales channels to enhance the userʼs willingness to
buy by improving the satisfaction and viscosity of the
customer experience can the companyʼs work efficiency be
effectively improved. .erefore, retailers must adopt ex-
tensive experimental marketing strategies to enhance con-
sumersʼ purchasing motivation and enhance their
competitiveness in the market.
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+e combination of virtual reality (VR) technology and basketball technology simulation can make the players have a real
experience and experience, so as to effectively improve the quality of basketball training. It can also, according to the individual
needs of different players, promote their physical and mental health development and improve the enthusiasm of basketball
training, so as to improve the level of basketball technology. Immersive feeling and interest of human-computer interaction are the
essential characteristics of virtual reality. +e real conception of space-time environment, that is, the process of enlightening
thinking and obtaining basketball technology simulation information, is the ultimate goal of virtual reality. In this experiment, five
high-level basketball players in our city were selected and numbered from no. 1 to no. 5. Before the experiment, it is necessary to
make the players warm up fully before the experiment and then test the forward turning technical movements of basketball. +e
test variables are based on different angles and distances. After that, standardized selection of basketball technical statistical
indicators includes shooting hit rate, two-point hit rate, three-point hit rate, and free throw hit rate. According to the results of the
experiment, it took the most time for the curve technique to lower the buffer stage, and it took up 29% of the total time of the entire
precursor shot and turned back and the aerial shot stage is 23% and 22%, respectively. +ere is 20% time in the takeoff phase and
6% time in the brake phase. It has a great influence on the results of the game.

1. Introduction

1.1. Background and Significance. As science and technology
continues to develop, more and more advanced facilities
have been introduced into athletic activities. To improve the
training quality and training effectiveness of athletes, dif-
ferent training techniques are used to change training
methods [1]. Sue needs new skills and equipment to make
training more difficult. Due to the increase in training time
and practice, the athlete’s mind and body fatigue rapidly
increases and the athletes’ skill learning and performance are
affected, lowering performance and even impeding exercise.
Virtual reality technology is developed in recent years. It is a
technology that uses computer simulation to create a three-
dimensional virtual world. It provides users with visual,
auditory, tactile, and other sensory simulation, so that users
can feel themselves in the scene [2]. In a three-dimensional
space, the participants can experience and interact with the
virtual world through appropriate devices.

1.2. Related Work. +e objective is to explore the effect of
virtual reality technology (VRT) combined with rehabili-
tation robot training on motor function and event-related
potential (ERR) in patients with hemiplegia after cerebral
infarction. FromDecember 2012 to December 2013, Maples-
Keller used the random number table method. All patients
had unilateral lower limb hemiplegia. +e patients were
divided into the control group (n� 40) and the intervention
group (n� 40). Both groups were given routine rehabilita-
tion training. +e control group was trained by robots, and
the intervention group was trained by virtual reality tech-
nology combined with rehabilitation robot training. +e
FMA and Berg Balance Scale were used to evaluate the
efficacy of the two groups before and 8 weeks after treatment
[3]. Donghui focuses on selecting the exact placement model
suitable for psychological evaluation, psychological resil-
ience training, and psychological intervention needs by
combining historical development trends and features of
virtual reality. We need to study more deeply to improve
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research methods, control development costs, and
strengthen process experiences and interactions [4].

In order to observe the effect of whey protein powder on
the hematological indexes of professional athletes in bas-
ketball training, Koeva randomly divided the athletes into
the control group and nutrition group. Athletes completed
30-minute quantitative exercise with bicycle before and one
month after the experiment. Blood was drawn immediately
after exercise, heparin was extracted, and hematological
indexes such as hemoglobin, erythrocyte count, hematocrit,
and mean corpuscular volume were measured [5]. Chen
compared the changes of spinal curvature between young
male basketball players and the nontraining control group in
2 years. +e study included 10 basketball players and 11
untrained men. At the beginning of the study, all partici-
pants were 13 years old; at baseline and in the first and
second years of the study, they measured the anterior and
posterior curvature of the spine at baseline and at the first
and second year of the study [6].

1.3. Innovation. Virtual reality technology can simulate
basketball technology, observe a true three-dimensional
basketball court from different induction angles, and create
different scenes through change to make the final basketball
technology effective. It can provide an effective basis for
building mockups; the environment for adapting to com-
puters has changed; initially, people always communicated
with computers when dealing with everyday environmental
problems. It is now more intuitive and transparent to find
the best basketball technology simulation information
through similar sensing devices [7].

2. Simulation Application of Basketball
Technology Based on Virtual Reality

2.1. 3D Modeling. +e traditional method for 3D modeling
of a real shape is based on a figure or a geometric plane view
and is a simulation of the light interaction process of an
object in a real situation [8]. When reconstructing, the
modeling system is used to determine the geometric model
of the scene, and then the material and pattern of the object
are specified to check the position and intensity of the light
source in the scene. It calculates the brightness of all visible
points, identifies the properties of shape elements such as
points, lines, faces, and bodies with a computer, and then
realizes them through computer design and display [9, 10].
In fact, these two stages are inseparable in the imple-
mentation process. In order to facilitate the description, the
process is shown as two stages of modeling and drawing.+e
expression from natural shape to the computer 3D geo-
metric model is called modeling. +e establishment of the
virtual scene model is the basis of the whole real-time
roaming system, and the quality of the model directly affects
the performance and accuracy of the scene [11]. For complex
large-scale scenes, the establishment and optimization of the
model is very important [12].

+e integrity of the virtual reality science education
model is reflected in the process of learning activities,

learning experience, and learning objectives. When estab-
lishing the model, we must conduct a comprehensive
evaluation, understand the different stages of the learning
process, clarify the learning activities and learning objec-
tives, and analyze the implementation process of virtual
reality science education, which fully reflects the integrity of
the model [13]. In the construction of the geometric object
model, it is necessary to study the virtual coordinate system
and the original and organization structure. +e mass center
of the observed object can choose the coordinate system
composed of the main inertial axis and the orthogonal di-
rection. +e origin of coordinates can also be selected as the
observation point, but because there are many observation
points, the model stores a lot of information. +e front end
contains the preview of face primitive and volume primitive.
+e connection between front ends can be displayed by
using the matrix sum tree or network. +e structural ex-
pression of objects includes surface/boundary representa-
tion, generalized cone method, and volume representation
method. An object with an edge interface or edge line is
called a surface/boundary representation [14]. According to
the space curve, the scanning object composed of two-di-
mensional parts is called the cone method [15]. +e object of
the primitive representation of the actual connected volume
is the object generated by the Boolean operation of the
volume representation and the set of primitives (block,
cylinder, cone, and sphere). +e complex shape model is
used in hierarchical structure, and the object is divided into
several subordinate objects. +e geometric model is repre-
sented by the lower object model and its connection: the
human model is composed of head and body; the left and
right arm models are composed of two layers of arm and
arm. In the hierarchical structure, the change of the direction
and position of the lower target can generate different
posture actions [16].

Virtual reality (VR) technology in the simulation
technology, sensor technology, display technology, and
immersion interaction [17], while all teaching changes can
rely on technology, can fully meet the requirements of
athletes’ understanding, experience, and mutual learning.
+is sense of engagement cannot be achieved with existing
teaching techniques. With the blessing of virtual reality
technology, athletes can eliminate cognitive barriers caused
by time and space and let them immerse themselves in the
imaginary simulation scene [18]. Compared with the per-
formance characteristics of knowledge in traditional train-
ing, the performance of VR teaching is three-dimensional,
which helps athletes deepen their impression of knowledge.
+e combination of VR and basketball technology simula-
tion can play a strong value in the field of training [19].

2.2. Construction of Basketball Player’s Character Model.
First of all, the success or failure of the 3D character model
construction depends on the accuracy and appropriateness
of the character model. +erefore, modeling is the core of
making the model. As Maya has powerful modeling and
animation performance functions, the software environ-
ment is used to create the skeleton and skin of basketball
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players [20]. In the construction of the skeleton, the con-
nection between the human bodymodel and the bone will be
affected by the relevant bones and the weight of the model,
which is directly related to the deformation of the model
surface in the bone movement [21]. Here, we need to adjust
the weight of the human body to improve the above
problems. At the same time, using UV texture mapping,
merging organization models, simplifying the number of
models, and realizing optimization model can ensure the
effect of reducing file size and the fluency of virtual inter-
active environment [22].

+e motion path collected by the motion capture system
is the data points of human joints, which should be able to
drive the character model according to the trajectory
movement [23]. When binding bones, in order to ensure the
physical coordination of model motion, we should pay at-
tention to the influence of data point weight of each node in
the model [23].+e specific procedure is as follows. First, the
initial data collected from the movement capture system are
input to the computer software and the basic structure of the
movement image model is set to 0 so that the shape of the
human body adapts to the initial movement, which is the
basic skeletal posture. +e characteristics of the 23 data
volume nodes are the areas that form the basic structure, and
then the raw data were collected using motion and mag-
nification tools in a situation where the skeletonmodel is not
in motion; then, the proportion and angle of the initial
motion are kept unchanged, and the raw data are compared
with the key nodes of the human skeletal model.+e data are
captured, driven, and archived [24]. Finally, the binding and
debugging of moving bones are completed. +e new char-
acter data model can be inserted into the computer software.
+e movement of the data model can be driven by character
control tools, and the 3D animation of basketball players can
be realized by using motion capture technology.

2.3. Special Physical Training. Special physical training is
connected with the latest scientific and technological
achievements in many fields, such as scientific education,
sports physiology, scientific life, industry, and computer
science, and has become an important way to improve the
technical level of modern basketball [25]. Sports is a basic
science with strong direction and structure. In some
countries, it is specially studied as a learning direction of
university. Every NBA team has more than one sports coach,
and everyone has conducted in-depth research on some
aspect of basketball technology. However, so far, in the
specific basketball specific physical training, there is no
complete set of the special physical training system. Training
theory, concept confusion, and physical exercise specific
characteristics are not obvious, and training methods con-
tinue to use track and field events, not targeted and practical
[26]. On the one hand, due to the lack of experts in this field,
most of the physical fitness coaches of some sports teams
come from the field of track and field, and not every team has
a coach. On the other hand, in the minds of many coaches,
special physical training is still a narrow or vague concept.
Due to the lack of detailed and systematic research on the

characteristics of their own sports and the required physical
education teaching, training has been caused to practice
blindly mechanically and copy other training methods [27].

Modern sports has a wide range of concepts and rich
colors, including body shape, body function, and sports
quality. Each part has many goals, such as the quality of
sports, speed, endurance, sensitivity, flexibility, coordina-
tion, and flexibility.+e speed of basketball players is divided
into starting speed, turning speed, and braking speed. At the
same time, there are differences between general physical
fitness and special physical fitness, and each of which must
be guided in detail by the coach [28]. +e most important
thing is how to scientifically combine physical training with
special skills and routine training and really apply it to actual
combat. It will become a special strength and a special ability
and eventually evolve into a wonderful moment for bas-
ketball players to snatch, block, lay up, take off, and dunk.
+is is the need to take many complex and delicate methods
and steps, and long-term research and continuous explo-
ration of sports coaches are needed.

2.4. Application of Virtual Reality Technology in Basketball
Technology

2.4.1. Breaking through the Limitation of Time and Space and
Enhancing the Immersion of Basketball Teaching. Virtual
reality technology can meet people’s needs by using a
computer to simulate various real scene environments.
When VR sports technology is used to display 3D images on
virtual reality devices through computers, athletes can learn
through simulated sports scenes and make up for the defects
in teaching conditions [29]. In the virtual reality scene, we
can complete the skill movement which has a certain degree
of danger in the basketball teaching method and let the
players complete the basketball skills which are difficult to
complete in reality and can avoid the occurrence of dan-
gerous injuries and so on. With the help of VR technology,
we can also simulate the scene of the basketball game, so that
all players can experience the fierce atmosphere of the
basketball game. At the same time, we can boldly use the
skills we have learned to make the players more immersed in
the simulated basketball practice scene and enhance their
learning fun.

2.4.2. Breaking the Traditional Physical Education Teaching
Mode and Enhancing the Diversity of Basketball Teaching.
Traditional basketball teaching mainly focuses on learning
the basic skills of basketball, for example, learning basketball
dribble, catch, shoot, and three-point shot, teaching content
is cliche, the teaching method is single, and subjective
learning intention of athletes is not strong. In addition, in
the teaching process, most coaches cannot focus on the
needs of athletes in the new era. However, with the blessing
of virtual technology, not only can the virtual scene be
simulated, but also their favorite basketball stars can show
basketball skills and provide supplementary courses to meet
the curiosity of athletes and the pursuit of advanced tech-
nology [30]. +is will greatly enhance the enthusiasm of
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athletes in learning and improve the quality of teaching. Due
to the limitation of physical quality and basic knowledge of
basketball in traditional basketball teaching, many players do
not experience the pressure, stimulation, excitement, en-
joyment, and satisfaction brought by basketball competition.
+erefore, after introducing virtual reality technology, they
can simulate the game scene and let the players voluntarily
use various basketball skills and tactics to participate in the
intense and fierce basketball competition, so that the players
have always maintained in a high atmosphere [31].

2.4.3. Breaking the Limitation of Teaching Supervision and
Enhancing the Timeliness of Learning. Basketball education
should not only rely on course learning and practice but also
need continuous training and practice after class, which can
improve the athletes’ sports quality and the sensitivity of ball
games such as basketball skills. Although in basketball class,
coaches can provide guidance and help to athletes directly, it
is not easy to supervise after class.+e introduction of virtual
reality technology can play a role of supervision, provide
accurate guidance to athletes, and clearly record the com-
pletion status of athletes’ technical movements, so as to
check the accuracy and standardization of their actions, and
it can evaluate the behavior of athletes, point out the
shortcomings, and put forward suggestions for improve-
ment, which can improve the learning effect. In the process
of practice, the coach can analyze the specific learning sit-
uation of all the athletes by a computer [32] and provide
performance feedback to the athletes and coaches, so that the
coach can easily master and supervise the overall learning
situation of the athletes and make appropriate learning plans
for all athletes.

3. Basketball Technology Simulation
Application Experiment Research Based on
Virtual Reality

3.1.ResearchObject. Five high-level basketball players in our
city are selected as the experimental objects. +ey are all
professional basketball players who have practiced for more
than ten years, they have relatively stable technical move-
ments, and they are also used more frequently in basketball
technology. +ey are familiar with the rules of the basketball
game and train hard every day. +erefore, the percentage of
shooting percentage is relatively high. In these five high-level
athletes, each person uses the right hand to realize the
shooting movement.

3.2. Experimental Steps. +e virtual reality technology
equipment uses HTC Vive equipment, the software selects
VR Sports software [33], VR Sports is a VR sports software
including basketball, table tennis, badminton, and other
seven sports items. Basketball can be used to exercise fixed-
point shooting in this software, and the position of players
will automatically change, with different degrees of difficulty
to choose.

Before the motion data acquisition, in order to prevent
computer hardware errors, it is necessary to select a
working environment that is not disturbed by the earth’s
magnetic field. Athletes need to wear special clothes to
complete the cable connection between inertial sensors.
At the same time, it is necessary to check the correct
position of all inertial sensors and reasonably correct the
position of sensors and the corresponding human body. In
addition, it is necessary to ensure that there are no metal
objects on the surface and near the space of the model
body [34]; otherwise, the electromagnetic field will be
distorted and the accuracy will be affected. +en, the
athletes are guided to perform some routine actions, such
as stop, walk, run, and jump, and calibrate the actions
before the action capture function to make the motion
data more accurate.

+e number of athletes participating in the experiment is
1–5 before the experiment, and the athlete must complete
the exercises such as warming up, limb stretching, and
shooting to activate the athlete sufficiently. Predicting and
practicing forward and backward movements is necessary to
secure the range of roles. After loosening, direction is
changed before starting the test. +e test subject takes six
turns and shoots before receiving the ball. Completing the
point, the angle is 0°, the distance is 2m, the angle is 45°, the
distance is 4m, the angle is 90°, and the distance is 2m, 4
meters away from a 90-degree angle. +e accuracy of the
movement must be ensured by performing three movements
each time. Statistical standards for basketball include
shooting accuracy, two-point hit ratio, three-point hit ratio,
and free throw hit ratio.

3.3. Correlation Analysis 2eory. Related analysis is a
statistical method that is often used to study the ac-
cessibility of variables. Correlation is a universal cor-
relation that refers to the relationship between two
objects. +at is, when one variable X obtains a specific
value, the other Y variable cannot take one value
according to a specific function. Related relationships
can be divided into linear and nonlinear relationships.
Linear correlation analysis studies the degree and di-
rection of the linear relationship between two variables.
Correlation coefficient is a statistical value describing the
strength and direction of this linear relationship, usually
expressed by r. +e correlation factor r has no unit, and
its value varies between −1 and 1. +e sample observation
values (X, Yi) of n groups of random variables X and Y
and the correlation coefficient between i � 1, 2, . . . , n,
variables X and Y were calculated by Pearson product
moment correlation formula:

r �


n
i�1 Xi − X(  Yi − Y( 

�������������


n
i�1 Xi − X( 

2
 ������������


n
i�1 Yi − Y( 

2
 . (1)

In the above formula, X andY are the mean values of
variables X and Y, respectively. Xi and Yi are the ith sample
values of variables X and Y, respectively.
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4. Basketball Technology Simulation
Application Experiment Analysis Based on
Virtual Reality

4.1. Forward Turn Shooting Technique. In order to study the
movement technique carefully, we must study from the time
characteristic, the space characteristic, the speed charac-
teristic, the angle characteristic, the angular velocity char-
acteristic, the acceleration characteristic, and many aspects,
and this experiment to the front turn shot technical
movement research analysis mainly from the three aspects
such as time characteristic, the angle characteristic, and the
acceleration characteristic. +rough the research of athletes,
it is found that most of them take their right hand as the
shooting hand, and they are used to take the right foot as the
central foot and the left foot as the rotating foot. According
to the video shooting and related research, in order to refine
the technical action, the technical action of front turning is
roughly divided into the following five stages: turning stage,
braking stage, kicking off stage, taking off stage, and landing
buffer stage. +e sequence is “body center of gravity drops
slightly and the left foot drives the left knee and left hip to
rotate clockwise,” “the left foot lands and feet touch the
ground to cushion,” “feet push the body off the ground,”
“body soars to complete the hand,” and “body gravity drops
and feet touch the ground and double knees cushion” [35].

In order to make a more detailed analysis of the technical
movements of the five athletes, the experiment divided them
into five stages: the turning stage, the braking stage, the
kicking off stage, the air release stage, and the falling buffer
stage. +e time spent in each stage was statistically analyzed,
as shown in Table 1.

+e data in the table allow each athlete to accurately
record the specific time consumption in step 5. +e time
difference between athletes in the same exercise step is very
small, but the time difference in different movement steps is
even more. As can be seen in Figure 1, the descent buffer
stage occupies the longest time and 29% of the total shooting
time. +e turn and air fire stages then account for 23% and
22%, respectively, followed by 20% of the landing and takeoff
phases and finally 6% of the braking phase.

In the turning stage, the heel of the rotating foot starts to
leave the ground, and then the forefoot gradually leaves the
ground and starts to rotate towards the toe. +e body
changes from the original two-foot support to the single
support stage with the central foot as the support point.With
the rotation of the rotating leg, the hip joint expands out-
ward, and the body rotates with the direction of the toe
rotation until the rotating foot begins to contact the ground,
which is the beginning and end of this stage. In this stage, the
turning action needs to obtain a certain horizontal force,
which is the result of the force from the support foot, the
swing leg, and the waist and abdomen. +e turning effect is
the reasonable combination of the horizontal force and the
rotation speed.

4.2. Analysis of Angle Characteristics at the Beginning Stage of
Rotation. In the process of rotation, the movement form of
the transfer leg mainly depends on the swing of the rotating
foot, and the swing of the knee joint drives the force of the
hip joint. With the different body shapes in the turning
process, in order to maintain the body posture, the hip angle,
knee angle, and ankle angle in the rotation leg present
different angles, and with the turning stage going on, the hip
angle, knee angle, and ankle angle show different angles. +e
angles of the three joints of the rotating leg also change
continuously, as shown in Figure 2.

As can be seen in Figure 2, the average hip angle of the
athlete’s leg rotation is 172.8° and the range of hip angle is
158.2° to 186.3° according to the statistical data. +e average
knee angle of the rotating leg is 139.6°, and the range of the
knee angle in the rotating leg is 128.6° to 157.3°. +e average
ankle angle of rotation leg is 122.7°, and the range of ankle
angle is 105.7° to 150.8°. +rough the comparison of hip
angle, knee angle, and ankle angle, we found that hip
angle> knee angle> ankle angle.

+e average hip angle of the supporting leg was 148.7° in
the rotation stage, and the hip angle ranged from 139.2° to
155.8°. +e average knee angle of the supporting leg is 153.2°,
and the range of knee angle is 142.6° to 159.2°. +e average

Table 1: Time consuming in different stages.

Number Twist Breaking Take off Free hand Buffer
1 0.28 0.12 0.3 0.28 0.38
2 0.29 0.1 0.28 0.24 0.34
3 0.27 0.1 0.26 0.26 0.36
4 0.29 0.09 0.25 0.24 0.38
5 0.28 0.11 0.27 0.25 0.36
Average value 0.282 0.104 0.272 0.254 0.364

23%

6%

20%22%

29%

Twist
Breaking
Take off

Free hand
Buffer

Figure 1: Time structure chart of each stage of forward turn
shooting.
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ankle angle of the supporting leg is 131.5°, and the range of
ankle angle is 112.8° to 158.7° in the supporting leg.

4.3. Correlation Analysis between Score Ratio and Other
Technical Statistical Ratios. In accordance with the rules of
the basketball game, the basketball game is scored. In the
game, the goal of the team’s tactical combination and player
skill management is scoring. It is necessary to analyze the
correlation between the score rate and the descriptive sta-
tistics index on the basis of comparing the ratio of de-
scriptive statistics in order to study the factors of the game
match in basketball. Factors and tactical features can be
analyzed.

In order to analyze the technical statistic index factors
of winning basketball match, the linear correlation be-
tween score ratio and technical statistics data ratio is
measured by correlation analysis theory. +e greater the
Pearson correlation coefficient between the ratio of
technical index data and the ratio of competition score
indicates that there is a big difference between opponents
in the technical statistics and the greater the influence on
the victory and defeat of the competition, the smaller the
Pearson correlation coefficient, the smaller the difference
of the technical statistical data, and the smaller the impact
on the victory or defeat of the competition. After the
correlation analysis of score ratio, the analysis results are
shown in Figure 3.

From the above data, we can know that the correlation
coefficient between the score and the shooting percentage is
0.52, the correlation coefficient with the three-point shot
shooting times is 0.347, the correlation coefficient between
the free throw shooting rate and the free throw shooting rate
is 0.582, and the correlation coefficient with the three-point

shot number is 0.135. +rough the correlation analysis
theory, the probability p value of their correlation coefficient
test is close to 0. +erefore, it is considered that there is a
strong linear relationship between them and scores, which
has a greater impact on the outcome of the game, while other
technical indicators have no significant impact on the
outcome of the game.

4.4. Difference Test of Each Index. Comparing the data of the
experimental group before and after the experiment, except
for the shooting percentage under fatigue state [36], the p

values of the test indexes reflecting ankle joint strength and
stability and basketball technical level are all less than 0.05, as
shown in Figure 4. It shows that there are significant dif-
ferences between the experimental data after the experiment
and those before the experiment.

Before and after the experiment, there were significant
differences and significant progress in the test results of
ankle strength and stability and basketball technical level in
the experimental group. +e first reason is that the normal
footwork training and basic basketball skill training have
improved the human body’s sports ability, and the basketball
technical level has been significantly improved. +e targeted
training improves the stability ability and habitual posture in
the movement process, thus promoting the strength
transmission and cohesion of each link in human move-
ment, and greatly improves the work efficiency of each link.
+e second reason is that the training of ankle strength and
stability can strengthen the strength and stability of ankle
muscle group, provide the last fulcrum to stabilize the
human body when the lower limbs do movements, and
improve and stabilize the efficiency of energy transfer of
lower limb work.
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Figure 2: Joint angles of the rotation leg and supporting leg.
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5. Conclusions

Virtual reality technology has the characteristics of im-
mersion, interactivity, multiple perception, and imagination.
It can create and experience the virtual world generated by
the computer. +e “world” here refers to a sense of reality.
From a three-dimensional perspective, it can be a real
representation of a specific real world, or a planned world.
Experts can carry out specific stage activities or virtual reality
technology simulation communication through sensory
perception. +is technology will become a necessary means
of college physical education in the future. +e combination
of virtual reality technology and school physical education
can subvert the traditional teaching methods, provide ath-
letes with real scenes for different teaching needs, strengthen
and deepen the experience of athletes, and help athletes
master, integrate, and understand sports skills.

Incorporating virtual reality technology into college
basketball education can break old educational models. +e
coach provides nondiscriminatory training for the entire
class, allowing all players to experience the true scene in a
virtual education environment and feel the pleasure of
successfully practicing basketball skills and even tactics. +e

application of virtual reality technology can provide athletes
with a higher level of basketball skill demonstrations and can
demonstrate and assist with their favorite basketball stars
with action demonstrations. Because the professional dif-
ference between the two and the basketball skill level does
not match, the basketball skill movement is not normative,
beautiful, and even wrong presentation. By using virtual
reality technology to reduce the stress of the coach, the coach
can catch the wrong movements.

Basketball skill movements are natural, lively, and
represent an infinite 3D animation format, and athletes are
complete and intuitive by observing the details and key
points of the skill movements in each direction and at any
distance. It helps to create human movements. Interaction
between humans and computers stimulates the excitement
of athletes to imitate training, improves self-learning skills,
and can enhance the effectiveness of educational training.
+e working principle of the Moventraphic collection sys-
tem is that when collecting 3D basketball technical data, the
coach will often integrate and use teaching resources and
establish and update the project database in real time to meet
the needs of teaching. By conducting scientific teaching
studies using exercise parameter data collected in physical
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Figure 4: +e difference test of each index before and after the experiment.

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

Pearson correlation coefficient
Double tailed t-test

Technical index

Pr
ob

ab
ili

ty

Sh
oo

tin
g

Tw
o 

po
in

t

�
re

e p
oi

nt

Fr
ee

 th
ro

w

Figure 3: Results of correlation analysis between score ratio and other technical statistical ratios.

Mathematical Problems in Engineering 7



education, the exercise rules of exercise technology are
analyzed to make the course more intuitive and smart. Of
course, data can be monitored and used effectively. In the
course of doing this, they made higher demands on com-
puter training for physical education instructors.

Data Availability

No data were used to support this study.
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With the rapid development of economy and society and the continuous progress of science and technology, the public demand
for marine products and services is increasing, and the marine economic and social benefits are rising. It is very important to
improve the management level of marine economy. ,e purpose of this study is to analyze the comprehensive management and
coordination mechanism of China’s marine economy. ,is study selects Lianyungang City as the research object and takes the
marine economic data from 2010 to 2019 as the research data. ,is study establishes three evaluation index systems of marine
economic development. ,en, according to the influence of the marine industry development, social development, population,
marine resources and environment, regional scientific and technological innovation ability, government comprehensive
management, and other factors on the regional marine economic management, this paper puts forward a set of marine economy
comprehensive coordination management system and method and evaluates the current situation of marine economic de-
velopment in Lianyungang City. ,e results show that, in the 10 years from 2010 to 2019, the comprehensive management
evaluation value of China’s marine economy has increased from 0.20 to 0.33, with an average annual increase of 6.57 percentage
points. ,e system level has been upgraded from the initial “poor” to “average,” achieving rapid growth. It is concluded that the
index system evaluation of this study well reflects the change of the management level of China’s marine economy and has a
promoting effect on the development of China’s marine economy, making contributions to China’s economic management.

1. Introduction

,e ocean is the broadest natural geographical area on the
Earth, which contains hugemarine resources. However, with
the vigorous development of China’s marine economy, there
are also many problems uncoordinated with economic
development. In the process of marine economic develop-
ment, there are still some problems, such as lack of sys-
tematic theoretical guidance, lack of coordinated
development and scientific planning, imperfect system, and
obvious contradiction of industrial structure. ,ere are
widespread problems of the traditional marine industry and
ecological environment deterioration, low economic effi-
ciency and sustainable development, and how to evaluate the
sustainable development of marine economy. If these
problems cannot be solved scientifically and timely, it will

have a serious impact on the sustainable development of
China’s marine economy.

From the perspective of national economic development
and world environment, the development of national
economy and society is inseparable from the marine in-
dustry. ,e world’s maritime powers continue to rely on
marine management to strengthen their comprehensive
competitiveness. China said that regardless of changes in
domestic demand and external environment, the ocean plays
an important role in the country’s total output, highlighting
the basic role of marine management systems in marine
sustainable development. A sound integrated ocean man-
agement system can not only promote the development of
marine economy and the sustainability of marine ecology
but also protect the marine rights and sovereignty of a
country.
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In the study of integrated management and coordination
mechanism of marine economy, Caiishi S proposed a new
method to quantify the vulnerability of marine economy in
Bohai rim area. His data envelopment analysis (DEA) is an
analysis method combining the relative efficiency and per-
formance of multi-input and multioutput decision-making
units, which has been widely used in many fields. On the basis
of understanding the vulnerability of marine economy, he
combined the pressure state response model (P-S-R) and the
exposure sensitivity adaptability model and established the
evaluation index system ofmarine economic vulnerability from
three aspects of pressure, sensitivity, and adaptability. His
method uses the weighted loose econometricmodel tomeasure
the marine economic vulnerability of 17 coastal cities in the
Bohai Rim region. He used the kernel density estimation
method to analyze the dynamic evolution of marine economic
vulnerability in the Bohai Rim region. His method is not stable
[1]. Li et al. think that the traditional grey relational model
directly describes the behavior characteristics of the system
based on the connection of sample points because a few grey
relational models can measure the dynamic periodic fluctua-
tion law of objects, which leads to the instability of association
results. He used the transformation function to fit the system
behavior curve, redefined the area difference between the
curves, and established the grey correlation model based on
discrete Fourier transform (dftgra), applied dftgra to verify its
effectiveness, feasibility, and superiority, and studied the cor-
relation between macroeconomic growth and marine eco-
nomic growth in China’s coastal areas. His method is not
practical enough [2]. Jing et al.’s research uses the neural
network, genetic algorithm, multistage principle, and Monte
Carlo simulation to propose a process control and operation
planning system based on integrated simulation. By using
different time scales and computing scales, the process control
can be well realized. ,e hourly process control strategy for-
wards the results to the business planning module, where long-
term arrangements can be further evaluated. He took marine
wastewater management as an example to verify the effec-
tiveness of the method. Six different treatment criteria were
examined within 20 days, and the 20 gauge standard seemed to
be the most economical option with an average net cost of $18
per day. ,e accuracy of his method is very low [3].

,is study first introduces the meaning and characteristics
of marine economy and then describes three marine economic
management modes in detail: relatively centralized, decen-
tralized, and centralized. ,is study also describes the coor-
dination mechanism of marine economy and the relative
operation rules. ,e algorithm of this study is mainly to dis-
tinguish the types of marine economic coordinated develop-
ment. In this study, Lianyungang City is taken as the research
object, and the marine economic data in recent ten years are
selected for analysis. ,ree evaluation methods of regional
marine economic coordinated development and comprehen-
sivemanagement evaluation index system are also put forward.
Based on the experimental results, this paper analyzes the fund
demand, development status, comprehensive evaluation, and
management of marine economic development. ,e current
situation of marine economic development in China is ob-
tained, and corresponding coordination measures are made.

2. Comprehensive Management and
Coordination Mechanism of
Marine Economy

2.1. Meaning and Characteristics of Marine Economy

2.1.1. �e Meaning of Marine Economy

(1) In a narrow sense, marine economy refers to the
economy formed by the development and utilization
of marine waters and marine space [4].

(2) In a broad sense, marine economy refers to the
economic activities that provide conditions for
marine development and utilization, such as in-
dustries at the upper and lower boundaries of the
narrow marine economy and the manufacturing of
land and sea general equipment.

(3) ,e generalized marine economy refers to the land
industry of the island, the land industry of the coastal
zone, and the inland river economy of the river ocean
system [5, 6].

2.1.2. Characteristics of Marine Economy

(1) Integrity: due to the continuity of marine waters,
coastal areas, sea areas, and continental shelf at sea are
connected together, and the exploitation and utili-
zation of marine resources are interdependent. ,is
can be illustrated by the mobility of marine living
resources and the expansion of marine pollution.

(2) Publicity: marine resources are public resources, and
the marine economy for the development and uti-
lization of marine resources is also a public economy
[7, 8].

(3) High tech: in order to develop marine resources for
production activities, we must rely on special tech-
nical equipment, which will increase the technical
requirements and high technical dependence on
marine economic activities. At the same time, with
the help of modern materials and equipment and
science and technology, human beings can effectively
develop and utilize marine resources, resulting in an
independent marine economy [9].

2.2. Marine Economic Coordination Mechanism. One is
cooperation, division of labor, and cooperation that can get
the most benefits. ,e use of sea contains many different
themes. It is necessary to implement division of labor and
adjustment. ,e second is adjustment. In China, it is very
necessary to resolve conflicts and disputes that have oc-
curred. In order to effectively solve the contradiction of
marine economic development, we need corresponding
laws, deliberative organs, rules, and mechanisms. ,e third
is harmony. Harmony is embodied in the change of de-
velopment concept and the realization of sustainable de-
velopment of marine economy [10, 11].

,e characteristics of the adjustment mechanism in-
cluding institutional factors: all relevant personnel must
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abide by the fact that the mechanism is a systematic and
theoretical method based on various effective methods and
methods. Mechanisms generally depend on many methods.
All kinds of methods and methods work. ,e mechanism is
an effective and relatively fixed method in practice [12].

2.3. Management Mode of Marine Economy

(1) Relatively centralized type: there is no full-time marine
management functional department, there is a national
higher marine economic business adjustment organi-
zation, the limitation system of marine law is basically
sound, and there is a maritime law enforcement de-
partment. It will be more flexible and efficient to adjust
and implement the change in the system. ,e con-
tradiction of marine economic management can only
be handled passively and cannot be avoided actively
through system integration [13, 14].

(2) Decentralized: there is no centralized marine man-
agement department, most of them have compre-
hensive marine economic adjustment institutions
such as special committees, and there is no unified
maritime law enforcement team. Industry manage-
ment is more professional, and with a wide range of
marine industry characteristics and strong profes-
sional awareness, it is difficult to concentrate on one
department. If the function of subdividing, repeat-
ing, and dispersing these operations is not clear, it
will easily cause inefficiency. Level adjustment and
comprehensive management are not strong [15].

(3) Centralized: the higher the efficiency of management
and coordination, the more conducive to the
implementation of a comprehensive marine policy,
and the higher the status of the department, the more
helpful it is to improve people’s marine awareness. It
is difficult to achieve complete centralization, and it
is easy to cause functional conflicts between new and
old departments, and the system change cost is
relatively high.

2.4. Operation Rules of Comprehensive Management and
Coordination Mechanism of Marine Economy

(1) It is necessary to cut off the meaning of all the
subjects to participate in the administrative deci-
sion. In the past, the main themes of marine eco-
nomic management were marine departments and
coastal local autonomous bodies. Now, the number
of marine enterprises and citizen groups partici-
pating in the management and supervision of
marine economy is increasing, and the scope of
decision-making themes is far beyond the original
administrative departments. Range: as a result,
representatives of enterprises and citizens have also
been incorporated into the design of members of
the above-mentioned Marine Economic Commis-
sion. Within the scope of extensive participation in
decision-making, all maritime institutions can

provide the opportunity to resolve disputes; rep-
resent the opinions and suggestions of govern-
ments, industrial departments, enterprises, and
ordinary citizens in different administrative re-
gions; and reflect them in the final adjustment
decision-making [16, 17].

(2) It is necessary to improve the decision-making pro-
cess, deepen the understanding of the sea, and im-
prove the scientific nature of decision-making.,e sea
is still the least understood area. ,e traditional de-
tailed management of maritime industry artificially
creates barriers to marine information. Lack of
knowledge and information will affect the science and
rationality of decision-making. ,erefore, in the de-
cision-making process of comprehensive manage-
ment and adjustmentmechanism ofmarine economy,
the government as the “leader” must increase in-
vestment, strengthen marine research, learn more
knowledge, and share with other topics. It must break
the information barriers of various maritime indus-
tries, share marine economic data and research re-
sults, and make scientific and reasonable adjustment
decisions based on sufficient information [18].

(3) It is necessary to change the idea of decision-making
and make decisions based on the sustainable devel-
opment of national marine economy. In order to
realize scientific and reasonable decision-making, it is
necessary to change the thinking of decision-makers
into the practical decision-making thought with the
highest interests of regions and departments and
establish the decision-making idea of taking economic
development as the priority and taking sustainable
development as the goal in order to maximize the
limited aquatic resources. It not only meets the needs
of current economic development but also provides
the possibility of foreseeable sustainable development
in the future, so as to generate the maximum benefits
[19, 20]. Sustainable development is the basic basis
and principle of adjusting the interests of various
departments and the ultimate goal of making scien-
tific decisions. ,erefore, government departments
must carry out extensive publicity and education
among different themes, strengthen the overall image
of each theme, and create a good ideological envi-
ronment for the implementation of coordinated de-
cision-making [21, 22].

2.5. Criteria for Judging theTypes ofCoordinatedDevelopment
ofMarineEconomy. ,rough the analysis and verification of
the interaction stress relationship among the three subsys-
tems of the marine eco-economic system, it can be seen that
there are objectively various dynamic stress and constraint
interaction relationships among the subsystems of China’s
marine eco-economic system [23, 24]. With the help of
system science theory, a dynamic coupling model is
established to measure the coordination of the marine
ecological-economic systems, and the development of 11
coastal and urban marine ecological-economic systems
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under the pressure of systems is discussed quantitatively.
,e basic derivation process of the model formula is as
follows [25].

,e interaction stress and evolution process of any two
subsystems of the marine eco-economic system can be
regarded as a nonlinear process, and its evolution equation
can be expressed as follows:

dx(t)

dt
� f x1, x2, . . . , xn( ; i � 1, 2, . . . , n. (1)

F is a nonlinear function of xi.
,e motion adjustment of a nonlinear system depends

on the property of the characteristic root of the first-order
approximate system. ,erefore, on the premise of practical
use of the adjustment, the approximate expression of the
above evolution equation can be obtained by using the
Taylor series expansion near the origin and omitting the
higher-order term e(x1, x2, . . . , xn):

dx(t)

dt
� 

n

i�1
aixi; i � 1, 2, . . . , n. (2)

According to this formula, the marine eco-economic
system can establish the representation function of the
development of any two subsystems:

f(G) � 
n

k�1
bkgk; k � 1, 2, . . . , m,

f(H) � 
n

j�1
cjhj; j � 1, 2, . . . , l.

(3)

Among them, G and H are the evaluation indexes of the
development status of the two subsystems, and B and C are
the weight of each index.

Considering the interaction pressure relationship among
the subsystems of the marine eco-economic system, it can be
regarded as a composite system. Obviously, f(G) and f(H)

can reflect the development and evolution of any two
composite systems, regardless of the influence of the third
subsystem. According to the general system theory, the
evolution equation of the interaction stress relationship
between the two subsystems expressed by the adjustment
degree can be obtained:

A �
df(G)

dt
� α1f(G) + α2f(H),

VA �
dA

dt
,

B �
df(H)

dt
� β1f(G) + β2f(H),

VB �
dB

dt
,

α � arctan
VA

VB

 ,

(4)

where A and B denote the evolution states of any two given
systems of the marine eco-economic system affected by itself
and another system, and VA, VB are the evolution speeds of

two subsystems affected by itself and other systems. In the
marine environmental economic system, A and B interact
with each other. If you modify a subsystem, the entire
composite system will be modified, and the third subsystem
will be retained. In the subsystem, the evolution speed V of
the two subsystems can be regarded as a function of VA, VB;
that is, V � f(VA, VB). By analyzing the change value of V,
we can investigate the adjustment of the two subsystems.

3. Marine EconomicManagement Index System

3.1. Subjects. In this survey, from 2010 to 2019, the marine
economic data of Lianyungang City were selected as the
survey data. According to the factors of marine industry
development and social development in Lianyungang City, a
series of evaluation index methods are put forward to
evaluate the influence of sustainable development of regional
marine economy on marine economy, and the development
status of marine economy in Lianyungang City is evaluated.

3.2. Evaluation of Coordinated Development of Regional
Marine Economy

3.2.1. Index Analysis. ,e index of the evaluation object is
selected as the base number, the remaining index of the
evaluation object is calculated as a percentage, the weight of
each index is determined, and the included indexes are
calculated and sorted. ,e index analysis method is easy to
calculate and the evaluation result is intuitive. However, this
method requires a subjective determination of the reference
object. From this, we can get the evaluation result of sub-
jective mediation. In addition, in the distribution of weights,
the differences in the influence of indicators on the ability of
scientific and technological innovation are not considered.
Basically, the primary and secondary relations of factors
cannot be highlighted, and the differences that can not truly
reflect the importance of the overall indicators of the sci-
entific and technological innovation system can be adopted.

3.2.2. Factor Analysis. Firstly, the original index is stan-
dardized to exclude the influence of size on the evaluation
results, and the calculation principle is based on the principle
that the characteristic root is greater than 1. In order to make
the main factors have a clear meaning, the factor load matrix
is rotated orthogonally, and the load of each primary var-
iable of the main factor is divided into 0 and 1. ,e rela-
tionship between the factors and the original variables and
the scores of various common factors were calculated, and
the total score was calculated. ,e comprehensive score is
based on the weighted sum of the scores of the main reasons.
Here, the weighting is determined by the ratio of the con-
tribution rate of the main factors in the cumulative con-
tribution rate.

3.2.3. Fuzzy Mathematics Analysis. Using correct mathe-
matical language can explain the ambiguity that traditional
mathematics cannot explain. Among them, fuzzy compre-
hensive evaluation can integrate various factors of nature to

4 Mathematical Problems in Engineering



correctly evaluate the objective things. ,e fuzzy compre-
hensive evaluation method is suitable for linear and non-
linear problems.

3.3. Establishment of Evaluation Index System for
Comprehensive Management of Marine Economy

3.3.1. Marine Ecosystem Subsystem. Marine biological
community and marine abiotic inorganic environment are
natural organic whole which are connected by energy flow
and material circulation, which are interdependent and
interactive and have an automatic regulation mechanism.

3.3.2. Marine Economic Subsystem. Marine economy takes
the ocean as the labor object and the development of marine
resources as the core. Marine resources refer to marine
organisms, minerals, chemistry, cosmos, energy, and so
forth, which exist in the marine ecosystem and can be used
by human beings now or in the future. All resources and
marine economy are industrial activities and output pro-
cesses to develop or redevelop marine resources, which are
available in the ocean and its space.

3.3.3. Marine Society Subsystem. Marine social system refers
to the social groups that gather in specific coastal areas,
mainly engaged in marine production and operation ac-
tivities and related activities, or rely on marine economic
products and ecological services. According to specific re-
strictions, it depends on the corresponding marine eco-
logical environment and economic basis. All artificial
organic system combined with the system. Specifically
speaking, the marine social system is human-centered,
which is composed of people who rely on the sea for pro-
duction and life and have unique marine thinking.

4. Comprehensive Management Effect of
Marine Economy

4.1. Financial Demand for Marine Economic Development.
,e analysis of the financial correlation rate in 11 coastal
and 11 cities shows that the relatively small indicators,
such as deposit and loan data, are used to measure fi-
nancial assets and to clarify the level of financial devel-
opment in coastal areas. ,ere are two main reasons for
choosing deposits and loans as indicators. One is that
there are no special financial assets statistics in various
regions of China, so data collection is limited, and the
other is one of the most important factors in the current
financial development process. As more than 90% of the
social financing methods are carried out through bank
loans, the main financial assets are concentrated in banks,
and the most important assets for banks are deposits and
loans. Table 1 shows financial assets in coastal areas and
across the country.

From Table 1 to 2019, the financial assets in China’s
coastal areas will increase year by year. Before 2003, the
proportion of coastal financial assets in national financial
assets continued to increase, reaching the highest value of

58.92% in 2013. After 2014, although the proportion of fi-
nancial assets of coastal areas in national financial assets
decreased as a whole, there was no change, basically about
57% every year. ,rough the implementation of China’s
regional economic coordinated development strategy, we
can see that the growth of financial assets in the central and
western regions is accelerating. However, the proportion of
about 57% fully shows that coastal areas are still the main
collection areas of domestic financial assets. Figure 1 shows
the GDP of coastal areas and its proportion in the whole
country.

It can be seen from Figure 1 that after China’s entry
into WTO, the development of coastal areas has made
great progress. From 2011 to 2019, the GDP of coastal
areas basically accounts for 60% of annual GDP, especially
62.32% in 2016, which fully shows the economic growth of
China’s coastal areas. ,e development speed is faster
than the national average speed, and the development gap
between inland and coastal areas tends to expand con-
tinuously. In 2017 and 2018, mainly affected by the US
financial crisis, the proportion decreased. ,e financial
crisis has had a greater impact on coastal areas than inland
areas.

4.2. Current Situation of Marine Economic Development in
Lianyungang City. ,e total area of Lianyungang sea area is
more than 670 square meters. It has a total land area of 5194
square kilometers and a population of 35.44 million, ac-
counting for 70% and 75.6% of the city, respectively. In 2016,
Leon marine economy realized 26 billion yuan of total
output value and 10 billion yuan of added value. ,e added
value of the marine industry is equivalent to 19.1% of the
total output of the city in the same period, and the added
value of the marine industry increases steadily year by year.
Figure 2 shows the change of the added value of marine
industry.

From Figure 2, we can see the changes of various marine
industries in Lianyungang.

4.2.1. Marine Fishery and Related Industries. Due to the
rapid development of Marine Fisheries and tidal plain ag-
riculture, forestry, and animal husbandry in Lianyungang
City, the adjustment of marine fishery structure has been
accelerated, and the marine fishery has gradually expanded
to the outer ocean and sea area, and the area and species
structure of marine aquaculture have been continuously
optimized. ,e proportion of aquaculture in marine fishery
is increasing year by year. ,e production capacity has been
steadily improved, significant achievements have been made
in the adjustment of fishery structure, and the income level
of fishermen has continued to rise. From 2012 to 2018, the
city completed a total of 18.73 million tons of aquatic
products, with a total fishery output value of 17.67 billion
yuan. ,is is an increase of 32% compared with 2003. In
2018, the average net income of fishermen in the city was
18160 yuan, 4.6 times the average net income of farmers in
the city.

Mathematical Problems in Engineering 5



4.2.2. Marine Industry. In 2018, the city’s marine industry
realized an industrial output value of 8.9 billion yuan, with
an added value of 2.4 billion yuan. ,e output value and
added value of marine industry are 2.44 times and 3.77 times
those of 2012. ,e operation capacity of major enterprises
has been strengthened, and the support capacity for eco-
nomic development has been further strengthened. ,e
production of salt industry has developed steadily, and its
output has increased from 180 million yuan in 2012 to 260
million yuan in 2018. With the rapid development of marine
chemicals, the continuous acceleration of technological
change of marine industrial enterprises and the further
enhancement of research and development capacity, the
production volume increased from 2.43 billion yuan in 2012
to 4 billion yuan in 2018.

4.2.3. Port Construction and Marine Transportation.
Lianyungang port infrastructure construction increased
significantly, with a total investment of 1.76 billion yuan, 3
new production bases, 1 berth’s expansion, 3 berths’
upgrading, 11 berths’ upgrading, and 70000-ton berths
entering the port. ,e new capacity of this channel is 7.98
million tons. With the goal of developing a 100-million-ton
port, Lianyungang has built the first 100000-ton deep-sea

terminal and the largest container terminal in Lianyungang.
,ere are now more than 10000 tons of 30 berths, as well as
infrastructure such as railways and highways supporting
port 13. Construction has been continuously improved, and
a three-dimensional ocean, land, and air transport network
centered on the port has initially taken shape. ,e port
transport capacity has continued to increase, and new Eu-
ropean routes to Rotterdam, the Netherlands, Hamburg, and
Germany have been opened successively, and the sea
transportation routes to the west coast of the United States
have been opened. ,e production of the maritime trans-
portation industry increased from 840 million yuan in 2012
to 1180 million yuan in 2018. ,e added value increased
from 240 million yuan to 455 million yuan.

4.3. Comprehensive Evaluation of Marine Economic Devel-
opment Status. As shown in Figure 3, the sustainable de-
velopment state index of each subsystem.

It can be seen from Figure 3 that from 2015 to 2019, the
sustainable development index value of the regional eco-
nomic marine industry development subsystem has steadily
increased from 0.593 to 0.863, and the corresponding sus-
tainable development level has also transferred from the
medium level sustainable development state to the strong

Table 1: Financial assets of coastal areas and the whole country.

Particular year Coastal financial assets National financial assets Coastal area/national (%)
2011 140068.75 255933.87 54.82
2012 170517.38 302217.35 56.51
2013 216270.33 367053.83 57.85
2014 243496.01 419623.15 58.12
2015 277343.82 481858.97 57.65
2016 319662.44 560717.36 57.23
2017 367082.15 651062.14 56.42
2018 432867.94 769598.84 56.16
2019 558791.69 1197453.62 55.98
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Figure 1: Coastal GDP and its proportion in China.
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sustainable development state. ,e state of continuous de-
velopment: the sustainable development index value of the
social development subsystem increased steadily from 0.63
to 0.714. ,e sustainable development index value of pop-
ulation, marine resources, and environment subsystem
changes first increases, then decreases, and after that slowly
increases. In 2018, it will fall into a low sustainable devel-
opment state, and in 2019, it will enter a development state
with medium sustainability. However, the current sustain-
ability index has not exceeded its peak in 2017. ,e sus-
tainable development index value of the government
integrated management subsystem changes. At first, it drops
to the bottom, then increases, and after that decreases
slightly. However, in the state of sustainable development,
even the bottom can maintain a strong level of sustainable
development. ,e subsystem index also exceeded the key
value of 0.75 sustainable level.

4.4. Evaluation of Integrated Management of Marine
Economy. ,e development of China’s marine resources is
gradually booming, maintaining the momentum of rapid
progress. With the large-scale development of marine re-
sources, especially the rapid rise of secondary marine in-
dustry with high investment, high consumption, and high
emission, the marine ecological environment in coastal areas
is deteriorating. Figure 4 shows the comprehensive evalu-
ation value of the marine economic system.

As can be seen from Figure 4, in the 10 years from 2010
to 2019, the evaluation value of China’s marine economic
system has increased from 0.20 to 0.33, with an average
annual increase of 6.57 percentage points, and the system
level has upgraded from “bad” at the initial stage to “av-
erage.” Rapid growth: at the same time, the evaluation value
of the marine social subsystem increased from 0.13 to 0.47,
with an average annual growth of 26.11%. In addition, the
system level has been upgraded from “poor” to “ordinary,”
and the development momentum is good.

However, China’s marine economic subsystem and
social subsystem are developed on the basis of large-scale
utilization of marine resources and the environment at the
cost of the large consumption of nonrenewable resources.

Although the two subsystems grow rapidly in a short period
of time, they have achieved rapid growth in the long term.
From this point of view, the potential crisis of the overall
degradation of marine ecosystem subsystems has been
recognized. ,e “sustainable development” of China’s ma-
rine ecosystem has declined from “good” to “normal” from
10.51% in the initial assessment, and the “sustainable de-
velopment” of China’s marine ecosystem has declined from
10.51% in the first year. However, the comprehensive
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assessment value of China’s marine eco-economic system
increased from 0.35 in 2010 to 0.44 in 2019, with an average
annual increase. Although it is 2.70 percentage points, the
development speed is relatively slow.

5. Conclusion

,e theme of the comprehensive management and coor-
dination mechanism of China’s marine economy mainly
includes all levels of government, scientific research insti-
tutions, marine enterprises, and ordinary citizens. ,e re-
lationship between the themes is the object of the adjustment
mechanism. According to the governance theory, through
the application of the cooperation network, we can form a
good interaction between the main bodies, adjust the plans
and objectives of the main bodies, and achieve the devel-
opment and management objectives of the overall adjust-
ment of the marine economy.,e adjustment mechanism in
the form of a committee should be established in the or-
ganizational model, and the Marine Economic Commission
should be set up at all levels. ,e application rules are
formulated from the perspectives of decision-making, ne-
gotiation, profit adjustment, and dispute resolution. From
the perspective of system protection, it is suggested to es-
tablish a complete conference adjustment system, infor-
mation sharing system, and temporary meeting adjustment
system. Adjust the institution establishment system, su-
pervision and evaluation system, and so forth.

,e marine economic system is a special composite
system with a specific structure and function formed by the
interaction, interweaving, and mutual penetration of the
marine ecosystem and marine social system. Its coordinated
development makes the subsystems influence each other,
which means that the functions of marine ecological
structure, marine economic structure, and marine social
structure can be integrated after feedback and cooperation.
,is makes it possible to maintain an effective dynamic
balance between the fixed structure and the orderly function.

In order to manage the ocean thoroughly and effectively
and realize the economic and cultural value of the ocean,
China needs to further improve the integrated ocean
management system, refine the division of the functions of
the integrated ocean management, standardize the estab-
lishment of the marine management organs, and improve
the construction of the system of the law of the sea. In order
to establish a characteristic marine integrated management
system in line with China’s basic national situation, this
paper proposes to improve China’s comprehensive marine
management system; promote the rapid, healthy, and sus-
tainable development of marine economy; protect marine
life, resources, and sovereign rights and interests; safeguard
marine ecological culture; protect the Ming Dynasty; opti-
mize the environment; and finally build a socialist maritime
power with Chinese characteristics.
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from the corresponding author upon reasonable request.

Conflicts of Interest

,e authors declare that they have no conflicts of interest.

References

[1] S. Caizhi, Q. Xionghe, L. Bo et al., “Assessment of marine
economy vulnerability of coastal cities in Bohai sea ring area
based on WSBM model,” Entia Geographica Sinica, vol. 36,
no. 5, pp. 705–714, 2016.

[2] X. Li, Y. Zhang, and K. Yin, “A new grey relational model
based on discrete Fourier transform and its application on
Chinese marine economic,” Marine Economics and Man-
agement, vol. 1, no. 1, pp. 79–100, 2018.

[3] L. Jing, B. Chen, B. Y. Zhang et al., “An integrated simulation-
based process control and operation planning (IS-PCOP)
system for marine oily wastewater management,” Journal of
Environmental Informatics, vol. 28, no. 2, pp. 126–134, 2016.

[4] K. Nazir, M. Yongtong, K. Hussain et al., “A study on the
assessment of fisheries resources in Pakistan and its potential
to support marine economy,” Indian Journal of Geo-Marine
Sciences, vol. 45, no. 9, pp. 1181–1187, 2016.

[5] D. I. Qianbin and D. Shaoyu, “Symbiotic state of Chinese
land-marine economy,” Chinese Geographical Ence, vol. 27,
no. 2, pp. 176–187, 2017.

[6] J. L. Gan, X. L. Gu, L. D. Li et al., “Oil pollution and its relation
tomarine economy along Guangdong province coast of China
during 2001–2010 based on oyster as a bio-indicator,” Journal
of Ecology and Rural Environment, vol. 34, no. 10, pp. 897–
902, 2018.

[7] Z. Li, “Impact of educational expenditure on the development
of regional marine economy: evidence from Chinese coastal
provinces,” Journal of Human Resource and Sustainability
Studies, vol. 6, no. 1, pp. 108–117, 2018.
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With the advent of the era of big data, data mining has become one of the key technologies in the field of research and business. In
order to improve the efficiency of data mining, this paper studies data mining based on the intelligent recommendation system.
Firstly, this paper makes mathematical modeling of the intelligent recommendation system based on association rules. After
analyzing the requirements of the intelligent recommendation system, Java 2 Platform, Enterprise Edition, technology is used to
divide the system architecture into the presentation layer, business logic layer, and data layer. Recommendationmodule is divided
into three substages: data representation, model learning, and recommendation engine. *en, the fuzzy clustering algorithm is
used to optimize the system. After the system is built, the performance of the system is evaluated, and the evaluation indexes
include accuracy, coverage, and response time. Finally, the system is put into a trial operation of an e-commerce platform. *e
click-through rate and purchase conversion rate of recommended products before and after the operation are compared, and a
questionnaire survey is randomly launched to the platform users to analyze the user satisfaction. *e experimental data show that
the MAE of this system is the lowest, maintained at about 0.73, and its accuracy is the highest; before the recommended threshold
exceeds 0.5, the average coverage rate of this system is the highest: 0.75; inQ1–Q5 subsets, the shortest response time of the system
is 0.2 s. Before and after the operation of the system, the average click-through rate increased by 11.04%, and the average purchase
rate increased by 9.35%. Among the 1216 users, 43% of the users were satisfied with 4 and 9% with 1. *is shows that the system
algorithm convergence speed is fast; it can recommend products more in line with user needs and interests and promote higher
click-through rate and purchase rate, but user satisfaction can be further improved.

1. Introduction

1.1. Background Significance. *e information of our times
is expanding unprecedentedly, and all kinds of information
are dazzling. Faced with various problems brought about by
huge information, personalized intelligent recommendation
system came into being.*e core of recommendation system
is recommendation algorithm, which determines the effect
of recommendation [1]. Data mining integrates the theory
and technology of many fields and has been widely used in
various industries [2]. All kinds of massive data from the
Internet pose new challenges to data mining technology [3].
*e application of intelligent recommendation system to
data mining technology is of innovative and practical sig-
nificance, which can provide more targeted and intelligent
information for people.

1.2. Related Work. Intelligent recommendation system is
widely used in video websites and e-commerce platform, so
the relevant research results are also relatively more [4]. Li
proposed a new model, which uses social network and
mining user preference information expressed in microblog
to evaluate the similarity between online movies and TV
dramas [5] and uses a series of data mining methods and
social computing model [6]. Yang proposed a solution based
on hybrid recommendation algorithm, including content-
based recommendation algorithm, item-based collaborative
filtering recommendation algorithm, and demography-
based recommendation algorithm [7]. In order to expand
the recommendation dimension, he uses classification
clustering algorithm to mine the historical data of items and
users. Lu trains the network to achieve the required accu-
racy. *en, redundant connections in the network are
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removed by network pruning algorithm, the activation value
of hidden units in the network is analyzed, and classification
rules are generated according to the analysis results [8].
Angeli elaborated and explained some key issues of data
mining in educational technology classroom research, in-
vestigated students’ learning behavior and experience in
computer supported classroom activities, and used fuzzy
representation to summarize questionnaire data [9]. His
research provides data support for the application of data
mining technology in the field of education, but the number
of training samples used in his experiment is too small,
which will have a certain impact on the mining effect.

1.3. Innovative Points in,is Paper. In order to improve the
efficiency of information processing and the quality of data
mining, more personalized information recommendation
services should be provided for people. Based on the related
algorithms of mathematical modeling intelligent recom-
mendation system, this paper makes an in-depth study on
personalized data mining. *e innovations of this study are
as follows: (1) based on J2EE technology and association
rule algorithm, an intelligent recommendation system is
constructed. *e system architecture includes the pre-
sentation layer, business logic layer, and data layer. *e
system recommendation module includes three substages:
data expression, model learning, and recommendation
engine. (2) *e fuzzy clustering algorithm is used to op-
timize the recommendation system and improve the
confidence degree of the fuzzy clustering algorithm. *en
the fuzzy clustering of items and users is established, re-
spectively. (3) *e prediction accuracy, coverage, and re-
sponse time of the system are tested. *e data show that the
system has high accuracy and coverage and short response
time. (4) After the system is put into operation, it can
recommend products that are more in line with the needs
and interests of users by comparing the click-through rate
and purchase conversion rate before and after the
operation.

2. Intelligent Recommendation System of
Mathematical Modeling and Personalized
Data Mining

2.1. Composition and Structure of the Intelligent
Recommendation System

2.1.1. Common Methods of the Intelligent Recommendation
System. *e recommendation system based on demography
is easy to implement. It can discover the correlation between
users according to the demographic characteristics so as to
predict the interests and preferences of users and recom-
mend resources with similar preferences to the target users.
*e method will not involve the historical data of current
users’ preference for resources, nor will it involve the in-
formation of resources themselves. However, it has the
disadvantage of too coarse recommendation granularity,
and the collected information may be false, which will affect
the prediction results.

*e content-based recommendation system obtains the
user’s interest preference by analyzing the user’s use or
viewing history and then compares the similarity between
the user’s interest description and the resource content and
sorts the resources to recommend [10]. *e system also
adjusts and optimizes the user’s interest description
according to the user’s feedback on the recommended
resources.

*e recommendation methods based on collaborative
filtering can be divided into two types: user-based and
project-based. Based on the user’s needs, the data expression
is used to deal with the modeling problem between the user
and the resource, and then the neighbor users are calculated
based on the similarity of the user’s behavior. Finally, the
resource with the highest evaluation is found from the
neighbor users and recommended to the current user [11].
*e project-based type is to use the matrix of analyzing users
and resources to calculate the relationship between re-
sources, so as to generate recommendations. *e recom-
mendation method of collaborative filtering faces the
problems of cold start of new users, the neglect of new
project resources, and data sparsity.

2.1.2. Composition of the Intelligent Recommendation System.
*e intelligent recommendation system consists of three
modules: input, recommendation, and output. *e input
module is mainly responsible for collecting, sorting, and
updating user information. *e information content in-
cludes user’s personal information, implicit browsing in-
formation, rating information, search keyword information,
purchase history information, and expert information [12].

*e recommendation module uses the appropriate
recommendation algorithm to process and analyze the input
information and finally produces the recommendation re-
sults. *is module directly determines the recommendation
quality of the first mock exam system. *erefore, different
algorithms will be adopted in different actual situations, and
specific problems should be analyzed.

*e output module will sort the recommended content
according to the user’s interest, and the final output will be
provided to the user.*ere are different forms of output.*e
common output methods are product list, user evaluation
and rating, e-mail, and expert introduction. Different output
modes will reflect different emphasis.

2.1.3. Evaluation Criteria of the Intelligent Recommendation
System. *e accuracy of recommendation system is dif-
ferent in different types of systems. For example, in a
product recommendation system, accuracy is the ratio of the
number of products recommended and purchased by the
system to the total number of products in the recommen-
dation set [13], as shown in the following formula:

P �
|B∩R|

|R|
, (1)

where R andB represent the recommendation set and
purchase set, respectively. *e calculation formula of the
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coverage rate of the commodity recommendation system is
as follows:

C �
|B∩R|

|B|
. (2)

*e accuracy rate can describe the accuracy of the
recommendation set of the system recommendation engine,
while the coverage rate shows the ability of the recom-
mendation engine to be purchased by users.

*e diversity of the recommendation system is calcu-
lated by the similarity of the recommended resources ob-
tained by users. *e greater the similarity, the worse the
diversity of the system. Let Ra be the recommendation set
provided to user a; then, the definition of Ra diversity is
shown in the following formula:

Diversity Ra(  �
j,k∈Ra

(1 − sim(j, k))

(1/2)L(L − 1)
, (3)

where sim(j, k) is the similarity of resource j, k and L � |Ra|

is the length of recommendation list. *erefore, the defi-
nition of diversity of the whole recommendation system is
shown in the following formula:

Diversity �
1

|a|

a∈A

Diversity Ra( . (4)

2.2. Intelligent Recommendation Algorithm

2.2.1. Association Rule Algorithm. *e most classic associ-
ation rule mining algorithm is Apriori algorithm, which
adopts a cyclic method of hierarchical order search [14].
*en strong association rules are generated from frequent
itemsets to find the confidence threshold that meets the
user’s requirements.*e confidence level of rule X⇒Y in the
project set is recorded as follows:

confidence(X⇒Y) �
support(X∪Y)

support(X)
. (5)

*e confidence degree is used to measure the credibility
of association rules. *e high confidence degree proves that
it is easier to attract users’ interest to change association
rules.

*e implementation of Apriori algorithm is very simple,
but it needs to scan the database whenever a candidate set
with different number of itemsets is generated. When the
size of the candidate set is too large, the algorithm takes a
long time. In addition, due to the increasing data in the
transaction database, each time the data is added, the two
tasks of generating association rules from the frequent
itemsets calculated by the algorithm need to restart the
database after the new data is added, which is not conducive
to the effective discovery of relevant rules [15]. *is algo-
rithm is suitable for single-dimensional transaction data-
bases but is not suitable for storing multidimensional
datasets.

2.2.2. Collaborative Filtering Algorithm. Collaborative fil-
tering algorithm based on articles is often used in
e-commerce recommendation system.*e algorithm needs
to calculate the similarity between items and generate
recommendation list by using user’s purchase records [16].
An important step in item-based collaborative filtering
algorithm is to find other items with high similarity to one
item. *ere needs to be an appropriate method for mea-
suring the similarity between items. *e column vector of
evaluation matrix is usually used to calculate the similarity
between items. *e common similarity measurement
methods include vector cosine, Pearson correlation, and
corrected vector cosine.

Set the threshold t; when the similarity between an item
and item i exceeds the threshold, the article is put into the
nearest neighbor set Z(i) of article i, as shown in the fol-
lowing formula:

Z(i) � j ∈ I|sim(i, j)> t . (6)

Once the nearest neighbor set is confirmed, the weighted
sum of user h’s scores on these nearest neighbor items can be
calculated to obtain the predicted score of user h on item i, as
shown in the following formula:

p(h, i) �
j∈Z(i)sim(i, j) × khj

j∈Z(i)|sim(i, j)|
. (7)

*e collaborative filtering algorithm based on articles
can deal with the situation that the number of users is greater
than the number of items in e-commerce websites and shows
good recommendation quality. When the number of items is
small, offline mode can be used to reduce the workload [17].
However, collaborative filtering algorithm also has some
shortcomings, such as cold start problem in the face of new
users and being unable to recommend; the other is the
problem of data sparsity, which will directly affect the ac-
curacy of nearest neighbor set construction.

2.2.3. Fuzzy Clustering Algorithm. *e basic steps of fuzzy
clustering include data standardization, establishing simi-
larity matrix, and fuzzy clustering [18]. Data standardization
will map the data to the interval [0, 1], which is transformed
by variance method or standard deviation. *e establish-
ment of fuzzy similarity matrix is commonly used in Eu-
clidean distance, Manhattan distance, Mahalanobis distance,
and angle cosine [19].

Euclidean distance is derived from the calculation of the
distance between two points in geometry, and its calculation
is shown in the following formula:

d �

������������


n

k�1
xk − yk( 

2




. (8)

Manhattan distance is not a straight line but a broken
line distance in the plane. Its calculation is shown in the
following formula:
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d � 
n

k�1
xk − yk


. (9)

*e Mahalanobis distance has nothing to do with the
dimension, so the correlation interference between variables
can be eliminated. *e calculation is shown in the following
formula:

d �

����������������

(x − y)
T
S

− 1
(x − y)



. (10)

*e calculation of included angle cosine is shown in the
following formula:

d �


n
k�1 xkyk�������


n
k�1 x

2
k

 �������


n
k�1 y

2
k

 . (11)

In the whole universe X, n samples are divided into
several disjoint subsets, and the subsets satisfy the following
formula:

X1 ∪X2 ∪ · · · ∪Xe � X,

Xa ∩Xb � ∅,
(12)

where 1≤ a≠ b≤ e. *e membership relationship of any
sample xk to any subset Xa is shown in the following
formula:

ϖXa
xk(  � ϖak �

1, xk ∈ Xa,

0, xk ∉ Xa.
 (13)

Fuzzy clustering divides the sample set X into e fuzzy
subsets and extends the membership of samples to the in-
terval [0, 1] from the binary form of 0 or 1. For such a sample
xk, its membership must satisfy the following formula:



e

a�1
ϖak � 1, ∀k. (14)

*is kind of clustering is called fuzzy clustering.

2.3. Personalized Data Mining

2.3.1. Data Mining Function. *e essence of data mining is
to mine predictive knowledge in large-scale data, including
generalized knowledge, association knowledge, classification
and clustering knowledge, predictive knowledge, and bias
knowledge [20]. *e main functions of data mining include
concept description, association analysis, classification
analysis, clustering analysis, outlier analysis, and time series
analysis [21].

*e concept description can summarize and compare
the data and give the overall description. It is commonly
used in statistical database business data, including mean
and variance. Association analysis is carried out in massive
data, and the association relationship behind the data can be
found out, and then more advanced prediction can be
carried out. Classification analysis classifies and models the
whole data, while cluster analysis gathers things with the
same similarity.

Outlier analysis is used to analyze outlier data that are
different from conventional data. Although the number of
isolated points is small, the information they carry is very
important and cannot be ignored. *e data of time series
analysis include fixed interval value and dynamic interval
value [22, 23]. Its main functions include similarity search,
pattern mining, and trend analysis.

2.3.2. Data Mining Process. Data mining is an iterative
process of human-computer interaction, which is mainly
divided into four parts: problem definition, data sorting,
data mining implementation, and interpretation and eval-
uation of mining results [24]. *e purpose of problem
definition is to have a clear understanding and definition of
mining target.

Data consolidation includes data selection, preprocess-
ing, and reduction. Data selection needs to select samples or
data according to the defined problem requirements to
determine the target data. Data preprocessing includes
checking the integrity and consistency of data and elimi-
nating data noise. If data redundancy occurs, it is necessary
to clear and fill in missing data. Data reduction is to reduce
the amount of data through projection or other operations
and filter out task-related datasets.

*e implementation of data mining requires the use of
data mining technology and algorithms, mining in the
dataset, and finding out useful related information and
expressing it. Finally, it is necessary to explain the rationality
and evaluate the value of the information. If the information
is redundant or less relevant, it should be eliminated.

2.3.3. Technology of Data Mining. *e common methods of
classification mining include Bayesian classification, deci-
sion tree, and support vector machine [25]. Bayesian net-
work is an important technology in data mining, which can
easily use graphical patterns to display the causal relation-
ship of time and can also be used for predictive analysis [26].
*e conditional probability, joint probability, and total
probability formula will be used in the use of Bayesian
networks, as shown in the following formulas:

P(Y|X) �
P(XY)

P(X)
, (15)

P(XY) � P(X)P(Y|X), (16)

P(X) � 
n

i�1
P(Yi)P(X|Yi), (17)

where X, Y are all events and P(Yi)> 0, i � 1, 2, . . . , n.
According to the above three formulas, Bayesian formula
can be deduced, as shown in the following formula:

P(Yi|X) �
P(X|Yi)P(Yi)


n
j�1 P(X|Yj)P(Yj)

. (18)

Bayesian formula is the basis of Bayesian network
learning and prediction.
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Clustering technology includes traditional pattern rec-
ognition methods and mathematical taxonomy, while
clustering analysis of data mining includes system clustering,
decomposition, addition, and fuzzy clustering [27]. Even for
the same record set, different clustering methods will pro-
duce different clustering results.

3. Experiments on Construction and
Application of Mathematical Modeling
Intelligent Recommendation System

3.1.Modeling of the Intelligent Recommendation SystemBased
on Association Rules

3.1.1. Demand Analysis. In practical application, intelli-
gent recommendation system must be able to provide
users with real-time, dynamic, and accurate services.
Real-time service requires that recommendation algo-
rithm has speed advantage in data mining. Especially in
the case of large datasets, online recommendation gen-
eration has high requirements for system method run-
ning memory. Dynamic service is to ensure that the
collection of recommendations can not only reflect the
latest needs of users but also pay attention to real time,
and if the time interval of recommendation to users is too
short, the speed of online recommendation will decline.
Accurate service requires that the system can accurately
predict the needs of users. In the actual situation,
sometimes accurate service will be sacrificed for real-time
service, so the improvement of accuracy depends on the
improvement of algorithm. *is paper takes the intelli-
gent recommendation system of e-commerce as an ex-
ample to analyze the data mining.

3.1.2. Technology Choice. Using Java 2 Platform, Enterprise
Edition (J2EE), technology, the system is divided into
customer layer, presentation layer, business logic layer, and
data layer. *e core design is business logic layer, which is
implemented by Enterprise Java Bean (EJB) component.
Java Server-Side Page (JSP) technology provides powerful
built-in components, which can simplify the program de-
sign, and its access to the database can also ensure the
portability of the program. *erefore, J2EE architecture has
the advantages of high execution, easy-to-use script lan-
guage, ability to deal with a large number of concurrent
users, logic of managing complex things, easy division of
development projects, simple component deployment, and
maintenance of client applications.

3.1.3. System Design. Combined with J2EE technology, the
structure of e-commerce intelligent recommendation system
can be divided into three parts: presentation layer, business
logic layer, and data layer. *e recommendation module of
the system is divided into three substages: data represen-
tation, model learning, and recommendation engine. *e
module framework is shown in Figure 1.

3.2. SystemImprovementBasedonFuzzyClusteringAlgorithm

3.2.1. Improved Clustering Algorithm. *e membership
degree of the traditional fuzzy clustering algorithm is im-
proved. *e element xr, whose nearest cluster is s, has the
largest membership degree in s, and its value is usr. *e
second nearest cluster is z and the membership degree is uzr.
*en, the membership degree of xr element to clusters s and
z is calculated as shown in the following formulas:

usr � usr +(1 − α)uzr, (19)

uzr � αuzr. (20)

Among them, α is an attractive inhibitory factor.
In the improved algorithm, we can adjust the size of α to

control the size of inhibition and then control the conver-
gence speed of the calculation.

3.2.2. Establishing Fuzzy Clustering. *e improved fuzzy
clustering algorithm is used for all the data, and the fuzzy
clustering of users and items is established, respectively.
After successful establishment, the nearest neighbor user set
can be constructed by using other users in the target user-
based clustering. *e higher the membership degree is, the
more similar the user is to the target user.

3.3. System Test and Operation

3.3.1. Selection of Test Data. *is paper selects the historical
data of an e-commerce platform in the database for nearly
two years and then takes them as test data after effective
screening and filtering. *e dataset contains the basic in-
formation of 500 users, 2000 shopping records, 800
e-commerce stores, and 3000 pieces of shopping evaluation
information.

*e dataset is randomly divided into five similar subsets,
and cross validation method is used to compare the intel-
ligent recommendation system constructed in this paper
with the traditional content-based recommendation system,
traditional association rule recommendation system, and
collaborative filtering recommendation system, and the
performance of the system is analyzed.

3.3.2. Test and Evaluation Index. Firstly, the prediction
accuracy is selected as the evaluation index of the test
method in this paper. *e difference between the target
user’s scoring system of the commodity and the real score in
the test dataset is the absolute average error (MAE). *e
smaller the value, the more accurate the prediction of the
system.

*e average coverage of different recommendation
systems is compared, and the coverage is calculated by
formula (2) in Section 2. *e last test parameter is the re-
sponse time of the system, that is, the running time required
for the recommendation system to generate the recom-
mended result set.
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3.3.3. Actual Operation. *e intelligent recommendation
system is tested in an e-commerce shopping platform, and
its application effect in personalized data mining is analyzed.
*e final result is the change of click-through rate and
purchase rate of recommended products. At the same time,
an online questionnaire survey was launched to attract users
of the platform to participate with shopping vouchers as gifts
to ensure the participation rate. *e content of the ques-
tionnaire survey mainly includes users’ satisfaction with the
products recommended by the improved platform.

4. Discussion on Application Effect in
Personalized Data Mining

4.1. Evaluation Results of the Recommendation System.
*e test dataset is randomly divided into five subsets, named
Q1–Q5. *en, the intelligent recommendation system and
the traditional content-based recommendation system,
traditional association rule recommendation system, and
collaborative filtering recommendation system are used to
run the five subsets, and the performance test is carried out.
In order to facilitate the recording and sorting of data, the
above four systems are named A, B, C, and D, respectively.

4.1.1. Prediction Accuracy of Different Recommendation
Systems. *e prediction accuracies of the intelligent rec-
ommendation system (A), the traditional content-based
recommendation system (B), the traditional association rule
recommendation system (C), and the collaborative filtering
recommendation system (D) for Q1-Q5 datasets are com-
pared, and the difference of absolute average error (MAE) is
analyzed.

As shown in Table 1, different precision will appear in the
same recommendation system in different subsets. In the
same subset, different recommendation systems show dif-
ferent precision. *e accuracy of each recommendation
system in different subsets is analyzed.

As shown in Figure 2, the most accurate is the intelligent
recommendation system created in this paper, and its MAE
value always remains between 0.72 and 0.74. *e same
subsystem was compared with different prediction
accuracies.

As shown in Figure 3, the highest MAE is that of the
traditional content-based recommendation system, which is

maintained at about 0.84, so the accuracy is lower. *e
lowest MAE is that of the intelligent recommendation
system, which is maintained at about 0.73, with the highest
accuracy.

4.1.2. Coverage of Different Recommendation Systems.
*e average coverage of four recommendation systems in
five data subsets was calculated, and their changes under
different thresholds (0.1, 0.2, 0.5, 0.7, and 0.8) were
compared.

As shown in Table 2, with the increase of the recom-
mendation threshold, the coverage rate of each recom-
mendation system decreases. In particular, when the
recommended threshold value is 0.8, the coverage rate of the
intelligent recommendation system reduces to the lowest,
which is 0.26.*e change trend is shown with more intuitive
graphics and analyzed.

As shown in Figure 4, before the recommendation
threshold exceeds 0.5, the average coverage of the in-
telligent recommendation system created in this paper is
always the highest, which is 0.75, 0.71, and 0.68, re-
spectively. However, after the recommendation threshold
exceeds 0.5, the average coverage of the intelligent rec-
ommendation system created in this paper has decreased
significantly. However, the traditional content-based
recommendation system with low coverage has the
highest coverage rate of 0.35 when the threshold value is
0.8.

4.1.3. Response Time of Different Recommendation Systems.
Record the running time of the recommendation system to
generate the recommended result set in each subset, and test
its response time.

Data
representation

Website transaction
and user information

database

Customer
transaction

database

Customer
shopping

model

Model learning

Recommending
commodities

Recommendation
engine

Current
behavior

Online users

Figure 1: Module framework of the intelligent recommendation system.

Table 1: Comparison of prediction accuracies of different rec-
ommendation systems.

System type Q1 Q2 Q3 Q4 Q5
A 0.73 0.74 0.72 0.74 0.72
B 0.83 0.85 0.84 0.84 0.85
C 0.78 0.8 0.79 0.78 0.79
D 0.75 0.78 0.77 0.76 0.77
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As shown in Table 3, the same recommendation system
has different response times in different data subsets. In the
same data subset, the response time of different recom-
mendation systems is more different. Furthermore, the re-
sponse time of each recommendation system in different
subsets is analyzed.

As shown in Figure 5, in Q1-Q5 subsets, the response
time of the intelligent recommendation system created in
this paper is always the shortest, which is 0.24 s, 0.21 s, 0.24 s,
0.2 s, and 0.23 s, respectively. *e longest response time of
the traditional content-based recommendation system in the
Q3 subset is 0.45 s. *is shows that the algorithm of the
intelligent recommendation system established in this paper
has fast convergence speed and short response time.

4.2. Operation Results. After testing, the intelligent recom-
mendation system is tested in an e-commerce shopping
platform, and its application effect in personalized data
mining is analyzed. *is paper analyzes the click-through
rate and purchase rate of the recommended products in a
week before and after use.

As shown in Table 4, before the system runs, the average
click-through rate is 78.87%, and the average purchase rate is
13.91%. One week after the system was running, the average
click-through rate was 89.91%, and the average purchase rate
was 23.26%.*e system before and after the operation of the
commodity click rate is used for a detailed comparison.

As shown in Figure 6, a week before the intelligent
recommendation system runs, the click-through rate of
commodities shows a relatively stable fluctuation. *e
highest hit rate was 81.24%, and the lowest was 75.51%. In
the week after the systemwas running, the click-through rate
first showed an increasing trend and gradually stabilized
after the fifth day, and the highest was 93.94% on the seventh
day. *is shows that the intelligent recommendation system
can create a higher click-through rate of products, so that
more users can see the products. Figure 6 makes a detailed
comparison of the commodity click through rate before and
after the system operation.
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Figure 3: Prediction accuracy of different systems in the same subset.
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Figure 2: System prediction accuracy in different subsets.

Table 2: Average coverage changes under different recommended
thresholds.

System type 0.1 0.2 0.5 0.7 0.8
A 0.75 0.71 0.68 0.37 0.26
B 0.63 0.55 0.49 0.41 0.35
C 0.61 0.54 0.41 0.36 0.29
D 0.65 0.57 0.51 0.42 0.3
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As shown in Figure 7, the purchase rate of goods also
showed a relatively stable fluctuation in a week before the
system was running, with the highest purchase rate on the 6th
day, 14.85%, and the lowest on the 7th day, 13.17%. In the week
after the system operation, the purchase rate took the lead in the
trend of increase and gradually stabilized after the fifth day, with
the highest of 25.81% on the 7th day. *is shows that the

intelligent recommendation system can recommend products
that meet the needs and interests of users and promote higher
purchase rate.

4.3. Survey of User Satisfaction. After one week of opera-
tion, online questionnaire survey was launched randomly
for users of the platform, which mainly investigated the

Table 3: Comparison of response time predicted by different recommendation systems (s).

System type Q1 Q2 Q3 Q4 Q5
A 0.24 0.21 0.24 0.2 0.23
B 0.41 0.4 0.45 0.39 0.36
C 0.32 0.31 0.37 0.33 0.29
D 0.28 0.25 0.29 0.27 0.26
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Figure 4: Average system coverage under different recommended thresholds.
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satisfaction of users with the recommended products of
the improved platform. *e questionnaire lasted for five
days, and the total number of users involved was 1216.
*e users are divided into 1–5 grades by age; the larger the
number, the higher the satisfaction.

As shown in Table 5, among the users who participated in
the survey, 411 users were between 20 and 25 years of age, and
39 users were over 45 years of age. *e satisfaction of different
age groups was analyzed.

As shown in Figure 8, the number of users below 35 years
of age with satisfaction of 4 is the largest, accounting for
94.9% of all users with satisfaction of 4. Among the users
over 35 years of age, the number with satisfaction of 5 is the
most, accounting for 41.9% of all users with satisfaction of 5.
Leaving aside the condition of age, this paper analyzes the
satisfaction distribution of all users.

As shown in Figure 9, of the 1216 users, 43% of the users are
satisfied with 4, 19% are satisfied with 5 and 3, and 9% and 10%

Table 4: Click-through rate and purchase rate of products before and after system operation.

Time (d)
Before operation After operation

Click-through rate (%) Purchase rate (%) Click-through rate (%) Purchase rate (%)
1 78.46 13.75 82.46 19.15
2 75.51 13.97 87.34 20.91
3 79.24 14.13 88.86 22.19
4 80.11 14.15 90.04 23.84
5 79.56 13.34 93.14 25.37
6 81.24 14.85 93.59 25.55
7 77.96 13.17 93.94 25.81
Average value 78.87 13.91 89.91 23.26
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Figure 6: Comparison of click-through rate of products before and after system operation.
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are satisfied with 1 and 2. *is shows that although the user
satisfaction of the system is high, it can be further improved.

5. Conclusions

*ere are three kinds of recommendation systems: de-
mographic-based, content-based, and collaborative fil-
tering-based. *e intelligent recommendation system

consists of three modules: input, recommendation, and
output. Common recommendation algorithms include
association rules, collaborative filtering, and fuzzy clus-
tering. Data mining is an iterative human-computer in-
teraction process, mainly including problem definition,
data collation, data mining implementation, and inter-
pretation and evaluation of mining results.

*is paper constructs an intelligent recommendation
system based on J2EE technology and association rules algo-
rithm. *e fuzzy clustering algorithm is used to optimize the
recommendation system and improve the confidence degree of
the fuzzy clustering algorithm. *en the fuzzy clustering of
items and users is established, respectively. *e prediction
accuracy, coverage, and response time of the system are tested.
*e click-through rate and purchase conversion rate are
compared before and after the system running. *e results
show that the system algorithm has fast convergence speed and
high accuracy and coverage. It can recommend products that
meet the needs and interests of users and promote higher click-
through rate and purchase rate.

*e experimental results show that the user satisfaction
of this system is still insufficient, which can be further
improved. *erefore, in the following research work, we
should take improving user satisfaction as the main goal. In
addition, during the trial operation, the user survey should
be carried out many times to make the data more repre-
sentative. We also need to analyze the reasons for the lack of
customer satisfaction in detail and get specific feedback from
users.

Table 5: Survey of user satisfaction.

1 2 3 4 5 Total
<20 21 10 29 88 14 162
20–25 29 36 76 209 61 411
26–30 36 40 89 154 45 364
31–35 12 15 13 49 16 105
36–40 5 9 9 10 51 84
41–45 3 3 7 9 29 51
>45 2 6 5 8 18 39
Total 108 119 228 527 234 1216
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From the construction of “new socialist countryside” to the proposal of “full coverage of village planning,” rural construction has
gradually been pushed to a climax. However, the current situation of rural landscape construction in China is not optimistic. On
the one hand, the rural landscape deviates from its rural and regional characteristics due to deliberately seeking novelty and
differences. Based on these two extreme development trends, this article uses virtual reality technology to construct a rural
landscape virtual-roaming system, and randomly select 25 people, each group of 5 people, a total of 3 groups, enter the system in
batches with a real reduction degree of 30%, 45%, 60%, 75%, and 80% for experimentation and score the system after the
experience. ,e true reduction degree of the first group is 30%; the true reduction degree of the second group is 45%; the true
reduction degree of the third group is 60%; the true reduction degree of the fourth group is 75%; and the true reduction degree of
the fifth group is 80%. After analyzing the experimental data, it is concluded that when the true reduction degree of the system goes
from low to high, people’s satisfaction is higher; when the true reduction degree is as high as 80%, the satisfaction is as high as 9
points; when the true reduction degree of the system goes from low to high, people’s sense of immersion is getting deeper and
deeper. When the true reduction degree is 30%, the lowest score for immersion is 1 point; when the true reduction degree is 80%,
the lowest score for immersion is 7.5 points; the true reduction of the system decreases from high to low; when it is high, people’s
interaction degree becomes stronger and stronger. When the true reduction degree is 30%, the lowest interaction degree score is 2
points; when the true reduction degree is 80%, the lowest interaction degree score is 9 points; it can be seen from this that, with the
increase in the degree of realism of the rural landscape virtual-roaming system, it is extremely difficult for people to find whether
they are in the virtual or the reality, and their immersion in virtual reality is getting deeper and deeper.,is test also confirmed the
superiority of the virtual roaming system in rural landscapes, and the experience is extremely effective.

1. Introduction

1.1. Background Meaning. People’s lives have been com-
pletely changed with the rapid development of the society.
Every family built a new house. In order to improve the
living environment, the villagers not only built many
modern reinforced concrete buildings across the country but
also demolished old buildings and built new ones. ,e taller
the building, the more various shapes are spread across the
country [1]. With the development of the economy, modern
people pay little attention to rural planning, and rural

landscape planning has long been ignored by people and
cannot be evaluated. ,erefore, the use of virtual reality
technology has a very practical impact on the orderly
planning of rural landscapes.

1.2. RelatedWork. Although our country’s research on rural
landscapes started relatively late, relevant scientists have
conducted a lot of research studies on our situation, con-
tinued to carry out theoretical summaries and practices, and
have achieved fruitful results. Ding started with the concept
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of the pastoral complex, analyzed the characteristics of the
current rural landscape and its existing advantages, and
proposed an industrial modernization strategy to encourage
the transition to the traditional second and third agribusi-
ness. ,rough the organic integration of cross-industry and
multifunctional spatial units, people can regain the rural
landscape, while enabling urban residents and knowledge
flow to obtain land and promote the development of the
rural economy [2]. Tian discussed the protection of the
natural ecological environment and the pursuit of sustain-
able development, while considering the cultural charac-
teristics of the area and analyzing various types of rural
landscapes, such as “rural settlement landscape, rural eco-
logical landscape, and rural production landscape.” In the
end, he suggested respecting the traditional rural structure,
establishing a warm housing model, creating comfortable
rural living spaces, and enhancing the characteristics of rural
areas. ,e landscape must respond to the suggestions of
other rural landscape plans, which provide a theoretical basis
for economic and civil isolation and the actual rural land-
scape [3]. Huang et al. after visiting and exploring 30
beautiful villages in Changzhi City, Shanxi, Shaanxi, de-
termined that the rural landscape planning and design needs
to be changed urgently, with the disappearance of local
characteristics, lack of environmental protection, lack of
public participation and scientific control, and other issues.
To this end, four planning and design principles regarding
integrity, regional characteristics, environmental protection,
and sustainability are proposed, as well as three planning
strategies for rural, productive, and natural ecological
landscapes. For example, in Gucheng Village, Xin’anquan
Town, Lucheng City, he conducted planning and design
analysis and put forward rural landscape planning and
design suggestions related to creating beautiful landscapes
[4]. Zhao et al. conducted a field survey on the current
planning status of Miyun District in Beijing, explained re-
source conservation and its application in rural landscape
planning, and provided references for future rural landscape
planning [5]. Wang et al. Taking Yongji Village, Mingshui
County, Heilongjiang Province as an example, in order to
solve the important problems existing in the current
landscape use, relevant investigations were carried out from
four aspects: residential building landscape, public facilities
landscape, streetscape, and water resources [6]. Finding and
proposing reasonable solutions, problem strategies, and
insights are of reference significance for building beautiful
towns in the region. In summary, judging from the current
status of rural landscape research in the past, most of them
have proposed various methods and strategies to plan rural
landscapes and rarely mentioned the application of virtual
technology to rural landscape planning [7].

1.3. Innovations in )is Article. ,e innovations of this
paper are mainly reflected in the following aspects. (1)
Using virtual technology to construct a rural landscape
roaming landscape system for rural landscape planning.
(2) ,is paper selects the SURF algorithm which is su-
perior to the SIFT algorithm in extracting feature points.

(3) ,is article is based on the Lumion platform and in-
tegrates the results of digital technology applications and
research in various stages of rural landscapes. In a gradual
process, a low-cost, high-efficiency comprehensive digital
virtual reality construction of rural landscapes can be
realized.

2. Related Theories of Virtual
Reality Technology

Virtual reality (VR for short) refers to the artificial media
space created by computers. It is virtual but also realistic. It
allows people to enter a virtual environment through
multimedia sensor interaction devices and produces an
immersive feeling. With the rapid development of computer
software and hardware technology, the application of
computer graphics in various industries has also developed
rapidly. Virtual reality, scientific visualization, and computer
animation have become the three major research directions
of computer graphics in recent years [8]. ,is kind of virtual
environment is an environment that can be generated by a
computer. It can be either a simulation of the real world or a
conceived world. Virtual reality has three most prominent
features. ,e first feature is interactivity, through the use of
virtual interactive equipment to achieve natural interaction
and operation between participants and virtual environment
objects; the second feature is immersion, which allows
participants to be physically present the real feeling of the
environment; the third feature is conception. Participants
can get perceptual and rational knowledge through the
virtual environment, thereby deepening the concept and
germinating new ideas. Virtual reality is a new practical
technology involving many disciplines. It integrates ad-
vanced computer, sensing and measurement, simulation,
and microelectronics technology. It began with the needs of
the military field and played a very important role in sim-
ulation and training in the military and aerospace fields. In
computer technology, it is particularly dependent on
computer graphics, artificial intelligence, network technol-
ogy, man-machine interface technology, and computer
simulation technology [9, 10].

2.1. Application of Virtual Technology in Various Fields.
,e advancement of virtual reality technology has been
widely used in education, medicine, entertainment, tech-
nology, industry, manufacturing, construction, and com-
merce. See Figure 1 for details.

2.2. Overview of Virtual 3D Modeling Technology. Virtual
reality technology is a brand-new human-computer in-
teraction technology that can truly simulate vision, hearing,
motion, and other human behaviors in the natural envi-
ronment. ,e ultimate goal is to place the user in a
computer-generated virtual environment. Virtual envi-
ronment modeling is one of the core technologies of virtual
reality technology and the basis for creating virtual reality
systems [5].
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2.2.1. Main Technical Indicators of Virtual Reality Modeling.
,e quality of model construction directly affects the quality
of the entire virtual reality system. ,erefore, it is necessary
to build a good virtual environment to understand the key
technical parameters of modeling in more detail [11, 12].

,e main technical indicators for evaluating virtual
environment modeling are as follows:

① Display Speed. Many applications have large display
time limits. Interactive applications want the response
time as short as possible. Too long response time can
have a significant impact on system availability.
② AccuracyIt is a measure of the accuracy of the model
representation of actual objects and is one of the key
elements to express the reliability of the scene.
③ Ease of Use. Building an effective model is a very
complex task. Modelers need to represent the shape and
behavior of objects as accurately as possible. ,rough
modeling technology, the design and development of
excellent models are as simple as possible.
④ Real-Time Display.In the virtual environment, the
display of the model must be above a certain frame rate
limit, which often requires fast display algorithms and
model simplification algorithms.

⑤Manipulation Efficiency. In practical applications, in
a virtual environment with multiple moving objects,
model display, motion model movement, and collision
detection are very common tasks that must be effec-
tively implemented.

⑥ Extensive,e breadth of modeling technology refers
to the range of objects that can be represented. Good
modeling technology can provide various geometric,
physical, and behavioral object models [13, 14].

2.2.2. Features of Virtual Reality Modeling Technology.
,e virtual reality system emphasizes immersion and real-
ism. In other words, it requires a high degree of authenticity,
emphasizes natural interaction, and meets the requirements
of real-time interaction. Generally, it can produce an
immersive feeling in a realistic environment and can meet
the needs of real-time and interactivity. Real-time and reality
are the basic criteria for evaluating many computer graphics’
algorithms. In the process of VR modeling, authenticity, real
time, and interactivity are the basic principles of the dis-
tinctive features of virtual reality modeling.

2.2.3. Basic Content of Virtual Reality Modeling. Virtual
reality 3D modeling can be divided into data modeling and
process modeling. Data modeling includes continuous
modeling and discrete modeling. Process modeling includes
fractal modeling, image modeling, graphic modeling, geo-
metric modeling, and hybrid modeling. Virtual reality
modeling has mainly experienced the development process
from geometric modeling to physical modeling and behavior
modeling. ,e modeling of the virtual environment is the
basis of the entire virtual reality system, including visual 3D
modeling and audible 3D modeling [15].
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Figure 1: Application of virtual technology in various fields.
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2.3. Instantiation Technology. When a three-dimensional
composite model has multiple objects with the same geo-
metric shapes and attributes but different positions, in-
stantiation technology can be used. Instantiation is an
algorithm used in graphics, which can save computer op-
erating costs [16]. If you create multiple objects with the
same shape and attributes, the normal copy method will
double the number of polygons for each other object.
However, the instantiation technology can increase the
number of similar objects without increasing the number of
polygons. Instancing can greatly reduce the number of
polygons in the scene and save a lot of memory. Using this
technology in distributed simulation can greatly reduce the
workload of data transmission [17, 18].

,e main processing method of instantiation technology
is matrix transformation. It sacrificed time for memory
space. ,e geometric transformation matrix of the object in
the three-dimensional space can be expressed by T3D, and
the translation, rotation, and scaling can be expressed as a
unified matrix multiplication form. ,e expression is as
follows:

T3D �

a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

,e unified matrix can be derived for each transfor-
mation matrix:

2.3.1. Translation Transformation. If the object position is a
point P(x, y, z) and the target translates Tx, Ty, andTz

positions in the three axis directions, the translation
transformation matrix is as follows:

x′ y′ z′ 1  � x y z 1 

1 0 0 0

0 1 0 0

0 0 1 0

Tx Ty Tz 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� x + Ty z + Tz 1


.

(2)

2.3.2. Scale Conversion. If the scaling ratio is (Sx, Sy, Sz),
then the reference point of the scale transformation is
(Xf, Yf, Zf), and the matrix is as follows:

x′ y′ z′ 1  � x y z 1  �

Sx 0 0 0

0 Sy 0 0

0 0 Sz 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3)

,e process of making ratio F(Xf, Yf, Zf) and rotating
transformation relative to the reference point is divided into
three steps:

(1) Move the coordinate origin to the reference point F
(2) Proportion and rotation transformation are made

relative to the origin in the new coordinate system
(3) Move the coordinate system back to the origin

2.3.3. Rotation Transformation around the Coordinate Axis.
In the right-hand coordinate system, the transformation
formula for rotating angle A relative to the origin of the
coordinate system around the coordinate axis is as follows.

Rotation around the θ axis is follows:

x′ y′ z′ 1  � x y z 1 

1 0 0 0

0 cos θ sin θ 0

0 −sin θ cos θ 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

Rotation around the y axis:

x′ y′ z′ 1  � x y z 1 

cos θ 0 −sin θ 0

0 1 0 0

sin θ 0 cos θ 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5)

Rotation around the Z axis:

x′ y′ z′ 1  � x y z 1 

cos θ sin θ 0 0

−sin θ cos θ 0 0

0 0 1 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6)

,e instantiation technology is mainly used to save
storage space. In this sense, it takes up less memory and is
faster to view. At the same time, the geometric position of
the object must be determined by geometric transformation
so that the system increases with the number of instance
objects. ,e calculation is clear. Other calculations will slow
down the system and affect the real-time performance of the
system. ,erefore, when using the instantiation technology,
the number of instance objects and geometric transforma-
tion must be carefully considered, so as not to affect the real-
time performance of the system [19, 20].

2.4.)ree-Dimensional Panoramic Technology. Based on the
various characteristics of 3D panoramic images, 3D pano-
ramic images have a very wide range of applications. It has
been applied to many fields such as virtual campus con-
struction, tourism landscape display, commercial product
display, real-estate display, hotel display, and automobile
display [21, 22].

2.4.1. Camera Imaging and Transformation Model between
Images. Before studying the panoramic image generation
technology, it is necessary to theoretically understand the
transformation relationship model between camera imaging
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and images. ,e camera is placed in the objective three-
dimensional world in a certain posture. Usually, the uni-
versal coordinate system and the camera coordinate system
do not completely overlap, but have a rotation and parallel
relationship. In the secondary coordinates, the meaning of
these relationships is represented by a 4× 4 matrix:
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In the formula, C is the camera coordinate system co-
ordinates, W is the world coordinate system coordinates, T is
a 3×1 translation vector, R is a 3× 3 rotation vector, and 0 is
a 1× 3 vector with all 0 elements.

,e camera perspective photography formula is
expressed as follows:
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,e computer uses a two-dimensional matrix to rep-
resent an image pixel by pixel, where one point corresponds
to one pixel. Usually, the lower-left corner of the plane is the
origin, and the coordinates (u, v) of each pixel are the
number of columns and rows of pixels in the image.
,erefore, in order to facilitate computer processing, the
image plane needs to be set to represent pixels in physical
size units. ,e two-formula conversion formulas are as
follows:
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In the formula, (u0, v0) is the coordinates of point O in
the coordinate system o − uv and dx anddy represent the
width and height of each pixel (in physical dimensions).

Combining the above three equations, the relationship
between the image plane coordinate system and the world
coordinate system can be obtained:

Zc �

1
dx

0 u0

0
1

dy

v0

0 0 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

f 0 0 0

0 f 0 0

0 0 1 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

R T

0 1
⎛⎝ ⎞⎠

Xw

Yw

Zw

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

�

f

dx

o u0 0

0
f

dy

v0 0

0 0 1 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

R T

0 1
⎛⎝ ⎞⎠

Xw

Yw

Zw

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� K

R T

0 1
⎛⎝ ⎞⎠

Xw

Yw

Zw

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� P

Xw

Yw

Zw

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(10)

In the formula, the matrix P is called the projective row
and column; the matrix P only corresponds to the camera’s
internal parameters(f, dx, dy, u0, and v0), which in turn
correspond to the focal length of the camera, the aspect ratio
of the lens, and the average coordinates of the image. ,e T

vector and R vector are determined by the position and
direction of the camera relative to the coordinate system,
which are called external camera parameters. If the internal
and external parameters of the camera are known, the co-
ordinates of the image plane of a point in the three-di-
mensional space are determined according to the formula,
and vice versa.

2.4.2. Image Transformation Model. Commonly used graph
transformation models include parallel motion transfor-
mation, rotation transformation, rigid body transformation,
similarity transformation, affine transformation, and per-
spective transformation. ,e rigid transformation keeps the
size of the object unchanged, the similar transformation
keeps the angle between the lines unchanged, and the affine
transformation keeps the parallel relationship of parallel
lines [23].

,e image transformation model describes the coordi-
nate transformation relationship between two three-di-
mensional images. ,e image conversion model is the key
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technology for 3D panoramic image generation. Before the
panoramic image is generated, an appropriate image
transformation model must be selected. In homogeneous
coordinates, it is usually expressed by a 3× 3 matrix. As-
suming that a point P(x, y) on the original image is
transformed to a point P′(x′, y′) using a certain image
transformation model M, their relationship is as follows:
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In the formula, the matrix R formed by
h11, h12, h21, and h22 describes the rotation and scale changes
between images; the vector T formed by h13 and h23 describes
the translation between images, h13 is the displacement in
the horizontal direction, and h23 is the displacement in the
vertical direction; ,e vector C composed of h31 and h32
describes the keystone distortion of the perspective trans-
formation between images, that is, the amount of defor-
mation in the horizontal and vertical directions.

2.5. Commonly Used Feature Point Extraction Techniques.
Image features are points that have recognizable features in
the image. Properties such as brightness, color, curvature,
and texture are usually different from adjacent points, for
example, corner points, straight-line intersections, discon-
tinuous points, points with maximum curvature on the
contour, etc. Feature point extraction technology includes
identifying and describing points in an image that have
different attributes from neighboring points. ,e selected
feature points should be clear, easy to extract, and well
distributed in the image. In order to uniquely identify each
feature point and the requirements of the next feature point
adaptation module, usually a smaller neighborhood around
the feature point is selected, and a feature-point descriptor
vector is generated according to a specific measurement
method [17, 24].

,e ideal feature point extraction technology should
meet the criteria of repeatability, precise positioning, lo-
cality, moderate quantity, high efficiency, and robustness.
Commonly used feature point extraction techniques include
SUSAN, Harris, and SIFT, which are all feature point ex-
traction algorithms based on brightness [25].

2.5.1. SIFT Algorithm. ,e SIFT algorithm recognizes and
describes the local feature points of the image. ,ese local
feature points are invariant to the transformation, rotation,
scaling, and affine transformation in the scaling space. ,e
basic idea of the SIFTalgorithm is as follows: first, detect the
end point in the scale space, determine the scale and position
of the end point, then use the main tilt direction of the small
neighborhood where the end point is located as the direction

feature of the target, and finally use the extreme point
neighborhood gradient information. Generate feature-point
descriptors with 128 dimensions. ,e SIFT algorithm gen-
erally has the following four main steps:

Step 1. Detect extreme points in the scale space.
In order to make feature points have scale invariance,
the scale space is introduced. ,e scale space is an
analysis method that convolves the original image with
the function G(x, y, σ) of different scales to map the
original image to the scale space. ,e small scale can
show the detailed features of the original image, and the
large scale describes the general features of the original
image [26, 27].
,e scale space of a two-dimensional gray image is as
follows:

L(x, y, σ) � G(x, y, σ)∗ I(x, y),

G(x, y, σ) �
1

2πσ2
e

− x2+y2( )/2σ2( ).

(12)

G(x, y, σ) is the scale-variable Gaussian function,
I(x, y) is the grayscale image of the original image, the
symbol ∗ represents the convolution operation, (x, y)

represents the position of the pixel in the image, and σ
represents the scale space factor. ,e smaller the σ
value, the smaller the corresponding scale, the more
image details are retained. As σ gradually increases, the
image is smoothed more and more, leaving only the
overview of the image.
In order to efficiently detect stable feature points in the
scale space, it is necessary to use the Gaussian difference
function to project the source image into the difference
scale space. ,e difference function is the difference
between two kernels of different scales, defined as
follows:

D(x, y, σ) � (G(x, y, kσ) − G(x, y, σ))∗ I(x, y),

� L(x, y, kσ) − L(x, y, σ).

(13)

In the formula, k is a constant. In actual imple-
mentation, the subtraction of two adjacent scale images
in the scale space L(x, y, σ) is used to obtain the dif-
ferential scale space D(x, y, σ) because the subtraction
operation greatly reduces the calculation amount.
Step 2. Screen and accurately locate feature points.
,e detection in the previous step obtained a set of
candidate feature points with scale invariance.
However, these candidate feature points include
some unstable feature points, such as points on the
edges of low-contrast points, which are extremely
susceptible to noise. ,erefore, in this step, candidate
feature points need to be screened to eliminate un-
stable feature points.
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First, apply a quadratic function that accurately esti-
mates the location and proportion of feature points
based on the data around the candidate feature points
and then is affected by noise such as “apply some simple
points.” For example, points with low contrast and
curved edges are excluded from the threshold. Improve
regulation stability and noise suppression.
To delete low-contrast candidate feature points, first fit
a quadratic function according to the data around the
candidate feature points to accurately estimate the
position and proportion of the feature points:

D(X) � D +
zD

T

zX
X +

1
2
X

Tz
2
D

zX
2 X,

X � −
z
2
D

− 1

zX
2

zD

zX
.

(14)

In the formula, X � (x, y, σ)T represents the offset of
the original sample point.
Delete candidate feature points on the edge. Edge
points usually have these characteristics. ,e curvature
in one direction along the edge is small, and the cur-
vature in the direction perpendicular to the edge in-
creases. ,erefore, if the principal curvature ratio is too
large, edge points can be removed because the eigen-
values of the Hessian matrix are proportional to the
principal curvature. ,erefore, the principal curvature
is calculated by the Hessianmatrix.,e complexmatrix
eigenvalues cannot be analyzed to improve the calcu-
lation efficiency, but the ratio matrix is calculated:

H �

Dxx Dxy

Dxy Dyy

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦,

Tr(H) � Dxx + Dyy � α + β,

Det(H) � DxxDyy − Dxy 
2

� αβ,
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Tr(H)

2

Det(H)
�
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2

(αβ)
�
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2

cβ2
�

(c + 1)
2

c
.

(15)

,e value of the ratio only depends on r and has
nothing to do with the size of α and β. When
r � 1 (α � β), the ratio takes the minimum value; as r

increases, the ratio also increases. ,erefore, the edge
points can be eliminated by ratio calculation.
Step 3. Specify the direction of feature points.
Due to the rotation invariance of the feature point
descriptor, the main tilt direction of the pixel in the
small local neighbor where the feature point is located
is called the directional feature of the feature point. ,e
small communities in this area are concentrated on the
characteristic points, and the 1.5σ perimeter is a circle
with a radius. Use the formula to find the gradient
coefficient m(x, y) and direction θ(x, y) of each pixel
in the smaller local neighborhood:

m(x, y) �

�����������������������������������������������

(L(x + 1, y) − L(x − 1, y))
2

+(L(x, y + 1) − L(x, y − 1))
2



,

θ(x, y) � arctan
(L(x, y + 1) − L(x, y − 1))

(L(x + 1, y) − L(x − 1, y))
 .

(16)

In the formula, L is the scale space image of the feature
point (scale is σ), and (x, y) is its coordinates.
Step 4. Generate local feature point descriptors.

A 16×16 rectangular area centered on the feature point
and the feature point direction: use a function (which is a
measure of variance feature points) to weight the gradient
coefficient values of all pixels in the rectangular area, and
divide a 16×16 area into 16 4× 4 subareas. For each
partition, you can use the same as in step 3..

2.5.2. SURF Algorithm. ,e SURF is a fast and powerful
method for identifying and describing local invariant
feature points. ,e overall thinking process of the SURF
algorithm is similar to that of the SIFT algorithm, but the
feature-point detection module uses a box filter to ap-
proximate the function and uses the integral image to
speed up the convolution and calculation speed; in the

feature point direction module, the radius is represented
by 6σ (σ is the scale of the image where the feature point is
located). ,e extreme value of the wavelet response of the
Haar in the circle represents the direction of the feature
point; in the feature-point description module, the sum of
the horizontal and vertical Haar wavelet responses is
relative to the feature point direction and the response.
,e sum of absolute values constitutes the descriptor
vector [28].

,e integral image is defined as follows:

I(x, y) � 

i≤x

i�0


j≤y

j�0
I(x, y). (17)

In the formula, I(x, y) is the original grayscale image
and I(x, y) represents the sum of all pixels in the matrix
area with the image origin and point (x, y) as the diagonal
vertices.
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2.6. )ree-Dimensional Modeling Technology. Virtual tech-
nology is realized by modeling in a virtual environment.
Modeling is actually the real environment of simulation.
Before modeling, use conventional radiation or laser scan-
ning, take photos and other methods to obtain 3D data
required for modeling, align them, and bring the aligned
data into appropriate 3D modeling software to create virtual
scene models [29].

2.7. Real Rendering Technology. In a virtual reality system, a
certain sense of reality must be given to the virtual scene so
that users can experience immersion. ,erefore, the main
task of photorealism reception is to simulate the visual
characteristics of real objects, such as the optical properties,
texture, smoothness, and other characteristics of the object
surface, in order tomaximize the final image effect of the real
scene.

2.8. Human-Computer Interaction Technology. Virtual
simulation technology can use input or output devices (such
as helmet display technology, data globe, and data clothing)
to obtain a free world for interacting with virtual objects, just
like they are in the real world, but this is not very good. It can
also interact with the body and limbs, including hands, ears,
and knees, which is a natural interaction technology in a
virtual environment. In recent years, some scientists are
continuing to improve their existing interactive hardware
and software to improve people’s natural interaction in the
virtual environment and, at the same time, strengthen re-
search with new interactive methods. Gesture recognition,
speech recognition, gaze tracking, and other interactive
technologies have been widely used in virtual reality, and
they are more common and convenient-focused interactive
technologies.

3. Practical Application of Virtual Reality
Technology in Rural Landscape Planning

,is chapter is based on the Lumion platform and integrates
the results of digital technology applications and research in
various stages of rural landscapes. In a gradual process, a
low-cost, high-efficiency, comprehensive digital virtual re-
ality construction of rural landscapes can be realized. ,is
method is not only the integration of the previous results but
also the overall improvement of the protection of the rural
landscape. Realization through the virtual reality platform
cannot only better serve rural tourism and publicity but also
improve the accuracy of rural protective planning and de-
sign, thereby effectively improving the implementation ef-
fect of protection projects.

3.1. Collection of 3D Information of Rural Landscape
Architecture in a Certain Place

3.1.1. Surveying and Mapping )ree-Dimensional Data.
,emeasurement of data on the doors, windows, beams, etc., of
rural buildings has two functions. One is to make postmodels,
but to prepare for the digitalization of subsequent buildings. At

this stage, the focus is on various data such as the plan, elevation,
and section of the rural building, and even the high-definition
digital camera is used to photograph the building, the sur-
rounding environment, and some details, so as to have a ref-
erence when making the building model and scenery.
According to the basis, in addition, some building structural
components should be sketched by hand in order to better
understand and refer to it later. In the measurement, we should
not only pay attention to the rural building itself but also carry
out some measurement work on the surrounding environment
of the building. For example, do some understanding and
related data work on the entire topography, landform of the
village, and the greening situation around the village houses to
pursue the artistic beauty of the rural landscape. In order to
measure accuracy, expensive high-end measuring instruments,
and advanced technical means must be used. For example, 3D
laser scanning technology can be used to complete the ac-
quisition of spatial information of historical buildings.

3.1.2. Photo Shooting of the Rural Landscape. ,e work at
this stage is of great significance to the restoration of the later
ancient buildings because the on-site photos can clearly and
intuitively reflect any changes in the building and can also be
used as basic materials for later restoration at any time, such
as the compilation inside and the compilation of doors and
windows. In addition, these photos can also be used as a
reference for future building restoration. ,rough com-
parison, we found that the building can be restored to its
original appearance through many details; therefore, in the
shooting process, not only high-definition angle shooting,
but also classified shooting; not only to distinguish the long-
term view and the close-up view of the building, but also to
pay attention to the exterior wall, structural form, etc. After
shooting, number the photos in the texture map accordingly
and even the detailed texture and plane CAD of brick
structure, stone structure, ceramic tile, wood structure, etc.
,e graphs match, so the model will not cause confusion. At
the same time, try to avoid obstacles blocking details, such as
a surface that needs to be used as a texture. After completing
this model, this is the only way to ensure the quality of
texture photos and the difficulty and workload of processing
textures.

3.1.3. Classifying and Summarizing the Information. ,is
stage is mainly to sort and organize the data and pictures
collected in the previous stages. First, classify the photos.,e
compilation objects include the following: historical pic-
tures, architectural panoramas and landscapes, all building
facades, individual building components, and inspection
nodes are numbered according to certain rules.,e next step
is the surveying and mapping data. ,e principle of data
sorting is to ensure that it is simple and clear, so as to prevent
the production staff from seeing flowers. AutoCAD software
can be used for drawing to accurately record the various data
of the entity. Data classification also helps to improve the
efficiency of team development and collaboration which is
very useful for engineers after model making.
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3.2. Establishment of a)ree-Dimensional Model of the Rural
Landscape. In the preliminary investigation stage of the
thesis, we carried out detailed on-site surveying and map-
ping work, completed the field survey of the rural landscape,
and obtained accurate plane and elevation data. Based on the
CAD plan drawing, three-dimensional modeling can be
developed. ,e author mainly uses Sketch Up and 3DSMAX
3D software for modeling and also uses Rhino software
sparingly. Based on Sketch Up and 3DSMAX-based mod-
eling methods and focusing on the characteristics of the two
software, there are focused choices. Let us take the SketchUp
modeling method as an example. ,e generated model is
mainly surface.,e advantage is that the file size is small and
must meet a large number of models. ,e disadvantage is
that the model is not very accurate, and the model is easy to
cut and overlap lines. ,e model created using the 3DSMAX
example is mainly based on points and lines, and the surface
is optimized using points and lines. ,e model perfectly
represents a high level of accuracy and detail. ,e disad-
vantage is that the model is large in size and occupies a lot of
memory, which increases the computational pressure of
computer hardware equipment. At the same time, the ac-
curacy of CAD drawings is high during the modeling
process. If there are heavy lines and nonclosed line segments
in the drawings, it will cause the model to appear broken. At
the same time, the commonly used modeling software is
Rhino, which has high accuracy in the arc of themodel and is
often used in the modeling of industrial products. Rural
buildings rarely have curved shapes, so they are not often
used in architectural modeling.

3.2.1. Establishment of a )ree-Dimensional Model of Tra-
ditional Houses Based on SketchUP. In the process of func-
tional design and development, SketchUp modeling software
considered the rapidmodeling requirements of 3D software and
introduced the concept of virtual reality development.
According to the development ofmodeling functions, SketchUp
software simplifies the details and accuracy of model processing
in themodeling phase and emphasizes the speed and ease of use
of modeling. Simple user interface and powerful function
settings can significantly improve modeling efficiency and re-
duce the amount of computer calculations. ,e requirements
for CAD drawings are also greatly reduced, so there is no need
to provide a full set of drawings. In the actual operation, a rapid
modeling and preliminary restoration plan is created according
to the local conditions of the rural landscape and residential
buildings; at the same time, in the process of coordinating the
restoration, the communication opinions between the designer
and the expert can also be directly used in the model creation
and space modification, which greatly improves the work ef-
ficiency and realizes the rapid effect preview. In the develop-
ment of virtual reality-based functions, SketchUp software
provides powerful 3D visualization functions, which greatly
enriches the visual presentation of the space and realizes timely
preview of effects. At the same time, the functional architecture
of virtual reality is also combined with the Internet platform,
which can smoothly import files into the platform to establish a
virtual display of models and real scenes, which greatly

improves the visual experience and establishes an intuitive effect
display. It is very suitable for reuse when the country is fully
digitalized to establish a virtual reality scene.

On the basis of the completion of the modeling work, the
scale and structure of the model were adjusted many times,
and the structural relationship of the model was explained as
clearly as possible, and the connection method of the
building construction was restored. Comparing the real-life
photos in the original appearance of the countryside, attach
the material to the white film to restore the authenticity of
the houses.

3.2.2. Establishment of a )ree-Dimensional Model of Tra-
ditional Houses Based on 3DSMAX. For the more complete
protection of traditional dwellings and ancient building
systems with the high historical value, the follow-up pro-
tection work should be done to maintain or optimize the
current status quo as much as possible. After the imple-
mentation of physical protection measures, digital protec-
tion should also be carried out. To protect the residences of
great significance, a thorough site survey and detailed data
surveying and mapping are carried out to provide accurate
data and reference systems for the later digital 3D modeling.
,rough the modeling of three-dimensional software, the
later material rendering, effect debugging, the virtual im-
aging, and the restoration of the physical space are realized.
Taking 3DSMAXmodeling as an example, the model is more
sleek, more segmented (the surface enclosed by points and
lines can be automatically optimized), the model is highly
accurate, the rendered image quality is excellent, and the
picture is realistic. It meets the needs of high-quality
modeling and is often used to make high-value digital 3D
models of traditional houses.

In the process of creating the 3DSMAX model, relying
on its fine segmentation and accurate data, the various
modules of the object are restored one by one, and it is often
used in the field of high-precision modeling. ,rough the
comparison chart, it can be concluded that the 3DSMAX
model, through the adjustment of the material and the
simulation of the lighting environment, has clear picture
quality and excellent effects, which vividly restore the
original appearance of the countryside. ,rough the post-
beautification processing of the image processing software
Photoshop, a realistic real-life simulation is achieved. ,e
rendered renderings are of practical significance for the
guidance in the transformation process.

3.3. Establishment of Rural Virtual Reality Based on Lumion
Technology. Lumion is a real-time 3D visualization tool for
making movies or photos. Related disciplines include ar-
chitecture, planning, and design. We can also provide live
demonstrations. ,e advantage of Lumion lies in its ability
to provide excellent images. It combines a fast and efficient
workflow to save time, energy, and money, and people can
create virtual reality on the computer. Lumion reduces
production time by rendering high-resolution movies faster
than ever, and the video shows how to create visualizations
of amazing structures in seconds. In addition, you can
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directly import, edit, and use files compatible with SketchUp
and 3DSMAX files. In short, it provides ease of use, speed,
low cost, and various functions that are very suitable for
virtual roaming in the countryside.

3.3.1. Virtual Reality Scene Production. SketchUp files are
compatible with Lumion software. Act-3D adds more than
330 new objects, such as furniture, flags, and new cars. ,e
existing character set has also been expanded to include
multiple high-quality 3D animated characters, and the
number of postprocessing effects, such as weather and ar-
tistic painting effects, has greatly increased. ,rough rapid
rendering technology, even if you add more buildings,
vegetation, mountains, and other landscape elements will
not affect its fluency. As the principle of gradual progress, it
strives to realize the comprehensive digitization of ancient
villages at a lower cost, and it has huge technical advantages
in terms of establishing the final operation platform of
virtual reality scenes.

3.3.2. Importing the Overall Model into the Virtual Reality
Platform. Put the overall model established in Sketch Up
software into proper order, save the dac format, and import
it into Lumion software. ,ere are many scenes on the
Lumion platform that can be selected as the background,
mainly the following typical scenes: valleys, rivers, hills and
plains, nature, seascapes, etc. We can choose according to
the needs of the object, such as the building scene in the
countryside above us to choose a natural and idyllic plain
and mountains as the background, and the “sky box” in
virtual reality is very similar to this kind of scene.

3.3.3. Scene Optimization. ,e postoptimization function of
the Lumion software is relatively powerful. It can re-opti-
mize the terrain scene imported in the early stage. For
example, the terrain surface can be adjusted through the
stretching function to make it rougher or smoother, or it can
be made according to the nature of the terrain. ,e texture
generates a scene close to the real geographical environment,
which can be optimized to generate terraces that simulate
rock walls or the terrain of villages surrounded by lakes.

3.4. Virtual Reality Scene Application. Lumion is more
flexible in operability and practical functions. ,rough the
operation and editing of various functions in the virtual
scene, we can feel more real in the digital virtual experience
of the rural landscape. During the interaction, we can walk
freely or take a certain means of transportation. ,e digital
dynamic simulation of the rural landscape can be realized
through repeated editing, and static or dynamic images can
be generated.

3.4.1. Editing and Touring Based on Virtual Reality.
Lumion can completely inherit the materials contained in
the SketchUp platform, their display effects are the same,
and they can be optimized and edited repeatedly; in order to

distinguish objects, we can also import different solid color
blocks in the SketchUp software, such as red, yellow, and
blue so that it is clear at a glance. After completing the above
steps, use the Lumion software to paste the material on the
object. Since the calculation logic of the Lumion software
platform is based on the same material as the basic selection
unit for editing, it is necessary to distinguish objects of
different materials in SketchUp. If the final effect after the
material is pasted is quite different from the previous design,
it can be optimized and modified on the Lumion platform.

After inserting the materials, there are two ways to
obtain these plants, one of which comes from Lumion’s own
plant library. ,is plant library contains various buildings,
cars, people, animals, streets, street decorations, soil, stones,
etc., dynamic and static, with various shapes and colors,
which can meet the needs of various scenes. Another way is
to make it directly from SpeedTree. ,e advantage of this
method is that it is more flexible and can satisfy some rare or
unique plants, making the botanical library more abundant.
,ese colorful botanical libraries bring great convenience to
the later scene configuration and also assist the designer in
the green design of the site. ,e scene is configured, and
then, you can modify and adjust the model. ,ere are two
ways to choose. ,e first is to directly import the model
components into the virtual reality scene, and the second is
to modify the SketchUp scene model. ,e former method is
restricted by the Lumion software and can only be placed in
a scene that does not require high size, while the latter is
relatively complicated, it must be operated under the logic of
the SketchUp software and can be placed in some more
precise sizes. Above, the two methods have their own ad-
vantages and disadvantages. ,ese two methods cooperate
with each other to achieve a perfect dynamic simulation of
rural landscape renovation. For example, adding some
landscape sketches to a certain scene can choose the first
type, which is convenient and easy to implement; for ex-
ample, the second method can be used to demolish privately
constructed buildings, which can be accurately presented
and can facilitate analysis and research. ,rough the use of
virtual reality technology, the real scene of the rural land-
scape can be greatly restored, and through this interactive
control process, a tour of the detailed scene of the rural
landscape and the overall environment can be realized.

3.4.2. Static Image Rendering and Animation Production
Based on Virtual Reality. Compared with other 3D software,
Lumion has a faster rendering speed, and the rendering time
under the same conditions is ten times faster than other
software, which greatly improves work efficiency. It also has
a night-vision rendering system that can turn into a beautiful
night sky scene with dim moonlight and sky. Another
function of the rendering engine is to improve the sound
mapping and light occlusion in the screen area. ,e Act 3D
demo scene looks good.

3.4.3. Experimental Experience Detection Stage. When the
virtual roaming system is installed by default, users should
be able to test the entire system based on experimental
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experience, such as swelling detection.,e user’s actions and
the movement of objects in the virtual environment will
cause frequent expansion between objects, and the corre-
sponding collision response will be calculated, and the
screen result can be updated. Otherwise, an intrusion will
occur between objects. When problems occur, timely
feedback and corrections are required to ensure the au-
thenticity of the final roaming environment.

4. Application Analysis of Virtual Reality
Technology in the Analysis of the Three-
Dimensional Assessment System of Zural
Landscape Planning

4.1. Performance Comparison of Feature Point Extraction
Algorithms. In order to find a universal feature point ex-
traction algorithm, this experiment will compare the SIFT
algorithm and the SURF algorithm from three aspects: the
number of feature points extracted by the algorithm, the
time required for the algorithm, and the number of correct
matching point pairs. ,e images used in the experiment
are all extracted from the video taken by the camera. ,e
video is captured by the camera in indoor and outdoor
environments. In order to make the data comparable, the
same feature point matching algorithm is used to match the
feature points extracted by the SIFT and SURF in the
experiment. For details, see Tables 1 and 2 and Figures 1
and 2.

It can be seen from Table 1 and Figure 2 that, in the
SHIFT algorithm, the number of correct matching points in
the first group is 114, the second group has 55 matching
points, and the third group has 13 correct matching points.
,e longest time for the second group B was 1.187 seconds,
and the shortest time was 0.5 second for the third group
A. In summary, the number of feature points extracted by
the SIFT algorithm and the number of correct matching
points are large, but it takes longer.

It can be seen fromTable 2 and Figure 3 that, in the SURF
algorithm, there are 62 correct matching points in the first
group, 28matching points in the second group, and 4 correct
matching points in the third group. ,e longest time for the
second group and the first group was 0.203 seconds, and the
shortest time was 0.109 seconds for the third group A. All in
all, the number of feature points and correct matching points
extracted by the SURF algorithm is not large, but they do not
take time.

In order to compare and analyze more intuitively,
which of the SURF algorithm and the SIFT algorithm runs
faster, compare the correct matching points and the re-
quired time of the two algorithms, respectively, as shown in
Figure 4.

,e comparative analysis shows that the SURF runs
faster than the SIFTalgorithm, and in the panorama image
generation process, when the image quality is good, the
number of effective feature points it can detect can meet
the requirements of estimating model parameters.
,erefore, the SURF can be used as a feature point de-
tection method.

4.2. Experience Test Analysis of the Virtual Roaming System in
Rural Landscape

4.2.1. Basic Situation of the Tester. In order to carry out the
experience test analysis of the virtual roaming system in
rural landscape, 25 people were randomly selected as ex-
perimental subjects in a certain village, and 5 of them were
0–18 years old (including 3 males and 2 females); 3 males 5
the age group is 18–28 years old (including 2 males and 3
females);5 of them were 18–28 years old (including 2 males
and 3 females); 5-person age group is 38–48 years old
(including 3 males and 2 females), and 5 people are over 48
years old (including 4 males and 1 female), see Table 3 and
Figure 5.

4.2.2. )e Tester’s Experience of the Rural Landscape Virtual
Roaming System. ,is experiment is based on the rural
landscape virtual-roaming system of a village, randomly
selecting 25 people (divided into 5 groups of 5 people) in
batches to enter the system with a real reduction degree of
30%, 45%, 60%, 75%, and 80% for the testing experiment.
,e true reduction degree of the first group is 30%; the true
reduction degree of the second group is 45%; the true re-
duction degree of the third group is 60%; the true reduction
degree of the fourth group is 75%; the true reduction degree
of the fifth group is 80%. Test the average stay time of 20
people in the system, the number of people who found the
penetration phenomenon, and the number of people who
returned to the origin. ,e test data is shown in Table 4.

It can be seen from Table 4 that the average stay time of
the first group was 2 minutes, and 5 people were found to
have penetrated the system, and 1 person returned to the
original point; the average stay time of the second group was
3.5 minutes, and 3 people were found to have penetrated the
system. 1 person returned to the origin; the average stay time
of the third group was 5 minutes, and 2 persons were found
to have penetrated the system, and 2 persons returned to the
origin; the average stay time of the fourth group was 8
minutes, and 1 person was found to have found the pene-
tration phenomenon, and 3 persons returned to the origin;
the average stay time of the fifth group was 8 minutes, and 1
person was found to have penetrated the system, and 4
people returned to the original point.

It can be seen from Table 4 and Figure 6 that when the
real reduction degree of the system goes from low to high,
the average stay time of people is longer. When the real
reduction degree is as high as 80%, the average residence
time is 8 minutes;the real reduction degree of the system at
that time increased from low to high, the number of people
who found penetration in the system gradually decreased.
When the true reduction degree was as high as 75%, the
number of people who found the penetration phenomenon
was 1; when the true reduction degree of the system went
from low to high, the number of people returning to the
original point gradually increased; when the true reduction
degree is as high as 80%, there are 4 people returning to the
original point. In summary, with the increase in the degree
of realism in the rural landscape virtual-roaming system, it is
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Table 1: ,e effect of the SIFT on extracting feature points.

Number of feature points Time required (s) Number of correct matches

No. 1 A 556 1.094 114B 472 0.969

No. 2 A 724 1.187 55B 437 0.828

No. 3 A 206 0.500 13B 257 0.578

Table 2: ,e effect of SURF on extracting feature points.

Number of feature points Time required (s) Number of correct matches

No. 1 A 226 0.203 62B 263 0.203

No. 2 A 158 0.141 28B 146 0.140

No. 3 A 95 0.109 4B 120 0.125
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Figure 2: ,e effect of the SIFT on extracting feature points.
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extremely difficult for people to find out whether they are in
virtual or reality, and their immersion in virtual reality is
getting deeper and deeper. ,is test also confirmed the
superiority of the virtual roaming system in rural landscapes,
and the experience is extremely effective.

4.2.3. Survey of Satisfaction of Testers on Experience of the
Virtual Roaming System in Rural Landscape. In order to
further understand the tester’s satisfaction with the

experience of the virtual roaming system in rural
landscape, 25 people who were tested were divided into
groups to conduct a questionnaire survey and scored at
the true reduction degree of 30%, 45%, 60%, 75%, and
80%. ,e score includes authenticity, interaction, im-
mersion, functionality, usage, expansion, and satisfac-
tion (the lowest score for each item is 0 point, and the
highest score is 10 points). See Table 5 and Figure 7 for
details.
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Figure 4: Comparison of the SIFT algorithm and SURF algorithm.

Table 3: Age group of testers.

0–18 years old 18–28 years old 28–38 years old 38–48 years old Over 48 years old
Male 3 2 1 3 4
Female 2 3 4 2 1

60%

40%

40%

60%
20%

80%

60%

40%

80%

20%

Male
Female

Figure 5: Age group of testers.

Table 4: Experience analysis of the virtual roaming system in rural landscape.

Average residence time Found penetration Back to the start
No. 1 2 5 1
No. 2 3.5 3 1
No. 3 5 2 2
No. 4 8 2 3
No. 5 8.5 1 4
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From Table 5, it can be concluded that when the true
reduction degree is 30%, the tester scores 1 point for au-
thenticity, 1 point for interaction, 1 point for immersion, 1
point for functionality, and 1 point for functionality. ,e
expansion score is 0 points, and the satisfaction score is 1
point; when the true reduction degree is 45%, the tester
scores 2 points for authenticity, 2 points for interaction, and
1 point for immersion. ,e function score is 1 point, the
function score is 2 points, the expansion score is 2 points,
and the satisfaction score is 2 points; when the true re-
duction degree is 60%, the tester’s authenticity score is 5
points, the degree of interaction score is 4, the immersion

score is 3, the functional score is 3, the functional score is 5,
the expansion score is 3, and the satisfaction score is 5; when
the true reduction is 75%, the test participants rated au-
thenticity as 7 points, interaction score as 6.5 points, im-
mersion score as 5.5 points, function score as 5 points,
function score as 7 points, expansion score as 7 points, and
satisfaction score as 7 points; when the true reduction degree
is 80%, the tester’s authenticity score is 8.5 points, the in-
teraction score is 9 points, the immersion score is 7.5 points,
the function score is 6 points, the function score is 7 points,
the degree of expansion score is 8 points, and the satisfaction
score is 9 points.
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Figure 6: Experience analysis of the virtual roaming system in rural landscape.

Table 5: Testers’ satisfaction with system experience.

Trueness Interaction Immersion Functionality Usage Expansion Satisfaction
No. 1 (30%) 1 2 1 1 0 0 1
No. 2 (45%) 2 2 1 1 1 1 2
No. 3 (60%) 5 4 3 3 5 3 5
No. 4 (75%) 7 6.5 5.5 5 7 6 6
No. 5 (80%) 8.5 9 7.5 6 7 8 9
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Figure 7: Testers’ satisfaction with system experience.
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It can be seen from Table 5 and Figure 7 that when the
true reduction degree of the system goes from low to
high, people’s satisfaction is higher. When the true re-
duction degree is as high as 80%, the satisfaction level is
as high as 9 points; when the true reduction degree of the
system goes from low to high, people’s sense of im-
mersion is getting deeper and deeper. When the true
reduction degree is 30%, the lowest score for immersion
is 1 point; when the true reduction degree is 80%, the
lowest score for immersion is 7.5 points; the true re-
duction degree of the system decreases to low when it
reaches high levels, and people’s interaction becomes
stronger and stronger. When the true reduction degree is
30%, the lowest score for interaction is 2 points; when the
true reduction degree is 80%, the lowest score for in-
teraction is 9 points; the survey shows that with the
increase in the degree of true restoration of the rural
landscape virtual-roaming system, people’s ratings of the
system also increase. At the same time, it has once again
confirmed that the system has a very obvious effect on
rural landscape planning.

5. Conclusion

In terms of the landscape design, virtual reality technology has
a great future. Although current examples of the application
of virtual reality technology are not common, the core ideas of
the landscape project design are clarified, the characteristics of
virtual reality technology are better utilized, and landscape
design is actively constructed. After the platform and in-depth
exploration of the simulated landscape design, it can promote
the process of combining virtual reality technology with the
landscape design, making this technology more compre-
hensive for the landscape design work.

Based on the Lumion platform, this paper has developed a
rural landscape planning three-dimensional evaluation sys-
tem by integrating virtual and three-dimensional panoramic
technologies. In the process of gradual application research, a
low-cost, high-efficiency rural landscape comprehensive
digital virtual reality construction has been realized.

Landscape planning has a strong demand for visuali-
zation technology, and virtual reality technology has a huge
application space in both urban planning and rural plan-
ning. ,e unique immersion and interactivity of virtual
reality technology can enable planning departments, de-
velopers, technicians, designers, and ordinary people ob-
serve the results of future plans from all angles, allowing
users to better grasp the scale and scope of urban planning
and also allow customers to better understand design intent
and design ideas and modify the unsatisfactory nodes in the
design and planning in the environment. It is useful for
planning and managing large projects. Designers and
managers are also encouraged to modify the design plan and
add it to the design in the future to detect design errors and
avoid design risks.
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With the rapid progress of network technology and computers, the Internet of -ings has slowly entered peopleʼs lives and work.
-e Internet of -ings can bring a lot of convenience to peopleʼs lives and work. People have been living in a networked era, and
communications, computers, and network technologies are changing the entire human race and society.-e extensive application
of databases and computer networks, coupled with the use of advanced automatic data collection tools, has dramatically increased
the amount of data that people have. -ere are many important information hidden behind the surge of data, and people hope to
conduct higher-level analysis on it in order to make better use of these data. -is article mainly introduces the prediction model
algorithm and index optimization analysis of athletesʼ physical fitness under the Internet of things environment. -is paper
proposes an algorithm and index optimization method for the athletesʼ physical fitness prediction model in the Internet of-ings
environment, which is used to conduct athletesʼ fitness prediction model algorithm and index optimization experiments in the
Internet of-ings environment, and designs steps for athletesʼ physical fitness prediction in the Internet of-ings environment to
lay a solid foundation for related applications of athlete index optimization. -e experimental results in this article show that the
prediction accuracy rate of the professional group with the athleteʼs physical fitness prediction model and index optimization
under the Internet of -ings environment is higher than that of the control group, with a difference p< 0.001.

1. Introduction

-e Internet of -ings is an emerging global Internet-based
information service architecture. It is a communication
protocol based on international standards. It is the devel-
opment trend of modern networks and the integration of
future networks. It is a global dynamic network facility with
self-configuration capabilities. People use terminals to
seamlessly access the human-computer interaction interface
of the Internet of -ings, thereby achieving the goal of
resource sharing.

As early as 2010, it was proposed that the Internet of
-ings is based on the sensor network as the underlying
infrastructure. According to the Internet of -ings protocol
family specified by the International Organization for
Standardization, each item in the access network is

connected to the network for information communication
and resource sharing. Realize a highly intelligent network
system, and the Internet of -ings is an extension and
expansion of the existing Internet. -e Internet of -ings
generally uses wireless networks to achieve communication.
According to the survey, there are thousands of Internet of
-ings devices around each person. -e Internet of -ings
may contain five to one trillion items. -e Internet of-ings
uses electronic tags under radio frequency identification
technology to number real objects one by one. From a book
to a car, as long as they are connected to the Internet, their
specific location and related information can be found on the
Internet of -ings.

Gerpottʼs research attempted to provide a basis for
evaluating the effectiveness of IoT-enhanced forecasting in
the context of existing forecasting models. Currently, many
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experts consider merging IoT components to achieve fore-
casting advantages, thereby revising or expanding its scope
and algorithm portfolio. However, unsystematic automatic
connection of sensors and actuators in existing models does
not necessarily lead to predictive success. Gerpottʼs approach
is to determine the different roles that IoT components can
play in predictive models. It can be achieved by combining
models and algorithms with IoT components to clarify the
development goals of IoT predictive models and report case
examples.-ese examples help to highlight how to achieve the
development goals of predictive models through IoT com-
ponents fulfilling specific roles. Gerpott believes that when
IoT components are integrated into predictive models, there
may be three different functions. -e functional distinction is
essential to understand how IoTcorrections can help relevant
personnel to achieve predictivemodel development goals.-e
starting point and foothold of this research are good and
sufficient, but it lacks examples to support [1]. Burg believed
that wireless sensors and actuators connected through the
Internet of -ings are crucial to the design of athletesʼ fitness
predictionmodels. In this complex heterogeneous system, the
transmission link must meet stringent requirements for data
throughput, delay, and range, while also complying with strict
energy budgets and providing a high level of security. Burg
first summarized the principle of wireless communication
from the perspective of the Internet of -ings and the pre-
dicted connection needs of athletes. Based on these principles,
the most relevant wireless communication standards will be
reviewed before focusing on the key security issues and
functions of such systems. In particular, Burg pointed out the
gap between the security functions in the communication
standards used in the Internet of -ings and athlete fitness
prediction models and their actual vulnerabilities through
examples and emphasized the need for more in-depth re-
search on security issues at all protocol layers, including
logical layer security and physical layer security. Although this
method provides examples for proof, the examples are not
typical enough [2]. Yang introduced some audit programs
through investigation and research to ensure the complete-
ness and validity of athletesʼ physical fitness prediction data
and analyzed the program and found some safety flaws. First
of all, individual models cannot retain the privacy of shared
data in cloud storage; in addition, analysis shows that the data
in the predictive model are vulnerable to integrity forgery
attacks, and malicious cloud servers can perform the forgery
attacks, even if there is no correct data storage. A malicious
cloud server can forge seemingly valid prediction data for any
prediction instruction. -en, Yang determined that the main
reason for insecurity was that the linear combination of
randomly sampled data was not properly shielded; finally,
Yang proposed an improvement to the audit program while
retaining data privacy and perfect index optimization, while
bringing the best prediction results and calculation overhead.
-is research data support is relatively sufficient, but the use
cost is high, which is not conducive to popularization [3].

-e innovations of this article are as follows: (1) research
methods for the athletesʼ physical fitness prediction model in
the Internet of -ings environment, including literature
retrieval, expert survey, logical analysis, and mathematical

statistics, are proposed (2) clustering algorithms for the
athletesʼ fitness predictionmodel are proposed; and (3) fuzzy
support vector regression is proposed.

2. Athleteʼs Physical Fitness Prediction Model
AlgorithmandIndexOptimizationMethod in
the Internet of Things Environment

2.1. Method of Athleteʼs Physical Fitness Prediction Model in
Internet of ,ings

2.1.1. Document Retrieval Method. A large number of
documents are searched and sorted through related aca-
demic websites such as CNKI, master and doctoral disser-
tation database, Baidu Academic, and Springer. -e
keywords are Internet of -ings, athletes, physical fitness,
specific physical fitness, index optimization, prediction
models, and so on, and focus on collecting information
relevant literature data on physical fitness prediction models
provides forward-looking primary material for related re-
search in this article [4].

2.1.2. Expert Investigation Method. On the basis of con-
sulting the relevant literature and summarizing it, using the
expert survey method, by issuing questionnaires to relevant
experts, the framework of the athleteʼs specific physical
fitness test model is initially constructed [5]. -e final result
of this article is to collect data from three rounds of expert
questionnaires and combine expert opinions to scientifically
and reasonably construct an athlete prediction model under
the Internet of -ings environment [1]. -e main selected
experts are national coaches and national referees who have
been engaged in sports training and practice for a long time
and professors who have been doing research in the field of
competitive sports [6]. After the questionnaire is distributed
to the expert group, the first round of collected question-
naires is counted and analyzed, and then the second round of
questionnaires is formulated for distribution, and then the
third round of questionnaires is distributed. Finally, the
three rounds of questionnaires are sorted and analyzed. Our
experience screens out reasonable prediction model algo-
rithms and determines the type of physical fitness test re-
quired for fitness prediction [7].

2.1.3. Logic Analysis Method. -rough the analysis of sports
items, refer to the existing literature and related materials,
carry out creative thinking, formulate indicators that meet
the specific physical fitness of competitive athletes, and use
logical analysis methods such as summary, induction, and
synthesis to provide feedback from experts to construct
athletes, and analyze, organize, and draw relevant conclu-
sions and suggestions based on the physical fitness pre-
diction model [8].

2.1.4. Mathematical Statistics. Mathematical statistics is di-
vided into factor analysis and structural equation model
analysis. Factor analysis is to use a certain amount of partial
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factors to reflect most of the information content of the raw
materials in order to achieve the basic structure of the factor
and simplify the data [9]. -rough factor analysis, common
factors can be extracted from highly correlated observed
variables, and the number of common factors also represents
the basic structure of scale [10]. In order to verify the structure
of various indicators of the expert survey method, this paper
uses the principal component analysis method to make up for
the subjective deficiencies of the expert surveymethod [11]. In
scientific research, variables that do not have direct mea-
surement operability are called latent variables. However,
latent variables can be reflected indirectly by finding some
objective variables [12]. Traditional statistical analysis and
statistical results will always be interfered by the measurement
errors of independent variables. Although traditional statis-
tical methods can also handle measurement errors, they
cannot accurately explain the relationship between variables
[13]. Structural equation models can deal with errors and
structural relationships between latent variables. -is paper
uses SPSS22.0 software to perform relevant statistical analysis
on different items in the test and the collected data [14].

2.2. Athleteʼs Physical Fitness Prediction Model Clustering
Algorithm. Predicting physical fitness of athletes is also a
kind of data collection and mining. -e clustering algorithm
divides objects in the database into multiple classes or
clusters and finds useful information from them [15]. Data
clustering makes the data objects in the same cluster as
similar as possible, and the data objects in different clusters
are as different as possible. Data clustering has very im-
portant applications in many fields, such as pattern recog-
nition, information retrieval, e-commerce, marketing, and
document classification [16]. In many applications, the data
objects in a cluster can be treated as a whole [17]. -rough
clustering, it is possible to identify dense and sparse regions,
thus discovering global distribution patterns and interesting
correlations between data attributes [18]. In the field of data
mining, research work has focused on finding appropriate
methods for effective and practical cluster analysis of large
databases, and the research topic has focused on the scal-
ability of clustering methods [19]. -e effectiveness of the
method for clustering complex shapes and types of data,
high-dimensional clustering analysis techniques, and clus-
tering methods for mixed numerical and categorical data in
large databases is focused [20]. -e general method of
clustering is to first define the distance between objects and
then use an appropriate algorithm to cluster according to the
calculated distance between objects. It can be roughly di-
vided into division method, hierarchical method, density-
based method, and grid-based method. It can be roughly
divided into division method, hierarchical method, density-
based method, grid-based method, and model-based
methods [21, 22]. -e most commonly used distance
measurement methods include Euclidean distance, Man-
chester distance, and Mincos distance. -e formulas are
expressed as follows:
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If each variable is assigned a weight ωi according to its
importance, then the weighted distance has the following
calculation relationship:
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2.3. Fuzzy Support Vector Regression. Given a training
sample A � (x1, y1), (x2, y2), . . . , (xm, ym) , yi ∈ −1, 1{ },
where xi is the feature vector of the i-th sample and yi is the
sample label. In the sample space, the classification hyper-
plane can be expressed by the following formula:

W
T
x + b � 0. (3)

In this formula, W is the normal vector that determines
the direction of the hyperplane and b is the displacement
term that determines the distance between the hyperplane
and the origin. To determine a classified hyperplane is to
determine W and b [23]. In order to correctly classify all
samples and have the classification interval, the following
relationship needs to be satisfied:

yi⌊W
T
xi + b⌋ ≥ 1, i � 1, 2, . . . , m. (4)

-e optimal classification hyperplane is to maximize the
sum of this distance, so the problem of finding the optimal
hyperplane is transformed into the following:

min w

1
2
‖W‖

2
,

s.t. yi W
T
xi + b ≥ 1, i � 1, 2, . . . , m.

(5)

In order to avoid the influence of abnormal points on the
classification hyperplane and also to avoid over-fitting of the
model, with the help of the idea of soft interval, slack
variables are introduced to complete, and the range of errors
is controlled by the regularization constant C [24, 25]. -en,
minw(1/2)‖W‖2 has the following relationship:

min w

1
2
‖W‖

2
+ C 

m

i�1
ξi, ξ > 0. (6)

In the traditional support vector machine, because each
sample point has the same impact on the classification
hyperplane, the accuracy of the model is greatly reduced
when facing noise points [26]. Fuzzy support vector machine
combines the idea of membership in fuzzy set with support
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vector regression and gives each sample point a membership
Si through the membership function [27]. Due to the dif-
ferent degree of membership, each sample point has a
different slack variable, so the problem of noise point in-
terference is solved to a certain extent, and the predictive
ability of the model is improved. Lagrange coefficient is
introduced. At this time, the following relationship exists:

f(x) � 
m

i�1
α∗i( k x, xi(  + b. (7)

-edegree of membership can be expressed as a function
of time:

Si � f ti( . (8)

In the research process of this paper, it is hoped that the
data closer to the prediction point will play amore important
role in the regression prediction process. -e membership
function can be expressed in the form of a quadratic
function. -e formula is as follows:

Si � (1 − ϕ)
ti − t1

t1 − t2
  + ϕ. (9)

For the evaluation of prediction results, two main
conditions should be considered: one is that the observation
value should fall into the prediction interval as much as
possible; the other is that the range of the prediction interval
should be as small as possible [28, 29]. According to these
two conditions, two evaluation indicators can be defined:
coverage (Coverage) and interval width (width). -e rela-
tionship is expressed as follows:
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For themethod part of this article, the abovemethods are
used to study the algorithm and index optimization of the
athleteʼs physical fitness prediction model under the Internet
of-ings environment.-e research is carried out according
to the Internet of -ings, physical fitness prediction, pre-
diction model, index optimization, and so on. -e technical
process is shown in Figure 1.

3. Athleteʼs Physical Fitness Prediction Model
Algorithm and Index Optimization
Experiment in the Internet of
Things Environment

3.1. Design the Steps of Athleteʼs Physical Fitness Prediction in
the Internet of ,ings Environment

3.1.1. Selection of Physical Fitness Evaluation Indicators.
-e design of the index system must have the function of
reflecting the evaluation goal. In a scientific attitude, we

must follow the basic design principles, directional princi-
ples, objectivity, feasibility, independence, and compre-
hensiveness principles in the indicator design process, and
the principle of consistency. And, the design of the evalu-
ation index system is carried out in accordance with the
following procedures: clarify the evaluation object; deter-
mine the evaluation target; propose preliminary indicators;
screen the preliminary indicators; assign index weights;
prepare evaluation standards; constitute an indicator system;
conduct trial evaluations; and modify and improve the
system.

3.1.2. Classification of Physical Fitness Test. According to the
expert survey method in the previous method, the specific
physical fitness test categories for athletes determined after
interviews with experts include BMI, fitness percentage,
Quetelet index, weight, forearm tight circumference, fore-
arm relaxed circumference, waist circumference, chest cir-
cumference, height, hand length, foot length, leg length, arm
span, heart rate, vital capacity, maximum oxygen uptake, 30
squats in 30 seconds, step test, 50-meter run, select reaction
time, rapid tapping with both hands, rapid footing in sitting
posture, grip strength, 1min sit-ups, standing long jump,
vertical jump, push-ups, pull-ups, flexion arm hang, parallel
bars flexion and extension, 2000-meter run, 15-second
standing ups, cross quadrant jump, cross change running,
repeated side steps, and round trip running 20 meters× 4,
sitting forward bending, standing forward bending, front
and rear splitting, left and right splitting, shoulder turning,
standing experiment, horizontal stepping on wood, stepping
with closed eyes, and dynamic balance (walking in a straight
line) and are organized into tables according to related
categories, as shown in Table 1.

3.1.3. Screening of Physical Fitness Evaluation Indicators.
-e number of evaluation indicators initially proposed is
generally large. Because of the fear of missing important
factors, the indicators are confusing and cannot reflect the
essential characteristics of the evaluation object. Indicators
that contain contradictions and causality should be com-
bined and classified, and they should be selected, to retain
those indicators that meet the design principles and reflect
the essential characteristics of the evaluation. -e expert
survey method is used to screen indicators. According to the
principle of indicator screening, experts can select, delete,
and supplement the primary indicators based on reasonable
operations. A large number of indicators will also complicate
testing and calculations, which is not conducive to pro-
grammatic operations. In order to select physical index
characteristics that are as independent, feasible, and con-
sistent as athletes and can accurately represent the specific
physical signs of athletes, 30 sports experts were surveyed
this time. -ey are engaged in the research of athletesʼ
physical function and training experts, experts in the field of
physical fitness and many college physical education
teachers and coaches.-e feedback results of various experts
to sort out the indicators to ensure the rationality of indi-
cator selection are combined. -e Likert scoring method is
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used to allow experts to evaluate the importance of
indicators.

3.2. Carry Out Related Applications of Athlete Index
Optimization under the Internet of ,ings Environment

3.2.1. System Development Environment. -e system de-
velopment environment is divided into hardware environ-
ment and software environment.-e hardware environment
includes Intranet network environment, Sq1Server2000

database server, Windows NT server; software environment
includes Windows 2000, Advanced Server, Delphi 6.0,
Sqlserver2000.

3.2.2. Implementation of Index Optimization Algorithm.
First, the transaction database is converted into a relational data
table, which has three columns of attributes: transaction
identifier, item identifier, and cumulative count. -e cumu-
lative count is used in the construction of the schema base table
later. For any given indicator, there are multiple rows in the

Athlete's physical fitness prediction model
algorithm and index optimization method in the

internet of �ings environment

Method of athlete's physical
fitness prediction model in

internet of things

Athlete's physical fitness
prediction model clustering

algorithm

Fuzzy support vector
regression

Document
retrieval

Euclidean
distance

Manchester
distance

Mincos
distance

Optimal
classification
hyperplane

Sample
classification

Degree of
membership
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survey

method

Logical
analysis

Mathematical
statistics

Figure 1: Part of the technical flow chart of this method.

Table 1: Classification of the physical fitness test.

Body shape Body function Athleticism

BMI
Physique percentage
Quetelet index
Body weight
Forearm tension
Forearm relaxation
Waist circumference
Bust
Height
Hand length
Foot length
Leg length
Arm span

Heart rate
Vital capacity

Maximal oxygen uptake
30 s 30 squats

50m run
Select reaction time

Tap quickly with both hands
Sitting fast
Power grip
1min sit-ups

Standing long jump
Vertical jump push-ups

Pull-ups
Arm hang

Parallel bar arm extension
2000m run

15 s standing up cross quadrant jump
Cross run

Repeated side steps
Round trip 20meters× 4
Sitting forward bending
Standing forward bending

Cheating
Split left and right
Turn shoulders

Outstanding experiment
Horizontal wood

Keep your eyes closed
Dynamic balance (walking in a straight line)
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relationship table representing multiple items in the transac-
tion. In addition, a relational table must be designed to store
optimized data. It can be seen from the construction process of
the second relational table that for any frequent item, all
possible frequent patterns included can be obtained along its
node chain. In addition, in the physical fitness test phase, for
any frequent item, its conditional pattern base is composed of
the prefix path set that appears simultaneously with it.
-erefore, a list of attributes is required to reflect the set of
prefix paths that appear at the same time. Since mining the
relevant indicators in the second relational table is a recursive
process and the table needs to be reused, it is also necessary to
design a list of attributes to distinguish between different re-
cursive processes and use this column to record the pattern
before growth. -e first stage of the construction of the rela-
tional table is completed, and then the frequent pattern growth
method is used to mine frequent patterns from the table. For
each frequent item, construct its condition pattern base table
and condition pattern tree table. -en, the function can gen-
erate the conditional pattern tree. When the generated con-
ditional pattern tree contains only a single path, the frequent
pattern is generated by combining the index data and each node
in the path; otherwise, it is recursively mined; when the table
contains the nodes that do not repeat each other and the values
in the fields are not equal, the conditional pattern tree at this
time contains only a single path, and frequent patterns can be
generated; if the nodes in the table are repeated or the values in
the fields are equal, recursion is performed of mining.

3.2.3. Preprocessing of Physical Fitness Prediction Data.
-e collected analysis data are aimed at the athleteʼs physical
fitness index record. Physical fitness indicators are all nu-
merical, and data association rules mine Boolean data.
-erefore, we must preprocess the numerical data and
convert it into Boolean data before mining. -e central
problem of numerical association rule mining technology is
the discretization of continuous attributes. After the dis-
cretization of continuous attributes is completed, the nu-
merical association rule mining problem can be mapped to
the Boolean association rule mining problem. -e mapping
of numeric attributes and category attributes to Boolean
attributes can be completed by the following two methods:
one is to map each attribute value to a Boolean attribute for
category attributes or numerical attributes with fewer values;
for numeric attributes, first divide its attribute value into
multiple subintervals and then map each subinterval to a
Boolean attribute.

4. Athleteʼs Physical Fitness Prediction Model
Algorithm and Index Optimization
Analysis under the Environment of
Internet of Things

4.1. Experimental Data Sources. (1) Basic Situation of the
Expert Group

-is article conducts interviews and surveys with 30
experts in the sports industry in order to get more pro-
fessional and accurate opinions and suggestions. -e basic

situation of the expert group is shown in Table 2 and
Figure 2.

It can be seen from the chart that the 30 experts selected
in the survey are all engaged in sports coaching. Among
them, the number of basketball coaches is the largest, with 8
people, and the number of sprint coaches is the least, with 3
people; and the expert group has basically a long experience
with the most years of experience. -e longest PE teaching
experience is 15 years, and the least is 7 years. Experts are
professional and experienced enough, and their relevant
opinions are more persuasive, which is conducive to the
conduct of research.

(2) -e experiment selected 30 sports athletes as the
professional group and 30 ordinary college students with no
professional sports experience as the control group. Among
them, athletes were recruited from sports colleges, with the
level of national second-level athletes and above, and often
participated in sports events above the city level having four
years or more of professional sports experience; the students
selected in the control group have not undergone profes-
sional training in ball games, track, and field, except for
general physical education, and have watched related sports
games frequently or occasionally. -e specific situation is
shown in Table 3. All athletes and students selected in the
experiment are in good health, have no mental illness, and
have normal vision or corrected vision. -ey are all right-
handed. A certain amount of remuneration will be given
after the experiment.

-e training years and training frequency of the pro-
fessional group into graphs for more intuitive analysis are
drawn, as shown in Figure 3.

It can be seen from the figure that the training years,
weekly training frequency, and daily training frequency of
the selected athletes in the professional group are relatively
average. In this case, the physical fitness test is relatively
representative.

4.2. Analysis of Athleteʼs Body Circumference Index.
According to the physical fitness test items set in the ex-
perimental part, the athleteʼs body circumference index is
collected and sorted out and drawn into a chart, as shown in
Table 4 and Figure 4.

-e hip/waist circumference reflects the central obesity
of the athleteʼs body. In sports training, the hip/waist index is
appropriate, and the small hip circumference indicates that
the athleteʼs hip muscles are lifted and tightened. -is is
conducive to the athletes in the exercise of jumping and
other difficult movements. On the one hand, the appropriate
hip-to-waist ratio index is derived from genetics. On the
other hand, sports training also plays an important role in
improving this index. Athletes have a good level on this
index, indicating that athletesʼ physical condition adapts to
sports in training. -e bust/waist circumference reflects the
upper body shape of the athlete. From the data, it can be seen
that the shape of the male and female athletes indicates that
the upper body of the athlete is relatively well-proportioned
and has better chest muscles. -e athlete needs to complete
the relevant actions. Athletes have better strength to ensure
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the completion of the action and can maintain a better body
shape when completing the action. -e width of the me-
dulla/shoulder width is an index of the ratio of the athleteʼs
torso. In terms of lower limb circumference, male athletes
have slightly more indicators of thigh circumference and calf
circumference than female athletes, but the test value of male
athletes is slightly higher. Male athletes have good perfor-
mance in lower limb muscle strength, but they still need to
strengthen lower limb strength training.

4.3. Experimental Manipulation Effect Analysis. Before the
formal analysis, we must first determine whether there is a
speed-accuracy trade-off between the subjects before and
after the test and compare whether there is a significant
difference between the subjectsʼ response before and after
the test, and it turns out that there is no significant change in
the subjectsʼ response time before and after the test. In
addition, it is necessary to confirm the validity of the choice
of the expert group and the control group. -e independent
sample t-test was used to compare the difference in the
correctness of the action prediction between the two groups
in the pretest. It was found that the correct rate of the
professional group was significantly higher than that of the
control. Group p< 0.001, which is consistent with previous
studies. -is result proves the professional advantages of
athletes in predicting specific actions in physical fitness,
whichmeans that the grouping of subjects in this experiment
is effective. Finally, in order to confirm the randomness of
the intervention grouping and whether there are differences
in the action responses of different groups of subjects, this
article, respectively, carried out an analysis of variance on the
correct rates of the pretested responses of the professional
group and the control group. -e results meet the re-
quirements of the experimental design. -e main effect of
the intervention conditions and the interaction between the
two are not significant (professional group: main effect
ps ≥ 0.270, interaction p � 0.857; control group: ps ≥ 0.563,
interaction p � 0.728), as shown in Table 5 and Figure 5.-e
above results ensure the validity of analysis and experimental
design.

With correctness as the dependent variable, repeated
measures analysis of variance was performed on the pro-
fessional group and the control group. -e results showed
that the main effects of test time, intervention and test bias,

Table 2: Basic situation of the expert group.

Profession Working time (unit: year) Number of people
Long-distance running coach 8.5 4
Sprint coach 12 3
Swimming coach 9 6
Skating coach 7 5
Basketball coach 11 8
Table tennis coach 15 4
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Figure 2: Basic situation of the expert group.

Table 3: Basic situation of subjects.

Professional
group Control group

Number of people 30 30

Sex 15 men, 15
women

15 men, 15
women

Age 20± 3 20± 3
Training years 8.12± 2.25 —
Training frequency (hours/
day) 5.15± 2.36 —

Training frequency (day/
week) 5± 1 —

0
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10

15

20

25

Training frequency (day/week)
Training frequency (hours/day)
Training years

Figure 3: Training situation of the professional group.
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Table 4: Athletesʼ body circumference index.

Hip/waist Bust/waist Hip width/shoulder width -igh circumference Calf circumference
Men 15 119.12± 5.71 121.42± 4.83 71.58± 5.46 53.31± 2.17 36.45± 3.17
Women 15 117.35± 5.52 119.42± 4.91 69.87± 5.13 51.46± 2.56 34.67± 3.24
p 0.537 0.413 0.765 0.379 0.798

Table 5: Descriptive statistical results of the correct rate of the two groups of subjects.

Test biased Test unbiased

Professional group Intervention biased group 0.671 0.643 0.647 0.621
Intervention unbiased group 0.735 0.681 0.612 0.615

Control group Intervention biased group 0.603 0.732 0.711 0.693
Intervention unbiased group 0.637 0.717 0.738 0.675
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Figure 5: Descriptive statistics of the correct rate of the two groups of subjects.
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Figure 4: Athleteʼs body circumference index situation.
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and interaction effects were not significant in the profes-
sional group (main effects: ps ≥ 0.083; interaction effects:
ps ≥ 0.180). However, the control group found that the main
effect of test bias was significant, the interaction of inter-
vention× test bias was significant, the interaction of test
time× intervention was significant, and the edge of the
third-order interaction of test time× intervention× test bias
was significant.-e simple effect analysis results of the third-
order interaction found that whether the intervention
conditions and test biases affect the prediction level of the
control group participants. When the intervention is biased/
test unbiased, compared with the pretest, the control group
is tested after the scores of students dropped significantly
(p � 0.001), and the scores did not change significantly
under other conditions (ps ≥ 0.513), as shown in Table 6,
Figure 6.

Combining the above statistical results, it can be inferred
that the professional group is more inclined to use a rea-
sonable and professional method for physical fitness pre-
diction, while the control group lacks relevant professional
experience and relies more on personal judgment for
physical fitness prediction, which leads to conflicts between
professional training methods and innate self-mobilization
time, and the forecast performance dropped significantly.

5. Conclusions

After index optimization, the use of neural network tech-
nology to evaluate and predict athletesʼ physical functions will
be more targeted, which will greatly help to improve the
accuracy of neural network evaluation and prediction of
athletesʼ physical functions in the future. After index opti-
mization, each training site can only provide optimized index
detection records, thereby improving data integrity. For an
indicator of individual missing data, use the level of the in-
dicator value that is correlated with the indicator to predict it
and fill in the missing data value with the predicted value.

In the early stage of the research, this paper summarized
the researchmethods of the athletesʼ physical fitness prediction
model in the Internet of -ings environment, including lit-
erature retrieval, expert survey, logical analysis, and mathe-
matical statistics. It also proposed the application of the
clustering algorithm to the athleteʼs fitness prediction model,
including European Giridian distance, Manhatan distance,
Mincos distance, and other formulas and proposed the fuzzy
support vector regression algorithm, including classification
samples, membership function, coverage, interval width.
Subsequent experiments on the algorithm and index opti-
mization of athletesʼ fitness prediction models in the Internet
of -ings environment were carried out, and the steps for
athletesʼ fitness prediction in the Internet of -ings envi-
ronment were designed, such as the selection of physical fitness
evaluation indicators, the classification of physical fitness tests,
and the selection of fitness evaluation indicators; the Internet
of -ings realizes the preprocessing of physical health pre-
diction data, the main way is through related programs op-
timized by athletes and index optimization algorithms.

-is article combines the athleteʼs form, function
characteristics, and competitive sports characteristics in the
selection of physical training methods to strengthen the
pertinence of physical training. On the basis of regular
training, special physical training is strengthened, and
combined training methods and functions are used in
complete training. Targeted training methods such as re-
serve improve the athletesʼ completion of the complete set of
competition training. -e combined training method,
functional reserve, and other targeted training methods are
used, and the method of predicting the athleteʼs physical
fitness improves the accuracy of the athleteʼs completion of
the game.

Data Availability

-e data used to support the findings of this study are
available from the corresponding author upon reasonable
request.

Table 6: Descriptive statistical results of response time of the two groups of subjects.

Test biased Test unbiased

Professional group Intervention biased group 436.352 415.873 398.325 371.652
Intervention unbiased group 441.173 420.365 413.268 379.254

Control group Intervention biased group 447.254 426.358 442.731 455.214
Intervention unbiased group 393.651 435.367 452.161 435.287
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Figure 6: Descriptive statistics of the response time of the two
groups of subjects.
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With the development of economic globalization, the competition among enterprises is increasingly fierce. .erefore, companies
need close information sharing to realize the integration of supply chain. .is article aims to study the collaborative management
and information sharing mechanism of supply chain inventory based on cloud computing and 5G Internet of .ings. .is article
first introduces the theory and methods of collaborative supply chain management and the information exchange mechanism and
then discusses the problem of information sharing in the supply chain, that is, the bullwhip phenomenon, and then from the
demand forecast, supply chain structure, time lag, and shortage game, six aspects are analyzed. .e cause of the bullwhip
phenomenon is analyzed. Secondly, this article proposes a quantitative analysis of the bullwhip effect, establishes a mathematical
model of the bullwhip effect in the supply chain, and uses quantitative analysis to analyze the value of information sharing in the
supply chain. Finally, this article uses cloud computing technology to build a supply chain information collaboration system
architecture and uses EPC Internet of.ings to build a supply chain information sharing model and describes the entire operation
process of the supply chain. .e experimental results of this paper show that the application of cloud computing technology to
supply chain management establishes a system platform for supply chain information sharing, improves the overall operational
efficiency of supply chain management, and realizes supply chain information sharing and business collaboration. In addition, the
operating costs and risks of each node enterprise in the supply chain are reduced by 12% compared with the nonsharing situation,
which also shows that the overall benefits of the supply chain have been correspondingly improved and market competitiveness
has been enhanced.

1. Introduction

With the advent of economic globalization, integration,
and the era of knowledge economy, competition among
enterprises has intensified. Traditional enterprise man-
agement and operation management models can no
longer be used in the new market environment. More and
more companies are beginning to know how to use supply
chain management ideas to achieve synergy between the
internal and external environments of the enterprise and
conduct integrated management [1]. In this way, cus-
tomersʼ satisfaction with the company can be improved,

and the core competitiveness of the company in such an
environment can be improved.

Use modern information technology to integrate the
business processes of each node enterprise in the supply
chain, covering the entire process from upstream enterprise
suppliers to end customers [1], establishing partnerships
between enterprises, and bringing together the information
of each enterpriseʼs independent operation andmanagement
in order to finally share the market together. .erefore, the
effective operation of the supply chain and the effective
sharing of information are of great significance for reducing
the bullwhip effect in the supply chain.
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Successful precision engineering companies need to
master process innovation and supply chain solutions. In
these types of businesses, the implementation of innovative
collaboration solutions has become a necessary strategy for
enhancing the decision-making capabilities of SMEs and
improving overall business competitiveness. .e purpose of
Hernandez research is to introduce how to guide and
support SME organizations through online-based cooper-
ation so that it is possible to participate in improved co-
operative alliances and how well-designed SMEs can benefit
and enhance their capabilities. However, there are certain
errors in this study [2]. Mitchell discussed a way for mar-
itime transportation service organizations to improve in-
formation sharing in supply chain operations. An action
study case study method uses design for six sigma (DFSS)
methods to design an information technology solution that
can effectively transport information about material
movement through inland barges between all levels of the
supply chain. However, this sharing method has certain risks
[3]. .e purpose of this study by Kim MG is to remove the
barriers that hinder the adoption/proliferation of radio
frequency identification (RFID) in the industry and to help
companies develop effective supply chain management
(SCM) using RFID by clarifying the specific mechanisms by
which RFID affects supply chain performance practice (SCP)
[4]. Based on the technology-organization-environment
framework, his research studies the technical characteristics
and actual environment of RFID in our theoretical model.
He studied how the use of RFID can contribute to supply
chain information sharing (SCIS) and, conversely, how SCIS
affects SCP. However, this research is not practical [5].

.e innovation of this paper is as follows. (1) Based on
the previous research on the information sharing model, a
new core enterprise trustee information sharing model
based on active information services is proposed, and an
information sharing platform between node enterprises is
established. (2) Cloud computing technology to supply
chain management is applied [6], a system platform for
supply chain information sharing is established, the overall
operational efficiency of supply chain management is im-
proved, and supply chain information sharing and business
collaboration are realized. At the same time, the mechanism
of high-level data coordination and information sharing
under this system is studied, and methods and measures to
realize information sharing in supply chain management are
proposed.

2. Collaborative Management and Information
Sharing Method of Supply Chain Inventory
Based on Cloud Computing and 5G
Internet of Things

2.1. Internet of #ings Technology. RFID technology is the
core part of the Internet of .ings and the source of in-
formation for the entire Internet of .ings system [5]. Data
information in the Internet of .ings is collected in advance
through RFID radio frequency technology and then pro-
cessed through processing [7]. .e complete IoT system

mainly consists of the following parts: electronic tags (Tag),
readers (Reader), EPC middleware, object name resolution
service (ONS), and EPC information service (EPC IS) [8, 9].
Its structure and function flow chart is shown in Figure 1:

In the IoT system, each product has a unique EPC code,
which stores the relevant information of the product. First,
the reader reads the product EPC code in the electronic tag
and then transmits it to the EPC middleware. After sorting
and filtering, the information is stored on the corresponding
EPC information server. .e EPC information service stores
the dynamic and static information of the product. It
provides guarantee for supply chain information sharing
[10]. Similarly, users (any company) can send EPC codes to
the object analysis server through the information platform
for inquiries. After receiving the request, ONS queries the
matching address information, feeds back the information,
and guides the EPC middleware to access and store the
product information in EPC information server, and EPC
information service sends product information to the
middleware to feedback to the user so that the user can
obtain the relevant information of the product [11, 12].

2.2. Bullwhip Effect in the Supply Chain. Suppose a simple
supply chain with only one manufacturer and retailer is
established (the supply chain can also be a four-tier supply
chain with suppliers, manufacturers, wholesalers, and re-
tailers). In the t period, the manufacturer predicts the re-
tailerʼs order quantity in the t+ 1 period based on the
retailerʼs order quantity historical data [13]. In this supply
chain, the manufacturer only faces the retailer for sales and
assumes that only one product is sold. Since the retailer is
closest to the market, he directly controls the demand in-
formation of the end customer, and he can predict the
demand information [14]. Assume that the variable dT

represents the demand of the end customer, and this de-
mand is random:

dT � μdT−1 + θT. (1)

In formula 1, μ is a constant and greater than zero; λ
refers to the correlation coefficient between demand vari-
ables in two adjacent periods, referred to as autocorrelation
coefficient, and satisfies −1< λ< 1; and θT refers to demand
the variation error of the variable, and the error is inde-
pendent in each period [15].

From formula 1, it can be known that this demand
variable will change with time [16].

e dT(  �
μ

(1 − λ)
,

var dT(  �
z
2

1 − λ2 
.

(2)

Assuming that there is an order lead time Lwhen a retailer
places an order from an upstream supplier in the supply
chain, the retailer receives the goods ordered from the sup-
plier at the end of the t period every time at the t + L period
[17]. It is also assumed that the retailer adopts an (S, s)
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inventory strategy to ensure that the product is maintained at
a certain level. Suppose order point yT has the following
function at any time t:

yT � ldT + ϕ
���

lsT



. (3)

According to the normal distribution function, when
ϕ� 1, 3, there are 84.1% and 99.8% supply rates in L time.

Suppose the retailer adopts the moving average method
to predict the market demand and standard deviation [18].
Using dI to express the customer demand in period I, there is
the following formula:

dT � 

T−1

I−T−N

dI

N
,

S
2
T � 

T−1

I−T−N

dI − dT 
2

(N − 1)
.

(4)

In formula 4, n represents the number of observation
periods selected in the moving average method. .e larger
the value of n, the more historical data observed and the
smoother the processing results [19].

Assume that the variable qT is the quantity of goods
ordered by the retailer from the upstream manufacturer,
which satisfies the following formula:

qT � YT − YT−1 + dT−1. (5)

In formula 5, if the order quantity qT appears negative, it
is stipulated that the supplier allows the retailer to return the
excess order quantity without cost. .en, substituting for-
mulas 3–(5), respectively, after sorting, we get the following:

qT �
1 + l

n
 dT−1 −

l

N
 dT−N−1 + ϕ

�
l

√
sT − st−1( . (6)

For the order quantity qT in formula 6, take its variance
and get the following:

var qT(  � 1 +
2l

N
+
2l

2

n
2  1 − λn

(  var dT(  + ϕ2
l var sT − st−1( .

(7)

It can be seen from equation (7) that the second term at
the right end is a non-negative number. Divide it by var(dT)

in equation (2) to get a value and get equation (8). And, this
value represents the ratio of the variance of the order
quantity received by the manufacturer to the variance of the
quantity received by the retailer from the customer.
.erefore, this formula can be used as the quantitative
formula be of the bullwhip effect.

be �
var qT( 

var dT( 
≥ 1 + 2 1 − λN

 
l(l + N)

N
2 . (8)

From the above analysis of applying the moving average
method to forecast, it is also applicable to other forecasting
methods. .e following uses the exponential smoothing
method for predictive analysis. From the results discussed
above with the moving average method, we can derive the

quantitative formula be of bullwhip effect under the expo-
nential smoothing method in the same way, which has the
following formula:

be �
var qT( 

var dT( 
≥ 1 +

2l z + 2l
2
z
2

2 − z
 

(1 − z)

(1 − λβ)
 . (9)

In equations 8 and 9, we can clearly see that the
demand information becomes larger after being trans-
mitted from the retailer to the manufacturer in the supply
chain, which produces the bullwhip effect [20, 21]. Al-
though the above two forecasting methods can more
accurately verify that the demand information in the
supply chain has been distorted and increased and can
give the results of quantitative analysis, they cannot
provide a detailed positioning and description of the
process of information increase, and it is impossible to
know how to affect it [22].

In a supply chain that adopts information sharing,
relevant information such as demand information,
forecasting methods, and inventory decision models can
be shared so that each level of the supply chain can obtain
the demand forecast information of the first-level
member retailer and then make corresponding decisions
based on shared information [23].

Assuming that the supply chain implements information
sharing, the downstream member retailers will pass the end
customer demand information they have to the members at
all levels through information sharing [24]. In this way, each
level member has the actual demand information of the end
customer. Assuming that each level member in the supply
chain uses the moving average method to predict and an-
alyze the average demand of the next level based on n
observation values of demand, then

UT � 
N

I�1

dt−1

N
. (10)

Equation (10) means that in unit time, the predicted
demand of each level member uses the same estimated value.
Assuming that every member of the supply chain adopts the
same inventory strategy, the order points are as follows:

Y
K
T � lK.U

K
T + ϕ

����

lKs
K
T



. (11)

Combining equations 5 and 7 to derive, it is concluded
that in the case of information sharing, the ratio of variance
between qK

T in the supply chain and dT of end customer
demand is as follows:

var q
K
T 

var d
K
T 
≥ 1 + 2 

K−1

I−1

lT

N
+ 2 

K−1

I−1

l
2
T

N
2. (12)

.e premise of formula 12 is that the supply chain
needs to realize information sharing, the demand in-
formation mastered by each level member needs to be
shared in the supply chain, and the forecasting method
and inventory strategy adopted by each level member
need to be consistent [25].
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2.3. Supply Chain Information Sharing Mechanism. .e
importance and value of information sharing in supply chain
cooperation are obvious. However, the above analysis limits
the application of information sharing to a certain extent.
.erefore, it is necessary to establish an effective information
exchange mechanism to encourage member companies to
participate in information exchange and maximize the level
of information exchange.

.is paper has conducted some research on the infor-
mation sharing mechanism [25]. In the process of studying
the value of common information, researchers found that
although the implementation of information exchange can
improve the overall performance of the supply chain and
reduce the overall cost, the problem is that the distribution of
new profits has not been resolved. When determining the
value of demand information, Lee et al. pointed out that
retailers did not directly benefit from information exchange.
If there is no proper mechanism to coordinate interests, it
may generate disproportionate benefits and investment, and
some member companies are reluctant to participate in
information exchange. .erefore, it is necessary to establish
an incentive mechanism to encourage all parties to achieve a
win-win situation [26]. .e incentive mechanism is an
agreement or rule issued by the authorized commissioner to
the representative according to the main agency relationship
so that the representativeʼs behavior conforms to the wishes
of the authorized official. In the supply chain relationship,
suppliers, manufacturers, and distributors will form dif-
ferent principal-agent relationships as needed. At present,
when investigating information exchange in the supply
chain, most of them first establish a specific agency rela-
tionship and then propose a mechanism to encourage in-
formation exchange. .e design of this mechanism is based
on the neutral risk assumption of the main factors [27].
However, the members of the supply chain are not a simple
principal-agent relationship, but in this kind of cooperative
relationship, you and the members have different attitudes
towards risk. In the actual management of the supply chain,
information exchange is two-way, and eachmember country

should cooperate in information exchange and share the
benefits of information exchange; it should be allocated to
members reasonably [14].

2.4. Supply Chain Collaborative Management Methods.
Generally speaking, supply chain coordination management
includes seven aspects: specific content strategy coordina-
tion, information coordination, information coordination,
trust coordination, cultural coordination, business coordi-
nation, form coordination, and distribution coordination.
.e research center of this paper is trust and information
cooperation [28].

2.4.1. Trust Collaboration. .e cooperative relationship
between supply chain node enterprises is based on trust.
Only by establishing a perfect trust mechanism can the
efficiency and long-term competitive advantage of the entire
supply chain be guaranteed [29]. Strengthening mutual trust
can intensify cooperation between business nodes and im-
prove the flexibility of production and service and the ability
to respond to emergencies. Newcomer coordination reduces
unnecessary frictions and conflicts and reduces the resulting
consumption of people, money, materials, and time.

2.4.2. Information Collaboration. .is is a key factor for the
success of supply chain management [30]. In order to
ensure the best operation of the entire supply chain, each
node company in the supply chain has formed such a
relationship, division of labor, cooperation, indepen-
dence, and integration. .e basis of this division of labor,
cooperation, and independent integration is the rela-
tionship between supply chain nodes, which is easy to
transmit and exchange information dynamically. Only
when each node in the supply chain has good information
exchange, the supply chain can become an organic net-
work organization, which is truly guided by the needs of
end users and ensures that the transmission of customer
demand information will not be distorted or delay,
thereby effectively reducing the negative impact of the
bullwhip effect [9].

3. Cooperative Management and Information
Sharing Experiment of Supply Chain
Inventory Based onCloudComputing and 5G
Internet of Things

3.1. Supply Chain Model Design. .e content of this article is
not to prove the existence of the “bullwhip effect” but to study
the value of information sharing in the supply chain system and
help companies in the supply chain to more intuitively un-
derstand the supply chain implementation of information
sharing through the advantages of simulation software.
.erefore, in this article, only a simple single-chain five-tier
structure including customers is considered.

In this supply chain process, there are the following 4
links, which are analyzed as follows:

ONS

EPC IS

EPC
middleware

Reader

Tag Sensor

Enterprise
internal database

Enterprise information system

Figure 1: .e structure and functions of the Internet of .ings.
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(1) Purchasing Products. .is link occurs between the
customer and the retailer, and the retailer meets
customer needs in a timely manner and quickly
processes customer orders.

(2) Replenishing Inventory. .is link occurs between
retailers and wholesalers and between wholesalers
and manufacturers. .is link is similar to the pre-
vious link, except that this time the customer has
become a retailer or wholesaler. .e purpose of
replenishing inventory is to enable retailers or
wholesalers to provide products to downstream
members in a timely manner to avoid losses due to
shortages. .e order completion process in this link
is the same as the customer order completion pro-
cess, but the object is different. However, there is a
big difference, that is, there is a big gap between the
order quantities of the two orders, and the supple-
mentary inventory orders of retailers or wholesalers
are much larger than customer orders.

(3) Product Production. .is link occurs between
wholesalers and manufacturers, and it is triggered by
customer orders and retailer or wholesaler replen-
ishment of inventory orders. .e wholesaler com-
pares the demand forecast with the inventory level it
owns, formulates a corresponding ordering strategy,
replenishes the inventory, and then transmits the
order to the manufacturer. Manufacturers make
plans for production based on their own supply level
and downstream demand analysis.

(4) Raw Material Acquisition. .is link occurs between
the manufacturer and the supplier, which is similar
to the relationship between the retailer and the
wholesaler, but there is one difference, that is, the
retailer uses the uncertain demand of the end cus-
tomer to increase. It is ordered by wholesalers, and
when the manufacturer obtains raw materials from
upstream suppliers, the demand is accurately cal-
culated according to the production plan.

3.2. Cloud Computing-Based Supply Chain Information
Collaboration System Architecture. .e structure of the
supply chain information cooperation platform should in-
clude four overall levels. .e first layer is the level of in-
frastructure, including computer servers, network
equipment, cloud servers, and cloud storage devices. It is the
foundation of all application functions, providing parallel
computers and large-capacity storage and other required
cloud IaaS infrastructure services. .e second layer is the
cloud system service layer, which provides interfaces and
software operating environment for system development
and provides system service functions such as user man-
agement, manages access codes, management permissions,
management records, and traffic statistics. It is a business
cooperation cloud computing and information exchange
system service platform [31]. .e third layer is the cloud
computing application service layer, that is, the cloud
computing application virtualization service platform layer,

which provides SaaS online software services, including
order information, production and inventory information,
and various functional units, such as sales services, distri-
bution services, return services, and settlement. Information
is the main work area of information exchange and supply
chain cooperation..e fourth level is the access level of users
who use personal computers, portable phones, and other
terminal devices to transmit, process, and receive infor-
mation and respond quickly to information. .e above four
levels constitute a complete “cloud computing” supply chain
business collaboration and information sharing platform
architecture.

3.3. Construction of Supply Chain Information Sharing Mode
of EPC Internet of #ings. .e Chinese name of EPC is an
electronic product code, which is a set of numbers, con-
sisting of a question number and three other data parts
(domain name management, object classification, and serial
number). It is a set of numbers for each physical item
(including retail product units, unique identifiers for con-
tainers, and cargo packaging). EPC solves the problem of
identifying and monitoring individual products and estab-
lishes a global open label standard for each product..e EPC
system is a physical Internet, which can automatically
identify and exchange information in real time on a global
scale and is constructed from the computer Internet using
technologies such as RFID and wireless data
communication.

On the physical Internet consisting of EPC tags, card
readers, medium-sized EPC software, Internet, ONS server,
EPC information Service (EPC IS) and many databases, the
EPC read card reader is just an information report (index); this
information refers to finding the IP address and receiving
relevant information stored in the address and using distrib-
uted EPC media software to process a group of EPC infor-
mation read by the card reader. Since there is only one EPC
code on the label, the computer should know other infor-
mation that matches the EPC. .is requires the National
Bureau of Statistics to provide automated network database
services. .e medium-sized EPC software transmits the EPC
code to ONS, and ONS orders themedium-sized EPC software
to search the server (EPC IS) that stores the product files. .e
file can be copied from the media EPC software so that the
product information in the file can be transferred to the supply
chain. .e workflow of the EPC system is shown in Figure 2.

4. Supply Chain Inventory Coordination
Management and Information
Sharing Mechanism

4.1. Effect of CollaborativeManagement andControl of Supply
Chain Inventory. .rough data analysis of orders, it is found
that there is an average value for commodity prices,
wholesaler inventories, retailer inventories, and manufac-
turer inventories. .e actual values fluctuate up and down
on the average value. .ere are few extreme cases in the
value. Preliminary research shows that the standard is
positive state distribution.
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.e demand forecast and the sensitivity analysis of each
inventory are done. .e analysis results are shown in Table 1
and Figure 3.

From Figure 3, we can find that the demand forecast and
each inventory are significantly affected by the parameters,
indicating that the model is reasonable and more in line with
the actual operation of the system.

To further reflect the degree of influence of various
variables on the overall supply chain inventory management
under the condition of collaborative management, a further
scenario analysis was made.

4.1.1. #e Degree of Influence of Price on Each Inventory.
.e reference price of the collaborative platform is modified
to increase by 10% compared with the original. .e simu-
lation results are shown in Table 2 and Figure 4.

.e data in the figure reflect that price changes have a
relatively large impact on changes in consumer demand and
inventory at various nodes in the supply chain. .e trend of
change has changed, but the general trend has not changed.
.e reason is that this order, as a fast-moving consumer
product, has a large price elasticity coefficient. .e increase
in price causes a decrease in demand. .e transmission of
demand information through the collaborative platform
obviously leads to a decrease in inventory at each node of the
supply chain.

4.1.2. #e Impact of Consumer Demand on Each Inventory
and Price in the Previous Period. Increase consumer de-
mand by 10% in the previous period and conduct a simu-
lated comparative analysis to check the changes in each
inventory and price. .e result is shown in Figure 5.

.e data in the figure reflect that after the last period of
consumer demand increased by 10%, the inventory and
price did not change too much, and the trend of the change
was also the same as before, indicating that the increase in
consumer demand in the last period had an impact on the
overall the degree of influence is not high and the price
fluctuation is weaker. .e reason is that after consumer

demand in the previous period increases, the collaborative
platform can make timely predictions for the next period for
data prediction, which increases inventory consumption
while increasing inventory incoming volume so that the final
inventory does not change too much. Scenario analysis is
carried out on other variables in the model, and the study
finds that price has a greater impact on supply chain col-
laborative inventory management, indicating that supply
chain collaborative inventorymanagement needs to focus on
recording and analyzing prices in the actual operation
process [1].

4.2.ValueAnalysis of InformationSharing in the SupplyChain

4.2.1. Comparative Analysis of Bullwhip Effect under Non-
sharing and Sharing. In traditional supply chain manage-
ment, the order information issued by upstream companies
and downstream companies is used as the basis for demand
forecasting, and the predicted results are often larger than
the actual demand. .erefore, the most effective way to
reduce the bullwhip effect is to realize information sharing in
the supply chain, not only sharing customer demand in-
formation with each level member of the supply chain but
also sharing the information of each member in the supply
chain. Integrate all information to forecast demand instead
of relying on the only order information from downstream
to make forecasts. In order to further illustrate the value of
information sharing in the supply chain, the following uses
the moving average prediction method to quantitatively
analyze the bullwhip effect in the supply chain with or
without information sharing and compares them.

According to the above formula, set BE as the ordinate
and the number of observation periods n as the abscissa..e
number of observation periods is k� 1, 4, and 6, respectively.
.e results are shown in Table 3 and Figure 6.

.e above results are the bullwhip effect of supply chain
information in the case of nonsharing and sharing.
According to the data analysis in the figure, it can be seen
that when k� 1, that is, the first-level member retailer in the
supply chain, the retailer directly faces the needs of end
customers, regardless of whether the information in the
supply chain is shared, and the result is the same Yes, both
have the same bullwhip effect pattern. When k� 4 or 6, the
bullwhip effect in the case of information sharing is sig-
nificantly lower than that in the case of no information
sharing.

4.2.2. Inventory Comparison of Retailers and Wholesalers
under Nonsharing and Sharing. Since the retailer of the
first-level member of the supply chain always faces the
needs of end customers and the needs of end customers
are the same in the case of supply chain implementation
and nonimplementation of information sharing, the re-
tailer is in order to meet customer needs in a timely
manner..e inventory level maintained should also be the
same in the case of information sharing and nonsharing;
retailers will share the actual demand information of end
customers so that upstream companies in the supply chain

EPC 
label

Reader

EPC 
middleware

EPC IS ONS server

Database Database

Autosensing

Product 
management

Product 
information

Locate the 
IP address

EPCEPC

IP 
address

PML
EPC

EPC

Internet

Figure 2: .e workflow of the EPC system.
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can grasp the information of downstream companies in a
timely manner to formulate relevant information. Up-
stream companies in the supply chain can formulate
inventory plans based on corresponding order informa-
tion or production plans to meet the needs of downstream
companies, so they do not have to worry about inventory
issues. Compared with the case of nonshared information,
the inventory is much lower. .e results are shown in
Table 4 and Figure 7.

4.2.3. Comparative Analysis of Manufacturersʼ Inventory
under Nonsharing and Sharing. .e farther the bullwhip
effect is from the customer, the greater the demand fluc-
tuation will be. In the case of nonsharing, the manufacturer
produces according to the order information of the sub-
ordinate members, and the information is transmitted and
modified at the first level of the supply chain, which finally
causes the demand information to be distorted and enlarged,
causing themanufacturer to produce toomany products and

Table 2: .e impact of price on each inventory.

Time(week) 1 4 7 10 13 16 19 22 25 28
Consumer demand forecast-current 1 1 0 1 3 25 13 10 5 3
Consumer demand forecast-change 1 1 0 0 1 6 2 1.5 0.5 0
Retailer inventory-current 10 13 8 10 10 30 60 -17 -6 2
Retailer inventory-change 10 13 8 10 10 13 11 0 4 6
Wholesaler inventory-current 11 11 8 11 11 11 11 -24 -8 11
Wholesaler inventory-change 11 11 8 11 11 11 7 5 9 3
Manufacturer inventory-current 20 18 19 19.5 19 14 -23 20 -4 14
Manufacturer inventory-change 20 18 19 19.5 19 17 14 19.5 15 19

Table 1: Sensitivity analysis table.

Time (week) 1 8 15 22 29 36 43 50
Consumer demand forecast 0 0 0 0 72.15 657.57 345.45 489.80
Retailer inventory 0 0 0 0 54.24 1384.87 -680.10 3.40
Wholesaler inventory 17.65 14.24 11.11 4.32 -2.34 -962.63 -711.34 -165.45
Manufacturer inventory 17.65 14.22 11.23 -9.23 -721.87 22.85 -478.36 -503.89
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Figure 3: Sensitivity analysis.
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a large backlog of inventory; under sharing, the manufac-
turer obtains the shared information and directly grasps the
terminal customer demand information and then makes
predictions and formulates the production plan based on
this. As shown in Figure 8, the inventory level of producers

under nonsharing is significantly greater than that under
sharing.

To sum up, we can learn from the above analysis of the
results that when the supply chain implements information
sharing, the operating costs and risks of each node enterprise
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Figure 6: Comparison of bullwhip effect with or without information sharing in the supply chain.

Table 4: Inventory comparison of retailers and wholesalers under nonsharing and sharing.

Simulation value point 1 2 3 4 5 6 7 8
Nonshared-retailer inventory 0 100 48 73 25 1 0 0
Share-retailer inventory 0 98 46 73 22 2 1 0
Nonshared-batch distributor inventory 0 150 30 0 17 0 19 0
Sharebatch distributor inventory 0 170 60 11 10 11 16 0

Table 3: Comparison of the bullwhip effect with or without information sharing in the supply chain.

Information sharing Unshared k� 1 Unshared k� 4 Unshared k� 6 Shared k� 1 Shared k� 4 Shared k� 6
1 1 7 24 1 5 10
2 1 4 6 1 3 4.7
3 1 3 4 1 3 4.1
4 1 2.5 3 1 2.5 3.2
5 1 2 2 1 2 2.3
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in the supply chain are lower than those in the case of
nonsharing [32], and it also illustrates the overall supply
chain benefits are correspondingly improved, and market
competitiveness is enhanced. .e simulation results have
good guidance and reference significance for the operation
of enterprises in reality.

5. Conclusions

.is article proposes an inventory management information
platform framework that adapts to the environment of the
Internet of .ings, that is, the Internet of .ings inventory
management information platform. .rough this informa-
tion platform, the inventory information or other opera-
tional information of each node company can be provided to
other companies in the supply chain through the service
interface so as to achieve the role of information sharing and
transmission, effectively reducing the uncertainty of the
supply chain and reducing the impact of the bullwhip effect.

.e supply chain is a complex system that requires
members to share information to reduce the bullwhip effect,
achieve synchronization of decision-making, reduce in-
ventory, and improve market response. .erefore, infor-
mation sharing is an important content of supply chain
research. In the research of information exchange, most of
the researchers put forward the incentive mechanism to
promote information exchange on the basis of specific re-
lationship and the lack of research on the information ex-
change mechanism in supply chain management. On this
basis, this article focuses on this issue and discusses the
relationship between the benefits, costs, risks, and the re-
lationship between the supply chains in the information
exchange implementation mechanism.

Due to time constraints and lack of experience, this
information platform still has some shortcomings. (1) .e
interface design of the information platform is not perfect.
Enterprise informatization will become an indispensable
part of the future development of the enterprise. .e in-
ventory information of the Internet of .ings is not very
clear about the integration of enterprise resources and
management systems. (2) .e functionality of the system is
not good enough. Although the asynchronous technology
used in the system reduces the transmission of data and
improves the userʼs operating experience, due to the
shortcomings of the system itself and the degree of support
of the browser, the system is in the human-machine in-
terface, operation method and the response time cannot
meet the demand well.
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Ground-to-air data link communication has the advantages of fast transmission rate, strong anti-interference ability, and large
data communication volume and has been widely used in the field of civil aviation. -is article mainly studies the measures to
improve the real-time performance of the airborne data link communication system. -e design of the hardware platform of the
jamming environment simulator needs to comprehensively consider the implementation complexity of the jamming environment
model and the real-time simulation method adopted by the UAV data link system.-is paper uses the multicore and multithread
in the Linux operating system to simulate the functions of the original data link communication system and uses the TFTscreen to
display the data communication process in the multicore and multithread design scheme. When evaluating and scoring the
evaluation indicators, it must be carried out in accordance with certain standards. However, most of the indicators cannot be
directly assessed quantitatively only through certain specific values.-is article mainly uses the AHPmethod to analyze the weight
of indicators. In the simulation, user information is generated by a random code generator and then distributed to each branch
through serial-to-parallel conversion (S/P), and the spreading process is completed by long-code spreading on each branch,
respectively, by BPSK. It is modulated on different carriers to form a transmission signal; the signal passes through a Gaussian
white noise channel, and a certain frequency offset noise is added at the same time to reach the receiving end; the receiving end
uses correlated demodulation, and after despreading, the error rate is counted. -e data shows that under different distances, the
frame loss rate of the data link is different. -e frame loss rate in the 500 m range is about 1%, and the frame loss rate in the 2 km
range is about 2.3%.-e results show that the real-time performance of the data link communication system in this paper has been
greatly improved.

1. Introduction

With the popularization and application of information
theory, data link technology has evolved from traditional
combat support to main combat weapons and has been
proved in many wars since the 1990s. Compared with
traditional wireless communication, there are many sce-
narios in which a wireless communication base station is
used [1]. It can not only realize real-time communication in
closed buildings such as rooms and parking lots but also
realize real-time communication in the streets with high-rise
buildings.-is is of great significance for the development of
wireless communication base stations.

UAV downlink data link not only solves the problems of
long time [2], low timeliness, and instability of traditional

relay communication but also ensures the accuracy and
integrity of the received information to the greatest extent
due to its mobility and flexibility and further improves the
processing capacity of the whole system for docking and
receiving information. Whether the communication can be
carried out at high speed, timely, correctly, and safely is the
key factor affecting the success of the task. -erefore, the
simulation research of UAV airborne communication sys-
tem has great military practical significance [3].

For wireless communication in an open space, it is
bound to be subject to various interferences from the open
space. Long et al. reexamined the channel characteristics of
indoor visible light communication systems. His purpose is
to evaluate channel frequency selectivity, in other words, to
evaluate the importance of intersymbol interference (ISI) at
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the receiver and the need for channel equalization to restore
the transmitted data. He focused on the effect of indoor
channels by assuming that there is no bandwidth limitation
on light-emitting diodes and considering a simple intensity
modulation technique (not including discrete multitone
modulation). First, he simulated the channel impulse re-
sponse (CIR) using an iterative site-based method. -en, he
studied the conventional indicators used to evaluate channel
frequency selectivity, namely, root mean square delay spread
and channel frequency response. Although his algorithm is
necessary, it lacks accuracy [4]. Rahmani Hosseinabadi et al.
proposed an efficient partial transmission sequence tech-
nology based on genetic algorithm and peak optimization
algorithm (gapoa) to reduce the peak-to-average power ratio
(PAPR) in the visible light communication system based on
orthogonal frequency division multiplexing (vlc-ofdm). By
analyzing the advantages and disadvantages of the mountain
climbing algorithm [5], he proposed a kind of Poa with
excellent local searchability, which can further process the
signal whose PAPR still exceeds the threshold after being
processed by genetic algorithm (GA). He evaluated the
PAPR performance and bit error rate (BER) performance,
compared them with ga-pts and genetic-based PTS, and
compared them with gh-pts and sflahc-pts [6]. Although his
research performance is better, the factors considered are
not comprehensive [7]. -akur P believes that, recently, due
to the explosive growth of application requirements for
bandwidth, the demand for the radio spectrum of the next-
generation communication system continues to increase,
which has caused the problem of spectrum scarcity. Among
the proposed solutions to this problem, he uses the well-
researched cognitive radio (CR) technology and the recently
introduced nonorthogonal multiple access (NOMA) tech-
nology. Both technologies are used to effectively use the
spectrum and ensure a significant increase in spectrum
efficiency [8]. He introduced the framework for imple-
menting NOMA on CR and the feasibility of the proposed
framework. In addition, he discussed the differences be-
tween the proposed CR-NOMA and the conventional CR
framework. Finally, he discussed potential issues regarding
CR-NOMA’s implementation. Although his research has
certain feasibility, it lacks necessary data [9]. Kaddoum
considers that the decrease of data rate and energy efficiency
caused by the transmission of an equal reference signal and
data carrier signal constitutes the main disadvantage of the
DCSK system. In order to overcome this main shortcoming,
he proposed a short reference DCSK system (SR-DCSK). To
construct the transmitted data signal, P tandem copies of R
are used to extend the data. -is operation improves data
rates and energy efficiency without adding complexity to the
system architecture. He uses the receiver’s knowledge of
integers R and P to recover data. He analyzed the proposed
system and calculated the enhanced data rate and bit energy
saving percentage. Although his research enhanced the data
rate, it was not accurate enough [10].

In this paper, the Turbo code is selected as the error-
correcting code for the airborne data chain in consideration
of hardware resources, feasibility, anti-interference ability,
and other aspects, the Turbo code scheme is improved, and

finally, FPGA implementation is implemented. It plays a
very important role in the communication system. -e
research on the information coding technology of airborne
data link lays a certain foundation for the design of the
message frame format, transmission mode, and signal
processing method of the new airborne data link and verifies
its effectiveness through the computer simulation, which
provides a reference basis and technical support for the
formulation of the message standard of the new airborne
data link.

2. Airborne Data Link Communication System

2.1. Airborne Data Link. -e terminal of the wireless data
link, no matter it is a source or a host, is equivalent to a
microcomputer, which has the ability to process information
independently and can complete the modulation and de-
modulation function of transmitting the information.
Moreover, according to the specified communication pro-
tocol, the demodulated information can be processed by
group frames, and the true meaning of information trans-
mission can be read out to achieve the purpose of com-
munication [11]. On the other hand, the terminal equipment
can also modulate the information to be expressed according
to the communication protocol and then transmit it in the
channel to complete the information feedback. As for the
transmission channel of wireless data link, it covers a wider
range, including not only transmission media but also some
other devices, such as antenna [12]. In the data link com-
munication system of a small unmanned helicopter [13],
when the information load between UAV and ground
station is too large, the throughput of the network will
decrease, resulting in congestion. -e expression of con-
gestion detection function is as follows:

ρ �
η × lbefore +(1 − η) × lnow( 

q
. (1)

In the formula, q is the queue space. -e formula for
calculating the received power Pr of the receiving node is

Pr � P0 + Am + Hb + Hm + KT. (2)

In the automatic power control strategy, it is assumed
that the energy consumption parameter α is

α �
er(k)

e0(k)
. (3)

In general, when k> 1, the equivalent radius of the Earth
is larger than the actual radius. For the same antenna and
aircraft height, atmospheric refraction means that the
communication distance of the data link increases, and the
equivalent radius coefficient K of standard refraction is
1.333. -e limit distance of line-of-sight propagation is

d(Km) � 4.12
�����
h1(m)


+

�����
h2(m)


 . (4)

During the flight, the distance between the aircraft and
the ground control station is constantly changing, and it may
appear at any point within the line-of-sight range.
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Compared with the receiver, the received signal will only be
very close when it is very close to the signal source [14]. On
the contrary, the farther the distance is, the worse the signal

will be, and this change is not a simple linear change. When
it exceeds a certain distance, the signal strength will drop
sharply [15, 16]. -e form of the uplink modulation signal is

Sup(t) �
�����
2PIup


dTCup cos 2πfupt  −

�����
2PQup


dIMGup(t)cIMGup sin 2πfupt . (5)

In the formula, cIMGup(t) represents the pseudocode of
the uplink communication branch, and fup represents the
uplink carrier frequency.

-e downlink modulation signal form is

Sdn(t) �
������
2PTMdn


dTM(t)cTMdn cos 2πfdnt(  −

��������
2PMIMGdn


dMIMGdn(t)sin 2π fdn ± Δf1( t . (6)

In the formula, Δf1 is the frequency difference between
the target image branch and the telemetry branch [17, 18].

Assuming that the coordinates of the ground station are
(x0, y0, z0) and the coordinates of the aircraft are (xi, yi, zi),
then

D
2

− h
2

 cos2 θ � xi − x0( 
2
,

D
2

− h
2

 sin2 θ � yi − y0( 
2
.

(7)

-en the aircraft coordinates can be obtained:

xi � x0 +

��������

D
2

− h
2

 



cos θ,

yi � y0 +

��������

D
2

− h
2

 



sin θ,

zi � z0 + h.

(8)

At present, the M sequence is obtained through large-
scale search and detailed calculation. Using the form of
feedback function, the M sequence can be expressed as

f x1, x2, . . . , xk(  � x1 + f1 x1, x2, . . . , xk( . (9)

-e autocorrelation function of the commonly used
Barker code can be expressed as

ρ(t) � 
n−t

k�1
xkxk+t �

n, t � 0,

0 or ± 1, 0< t< n,

0, t≥ n.

⎧⎪⎪⎨

⎪⎪⎩
(10)

In the AWGN channel, the receiving sequence is

r(n) � s(n)e
j2πfenT+jθ

+ w(n). (11)

Among them, w(n) is additive white Gaussian noise, and
T is the symbol interval. -en, the ML probability is

Λ fe(  � − 
N−1

n�0
r(n) − s(n)e

j2πfenT+jθ



2
. (12)

-e carrier insertion method system is shown in Figure 1.
At the receiving end of the communication system, the carrier
frequency transmitted by the system can be filtered out by

using a narrow-band filter. Here, it is necessary to ensure that
the center frequency of the narrow-band filter is the same as the
inserted carrier frequency. At the same time, due to the or-
thogonal effect, the phase shift π/2 operation is also required
[19]. In a word, the key of the carrier insertion method is a
narrow-band filter with the same carrier frequency, which is
usually completed by PLL, and its hardware implementation is
[20–22].

2.2. Communication System. In order to improve the con-
fidentiality and security of the data link communication
process, it is necessary to deeply study the confidentiality of
various communication systems [23]. In order to suppress
the adjacent channel interference generated by the trans-
mitting end, a filter with a highQ value is adopted before the
power amplifier rear stage of the transmitting end to filter
the stray signals from the orthogonal modulation circuit and
prevent the interference to the receiving end caused by
amplifier amplification [24]. At the same time, in order to
realize full-duplex work, a pair of a machine is designed to
isolate the transmitting signal and the receiving signal, so as
to prevent the large signal of the transmitting end from
interfering with the receiving end [25]. Cooperative en-
gagement capability data link with other data chain’s biggest
difference is the cooperative engagement capability, and
conventional data link is only in view of the target track,
speed grades, and tracking accuracy of information pro-
cessing [26].

2.3. SystemRealTime. If the transmission rate is too fast, it is
easy to affect the communication performance.-erefore, in
order to study the relationship between transmission rate
and bit error rate, the relationship between transmission rate
and signal-to-noise ratio is established by taking the signal-
to-noise ratio as a bridge, so as to evaluate the link bit error
performance [27]. -e data to be transmitted is sent to the
fountain code encoder to code the transmitted data, then the
pilot sequence is added according to the specified data frame
structure, and the information is grouped. -e grouped data
is modulated by QPSK. Before transmission, the data is
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baseband shaped by a baseband shaping filter. At the same
time, to achieve the transmission purpose of no intersymbol
interference, a matching filter is added at the receiving end
[28]. -e receiver sends the received data into the matched
filter and uses the matched filtered data for frame syn-
chronization. -e frame synchronization information is
divided into two parts. -e training sequence pilot head is
used to complete channel estimation. -e data segment and
the output of the channel estimation module are used to
realize channel equalization.-e output data of the equalizer
is demodulated and decoded by fountain code multiuser
likelihood ratio iterative detection, and finally, the received
data can be obtained [29, 30].

3. System Test

3.1. System Indicators. -e performance index of the UAV
data link jamming environment simulator is shown in
Table 1. -e hardware platform design of the jamming
environment simulator needs to comprehensively con-
sider the interference environment model adopted by the
UAV data link system and the implementation complexity
of the real-time simulation method [31]. In the dynamic
flight scene and human interference coexistence envi-
ronment, the simulator should not only simulate the
aviation wireless channel in different scenarios, mainly
including path loss, shadow fading, multipath fading, and
channel noise, but also simulate different interference
patterns in real time [32–34].

3.2. SignalAcquisition. -is paper simulates the functions in
the original data link communication system through the
multicore and multithreading in the Linux operating system
and uses the TFT screen to display the data communication
process in the multicore and multithreading design scheme
[35]. In order to ensure that the communication data
transmitted by the operating system through the serial port
can be displayed on the TFT screen in real time without
delay, it is necessary to test the maximum refresh rate of the
TFT screen to determine whether TFT flat can be used as a
display of the real-time communication process [36]. -e
UAV adopts downlink operation mode to transmit telem-
etry information such as attitude and orientation and re-
sponse information of the aircraft down. -e Earth station
adopts the uplink operation mode to upload the inquiry
control information of the Earth station; the repeater station
adopts the relay operation mode to forward the down-
transmitted information of the UAV to the ground station
and the uploaded information of the ground station to the
UAV [37].

3.3. Data Link Risk AssessmentModel. When evaluating and
scoring the evaluation indicators, it must be carried out in
accordance with certain standards. However, most of the
indicators cannot be directly assessed quantitatively only
through certain specific values. -is article mainly uses the
AHP method to analyze the weight of the index [38].

3.4.DataLinkTransceiverEquipmentTest. -e ground test is
to select the open view conditions, assemble the airborne
terminal on the UAV, fix the UAV on the off-road vehicle,
and keep it connected to the flight control system. In ad-
dition, in order to observe the status of the drone, a
monitoring cable is drawn from the flight control system to
the computer for on-site monitoring [39]. -e purpose of
this operation is to simulate the working condition of the
data link during the flight movement of the UAV. It is
verified by a system-level simulation platform [40].

3.5. Interference Performance Test. Based on FPGA platform
characteristics and clock source frequency setting, each hop
differential frequency-hopping signal is processed by FFT 5
times. In the simulation, the user information is generated
by the random code generator and then distributed to each
branch through the serial-to-parallel conversion (S/P). -e
spread spectrum processing is completed in each branch
through the long-code spread spectrum method and is
modulated to different carriers in the way of BPSK to form
the transmission signal. -e signal passes through the
Gaussian white noise channel and adds a certain frequency
offset noise to reach the receiving end; the receiver adopts
correlation demodulation, and after despreading, the BER is
counted [40].

4. System Test Results

4.1. Real-Time Analysis. When the arrival rate and service
time of input traffic are different, comparative experiments
are carried out from four aspects: bandwidth, loss rate, queue
length per unit time, and queue delay. -e queue loss rate is
shown in Table 2. -e performance of the algorithm is
shown in Figure 2. In terms of bandwidth allocation, the
bandwidth of this algorithm is close to the actual bandwidth,
which can well meet the output requirements of each queue.
-e rationality of bandwidth allocation is close to the WRR
algorithm and far better than RR and SP algorithms. In
terms of queue loss rate, this algorithm has the lowest queue
loss rate. When the RR algorithm is used, the loss rate of
queue 4 is 12.09%, and that of queue 3 is higher than 5%.
When the SP algorithm is used, the loss rate of queue 4 is
23.93%. When the WRR algorithm is used, all queues are

Modulated signal

–π/2 phase shifterNarrowband filterπ/2 phase shifterCarrier

LPFMultiplierBPFAdder Channel

Figure 1: Carrier insertion method system.

4 Mathematical Problems in Engineering



lost, but they are controlled within 3%. With this algorithm,
the loss rate of each queue is controlled within 1%. As far as
the queue length is concerned, both the WRR algorithm and
this algorithm can control each queue to maintain a rela-
tively equal length, while other algorithms have different
queue lengths, which can easily cause some queue data to
lose data due to timeout or overlength. As for queue delay,
theWRR algorithm and this algorithm have more fair-queue
delay, while the RR algorithm and SP algorithm have a lower
delay with higher priority, and lower priority has a higher
delay.

Considering that in the airborne data link system, there
will inevitably be a lot of noise and various interferences
during information transmission, so there is no need to
consider the problem of wrong leveling. -erefore, this
article mainly studies and simulates the PCCC-type Turbo
code. For the data requirements in the data chain, the 1/3
code rate is adopted in the realization scheme. At the same
time, considering that the block interleaver is easy to im-
plement in hardware, in order to reduce the complexity in
iterative decoding, this paper uses block interleaving as the
inner interleaving of Turbo codes. -e influence of the
change in the number of carriers on system performance is
shown in Figure 3. In the absence of frequency offset, when
the number of carriers increases, the bit error rate will in-
crease slightly. -is is because when the number of carriers
increases, the ISI of other carriers on each subcarrier will
increase, but because the receiver works in an ideal state, its
impact on the bit error rate is not too obvious. It can be seen
from the figure that when there is a frequency offset, the bit
error rate of the system has been significantly improved. But
in the vicinity of 10db, the bit error rate can still reach 10−4.
With the increase of RS code redundancy, the coding effi-
ciency is decreasing, and its realization becomes more
complicated, and for any real-time communication, the
bandwidth must be expanded. -at is to say, the im-
provement of error correction performance comes at the
cost of increasing bandwidth.

-e comparison results of acquisition time of serial
sliding correlation and variable step synchronous acquisi-
tion method under 31 symbol offsets are shown in Table 3.
-e time for the two methods to complete a sliding cal-
culation is basically the same, and the variable step length
takes longer time in the decision module than the sliding
correlation method. Because the average sliding times are
less than the sliding correlation method, the synchronous
acquisition time of the variable step method is less than that
of the sliding correlation method. With the increase of the
number of symbol offsets, the total step size gradually de-
creases, which can verify the correctness of the variable step
size decision method. When the number of symbol offsets
between the local signal and the received signal is small, the
acquisition time of serial sliding correlation is less than that
of variable step size, which is mainly due to the fact that the
two methods occupy too much time to the decision module;
when the symbol offset of local signal and received signal is
greater than 7, the acquisition time of variable step length is
less than that of serial sliding correlation. -is is mainly due
to the large difference in the number of sliding times, and the
impact of the module decision time on the overall acqui-
sition time is small, and with the increase of the number of
symbol offsets, the synchronous acquisition method with
variable step size has better performance.

-e synthetic test simulation result of differential fre-
quency-hopping signal is shown as in Figure 4. It can be seen
from the figure that the differential frequency-hopping
signal generation module is driven by a clock with a sam-
pling frequency of 100MHz.When the reset signal is invalid,
the residence time of each hop of the generated signal is
200 μs, which verifies the hopping of the differential fre-
quency-hopping signal. -e speed is 5000 hop/S, which also
shows that the generated differential frequency-hopping
signal is correct. In the designed differential frequency-
hopping bandwidth, it can be clearly seen that it is a dif-
ferential frequency-hopping signal with 16 frequency points,
with a carrier center frequency of 6MHz and a bandwidth of
2.4MHz, thus verifying the correctness of the differential
frequency-hopping signal.

4.2.AntijammingPerformanceAnalysis. In the range of SNR
15 and the number of transmit and receive antennas from 1
to 10, this paper compares the average decoding time
performance of MIMO-OFDM spherical equalization

Table 2: Queue loss rate.

Loss rate (%) Queue 1 Queue 2 Queue 3 Queue 4
RR 0 0.11 5.75 12.09
SP 0 0.49 2.21 23.93
WRR 0.99 1.85 1.81 2.88
-is article 0.03 0.49 0.56 0.7

Table 1: Performance indicators of UAV data link interference environment simulator.

Performance parameter Technical index
Data link signal to be tested Carrier frequency 70MHz; bandwidth 10MHz
External interference source input Carrier frequency 70MHz; bandwidth 10MHz
Dry letter ratio −20 dB∼20 dB
Resolution 2 dB
Built-in noise source type Gauss
Signal-to-noise ratio −20 dB∼40 dB; resolution 0.1 dB
Channel type No fading, Rayleigh, rice
Channel status update rate 2ms, 10ms, 50ms, 200ms
Path loss 0∼84 dB; resolution 1 dB
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technology after external joint optimization and that of
MIMO-OFDM spherical equalization technology after in-
ternal collaborative optimization. Each technology is cycled
10 times, and the performance curve of the simulation
experiment is shown in Figure 5. It can be seen from the
figure that the average decoding time of the two technologies
increases linearly with the increase of the number of
transmit and receive antennas, and the average single
decoding time of MIMO-OFDM spherical equalization
technology after external joint optimization is approxi-
mately 1/2 of that of the MIMO-OFDM spherical equal-
ization technology after internal cooptimization. Due to the
introduction of microcomputing and GA, the MIMO-
OFDM spherical equalization technology after external joint

optimization can maintain the optimal BER performance of
MIMO-OFDM spherical equalization technology after in-
ternal collaborative optimization, enhance the robustness,
reduce the computational complexity, and greatly reduce the
average decoding time.

-e TU-6 fading channel model is shown in Table 4. -e
average BER of the two technologies shows a parabolic
downward trend with the increase of SNR, and the low-
complexity SC-FDESC-CPM technology has basically
reached a BER of 0 when the SNR is about 19.-e innovative
equalization technology route combining SC-FDE tech-
nology and SC-CPM technology enables the UAV wireless
image transmission data link system to greatly enhance the
ability to resist multipath interference while fully improving
bandwidth resource utilization. In order to ensure better
spurious performance, a narrower bandwidth must be se-
lected. And we choose the DDS output frequency reasonably
to avoid the high spurious frequency points, so as to get
better spurious performance.

-e performance of the Nakagami Fading channel is
shown in Figure 6. When other conditions are the same, the
performance of convolutional codes in fading channels is
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Figure 3: -e impact of changes in the number of carriers on system performance.

Table 3: Comparison of capture time.

Calculation
(s)

Verdict
(s) Once (s) All (s)

Variable step
size 0.000319 0.000878 0.000929 0.010526
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worse than that in Gaussian white channels under the same
SNR, and the smaller them value, the worse the performance
of convolutional codes. Compared with RS code, convolu-
tional code has stronger anti-interference ability, and its
encoder and decoder have a simple structure, short decoding
delay, and strong random error correction ability.-erefore,
the CDL and TCDL tactical common data link use con-
volutional code to encode the information channel, so as to
improve the antijamming ability of information transmis-
sion.-emessage delay in the system is directly proportional
to the number of messages generated per unit time and also
directly related to the rationality of slot allocation. When the
number of instantaneous messages exceeds the capacity of

network transmission, the message delay will be greatly
increased, and the instantaneous number of messages is
directly related to the simulation scenario. When the ca-
pacity of a single network cannot meet the delay require-
ments of the system, the number of stack networks can be
increased by stacking to improve the overall capacity of the
system and reduce the delay index.

4.3. Sensitivity Test Results. In the experiment, 6000 packets
are tested at different distances, and a point is taken for every
20 packets.-e total delay of the system is shown in Figure 7.
When the distance between the UAV and base station is
200m, the average value of total system delay is 37.5ms.
When the distance between the UAV and base station is
400m, the average value of total system delay is about 39ms.
When the distance between the UAV and base station is
1 km, the average value of total system delay is about 43ms.
For an unmanned helicopter system, as long as the system
delay is less than 80ms under manual control, it can meet
the control requirements. At different distances, the frame
loss rate of the data link is different. -e frame loss rate is
about 1% in the range of 500m, 2.3% in the range of 2 km,
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Figure 5: Simulation experiment results.

Table 4: TU-6 fading channel model.

Channel delay Normalized power
0 0.189
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8 0.090
12 0.055
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Figure 4: Comprehensive test simulation results generated by differential frequency-hopping signal.
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and 4.5% in the range of 4 km. In the actual system, the
uplink frequency is 30Hz; for real-time remote control, the
frame loss rate less than 10% has no effect.

Different frequency offset signal capture and tracking
test results are shown in Figure 8. For the uplink mea-
surement and control receiving channel, it is necessary to
comprehensively verify its capture and tracking perfor-
mance. -e first is to capture and test different Doppler
frequency offsets. It is necessary to constantly adjust the
carrier frequency emitted by the vector signal source to
simulate possible frequency offset values. -e offset needs to
cover the set carrier search range. -e second is to test the
tracking effect. When the receiver is in a stable tracking state,
we adjust the carrier frequency emitted by the signal source
to simulate the external dynamic stress and observe whether
the Doppler value output by the carrier tracking loop can
track the change of the signal. When adjusting the carrier
frequency of the signal source, the value of one adjustment
cannot be too large; usually, the value of each adjustment is
below 1 kHz. When the signal is tracked stably, the output
data of channel I and channel Q are basically noise, which
can be seen from the magnitude of the correlation value; the
frequency error and phase error of the phase detector change

within a small range, and the phase error should generally be
kept at within ±15°; that is, if the modulus is less than 0.26,
the Doppler value can track the change of the external signal.
When the actual measured external signal changes at 2 KHz/
s, the tracking loop can still operate normally. Simulation
tests and comprehensive results show that at a global clock
frequency of 40MHz, it takes about 0.14248ms to complete
the equalization processing of every 1024 received data, and
the ideal peak throughput rate can reach 115Mbits/s. -e
maximum clock is 343.595MHz, which takes fewer
resources.

TCM-4CPM demodulation hardware implementation
resource occupancy is shown in Table 5. From the output
spurious test results of the power amplifier, it can be con-
cluded that the output spurious of each power amplifier unit
is less than −50 dBm, the spurious suppression of each power
amplifier is better than −50 dBc, and the spurious sup-
pression of the power amplifier unit can meet the design
index requirements.

-e simulation results of the model are shown in Figure 9.
When the nodes in the network send fewer packets and the bus
model runs at low load, the delay data in the network is small.
When the data is transmitted according to the exponential
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interval type, the change of network delay is not obvious, the
change is not obvious, and it is maintained in a certain range. It
can be seen that the real-time performance of the simulation
can bus is particularly good when the network is running with
low load, which meets the real-time requirements of fieldwork.
Since the network is of broadcast bus type, according to the
proportion of total data to the total work nodes, and con-
sidering the arbitration queue delay caused by different pri-
orities and other factors, the received data of each work node

remains stable, which indicates that all nodes have the ability to
obtain data equally, and it can be seen that the influence of
network arbitration delay is small.

5. Conclusions

With the rapid development of communication technology
and the increasing complexity of communication systems, a
data link is widely used in the military field. -erefore, it is

Table 5: TCM-4CPM demodulation hardware implementation resource occupation.

Logic Used Available Rate%
Registers 4737 106400 4
LUT 10911 53200 20
BLOCKRAM/FIFO 1 140 1
BUFG/BUFGCTRLs 1 32 3
DSP48 Es 3 220 1
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Figure 9: Model simulation results.
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more and more important to carry out modeling and
simulation work on communication systems and further
research on system performance evaluation. -is paper
mainly studies the measures to improve the real-time per-
formance of airborne data link communication systems.
From the technical model and simulation model of the
communication data link system, the basic working prin-
ciple is understood, the modularization analysis is carried
out on the communication data link system, the functions of
each module and its simulation model are sorted out, and
the corresponding simulation work is carried out. It provides
a solid theoretical basis for the system performance evalu-
ation model and software design.-rough the establishment
of the airborne ACARS platform, the accuracy, reliability,
real time, and other requirements of the system in sending
downlink messages and receiving uplink messages were
verified, and relevant tests were conducted under actual
conditions. -e results show that the system has a good
message transceiving function.

Due to the difference of information processing steps on
different channels, it will be out of synchronization in time,
and the time delayer can ensure that the information after
coding is matched in time. -e combat mode gradually
develops from independent operation to joint operation.
-erefore, the communication capacity, transmission dis-
tance, and type of transmission information are constantly
expanding. In the airborne data link, due to the wide range of
aircraft activities, sometimes close to the ionosphere, it is
extremely easy to cause the signal to have multiple propa-
gation paths, resulting in a multipath effect. At the same
time, due to the fast-moving speed of the combat aircraft, the
relative positions of the communication parties will change
at a high speed, which will cause the Doppler effect.

With the development of military data communication
systems against interference, the requirement of anti-
interception performance is gradually improved, and the
high-performance error correction algorithm is becoming
more and more important in the whole system. -rough the
analysis of volume pick-up real-time control system request,
the volume is obtained by a machine to control the system I/
O response time, and the requirement of the minimum
sampling period to calculate the hybrid control system of a
total spool of pick-up, the I/O response time, the minimum
sampling period, and the constructed hybrid bus are ana-
lyzed from the angle of real-time control system used for the
feasibility of the control volume pick-up.
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With the rapid development of network technology and entertainment creation, the types of movies have become more and more
diverse, which makes users wonder how to choose the type of movies. In order to improve the selection efficiency, recommend
Algorithm came into being. Deep learning is a research field that has received extensive attention from scholars in recent years.
Due to the characteristics of its deep architecture, deep learning models can learn more complex structures. +erefore, deep
learning algorithms in speech recognition, machine translation, image recognition, and other fields have achieved impressive
results. +is article mainly introduces the research of personalized movie recommendation methods based on deep learning and
intends to provide ideas and directions for the research of personalized movie recommendation under deep learning. +is paper
proposes a research method of personalized movie recommendation methods based on deep learning, including an overview of
personalized recommendation and collaborative filtering recommendation algorithms, which are used to conduct research
experiments on personalized movie recommendation methods based on deep learning. +e experimental results in this paper
show that the accuracy of the training set of the Seq2Seq model based on the LSTM recurrent neural network reaches 96.27% and
the accuracy of the test set reaches 95.89%, which can be better for personalized movie recommendation.

1. Introduction

In recent years, with the improvement of people’s living
standards and the rapid spread of mobile Internet, more and
more information is flooding the Internet [1]. Because
different users have different hobbies, areas of interest,
personal experience, etc., it is difficult for users to filter the
information they are interested in from the massive infor-
mation. How to use the big data that has emerged with the
rise of mobile Internet and social media to serve users and
carry out personality Chemical recommendation has be-
come the focus of research [2]. Recommendation algorithm
is a type of machine learning algorithm that is very closely
related to real life. It refers to a type of algorithm that does
not require users to provide clear needs but models users’
interests by analyzing their historical behaviors, so as to
actively recommend products to users that can meet their

interests and needs. Among the various recommendation
algorithms, the collaborative filtering algorithm is the most
widely used and representative algorithm.+e basic idea is to
use the preferences of a group with similar interests and
common experience to recommend what users are inter-
ested in. Individuals give a considerable degree of response
(such as scoring) to the information through a cooperative
mechanism and record it to achieve the purpose of filtering
and help users filter information [3]. +e response is not
necessarily limited to those of particular interest, and the
record of particularly uninteresting information is also very
important.

Traditional user interest modeling methods are difficult
to express the essential information of the data and require
manual extraction of features, so that researchers need to
spend a lot of time and energy on data labeling, processing,
and feature extraction, and different data need to be
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different. Feature extraction and the extracted features are
not necessarily effective.+e effect of feature extraction often
determines the performance of the algorithm. In recent
years, deep learning has been favored by researchers [4]. It
can accurately express more necessary data information
through multilayer nonlinear computing units and effec-
tively reduce the difficulty of model training through un-
supervised learning.

Chen found that classification is one of the most popular
topics in hyperspectral remote sensing [5]. In the past two
decades, experts have proposed many methods to deal with
the classification of hyperspectral data, but most of them did
not extract hierarchically. Chen introduced the concept of
deep learning to the classification of hyperspectral data for
the first time, first by following the classification based on
classical spectral information to verify the qualifications of
stacked autoencoders; secondly, they proposed a new
method of spatially dominant information classification; A
novel deep learning framework is proposed to integrate
these two functions, from which the highest classification
accuracy can be obtained. +e framework is a mixture of
principal component analysis, deep learning architecture,
and logistic regression. Specifically, as a deep learning ar-
chitecture, stacked autoencoders are designed to obtain
useful advanced features. +is research lacks experimental
data support [6]. Alhamid believes that context-aware
recommendation offers the potential to use social content
and use relevant tags and rating information to personalize
content searches in a given context. Recommendation
systems solve the problem of trying to identify relevant
resources from a large number of online available choices.
As a result, Alhamid proposed a new recommendation
model that can personalize recommendations and improve
the user experience by analyzing the context when users wish
to access multimedia content; empirical analysis is per-
formed on the data set to prove use of potential preferences
to rank items in a given context; use optimization functions
to maximize the average average accuracy of result rec-
ommendations. +is method is not very innovative [7].
Barman found that search engines have become an indis-
pensable part of people’s daily lives. +ey can help users find
specific information from a large amount of data stored on
the Internet. +e query recommendation function of search
engines can respond to users’ original queries and provide
users with Recommend multiple alternative queries. For
different users from a specific geographic area, these sug-
gestions remain basically the same, but the acceptability of
these alternative queries often varies from person to person
[8]. In this work, Barman D proposed a personalized rec-
ommendation system based on genetic algorithms [9] and
used the search logs of commercial search engines to
evaluate the proposed method. +is research is not practical
and not suitable for popularization in practice [10].

+e innovations of this paper are as follows: (1) propose a
collaborative filtering personalized movie recommendation
algorithm; (2) construct a user interest model based on
Seq2Seq; (3) design a personalized movie recommendation
system based on deep learning.

2. Methods of Personalized Movie
Recommendation Methods Based on
Deep Learning

2.1. Personalized Recommendation. +rough personalized
recommendation by extracting the user’s historical infor-
mation features, it is convenient and accurate for the user to
mine the things he may like from the large database and
make personalized recommendation for each user [11]. For
example, in the e-commerce market [12], personalized
recommendation algorithms can stimulate users’ potential
purchase desires and reduce the time for users to select
products, thereby facilitating users’ shopping methods; in
the news or video fields, personalized recommendation al-
gorithms can provide users with recommendations. +e
information of his “appetite” improves the user’s reading
efficiency, reduces the time for users to select product
content, and can also attract users’ interest in the product
[13]. Nowadays, recommended websites can obtain user
behaviors such as length of stay, favorite links, and number
of likes. +ese behaviors are roughly divided into explicit
feedback behaviors and implicit feedback behaviors. Explicit
feedback behaviors can directly present user preferences.
Commonly it is the user’s rating of the item [14].

+e implicit feedback behavior cannot clarify the user’s
preferences [15]. A common implicit feedback behavior is
the user’s web browsing record. +e user may not be in-
terested in the item when browsing the web but may click
and browse the item out of curiosity or unintentionally [16].
Although the record does not clearly know the user’s
preferences, the implicit data obtained by the general website
account for a large proportion.+erefore, based on the use of
explicit feedback data, it is necessary to dig out the implicit
feedback data value meaning content, so as to achieve
personalized recommendation [17].

According to the different data types, the algorithms
needed for personalized recommendation are mainly
composed of two types: the first is a recommendation al-
gorithm based on content, and the second is a recom-
mendation algorithm based on collaborative filtering. +e
main idea of the content-based recommendation algorithm
is to recommend to users the information with the greatest
similarity in the content of the items they like and the in-
formation they have followed; the personalized recom-
mendation system basically uses a collaborative filtering
algorithm [18], and its core recommendation idea is as
follows: the user has other users with similar preferences and
then recommends to the user items that other users have
purchased but this user has not purchased [19].

2.2. Collaborative Filtering Recommendation Algorithm

2.2.1. Similarity Calculation. +e measure of similarity
between users is generally compared by the method of vector
calculation. Among these comparison methods, Pearson
similarity and cosine similarity are the most commonly used
[20].

2 Mathematical Problems in Engineering



+e calculation formula of cosine similarity is as follows,
where sim(x, y) represents the similarity between users x
and y andN(x) andN(y) represent the collection of ratings of
users x and y, respectively:

sim(x, y) �
|N(x) × N(y)|

������������
|N(x)||N(y)|

 . (1)

+e calculation formula of Pearson’s correlation coef-
ficient is as follows:

sim(x, y) �
i∈N(x)∩N(b) Rxi − Rx( ∗ Ryi − Ry 
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When recommending the target user x, similarity cal-
culation is also needed to find the n movies most similar to
movie m [21]. Here, it is represented by the set S(m, n); the
user x’s interest in movie m can be calculated by the fol-
lowing formula:

X(x, n) � 
j∈S(m,n)∩N(x)

sim(n, j)pxj. (3)

where N(x) represents the set of movies that user x likes and
pxj represents the degree of user x’s preference for movie j.

2.2.2. Matrix Decomposition Recommendation Algorithm.
+e basic principle of the matrix decomposition recom-
mendation algorithm is as follows: analyze the user’s his-
torical information and construct a rating matrix, which is
composed of user ID, item ID, and rating [22].+en, the user
item rating matrix is decomposed into two low-dimensional
feature matrices through matrix decomposition algorithm.
Finally, these two low-dimensional matrices are used to
estimate items that users have not commented on [23]. +e
initial user-item rating matrix Rn×m is decomposed, and the
user vector representation and the item vector representa-
tion are obtained, respectively, and then two feature matrices
are obtained [24], namely, user feature matrix Uk×n and item
feature matrix Vk×n, where n is the number of users,m is the
number of items, and k is the dimension of the hidden vector
feature space [25, 26]. Multiplying the twomatrices obtained
by decomposition is the predicted score:

R
∗

� U
T
V. (4)

+e algorithm trains the model by optimizing the dif-
ference between the predicted score R and the real score R∗,
that is, optimizing the objective function:

E � I R − U
T
V 

2
� 

N

i�1


M

j�1
Iij Rij − U

T
i Vj 

2
. (5)

To prevent overfitting, redefine the objective function:

E � 
N

i�1


M

j�1
Rij − U

T
i Vj 

2
+ λ Ui

����
����
2

+ Vi

����
����
2

 . (6)

Use the stochastic gradient descent method to solve the
matricesU and V [27]. +en, the partial derivatives of E with
respect to U and V are expressed as the following formulas:

zE

zU
� −2V + 2λU,

zE

zU
� −2U + 2λV.

(7)

Get updated U and V, where α is the learning rate:

U � U + α(V − λU),

V � V + α(U − λV).
(8)

2.2.3. Probability Matrix Factorization. Probabilistic ma-
trix decomposition is to introduce a probability model on
the basis of matrix decomposition to optimize. +e in-
troduction of the probability model has greatly improved
the performance of matrix factorization and further im-
proved the accuracy of the matrix factorization model
[28]. Probability matrix decomposition has two leading
assumptions: one is that the difference between the overall
rating matrix R of the user and the inner product R of the
eigenvectors of the user and the movie obeys the Gaussian
distribution of variance [29]; the second is that the ei-
genvector matrixU of the user and the movie’s elements of
the eigenvector matrix V, respectively, obey the Gaussian
distribution with the mean value being 0 and the variance
being ϕu and ϕv [30,31].

According to hypothesis one, the probability density
function of R can be obtained, where Iij is an indicative
function representing whether user i has made an evaluation
for movie j; if the evaluation has been made, its value is 1;
otherwise, it is 0:

p R|U, V,ϕ2  � 
N

i�1

M

j�1
N

Rij

UT
i Vj

 , ϕ2⎡⎣ ⎤⎦
Iij

. (9)

According to hypothesis two, U and V probability
density functions can be obtained:

p U,ϕ2U  � 
N

i�1
N

Ui

0
 , ϕUI, p V, ϕ2V  � 

M

i�1
N

Vj

0
 , ϕVI.

(10)

+e stochastic gradient descent method is used to solve
the matrices U and V [32]. +en, the partial derivatives of E
with respect to U and V are expressed as the following
formulas:
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zE

zU
� −V + λuU,

zE

zV
� −U + λVV.

(11)

Get updated U and V, where α is the learning rate:

U � U + α V − λuU( ,

V � V + α U − λvV( .
(12)

+emethod part of this article uses the above method for
the research of personalized movie recommendation algo-
rithm based on deep learning. +e specific process is shown
in Figure 1.

3. Experiment on Personalized Movie
Recommendation Method Based on
Deep Learning

3.1. Based on Seq2seq User Interest Model Construction.
+e personalization of personalized search is reflected in the
different search results obtained by different users. First,
obtain user interests through related algorithms and express
and describe the user’s personalized information. Secondly,
the personalized information is integrated into the search
algorithm or related operations such as expanding the query
sentence during the query process and dynamically
adjusting the search results [33]. +e Seq2Seq model in deep
learning is used to characterize the user’s interest, and then it
is integrated into the sorting algorithm of the search engine.
+e coding end of the Seq2Seq model is based on the LSTM
recurrent neural network, which has a longer memory ca-
pacity than RNN. +e decoder also uses LSTM recurrent
neural network [34].

First, classify the movie titles according to the authors,
put together the movie titles of the same director, and
construct them into short texts. All authors in the data set are
made into short text data sets; secondly, the data are input
into the Seq2Seq model, and the input and output are both It
is the same data for training until the loss converges and
stabilizes. +is process is to adjust the weight parameters of
the neural network through training, and let the model
capture the input semantic information; again input the
relevant short text of each director into the trained code In
the device, the output result at the last time step is the
interest feature vector of the current audience, and it is saved
for subsequent use [35]. Finally, each movie title of the
search result must be input into the encoder, the generated
vector and the interest vector of the audience currently using
the system are calculated for similarity, and the calculation
result is merged into the Lucene sorting algorithm, and then
the search result is reproduced. Sort to achieve personalized
search results [36].

3.1.1. Model Structure. +is article uses the Seq2Seq model
to express user interests. +e whole model constructed in
this paper is mainly divided into four levels. +e first level is
the data embedding layer, which embeds the text data in a

vectorized manner. +is paper chooses the word embedding
method instead of the one-hot method. +e second layer is
the coding layer, which is based on the LSTM neural net-
work and encodes text data. +e third layer is the attention
layer. +rough the attention layer, the decoder can use a
different intermediate vector at each time step. +e fourth
layer is the decoding layer, and the decoding layer also uses
LSTM recurrent neural network to decode and output
according to the intermediate vector [37, 38].

3.1.2. Data Preprocessing Vocabulary Construction. +e
original data need to be processed by removing the stop
words, and the stop word list used is the stop word list for
English text processing in the natural language processing
toolkit (NLTK) related to python. Before the vocabulary is
built, punctuation marks in the text are eliminated, which
helps to reduce the number of unregistered words. In the
process of constructing the vocabulary, the case of words is
distinguished, which helps to understand semantics and
enhance the expression effect. Construct the vocabulary
according to the word frequency and arrange it according to
the size of the word frequency. After that, the word is
represented by a unique ID, that is, its sorted position in the
word frequency database. +e word ID is built into a batch
and sent to the network, and the network performs word
embedding into embedded computing that it is used for
subsequent network training [39].

3.1.3. Embedding Processing Layer. +e Embedding layer
uses the training skip-grammodel to construct word vectors.
First, the movie title corpus data are counted on word
frequency and sorted according to word frequency, and a
fixed position is determined for each word. Next, perform
one-hot encoding. Finally, a word vector matrix is generated
through neural network training, where the row vector
corresponding to each position is the distributed word
vector of the current word [40].

3.1.4. Attention Layer Construction. It is the introduction
the attention mechanism into the model. +e basic idea of
the attention mechanism is to break the limitation that the
traditional encoder-decoder depends on a fixed vector
output at the last time step of the encoding stage when
decoding. Attention mechanism is realized by saving the
intermediate output results generated by the encoder
according to the input sequence and then training a model to
selectively learn these inputs and associate the output se-
quence with it when the model is output [41].

3.2. Design a Personalized Movie Recommendation System
Based on Deep Learning

3.2.1. Demand Analysis

(1) User Needs. +e functions that users can use generally
include account management, movie search, user ratings,
user reviews, personalized movie recommendations, movie
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nonpersonalized recommendations, and user information
management. Account management includes account login,
account logout, and account registration; movie search in-
cludes movie search and movie playback sources; user in-
formation management includes user nickname
modification and user password modification.

(2) Administrator Requirements. In addition to the user
rights, the system administrator needs to undertake the
operation and maintenance tasks of the entire movie rec-
ommendation system to ensure the normal and stable op-
eration of the system. +ese include user information
management, website traffic statistics, and website infor-
mation maintenance. User information management in-
cludes banning users and modifying user information and
website traffic statistics; website information maintenance
includes adding movies, deleting movies, updating movie
information, deleting comments, and viewing comments.

(3) Performance Requirements. Ensuring system perfor-
mance, high availability, and scalability.

3.2.2. System Structure. +is system adopts the B/S archi-
tecture, uses the MVC development model as the system’s
microsolution, and uses the microservice architecture as the
system’s macrosolution to design and develop a large-scale
Web system. +e development of the whole system takes
MVC development model as the development model for
designing and creating Web applications and chooses
SpringMVC as the framework of MVC development model
for development.

+e interface layer is dominated by html pages, which
are implemented through technologies such as JavaScript,
SpringMVC, and Json. Among them, it mainly communi-
cates with the server through the Http network

communication protocol, and the users of the system in-
teract with the system by browsing the web.

+e business logic layer is mainly implemented by
SpringMVC, based on the controller in the MVC devel-
opment model, connecting the interface layer and the data
access layer. +rough the business logic layer, the data
access layer can write data to the interface layer, and the
data access layer can also send data back to the interface
layer.

+e data access layer mainly uses the Hibernate
framework to complete object-relational mapping. First, it
encapsulates JDBC lightly and establishes a mapping rela-
tionship between the model in theMVC development model
and the database table to complete data persistence and
other operations.

3.2.3. Database Design

Relational Database. +e recommendation system needs a
lot of data to support when updating the recommendation
model, and there is a certain relationship between data and
data, and the relational database is based on the relational
model, so the commonly used relational database Mysql is
used Store system information.

(1) Nonrelational Database. +is type of data requires a
performance-oriented database system. Redis is a non-
relational database, which is based on memory key-value
storage, which is more efficient in storage. For example,
after logging in to the movie recommendation system, I
regret storing the logged-in user’s Session information in
Redis. +e storage form of the user’s Session information
in Redis is as follows: Key �User ID; Value � Session
Information.

Research method of personalized film
recommendation method based on deep learning

Personalized recommendation Collaborative filtering recommendation
algorithm

Recommendation
algorithm based on

content

Collaborative
filtering

recommendation
algorithm

Similarity
calculation

Matrix factorization
recommendation

algorithm

Probability matrix
factorization

Figure 1: Part of the technical process of this method.
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3.2.4. Core Module Design

(1) Login Module. +is module is mainly responsible for the
user’s identity verification when using the system and grants
different module access permissions based on the user’s
identity and the access control list provided by Spring
Security.

(2) Movie search Module. +is module is responsible for
searching out the movie corresponding to the user when the
user searches for a movie and providing the playback source
of the movie to the user.

(3) Offline Calculation Module. By clustering the user’s
ratings of all movies and the category of the movie, a part of
the movies that users are most likely to be interested in are
selected as a list of candidate movies, and then a deep
network structure model is used to the candidate movie list
to recommend and sort, which is based on deep learning.

(4) Online Recommendation Module. Sort and recommend
the movie candidate list obtained by the offline module by
using an improved movie recommendation algorithm based
on deep learning.

(5) Information Management Module. +e system admin-
istrator can add, delete, and update information on the
movie resources of the system, check the comments of each
movie, and delete false comments.

(6) Website Traffic Statistics. It is responsible for statistics of
various traffic on the website, which is convenient for ad-
ministrators to do operation and maintenance management.

(7) User Information Feedback Module. Support users to give
feedback on recommended movie information in the sys-
tem, including user ratings and user comments.

+is experiment part proposes the above steps to be used
in the research experiment of personalized movie recom-
mendation method based on deep learning. +e specific
process is shown in Table 1.

4. Personalized Movie Recommendation
Method Based on Deep Learning

4.1. Development Status of Intelligent Recommendation
System. Nowadays, the recommendation system as a kind of
intelligent information service has been applied in all walks
of life, for example, the well-known e-commerce product
recommendation, hot topic recommendation of news
websites, high-quality content recommendation of video
andmusic, keyword recommendation of search engines, and
recommendation of similar documents in academic web-
sites. +is article counts the well-known apps on the market
that contain smart recommendations, as shown in Table 2.

+e recommendation system uses the user’s historical
behavior information to infer the user’s interests and
preferences, so as to provide recommendations for them.
+e personalized recommendation system can not only

make recommendations based on users’ preferences but can
also recommend new items that users might like when the
users are not clear about their preferences. +is is called the
novelty of recommendation.

4.2. Personalized Movie Recommendation User Analysis

(1) Count the average usage time of the application
platform with movie personalized recommendation
function in the daily life of each user layer, and draw
it into a chart, as shown in Table 3 and Figure 2.
It can be seen from the chart that Saturday and
Sunday are the two days when users spend the most
time online. +e platform can set the number of
personalized recommendations on Saturdays and
Sundays to be more frequent, and there are more
types of pushes; users online use time on weekdays
after Monday. Relatively short, the platform can be
set to accurately push according to users’ likes.

(2) Calculate the time period that users use the appli-
cation platform with the personalized recommen-
dation function of movies and draw them into charts,
as shown in Table 4 and Figure 3.

It can be seen from the graph that users often use ap-
plication platforms with personalized movie recommen-
dation functions during commuting hours, lunch time,
dinner time, etc. It should be adapted to the current con-
ditions, and more personalized movie recommendations for
users during these time periods will surely achieve a better
recommendation effect.

4.3. Experimental Results

(1) +is paper calculates the similarity algorithm for the
collaborative filtering algorithm based on person-
alized recommendation and the Seq2Seq model,
fuses the similarity through the fusion algorithm,
and finally completes the movie recommendation.
+e recommendation is the Top-N method. Analyze
and compare relevant experimental results. +rough
the fusion algorithm, the similarity between the
movie similarity obtained by the item-based col-
laborative filtering recommendation algorithm
(Item-CF) and the movie based on the Seq2Seq
model is fused and statistically sorted out. Draw a
chart, as shown in Table 5 and Figure 4.
It can be seen from the chart that the similar fusion
ratio of Item-CF and Seq2Seq is 1 : 0, which means
the index result is obtained by the Item-CF algo-
rithm. It can be seen from various evaluation indi-
cators that when the Seq2Seq fusion ratio is relatively
high, the coverage rate is significantly higher than
that of the traditional collaborative filtering algo-
rithm. As the proportion of Seq2Seq fusion de-
creases, the accuracy, recall, and novelty are all
improved, while the coverage rate gradually
decreases.
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Table 3: Average user usage time (unit: minute).

User Monday Tuesday Wednesday +ursday Friday Saturday Sunday
Primary and secondary school students 112.3 106.4 101.2 110.1 116.4 134.8 141.2
College students 164.1 171.3 164.6 175.3 154.9 212.3 230.6
Office worker 108.6 92.7 95.6 100.5 124.6 176.7 200.4

Table 1: Experimental steps in this article.

Research experiment on personalized movie recommendation
method based on deep learning

3.1. Based on Seq2Seq user interest
model construction

1. Model structure

2. Data preprocessing vocabulary
construction

3. Embedding processing layer
4. Attention layer construction

3.2. Design a personalized movie
recommendation system based on
deep learning

1. Demand analysis

2. System structure

3. Database design
4. Core module design

Table 2: App with smart recommendations.

Application field App Uses
E-commerce Taobao, Jingdong, Buy together, Amazon Online shopping
Film and television Youtube, Youku, Tencent video, Bilibili, Aiqiyi, Douban Watching TV and movies
Music software NetEase Cloud Music, Kugou music, Kuwo music, QQ music, Xiami Music Listen to the music
Radio station Lychee fm, Radio Himalayan Listen to the radio
News and information Toutiao, Zite News browsing
Life service Meituan, Eleme Eating, lodging, traveling
Social contact QQ, Weibo, Wechat Exchange, make friends
Search engines Baidu, Google Search for things you want to know
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110.1
116.4
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141.2

164.1
171.3

164.6

175.3

154.9

212.3

230.6

108.6

92.7 95.6
100.5

124.6

176.7
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Figure 2: Average user usage time (unit: minute).
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(2) +e data set used in the experiment is the MovieLens
data set collected by the GroupLens team of the
University ofMinnesota in the United States. It records
users’ ratings of movies and is a standard data set for

personalized recommendation algorithm evaluation.
+e MovieLens dataset used in this article includes
MovieLens-100k dataset and MovieLens-1M dataset.
Based on theMovieLens-100k data set andMovieLens-

Table 5: Item-CF and Seq2Seq fusion results in different proportions.

Number Similar fusion ratio of Item-CF and Seq2seq Accuracy (%) Recall rate (%) Coverage (%) Novelty
1 1 : 0 39.81 4.21 29.61 4.31
2 1 :1 42.31 4.67 32.33 4.26
3 1 : 2 37.42 3.94 36.07 4.54
4 7 :1 35.67 4.56 41.20 4.62
5 14 :1 42.33 5.08 39.26 4.70
6 19 :1 46.24 4.78 36.44 3.96
7 20 : 6 48.09 5.12 32.52 4.33
8 48 :1 39.21 4.83 29.07 4.27
9 50 : 4 36.52 3.64 26.43 4.39
10 67 : 2 37.43 3.27 23.67 4.51
11 92 :1 41.66 2.98 29.11 4.63
12 100 :1 49.57 2.51 30.27 4.71

Table 4: User viewing time period.

Period Percentage (%)
0 : 00–6 : 00 3.62
6 : 00–9:00 6.23
9 : 00–12 : 00 13.91
12 : 00–15 : 00 20.34
15 : 00–18 : 00 19.12
18 : 00–21 : 00 23.67
21 : 00–24 : 00 13.11

Percentage

0:00–6:00
6:00–9:00
9:00–12:00
12:00–15:00

15:00–18:00
18:00–21:00
21:00–24:00

Figure 3: User viewing time period.
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1M data set, starting from three aspects, the output size
of the hidden layer is 8. Regarding the models GMF,
MLP, NeuMF, and Seq2Seq, the accuracy and diversity
of the two data sets are compared Experiment to verify
the superiority of the Seq2Seqmodel is proposed in this
chapter. +e specific results are shown in Table 6 and
Figure 5.
It can be seen from the graph that, as the user activity
increases, the accuracy fluctuates slightly and the
diversity rises slightly; the increase in activity indi-
cates that the proportion of user activity obtained by
clustering gradually increases, compared to pure.
+e diversity characteristics of the activity derived
from the number of times the project is evaluated are
more obvious and bring more gains.

(3) A three-layer LSTM network model is built, the
number of LSTM neurons is set to 131, the learning is
0.002, the dropout value is 0.2, the number of training
rounds Epoch is 27, the batch size Batch_size is 35,
Adam is the model optimizer, and Sigmoid function is
used as the activation function. When the model is
stable, the setting is that the LSTM layer contains 131
neurons and the batch_size of each batch of data is 70.
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4.54
4.62

4.7

3.96
4.33
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4.51
4.63

4.71

3.4

3.6

3.8

4

4.2

4.4

4.6

4.8
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Figure 4: Item-based collaborative filtering recommendation algorithm and Seq2Seq fusion results in different proportions.

Table 6: Comparative experimental results.

User activity
MovieLens-100k MovieLens-1M

HR NDCG ILS HR NDCG ILS
0.2 0.6481 0.3421 0.4568 0.7126 0.5027 0.4613
0.3 0.6527 0.3519 0.4631 0.7217 0.5112 0.4717
0.4 0.6582 0.3607 0.4724 0.7305 0.5204 0.4806
0.5 0.6643 0.3687 0.4811 0.7396 0.5293 0.4912
0.6 0.6709 0.3724 0.4901 0.7421 0.5348 0.5071

0.3

0.35

0.4
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0.5

0.55

0.6

0.65

0.7
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0.2 0.3 0.4 0.5 0.6
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MovieLens-
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MovieLens-
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MovieLens-
1M-NDCG
MovieLens-
1M-ILS

Figure 5: Comparison of experimental results.
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After 27 iterations, the model achieves better results.
+e dropout value is 0.23, and Adam as a model
optimizer, the sigmoid function is used as the final
activation function of the model. +e specific condi-
tions of the model’s loss function and accuracy rate
change trend on the test set and training set are shown
in Table 7 and Figure 6.

It can be seen from the graph that the loss function and
accuracy of the model gradually stabilized after the epoch
reached 15, and the loss function remained around 0.0080.
+e accuracy of the final model training set reached 96.27%,
and the accuracy rate of the test set reached 95.89%.
Convergence speed and model accuracy are better than
traditional RNN models. Compared with traditional RNN
models, processing performance has been greatly
improved.

5. Conclusions

In recent years, with the rapid development of information
technology and the Internet, watching movies through the
Internet has become a habit of many people. However, because
people cannot quickly obtain their favorite movie content from
the massive movie resources, this makes the overload of movie
information more and more serious. As one of the important
means to alleviate the problem of information overload, the
recommendation system can help users quickly find favorite
movie content and bring users a good experience. +erefore, it
is widely used inwell-knownmovie and videowebsites at home
and abroad and has great commercial value.

+e advent of the 5G era has put forward higher re-
quirements for Internet technology. As one of the important
areas, the recommendation system has been deeply applied
to all aspects of the Internet. It helps people provide

Table 7: Loss function and accuracy rate changes.

Epoch Loss training Loss test Accuracy training (%) Accuracy test (%)
0∼3 0.0152 0.0146 71.24 64.14
4∼6 0.0131 0.0137 79.56 75.63
7∼9 0.0127 0.0121 82.31 80.41
10∼12 0.0114 0.0117 85.47 82.67
13∼15 0.0097 0.0106 90.26 89.17
16∼18 0.0086 0.0095 92.51 93.67
19∼21 0.0082 0.0089 93.38 94.59
22∼24 0.0078 0.0074 95.46 95.21
25∼27 0.0073 0.0069 96.27 95.89

96.27%

95.89%

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

70.00%

80.00%

90.00%

100.00%

0.0000

0.0020

0.0040

0.0060

0.0080

0.0100

0.0120

0.0140

0.0160

0~3 4~6 7~9 10~12 13~15 16~18 19~21 22~24 25~27
Epoch

Loss training
Loss test

Accuracy training
Accuracy test

Figure 6: Loss function and accuracy rate changes.
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solutions from massive information retrieval and changes
the original passive search method. To take the initiative and
bring certain economic benefits to related enterprises, it has
been widely recognized by the industry. At the same time,
deep learning technology has shined in the field of classi-
fication and prediction in recent years, but in the field of
recommendation, the application of this technology is still in
a period of rapid growth. How to combine the two more
effectively is an important direction of current research.

+is article begins by focusing on the research back-
ground and significance of the thesis. +rough the research
and judgment of the current research status in this field,
combined with the development and application of algo-
rithm technology, it analyzes and summarizes the common
problems in the algorithm. +en, the related theories and
technologies needed in this article are researched and or-
ganized, several basic algorithms of recommendation sys-
tems and the current popular social network-based
recommendation algorithms are theoretically studied, and
then the foundation of deep learning algorithms is
explained. +is article has conducted certain research on the
movie recommendation system and its combination with
deep learning, but there are still many shortcomings, which
require continuous learning and hard work. +e data set
used in the model test in this paper is very small compared
with the calculation required for actual application, and
there is still a certain gap in the amount of data.
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O. Büyüköztürk, “Autonomous structural visual inspection
using region-based deep learning for detecting multiple
damage types,” Computer Aided Civil and Infrastructure
Engineering, vol. 33, no. 9, pp. 731–747, 2018.

[17] X. Zhang and D. Wang, “Deep learning based binaural speech
separation in reverberant environments,” IEEE/ACM Trans-
actions on Audio, Speech, and Language Processing, vol. 25,
no. 5, pp. 1075–1084, 2017.

[18] Z. Lv and L. Qiao, “Optimization of collaborative resource
allocation for mobile edge computing,” Computer Commu-
nications, vol. 161, pp. 19–27, 2020.

[19] W. Li, H. Fu, L. Yu et al., “Stacked Autoencoder-based deep
learning for remote-sensing image classification: a case study
of African land-cover mapping,” International Journal of
Remote Sensing, vol. 37, no. 23-24, pp. 5632–5646, 2016.

[20] Q.-S. Zhang and S.-C. Zhu, “Visual interpretability for deep
learning: a survey,” Frontiers of Information Technology &
Electronic Engineering, vol. 19, no. 1, pp. 27–39, 2018.

Mathematical Problems in Engineering 11



[21] I. Y. Choi, H. S. Moon, and J. K. Kim, “Assessing personalized
recommendation services using expectancy disconfirmation
theory,” Asia Pacific Journal of Information Systems, vol. 29,
no. 2, pp. 203–216, 2019.

[22] M. Kim, Y. Fang, H. Xie, J. Chong, and M. Meng, “User click
prediction for personalized job recommendation,” World
Wide Web, vol. 22, no. 1, pp. 325–345, 2019.

[23] J. Zhang, “Personalised product recommendation model
based on user interest,” Computer Systems Science and En-
gineering, vol. 34, no. 4, pp. 231–236, 2019.

[24] M. Gan and R. Jiang, “FLOWER: fusing global and local
associations towards personalized social recommendation,”
Future Generation Computer Systems, vol. 78, no. 1,
pp. 462–473, 2017.

[25] W. Gu, S. Dong, and M. Chen, “Personalized news recom-
mendation based on articles chain building,” Neural Com-
puting and Applications, vol. 27, no. 5, pp. 1263–1272, 2016.

[26] C. Tan, H. Li, and X. Wu, “Context-aware personalized
recommendation for mobile users,” IPPTA: Quarterly Journal
of Indian Pulp and Paper Technical Association, vol. 30, no. 2,
pp. 146–151, 2018.

[27] Y. Lv, “Personalized recommendation model based on in-
cremental learning with continuous discrete attribute opti-
mization,” Revista de la Facultad de Ingenieria, vol. 32, no. 2,
pp. 842–849, 2017.

[28] S. Lee and T. Ha, “Item-network-based collaborative filtering:
a personalized recommendation method based on a users
item network,” Information Processing & Management: li-
braries and Information Retrieval Systems and Communica-
tion Networks: An International Journal, vol. 53, no. 5,
pp. 1171–1184, 2017.

[29] G. Xiao, Q. Cheng, and C. Zhang, “Detecting travel modes
using rule-based classification system and Gaussian process
classifier,” IEEE Access, vol. 7, pp. 116741–116752, 2019.

[30] C. Shi, Z. Zhang, Y. Ji, W. Wang, P. S. Yu, and Z. Shi,
“SemRec: a personalized semantic recommendation method
based on weighted heterogeneous information networks,”
World Wide Web, vol. 22, no. 1, pp. 153–184, 2019.

[31] J. Zhang, Y. Wang, Z. Yuan, and Q. Jin, “Personalized real-
time movie recommendation system: practical prototype and
evaluation,” Tsinghua Science and Technology, vol. 25, no. 2,
pp. 180–191, 2020.

[32] J. Grith, C. O. Riordan, J. Griffith et al., “Collaborative fil-
tering,” Computer Science, vol. 57, no. 4, p. 189, 2017.

[33] Y. Yao, H. Tong, G. Yan et al., “Dual-regularized one-class
collaborative filtering with implicit feedback,” World Wide
Web, vol. 22, no. 3, pp. 1099–1129, 2019.

[34] A. Boutet, D. Frey, R. Guerraoui, A. Jégou, and
A.-M. Kermarrec, “Privacy-preserving distributed collabo-
rative filtering,” Computing, vol. 98, no. 8, pp. 827–846, 2016.

[35] N. Polatidis and C. K. Georgiadis, “A multi-level collaborative
filtering method that improves recommendations,” Expert
Systems with Applications, vol. 48, pp. 100–110, 2016.

[36] D. Zhang, T. He, Y. Liu et al., “A carpooling recommendation
system for taxicab services,” IEEE Transactions on Emerging
Topics in Computing, vol. 2, no. 3, pp. 254–266, 2017.

[37] J. D. West, I. Wesley-Smith, and C. T. Bergstrom, “A rec-
ommendation system based on hierarchical clustering of an
article-level citation network,” IEEE Transactions on Big Data,
vol. 2, no. 2, pp. 113–123, 2016.

[38] Z. Tian, T. Jung, Y. Wang et al., “Real-time charging station
recommendation system for electric-vehicle taxis,” IEEE
Transactions on Intelligent Transportation Systems, vol. 17,
no. 11, pp. 3098–3109, 2016.

[39] H. C. Zhang and Y. L. Chang, “PKR: a personalized knowledge
recommendation system for virtual research communities,”
Data Processor for Better Business Education, vol. 48, no. 1,
pp. 31–41, 2016.

[40] E. N. Cinicioglu and P. P. Shenoy, “A new heuristic for
learning Bayesian networks from limited datasets: a real-time
recommendation system application with RFID systems in
grocery stores,” Annals of Operations Research, vol. 244, no. 2,
pp. 385–405, 2016.

[41] A. S. Koshiyama, N. Firoozye, and P. Treleaven, “A derivatives
trading recommendation system: the mid-curve calendar
spread case,” Intelligent Systems in Accounting, Finance and
Management, vol. 26, no. 2, pp. 83–103, 2019.

12 Mathematical Problems in Engineering



Research Article
Research on College Physical Education and Sports Training
Based on Virtual Reality Technology

Dan Li,1,2 Chao Yi ,3 and Yue Gu2,4

1School of Physical Education, Shaoyang University, Shaoyang 422000, Hunan, China
2School of Graduate, Adamson University, Hermita 1000, Manila, Philippines
3College of General Education, Fujian Chuanzheng Communications College, Fuzhou 350007, Fujian, China
4School of Physical Education, Hunan International Economics University, Changsha 410205, China

Correspondence should be addressed to Chao Yi; fjczjtyc@163.com

Received 26 December 2020; Revised 21 January 2021; Accepted 7 February 2021; Published 18 February 2021

Academic Editor: Sang-Bing Tsai

Copyright © 2021 Dan Li et al. /is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the continuous development of society and the rapid development of science and technology, virtual reality technology is
also developing rapidly. It has been widely used in all walks of life and is playing an irreplaceable role. Modern education has also
begun to integrate with science. Sports are also constantly deepening the application of information technology. In order to make
students have a new understanding of college physical education and sports training and improve the technical level and training
quality of college sports athletes, this paper studies the application of virtual reality technology in physical education and sports
training. In this paper, the semisupervised framework is used to implement motion input and interactive virtual scene algorithms.
First, based on Q statistics, virtual simulation and differential selection algorithms are used to select athletic students with strong
autonomous learning ability and then use the classifier’s neighbor confidence. /e formula selects the student with the highest
learning level and marks it. Experimental results show that this method can effectively assist physical education activities and
improve students’ learning efficiency. Students’ efficiency in sports has increased by 30%. At the same time, 2/3 of people believe
that their interest in sports training has increased 80% and another 90% of college coaches believe that the use of virtual reality
technology in physical education is very necessary, which can improve the technical level and training quality of college sports
athletes and contribute to the reserve of Chinese competitive sports talents.

1. Introduction

Virtual reality technology can improve the basic conditions
of physical education teaching, so that sports information
can be effectively exchanged, and fully meet the actual needs
of students’ autonomous learning of sports knowledge. It is
beneficial to improve the level of students’ motor skills;
interesting ways can also stimulate students’ interest in
learning and improve the efficiency of students’ training. By
satisfying the students’ enthusiasm for physical education,
the technical level of physical exercise, and the adequacy of
physical education, it is of great value for realizing personal
physical exercise. /e combination of virtual reality tech-
nology in traditional physical education not only improves
the effectiveness of physical education but also breaks the

time and space limitations of physical education and sports
training and encourages students to more deeply understand
the problems encountered in education and training. Virtual
reality technology can improve students’ physical learning
ability and promote students’ independent thinking ability
and the application value of high-quality physical exercise.
Teachers can also effectively guide students’ understanding
of virtual reality technology and strengthen the relationship
between teachers and students. /rough interaction,
teachers can better grasp the status of students’ sports
training and guide the smooth development of classroom
teaching.

In the era of rapid development of information tech-
nology and continuous improvement of university network
construction, the combination of virtual reality technology
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and physical education training has become an important
means of physical training. While using virtual reality
technology, students can also enjoy professional teaching to
obtain a large amount of educational knowledge and sports
training skills knowledge and information. /ey can also
learn about sports competitions, sports health, psychological
and physiological information, traditional physical educa-
tion, and sports. /e training method can no longer be
satisfied with the physical education in colleges and uni-
versities today.

Ding proposed that physical education in colleges and
universities is an important part of the higher education
system and the national health plan. Promoting the scientific
and modern construction of the college physical education
system is conducive to improving the scientific nature and
effectiveness of higher education. Aiming at the problems of
single teaching method and insufficient remote teaching
ability in the current college physical education process,
based on virtual reality technology, a virtual reality system
for college physical education based on the Internet is
designed and proposed: Internet of things, cloud platform,
and mobile client. /e system collects relevant data from the
Internet of things, interacts with virtual reality scenes in real
time, renders the scenes through the cloud, and experiences
virtual reality through mobile terminals. /e system has
good application and promotion effects and provides a
scientific reference for deepening the reform of college
physical education, but it does not take into account the
problems of cost and actual implementation [1]. Baiyu Zhou
indicated that with the development of information tech-
nology, multimedia teaching has become the main trend of
university teaching. At the same time, cloud computing can
dynamically allocate computing resources based on the
number of users and the complexity of applications. /is
article analyzes the application of cloud computing-based
multimedia network teaching platform in college physical
education. /rough the questionnaire survey, the utilization
rate of multimedia teaching in physical education is 75.6%.
Multimedia technology has a positive impact on physical
education, especially in terms of teaching philosophy
(47.56%), teaching environment (39.02%), and teaching
content (50%) and innovative methods (63.41%). /erefore,
the innovation of college physical education models is the
general trend, but the experiment did not point out the
feasibility of the plan [2]. According to Ahmadi et al., sports
analysis technology has been widely used to monitor po-
tential injuries and improve athlete performance. However,
most of these techniques are expensive, can only be used in a
laboratory environment, and can only check a few trials of
each movement. /ey proposed a new type of dynamic
motion analysis framework that uses wearable inertial
sensors to accurately assess all activities of athletes in a real
training environment./ey first proposed a system that uses
discrete wavelet transform (DWT) together with a random
forest classifier to automatically classify various training
activities. /e system has too high environmental require-
ments and it is almost impossible to gain popularity [3].
/eir research results provide theoretical and experimental
reference for this study.

/e innovation of this paper is to realize the appli-
cation of virtual reality technology in physical education
and sports training by constructing a VR sports teaching
model with a semisupervised framework and, at the same
time, determine the implementation method through the
QSCSA algorithm. Based on virtual reality technology
and KINECT, a set of teaching and training system is
studied. /erefore, the combination of college physical
education and sports training with virtual reality tech-
nology can make students have a new understanding of
college physical education and sports training and regard
sports as an interesting activity and enhance the fun of
training, save training venues, and improve training ef-
ficiency, which indirectly illustrates the necessity of
virtual reality technology in physical education and
sports training [4].

2. Research Methods for the Application of
Virtual Reality Technology

Virtual reality technology (VR) has become a new term for
advanced man-machine interface technology in the
computer industry. It is dedicated to establishing network
interaction, immersion, and imagination. At present, it
has achieved success, enabling users to obtain a truly
immersive high-end experience. It uses a variety of high-
quality technologies, such as computer network tech-
nology, artificial intelligence, multisensor technology, and
computer graphics. Virtual education in sports is con-
sidered to be a revolutionary development of educational
technology. It creates a completely different learning
environment, changes traditional teaching methods, and
promotes interest in new ways of learning knowledge and
skills. Interaction provides students with a transformation
of learning. Most of the scenes of virtual sports equipment
created by virtual information technology are virtual, and
the training content can be constantly updated according
to the needs of new equipment at any time, so that ed-
ucation can keep pace with the times [5]. At the same time,
virtual reality technology has a strong interactivity; stu-
dents can play freely in the virtual environment, whole-
heartedly. It can improve students’ skills in a very safe
environment. In the virtual learning system, students can
practice repeatedly until they learn.

In this article, in order to express the real performance
of sports, virtual reality technology based on semi-
supervised training for athlete identification and pre-
vention is introduced, and the application method is first
determined by the QSCSA algorithm. Virtual reality
technology can be used to find unmarked sports athletes,
and then the classifier member committee calculates the
trust of the nearest neighbors, so that unmarked sports
trainees with high confidence can be included in the
marked sports training [6]. /is can effectively improve
the generalization of the entire model. In the end, the
virtual reality technology obtained after a series of
screening and extrapolation is merged to make decision
output.
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2.1. VR Sports Teaching Modeling Method Using
Semisupervised Framework

2.1.1. Selection Algorithm Based on Statistic Q. /e differ-
ence in virtual reality technology is defined as the error
tendency of athletes’ data to be distinguished by different
classifiers. For example, fi and fj respectively represent two
different virtual reality technologies. /is article uses Q
statistics to measure the difference between virtual reality
technologies. /e process is expressed as follows:

Qij f i, f j  �
N11N00 − N01N10

N11N00 + N01N10
. (1)

In the formula, N11 refers to the number of physical
education students who can be correctly graded by fi and fj,
N10 refers to the number of correctly graded fj but the
number of unqualified fi, N01 refers to the correct grade of fi
and incorrect FJ, and N00 means fi and fj. /e QSCSA al-
gorithm strikes a balance between the number of people
whose sorting is incorrect [7].

2.2. VRTMethod. /e nearest neighbor confidence formula
for participating in the virtual reality technology of sports
athletes is evaluated, and the BLM member classifier set is
expressed as

HM � BL1,BL2, . . . ,BLM−1 | BLM ∈ H . (2)

In the formula, HM represents a classifier other than
BLM. If it is necessary to classify nonsporting athletes, the
following basic assumptions must be met:

(1) /e data comes from different universities;
(2) If the physical education students come from the

same university, they are likely to be the same
according to the category [8]. /ey can not achieve
the results of our research; based on the above two
assumptions, we can roughly know the confidence
level of unmarked athletes.

Assuming there are two physical education students XM
and XN, the measure of cosine similarity can be expressed by
the following formula:

S XM, XN(  �
XM · XM

XM

����
���� XN

����
����
. (3)

/e HM classifier can highlight a part of the unlabeled
athletes added to the LM training set of the BLM member
classifier [9]. At this time, for a certain type of confidence
level, the following formula can be used to express the
consistency of xu

i and its neighbors marked as k, Conf(xu
i ),

as follows:
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It can vote according to the member classifier set HM to
get xu

i mark:

y
⌢

u � arg maxHm xu( 1≤ c≤C. (6)

3. VR Physical Education Training
Simulation Experiment

On the basis of virtual reality technology and KINECT, a
teaching and training system is being developed. /e system
uses virtual reality technology and 3D SMAX tools for the
virtual model of the training field and uses CryEngine engine
technology to convert the training field. Identify these actions
and changes in the user's position through the virtual envi-
ronment, and then transmit the results observed in the ex-
periment to the VR glasses through the Bluetooth module, so
that the virtual environment in the VR glasses can change the
image and sound accordingly, so that user needs can be
achieved. [10]./emotion recognition subsystem of the system
is developed on the basis of KINECT. In the process of motion
recognition, the influence caused by the user’s height and body
factors should be reduced, so the human bone tissue and lig-
ament data are used through themotion recognition subsystem.
/e general idea of motion recognition algorithm is as follows:
firstly, the position change between joints is described by bone
function. According to the time series, the limited state and
standard flow data of the whole motion joint position are
collected and used as the reference standard. Finally, according
to the DTW standard, combined with the real-time data col-
lection and reporting standards, themovement is evaluated./e
influence of individual differences on action recognition can be
avoided. /e specific steps are as follows:

Data collection: use the KINECT V2 bone tissue de-
tection function to obtain the joint position data of the test
athletes. Usually, the public part data is a real-time data
stream, which is composed of three parts: bone tissue data
stream, depth data stream, and color image stream [11],
where the bone tissue data stream is used to determine
human movement, and the in-depth data stream is used to
change the user’s position accordingly; the color image
stream is used to build a virtual environment.

Bone tissue data stream processing: the newly acquired
bone tissue data stream cannot be directly used to identify
actions and must be deleted from the movement; after the
movement is processed, the next step is to standardize the
data. Finally, the joint angle feature uses the interface
method to extract data from the bone tissue data stream.

Recognition of training actions: according to the stan-
dard actions of various sports courses, the common angle
characteristics of each action are deleted, the limited action
modes are opened, and the DTW standard matching al-
gorithm is used to compare the action data collected by users
in real education.
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3.1. Filtering Experiment of Joint Position Data. /e bone
tissue tracking mode of the Ultra High Dynamics V2 tool can
be used to receive the joint position of the test subject in the
experiment./ese joint position data will be used as initial data.
After obtaining the preliminary test data and reducing the
noise, the data should be processed to filter unnecessary noise
and improve the accuracy of data recognition [12]. /e
common position noise filter passed by the tracking function is
based on the time series data and the bone tissue data of 30 data
frames between each frame of data collection, with a time
interval of 30mm. At this time, the bone data will jump and
mutate because of the different speed of action, resulting in
noise and continuous peak. /erefore, it is necessary to
standardize the data collected by the filter.

3.2. Motion Recognition Experiment. When evaluating the
similarity between joint motion characteristics and reference
patterns, we generally use DTW. If the similarity of each
action is higher than the predetermined standard value, it
indicates that the action taken by the tester conforms to the
standard. /e identification process is as follows:

Selection of motion actions: link to the corresponding
conditions according to the technical actions previously
selected by the tester. At the same time, the motion col-
lection database has been initialized [13].

Matching feature attributes: firstly, the movement of the
athlete tester is decomposed, and the bone spatial angle
features are subtracted from the time series to form a matrix.
/en, DTW algorithm is used to compare the detected data
with the reference standard. If they are similar, we can judge
whether the decomposition satisfies the condition.

Appropriate fine movement: match and detect the bone
tissue and joint characteristics of all time nodes of the
technical movement, and after completing all the tests, judge
the integrity of the overall movement based on all the test
results.

Motion finite state machine matching: match and detect
bone and joint features at all time nodes of technical motion.
When all the tests are completed, the integrity of the entire
operation of the tester will be judged based on all the test
results [14].

3.3. Implementing Survey Experiments. After the success of
the experiment, 30 volunteers were selected to experience
virtual reality technology in sports training, and a feedback
survey was conducted on their feelings and views of virtual
reality technology in sports training by using questionnaire
survey.

4. Application Analysis of Virtual Reality
Technology in Sports Training

4.1. Feedback and Analysis of College Volunteers on Virtual
Reality

4.1.1.6e Influence of Virtual Reality on the Interest of College
Sports Training. 15 volunteers thought that virtual reality
technology made them very interested in sports training; 5

volunteers thought they were interested; 7 volunteers said
they were not clear and could not determine whether it was
helpful or not; 2 volunteers thought that virtual reality
technology is not good for their own training; another
volunteer thinks that virtual reality is very bad for their
interest in learning [15]. On the whole, most college vol-
unteers believe that the use of virtual reality technology in
physical education training is beneficial to their interest in
learning, as shown in Figure 1.

4.1.2. 6e Impact of Virtual Reality Technology on Sports
Training Effects and Self-Confidence. 15 students think that
virtual reality technology is very effective to improve the
effect of sports training, 9 students think it is effective, 2
students are uncertain, 3 students think it is invalid, and only
1 student thinks that virtual reality technology is very un-
favorable to improve the effect of sports training. Volunteers
who think that it is beneficial say that virtual reality is a very
interesting training experience, and training in a virtual
environment is a very exciting process, which greatly im-
proves training efficiency [16]. Students who think that they
are disadvantaged said that there is a big gap between the
practice in the virtual environment and the real training, and
the training in the virtual environment cannot help them
improve in actual shots; the students who think that it is very
disadvantageous think that wearing VR glasses made them
lose. /e sense of direction and security becomes intimi-
dating and unable to train normally. /e above shows that
although there are still various problems, the improvement
in training effect brought by virtual reality is significant.
/ere are 18 volunteers who think that virtual reality is very
beneficial to their sports self-confidence; 3 students think it
is good; 5 students are not sure; 1 student said that virtual
reality is not conducive to their self-confidence in sports; the
other 2 students said that virtual reality has no effect on their
self-confidence in sports. /e trainees said it was very un-
favorable to them, as shown in Figure 2. Most of the students
who think it is beneficial said that in the virtual environment,
they can play freely and do not care about others’ eyes. Even
if they make a mistake, they will not be ridiculed. On the
contrary, the students who think that virtual reality is not
good for their self-confidence in sports said they feel that
putting on the VR eyepieces may seem strange, and they are
even more worried that the eyepieces falling during exercise
will be laughed at by other students. However, judging from
the overall statistics, virtual reality technology has a positive
effect on students’ confidence in sports [17].

4.2. Analysis of the Necessity of Implementation

4.2.1. Avoiding Accidents in Sports Training. Formany highly
antagonistic sports, such as taekwondo and boxing, it is often
impossible to avoid injury accidents when training in reality.
/is also makes many colleges and universities abandon the
curriculum of these programs. If students can use computer
virtual technology to practice these dangerous sports items in
the physical education class, they can avoid excessive injuries
during training. In this nonreal simulation environment,
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students can let go of their hands and feet to train the ap-
plication of virtual reality technology in various fields of sports,
without worrying about possible accidents on their hands or
other. Not only that the computer virtual environment can
evaluate the students’ movements it can also correct the stu-
dents’ deficiencies in the training process in time and improve
the quality and efficiency of training [18].

4.2.2. Avoiding Sports Injuries Caused by Difficult Actions.
In recent years, sports technology has continued to develop,
and the technical difficulty in various antagonistic sports
projects has become increasingly difficult. /is means that

many academics will be injured due to the difficulty of training
these projects, and facts have proved this is true in real sports
training. /e use of computer virtual technology can cir-
cumvent this very well. /e use of virtual reality technology for
virtual action experiments can completely avoid the sports
injuries caused by difficult and complex technical actions to
students [19]. Participants can safely do various difficult
movements in the virtual experimental environment.

4.2.3. Changing the Defects of Insufficient Material
Conditions. In actual physical training and teaching, due to
material conditions that cannot fully meet the needs of
sports training, schools have to purchase equipment to build
training grounds when funds permit. Since then, many
sports trainings have to be cancelled due to funding
problems./e use of computer virtualization technology can
change this situation well. Students can perform sports
training through computers and get rich sensory enjoyment,
without is actually setting up a huge training venue.

4.3. Application Analysis of Virtual Reality Technology.
/e virtual reality system is mainly constructed by two parts:
a human-machine interface device and a virtual reality
engine. As the carrier of the virtual assembly process, it
provides a large number of function libraries, so that users
can easily construct virtual scenes and process various scenes
[20]. /is chapter briefly introduces the composition of the
virtual reality system and the working principle and scene
structure of the typical virtual reality development software
WTK.

4.3.1. 6e Composition of the Virtual Reality System.
Generally speaking, a complete virtual reality system mainly
consists of the following parts: (1) virtual reality environment
platform, mainly WTK, MultiGen, and other virtual reality
development platforms; (2) virtual environment generation
equipment, mainly some high-performance computing virtual
machines, mainly computer equipment; (3) perception devices,
mainly virtual peripherals such as data gloves, helmet displays,
three-dimensional mice, and joysticks; (4) pose tracking de-
vices, such as tracking locators. /e typical composition of the
virtual reality system is shown in Figure 3. Among them, the
three-dimensional reconstruction technology is a direct tech-
nical means to obtain the participant’s motion posture and
construct the landscape in the pseudoenvironment [21]. Image-
based 3D reconstruction technology passively captures scene
information (including participants themselves) within the
field of view by arranging a camera with a certain topology
structure. /en, by analyzing the passive cues such as
brightness, shadow, focal length, texture, and parallax in the
image, three-dimensional reconstruction is carried out, which
has less restrictions on the scale and position of the modeled
scene.

4.3.2. Virtual Reality Development SoftwareWTK. WTK is a
cross-platform 3D image development toolkit, which is
mainly used for the development of virtual reality
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Figure 2: /e impact of virtual reality technology on the self-
confidence and effectiveness of sports training.
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Figure 1: /e impact of virtual reality technology on sports
training interest.
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simulation applications. /e WTK function library con-
tains a large number of C language function libraries, and
users can programmatically call the functions in the li-
brary to construct virtual scenes. In terms of scene
construction, WTK uses a hierarchical scene structure
(called scene graph) to organize. WTK scene is composed
of geometric model, light source model, pose model, and
smoke model [22]. Some geometric models and light
source models are created outside WTK, and some are
created dynamically within WTK. /e pose is used to
describe the position and posture of the geometric model
and the light source model. /e smoke model is mainly
used to model the effects of smoke, fog, etc. in the real
environment. Using virtual reality technology to build a
physical education and sports training system can use
virtual reality development software WTK to more
quickly apply virtual reality technology to college physical
education, so that college physical education can develop
rapidly, and students can experience the latest teaching
mode, increase interest in sports training, and increase the
efficiency of sports training.

4.4. Analysis of the Basic Situation of the Application

4.4.1. Cognition of Virtual Reality Training System by College
Sports Teams. Due to the relatively large degree of diffi-
culty of computer virtual reality technology in sports
training, many aspects of virtual reality software have not
been developed in the more complex sports virtual
training [23]. Only a small number of sports research
institutes have established virtual reality environments for
sports training, and most sports academies’ computer
virtual reality is still at the theoretical stage. At present,
except for the national trampoline team, national diving
team, and national gymnastics team, computer virtual
reality technology is used in daily training; most sports
teams have not used it. /is also leads to computer virtual

reality technology not being well applied to actual sports
training. /rough the investigation of the actual situation
of coaches and athletes, the results of the questionnaire of
computer virtual reality technology cognition are ob-
tained. Most people know about the application of virtual
reality technology in sports training, as shown in Table 1.

4.5. Application Analysis of VR Sports Teaching Based on
Semisupervised Framework. /e semisupervised frame-
work of VR physical education is mainly based on the
research of virtual reality technology and proposes an
innovative method of physical education. /e realization
of this method is based on the semisupervised training
framework. In the method proposed in this paper, the
choice of virtual reality technology is achieved through
the selection method based on Q statistics. When the
feature and feature combination are different, the semi-
supervised training method proposed in the article and
the supervised training method are compared and ana-
lyzed. /e above results can be concluded that the pro-
posed method performs well under the three standards, as
listed in Table 2. Under different feature datasets, the
accuracy of virtual reality technology is affected by un-
marked sports students and marked sports students, as
shown in Figure 4. It can be concluded from Figure 4 that
in the process of physical education teaching, coaches are
required to determine the best state of students’ physical
performance and the reasons for not achieving the best
results, which is very important [24].

In the process of physical education, virtual reality
technology can be used to find unmarked physical education
students. /en, the effective evaluation of the sports level of
sports students can be achieved through the setting of the
neighbor confidence. /e research results show that the
integration of virtual reality technology into college physical
education is one of the ways to reform and innovate college
physical education.

Virtual
environment

Operating
system

Virtual environment
databaseGraphics processor

3D sound
processor Speech recognition

�ree-dimensional
tracking system

Data gloveHuman bodyHeadset

Host

Figure 3: Typical composition of a virtual reality system.
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5. Conclusions

Media technology is developing rapidly. Virtual reality
technology is its main development trend. It is also an in-
novation and important development. People pursue reality
and humanized media technology and desire speed, con-
venience, and intuitive information exchange, which violates
the reality. /e constraints of physical, physiological, and
social conditions still have to overcome the constraints of
time and space, and significant progress has been made in
the field of two-dimensional virtualization. As a medium,
virtual reality technology has various advantages of multi-
media communication, overcomes the material limitations
of traditional media, and provides people with an unprec-
edented immersive and amazing experience.

Nowadays, colleges and universities have begun to es-
tablish a university network in order to accelerate the de-
velopment of education, but for more teachers, this is a
severe challenge, for the continuous development of in-
formation technology, the arrival of the computer age, and
the rapid development of sports modernization.

Information-based classrooms will gradually enter major
universities. /rough the above analysis, it can be seen that
virtual reality technology will be further developed in the
field of sports. /e management of sports activities in the
field of office automation through information technology
will be used to establish a simulation laboratory to drive
sports to a higher development direction [25]. Virtual reality
technology can be used in sports skills, guidance, and
management. /e most effective way is to use multimedia
technology for sports activities, which can improve the ef-
fectiveness of physical exercise.

Virtual reality technology is a bright jewel in the de-
velopment of media technology. It has unique advantages in
many fields. It hides huge research value and commercial
market. It is in the new field of communication that virtual
reality technology will bring to us. We must understand its
development law, correctly guide its development direction,
serve mankind, benefit society, and make people’s spiritual
world more complete. Finally, combining the fictional vir-
tual world with the real world can realize the real value of
virtual reality technology and make human society progress.
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*e virtual reality visual display system creates a realistic virtual product display system, allowing users to swim in a three-
dimensional virtual environment and perform interactive operations, fully simulating the process of shopping selection and
payment in reality, so that users have an immersive feeling. *e purpose of this article is to realize the design of an immersive 5G
virtual reality visual display system through big-data digital city technology. *is paper uses big-data digital city technology to
design and implement an immersive virtual reality visualization system from the three-dimensional display mode of vision,
hearing, and touch, creating a real and interactive three-dimensional visualization environment for users to have a more intuitive
visual experience. *e experimental results of this paper show that the smoothness of the virtual reality visualization system test
can reach 60FPS, the excellent rate reaches nearly 33%, and the model scene-realistic feedback excellent rate is about 62.5%.

1. Introduction

With the rapid rise and development of the Internet, virtual
reality technology has slowly entered people’s lives and has
also begun to be applied to people’s lives and work. By
creating and representing virtual spaces and virtual objects,
information can be transmitted more intuitively and effi-
ciently. Among them, the application of virtual reality
technology in e-commerce is an important new develop-
ment direction. Since the Internet used by e-commerce is a
link between merchants and customers, this makes com-
modity trade no longer restricted by time and space for the
traditional transaction process. Creating a virtual system to
project products with a sense of reality, users can swim in a
three-dimensional virtual environment and perform inter-
active functions. By fully simulating the purchase and
payment process in reality, users can feel immersive.

Virtual reality technology is a computer system that can
create and experience virtual environments, as well as an
advanced interface technology. In fact, human auditory
behavior is simulated in a real machine environment. Its
advantage is beyond reality, and it is a new computer
technology developed with the development of multimedia

technology. Virtual reality technology uses a computer to
create a more realistic virtual environment, combined with
the auxiliary functions of different detection equipment, so
that the user is completely immersed in the generated virtual
environment, and then interacts with the virtual environ-
ment through the man-machine interface, so that the user
will have a kind of illusion like the illusion that the user is in
the real world.

Flores proposed a case study of a Brazilian city. *e
purpose of his research is to analyze Twitter information to
contribute to a strategic digital city. He then analyzed
Twitter and evaluated the information based on its char-
acteristics, sources, nature, quality, intelligence, and orga-
nizational level. However, due to the high complexity of the
numbers, the results obtained are not very accurate [1].
Gonzalez-Franco M studied how auditory visual cues reg-
ulate this selective listening. He achieves this by combining
immersive virtual reality technology with spatial audio. By
allowing 32 participants to participate in the lecturer’s in-
formation masking task at the same time, it was found that
there were significantly more errors in the decision-making
process triggered by asynchronous audiovisual voice
prompts. However, due to the small number of people in the
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experiment, the data obtained by the result analysis is not
very accurate [2]. Huda M has explored and proposed
framework models in the past ten years as a way for teachers
to adapt to big data to help their teaching performance. His
research will help to enhance teaching performance in the
application guidelines in the era of big data, to support
multiple channels for evaluating knowledge, and to extract
new value insights in exploring adaptive teaching capabil-
ities. However, because the proposed framework is too long,
people do not agree with other frameworks [3]. Li H pro-
posed that the Internet of *ings (IoT) and big data are the
two technological themes that have received the most at-
tention in recent years, and there is a close relationship
between them, that is, billions of “things” connected to the
Internet will generate a lot of data. And, openness creates
many opportunities in our lives. He predicts that the In-
ternet of *ings and big data may completely change the
entire telecommunications industry [4]. However, these
have not undergone large-scale market research, so the
conclusions are not very theoretical [5].

Starting from the current appearance of products on the
Internet, this article analyzes the advantages of virtual reality
technology and tries to apply traditional concepts using
virtual reality technology, computer technology, and net-
work technology to design screens in network-based virtual
screen systems.

1.1. Design of Interaction and Database Technology. In order
to create a network-based virtual display system for digital
shopping malls, a new three-dimensional product display
method was created. *e system aims to make up for the
shortcomings of existing product launch methods, such as
time and space constraints and poor product interaction on
the Internet, to provide users with more free, genuine, and
comprehensive services. *e innovation of this article lies in
the use of virtual reality technology to develop a digital
shopping mall prototype with interactive functions. *e
system will be published on the Internet and will give full
play to the advantages of high-speed and rapid Internet
communication and perfectly combine two-dimensional
with three-dimensional to create a system with good orig-
inality and an interactive commercial website.

2. Virtual Reality Visualization Method

2.1.Multiprojection Plane-TransformationMatrix Algorithm.
Projection can turn a cone into a typical cube. In the left
coordinate system of the camera space, if upward, down-
ward, left, and right are projected onto the near-tangent

plane of the camera point, the distance of these points is t, b,
l, and r, and and r is the far-and-near tangent plane to the
camera. If the distance of the viewing angle is (Zf, Zn), then
the P matrix is expressed as follows:

P �

2Zn

r − l
0 0 0

0
2Zn

t − b
0 0

r + l

r − l

t + b

t − b
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−1

0 0
Zn · Zf

Zn − Zf

0
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. (1)

In order to calculate the camera parameters quickly
and conveniently, the camera space-distance parameters
are converted to the CAVE coordinate system space for
calculation. *e parameters from the angle of view to the
close-up level (t, b, l, r, and Zn) in the camera space are
proportional to the parameters from the angle of view to
the viewing level (t, b, l, r, and Zn) in the camera space.
CAVE projection, namely,

t

T
�

b

B
�

l

L
�

r

R
�

Zn
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′
. (2)

Replace the calculation of the projection transformation
matrix with the parameters of the CAVE projection space,
then the front view is expressed as follows:

L1 � −
W1

2
− X, (3)

R1 �
W1

2
− X, (4)

B1 �
H

2
− Y, (5)

T1 �
H

2
− Y, (6)

Zn1 �
W2

2
− Z. (7)

Substituting formula (3) to formula (7) into formula (1)
to obtain the front projection transformation matrixPt:
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. (8)

Using the above method, the fast calculation type of the
other three channels is obtained. *is method is very helpful
for the user to calculate the projection matrix in real time
according to the visual position [6].

2.2. Virtual Reality Technology Algorithm. If the origin and
main axis are determined, the position represented by the
point should be determined. *e subject determines a di-
rection and the number of directions, and the subject also
represents the difference between two points. In the three-
dimensional space, we also use (x, y, z) to represent a vector.
According to the context, we can understand whether it
represents a point or a vector [7].

A vector contains a quantity (the coefficient or length of
the vector) and a direction. In computer graphics, we are
more interested in the direction of vectors. An interesting
and important point is to use three x, y, and z scales to
indicate that a carrier has a lot of unnecessary information
[8]. In fact, only two quantities are necessary. *e space
formed by all possible directions in the three-dimensional
space is actually a two-dimensional space. *e reason is that
when we define a direction, we only need to look at the
normalized vector (because the length of the vector is the key
to independence). For any standardized entity (x, y, z), there
are

x2
+ y

2
+ z

2
� 1. (9)

If you want to express the coordinates of a point in a
three-dimensional space, you can assume that P is (x, y, z),
and the distance between the origin O and P is
r �

����������
x2 + y2 + z2


. *e vertical projection of the point P on

the XY plane is represented by Q [9]. *e angle b is used as
the included angle between X axis and OQ, and the angle a is
used as the included angle between Z axis and OP.
According to the hypothesis, it can be known that if the angle
a�ΔOPQ, then OQ� asin r can be obtained.

*erefore, it is easy to use these types to calculate the
corresponding Cartesian coordinates (x, y, z) according to
the spherical coordinates (r, a, b). *e reverse ratio can also
be derived from the following formula:

a � a cos
z

r
, (10)

b � b tan
y

x
. (11)

*e above derivation inspired us to express a vector in
one direction in another way: use a set of angles to set a point
in the unit sphere. It gives a unit symbol, the vector v is
connected to it, and the intersection point is P. Starting from
the point P, make the vertical direction of the XY level equal
to the level and Q. *e direction of the vector v can be
determined by two XOQ� and ZOP� v [10]. According to
this, it can be concluded that the sum of all direction vectors
can be reproduced in the two-dimensional space, as shown
in the following:

Ω � (u, v)|0≤ u< 2π, −
π
2
≤ v≤

π
2

 . (12)

Assuming that the area surrounding the point P on the
sphere is A, the solid angle of A is defined as follows:

Γ �
A

r
2. (13)

In equation (13), r is the radius of the sphere. *e unit of
measurement becomes a solid radius. *e entire sphere
contains a three-dimensional radius r̂2. *e calculation of
the solid angle is similar to the normal angle, which is equal
to the ratio of the length of the area around the radius of the
circle.

*e differential fixed angle is the fixed angle corre-
sponding to the “differential area.” *e small area on the
surface of the sphere that tends to zero is the differential area.
Usually, dw is used to represent the differential region. Here,
we have given a formula to find the two angles u and v

corresponding to the direction or point of the ball, from
which we can see the relationship between the above
concepts.

2.3. Method of Establishing Water Surface Grid. In the
specific process of graphic simulation, one is to establish a
mesh model, and the other is to simulate the movement of
the vertices of the water surface. From the camera’s per-
spective, the output of the object grid in the scene is very
large, which limits the user’s perspective. *is will cause a
waste of efficiency and resources and easily lead to low real-
time efficiency [11]. *e amount of water surface simulation
calculations is reduced to ensure real-time performance of
water production.

*e projection grid is actually a grid projected into the
space.*is is not a grid created in the world space, but placed
in the camera space. Like the LOD technology, according to
the user’s close observation of high-detail objects and low-
detail objects, the waste of performance resources in the
remote project of the LOD network is reduced to ensure the
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real-time effect of performance. *e projection process is
analyzed through four spaces: object space, global space,
view space, and projection space [12].

In the 3D simulation program, the object in the screen
space is transformed into an image through three matrix
transformations, namely, Mworld, Mview, andMprojector,
which transforms the object into the global space according
to the global transformation table, and the projection table
transforms the space projection in the object coordinate
space from the global transformation table. Finally, the
transformation of the coordinate object in the projection
space is mapped through the projection matrix. *e viewing
area corresponds to the screen space, and a viewing grid is
created in the final screen space.*e conversion is as follows:

Pprojector � Mview ∗Mproject ∗Pworld, (14)

where Pprojector is the display space position andPworldis the
global space object position. After this type of inverse
transformation, the position of the grid can be obtained in
the global space. *e initial type can be displayed at the top
of the grid in the screen space, and the reverse conversion is
as follows:

Pworld � Mview ∗Mproject 
− 1 ∗Pprojector. (15)

*e first step of the grid algorithm is to create a direction
where the grid level is perpendicular to the camera. *e
second step is to calculate the grid level. Calculated by the
conversion equation (15), each peak position in the world
space is calculated by the wave-making algorithm. Yes, the
top of the grid is compensated vertically, the final matrix
function (14) is converted, and the rendered water surface
can be brought to the screen space [13].

3. Virtual Reality Visualization Display
System Experiment

3.1. Data Collection. For data collection, this paper obtains
real-time data, normal information data, and stable data in
the big data of the power grid. Real-time information and
regular information data mainly come from our company’s
engineering production management system. *is paper
proposes an operating method for seamless access of PMS
data based on the GIS system in order to obtain real-time
data and enhance the maximum display effect [14]. *e
application programming interface (API) requires access to
the PMS database for data updates, such as power trans-
mission and conversion monitoring status, grid line power
consumption, and distribution. *e correction data of im-
ages, soils, and substations in our region are mainly com-
pleted through early aerial photography andmodeling. After
entering the data into the system, they remain unchanged for
a long time [15].

3.2. Visualization System Software andHardware Integration.
*e software and hardware of the system are integrated with
the following description. Integrate the big data of the power
supply network through the GIS back-end system, and then,

distribute the corrected image to it. Based on the front-end
image fusion engine, the spliced corrected image is divided
into multiple projection signals, which are finally displayed
on the website screen by the headlights. At the same time,
users can control 3D GIS performance scenes, lighting, and
real-time sound effects through an interactive system [16].

Among them, the virtual reality GIS, as the main
component of the system software, effectively integrates
various data, is responsible for the sorting and management
of big data and belongs to the image fusion correction of
virtual reality scenes performed on the system graphics
workstation. *e material of the system is mainly composed
of four parts: interactive system, central control system,
CAVE system, and lighting and sound system, which
communicate with each other through Wi-Fi connection.
*e central control computer is a system interface that
connects the interactive system, GIS system, and main
tunnel control system and directly controls external audio
and lighting systems.*e interactive system includes a touch
screen, a mobile terminal, and a three-dimensional mouse,
which integrates external devices and systems. *e com-
munication link can improve the practicability and ease of
use of the system. *e main CAVE control system has a
complex structure and is the main component of the system.
A data visualization screen is composed of a stereo pro-
jection system and a graphic combination system [17, 18].

3.3. Function Design of the Visualization System. *e overall
goal of this system is to establish a data center virtual reality
visualization display system based on B/S architecture. *e
system is a practical solution to various problems encoun-
tered in the display of a large amount of information
generated by the daily operation of the data center computer
room [19]. *e visual information display system of the data
center is designed from different angles:

(1) *e system will handle the creation of the data center
computer room, the conversion of required equip-
ment models and model forms, how to introduce
virtual reality scenes, and how to standardize the
entire process.

(2) Be able to browse the overall environment of the data
center computer room from all angles. *e system
provides users with a three-dimensional view of the
data center computer room. Users can click to enter
andmonitor the current status of the computer room
from all angles.

(3) Different virtual reality methods are used to provide
data information in the data center computer room;
the computer management and data management
center of the computer room are convenient. *e
system uses different three-dimensional display
methods to display computer room data information
on virtual reality scenes, visually and emotionally
analyze and process computer room functions, and
improve the management efficiency of computer
room managers. Managers can also observe the
operating conditions of the computer space from
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different angles and can quickly make decisions
about the operating conditions of the equipment in
the computer room and deal with the damage on
time [20].

According to different system functions, the system is
divided into three main units: virtual reality scene projection
function module, data-visualization information display
function module, and database information query module,
as shown in Figure 1. *e computer room function virtual
reality scene-display unit mainly includes the virtual reality
display in the computer room, stage tour, and rapid
placement. *e functional unit of visual display of data
information should specifically include three methods to
change the color and texture of materials; the database query
module mainly includes the query of room equipment data
information [21, 22]. *e system uses a tree display, with the
data center computer room as the root node for display.
Each node contains a virtual reality computer room view,
scene roaming (you can browse the entire computer room
environment), quickly place and change the color or texture
mode of the material, and use the progress line mode and the
moving text mode to display data information. Computer
room operators can learn about the use of equipment in the
data center computer room by requesting relevant infor-
mation from the database. *e specific functions of the
system will be described in detail below.

4. Analysis of Results of the Virtual Reality
Visualization Display System

4.1. Experience Analysis of the Virtual Reality Visualization
System. In order to test and analyze whether the demand
analysis and immersion experience of the system meet the
standards, a questionnaire is designed around various in-
dicators of the system. *e question content of the ques-
tionnaire design includes system UI beauty, system stability,
system ease of use, system interaction, and system emulation
[23]. By providing VR system experience to 40 volunteers,
the PC-side workstation configuration is shown in Table 1,
and finally, the experience is counted and fed back. *e
calculation and analysis results are shown in Figure 2.

*e results show that the overall experience of users after
using the visualization system is still very good. Among
them, the immersive experience of the system is the best, and
18 of them are very satisfied with it, accounting for almost
50% of the total. *e stability of the system is also not bad,
and 15 people commented very satisfied with this. Users are
satisfied and very satisfied with the other performance of the
system, and only a few people think the system is good,
accounting for about 5% [24].

From the analysis of the results, it can be concluded that
comprehensive, rigorous, and standardized tests have been
conducted in the user’s site environment in terms of
function, performance, environment, reliability, and user
interface. At the same time, the design system, test plan, and
tests related to fluency and immersion were also investi-
gated. According to the displayed results, it is determined
that the system’s functional use cases and nonfunctional

goals are completed to the expected requirements of the
software, meets the relevant design requirements, and has
the following characteristics. (1) *e system structure is
reasonable and concise, and the system structure is clear,
which can meet the target needs of the subject. (2) *e
function is more comprehensive. *e system is composed of
the interactive operation input system, scene management
control module, scene model library, collision detection and
terrain detection, visual rendering module, sports camera
module, etc., covering business functions such as tree vi-
sualization, realistic rendering, and immersive roaming
experience. Tree visualization and immersive virtual scene
experience achieve a high sense of reality and immersion. (3)
*e security of the system is better. *e Unity PlayerPrefs
technology and offline mode are used to safely store local
data to ensure real-time operation of visual rendering. *ere
is no drastic change of screen connection in the system, and
the fluency is high, which can effectively alleviate the diz-
ziness caused by wearing a virtual helmet. (4) *e system is
flexible to use. *e system implements six-degree-of-free-
dom roaming and collision detection in compliance with
physical rules, and users can perform panoramic and flexible
roaming and observation experiences. After the initial ad-
justment and adaptation of virtual helmet-related hardware
devices, the default connection mode is adopted, that is, the
system can be automatically connected and run at any time.
(5) *e system has high reliability. For the user to restart the
device after power off or forcibly shut down, you can
continue to re-run the system according to the default
method to experience [25].

4.2. Algorithm Analysis of the Virtual Reality Visualization
System. *is paper compares and evaluates the proposed
HCDDSL algorithm and the existing heterogeneous system
algorithms, such as HEFT, CPOP, and HCNF. Use SLR and
acceleration value to evaluate the performance of this al-
gorithm and previous methods. *e scheduling length ratio
(SLR) is the ratio of the scheduling length to the scheduling
length of the critical path task weights on the fastest pro-
cessor. *e task scheduling algorithm that gives the lowest
SLR value of the graph is the best performing algorithm [26].
*e average SLR pair of each algorithm is shown in Table 2.

*e acceleration value speedup of the algorithm is cal-
culated by dividing all the calculation time executed

VR visual
display
system

Computer
room scene

display

Data
information

display

Database
query

Computer room VR view

Rapid positioning

Progress bar display

Emerge text box

Data information query

Figure 1: Visualization system function diagram.
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sequentially to the completion time of the algorithm. Se-
quential execution time is calculated by assigning tasks to the
single processor with the smallest cumulative communica-
tion cost. *e task scheduling algorithm that gives the
highest acceleration value of the graph is the algorithm with
the best performance. In order to compare the scheduling
algorithms, this paper made a random task graph generator,
which can generate a large number of DAGs with different
characteristics by inputting several parameters.

*is paper compares and evaluates the proposed
HCDDSL algorithm and the current heterogeneous system
algorithms, such as HEFT, CPOP, and HCNF [27]. Figure 3
shows the performance of the algorithm for 5 different CCR
values (average SLR and average acceleration value), and
Figure 4 shows the performance of the algorithm for 5
different size tasks. From these figures, it can be concluded
that the average SLR value of the HCDDSL algorithm is
better than the HEFT by 15.34%, CPOP algorithm by
16.24%, and HCNF algorithm by 9.16% for all generated
graphs; the average acceleration value of the HCDDSL is
better than the HEFTalgorithm by 14.48%, CPOP algorithm
by 18.17%, and HCNF algorithm by 5.88%. *e efficiency of
HCDDSL algorithm task scheduling has been greatly im-
proved [28].

According to the data in the figure, it can be seen that a
new algorithm called the HCDDSL is finally proposed,
which is used for the scheduling of multicore heterogeneous
processor-system program graphs, so as to solve the high
computational complexity of stereo image matching. *e
algorithm optimizes the DAG topology by using clustering
and locates the task position in the DAG topology in the
classification stage. *rough this method, all key nodes in
DAG have high priority [29]. In order to reduce the
scheduling length and reduce the task span time, the in-
sertion interval and task replication are considered in the
task allocation stage. Experiments are carried out by using a
large number of randomly generated task graphs with dif-
ferent characteristics to verify the performance of the al-
gorithm. Simulation results show that the HCDDSL
algorithm is significantly better than other existing algo-
rithms, such as the HEFT, CPOP, and HCNF. With the
increase of the number of tasks and processor cores, the
advantages of the new algorithm become more obvious [30].

4.3. Analysis of Virtual Reality Roaming Function.
Collision detection can also be called contact detection,
which is a common phenomenon in real life: two impen-
etrable objects cannot share the same area of space. Collision
detection is a very important part of the 3D visualization
system. Its main task is to judge between object models,
models and scenes, judge whether they collide, and give
information such as the location of the collision [31].

Collision detection is an important part of building a 3D
visualization system, which allows users to interact with 3D
scenes in a more natural way. During the movement, the
physical model in the three-dimensional scene is likely to

Table 1: PC-side workstation configuration.
CPU RAM System type GPU USB
Intel (R) Xeon (R) 32GB Windows7 NVDIA Quadro Four USB3.0
E5-2620v32.4GHz SP1 (64 bit) K2200 USB2.0
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Figure 2: Visualized system experience results.

Table 2: Average SLR value of each algorithm.

CCR HEFT CPOP HCNF HCDDSL
0.1 1.6 1.5 1.3 1.5
0.5 1.8 1.7 1.5 1.6
1 2.2 2.1 1.9 1.8
5 4.5 4.4 4.2 4.1
10 5.4 5.3 5.0 4.7
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Figure 3: Average SLR comparison of algorithms.
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collide, contact, and involve in other forms of interaction. A
three-dimensional scene based on a physical model must be
able to detect this interaction between objects and respond
accordingly; otherwise, unreal phenomena such as mutual
penetration or overlap between objects may occur. What
needs attention in scene driving is collision detection.
Whether it is the walking mode or free view mode, the
physical properties of the object must be set so as not to “pass
through the wall.” With the continuous development of
virtual reality technology, collision detection algorithms
have also been continuously improved. Current collision
detection algorithms are roughly divided into image space-
collision detection algorithms and object space-based col-
lision detection algorithms. Unity3d′s own physics engine
can complete the collision detection algorithm based on the
bounding box [32].

*e primary problem in realizing a 3D scene is to realize
the collision detection between the physical model and the
ground to avoid the physical model from crossing the
ground. *e Unity3d engine provides developers with
several space-based hierarchical bounding boxes, namely,
BoxCollider, SphereCollider, WheelCollider, and

MeshCollider. *e size of the area is used to determine the
effect of collision with the ground, as shown in Figure 5. By
adding different types of bounding boxes to the model,
different degrees of collision detection can be achieved [33].
When implementing the scene roaming function, the first-
person view object adds the SphereCollider bounding box,
which can realize the collision effect with the ground,
thereby avoiding “passing through the ground” [34].

5. Conclusions

*is article applies the design of the imaging system and
divides it into three functional units: Visual unit, infor-
mation query unit, and functional connection unit, and
database query and equipment characteristic information:
the connection method of the database and Unity3d query
function. *is system uses three different three-dimensional
data display methods to display the characteristic infor-
mation of the center, that is, the three-dimensional method
should further study the occurrence to obtain more data
appearance forms. It will be reviewed in future investiga-
tions. Other forms such as oil meter, thermometer, and
linear meter are used to display data information; in ad-
dition, the next step should consider the operation of data
transmission and reception.

*is article uses a visualized virtual reality system
combined with physical equipment to solve the problems of
virtual reality technology, but it has more complex and time-
consuming problems for visualization. In the future work,
the author will further explore how to producemore efficient
and better reconstruction methods. At the same time, when
building a virtual reality system, study the frame rate to
avoid dizziness and bring users a better virtual reality
stimulation experience.

*is article provides a reference for virtual reality im-
aging technology, but the next virtual reality of the cabin
environment should be more real, and the functions of the
system need to be further improved. When the user uses the
system tomonitor the data center, the system should issue an
alarm in real time. It may be related to the actual control
system. *e system detects abnormal conditions in the
computer room. *e control system can process the
equipment in the computer room in real time. For example,
it can receive different types of alarm messages in real time
and use sounds, images, etc. For protrusions, ensure the
normal operation of the equipment compartment.
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With the development of deep learning and its wide application in the field of natural language, the question and answer research
of knowledge graph based on deep learning has gradually become the focus of attention. After that, the natural language query is
converted into a structured query sentence to identify the entities and attributes in the user’s natural language query and the
specified entities and attributes are used to retrieve answers to the knowledge graph. Using the advantage of deep learning in
capturing sentence information, it incorporates the attentionmechanism to obtain the semantic vector of the relevant attributes in
the query and uses the parameter sharing mechanism to insert candidate attributes into the triple in the same model to obtain the
semantic vector of typical candidates. -e experiment measured that under the 100,000 RDF dataset, the single entity query of the
MIQEmodel does not exceed 3 seconds, and the connection query does not exceed 5 seconds. Under the one-million RDF dataset,
the single entity query of the MIQEmodel does not exceed 8 seconds, and the connection query will not be more than 10 seconds.
Experimental data show that the system of knowledge-answering questions of engineering of intelligent construction based on
deep learning has good horizontal scalability.

1. Introduction

1.1. Background and Significance. With the rapid develop-
ment of Internet information technology and the rapid
growth of information volume, storing and retrieving
massive amounts of data are a difficult task. Using search
engines to find the information people need from massive
amounts of data has been a research in the field of infor-
mation retrieval. However, the search engine still has its
limitations. It cannot understand the real needs of the user
and returns an accurate answer to the user, but only checks
and sorts the information about the user. Designing a
knowledge-based answering system for intelligent engi-
neering based on deep learning is a very popular research
direction in the field of natural language processing. It is an
information retrieval system that covers many areas of
technology, such as language processing, machine learning,
and data mining.

-e question understanding method of answering sys-
tem based on knowledge graph is divided into three levels:
article, entity, and relationship. Sort question sentences from
the sentence level to get the user’s intention or answer
category. From this, you can better understand the questions
in this article and conduct the next survey. From the entity
level and relationship level, the natural language question
entity performance is correctly linked to the explanatory
diagram to determine the relationship of the corresponding
question and use the explanatory diagram to appropriately
answer the user’s question, which can be answered faster and
correctly [1, 2].

1.2. Related Work. With the rise of artificial intelligence,
question answering systems have been fully studied. Zeng
proposed the definition of random variables and inte-
gration. He combined deep learning algorithms and
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proposed a new unified definition of mutual information,
which defines the joint distribution of two random var-
iables by considering the marginal probability [3]. An
integrated cause-effect graph is also proposed, which has
the process knowledge extracted from the text and can be
used to determine visual answers based on information
retrieval techniques [4]. However, his selected literature is
limited, and the theory is not systematically mature
enough. Sawant et al. believe that in web search, queries
that seek entities often trigger special question answering
(QA) systems. It can use a parser to interpret the problem
as a structured query, execute it on a knowledge graph
(KG), and then return a direct entity response. QA sys-
tems based on precise parsing are often very fragile: subtle
changes in grammar can greatly change the response. In
addition, the coverage of the query is fragmented. At the
other extreme, a large corpus can provide wider coverage,
but the form is irregular and unreliable. -ey introduced
AQQUCN, a quality inspection system that cleverly
combines KG and corpus evidence. AQQUCN accepts a
wide range of query syntax, including correctly formatted
questions and short telegram keyword sequences. Faced
with the inherent query ambiguity, AQQUCN aggregates
the signals from KG and large corpora to directly rank KG
entities, rather than perform a semantic interpretation of
the query. AQQUCN models ideal interpretations as
unobservable or latent variables [5]. Hu et al. found that
RDF questions/answers (Q/A) in the research allow users
to ask questions in natural language on the knowledge
base represented by RDF. In order to answer natural
language questions, the existing work uses a two-stage
approach: problem understanding and query evaluation.
-eir focus is on understanding the problem to solve the
ambiguity of natural language phrases. -e most common
technique is joint disambiguation, which has an expo-
nential search space. He proposed a systematic framework
for answering natural language questions on the RDF
repository (RDF Q/A) from a graphical data-driven
perspective. A semantic query graph is also proposed to
model the query intent of natural language problems in a
structured way, and on this basis, RDF Q/A is simplified to
the subgraph matching problem. More importantly, when
a query match is found, the ambiguity of the natural
language problem is solved. If no match is found, the cost
of disambiguation will be saved [6].

1.3. Innovation in(isArticle. -emain innovations of this
paper include the following aspects: (1) this paper pro-
poses a deep learning-based intelligent manufacturing
knowledge graph problem generation model, introduces
the details of the model in detail, and compares it with the
template-based model. (2) Using the idea of conflicting
genetic networks, a semisupervised educational frame-
work is designed that combines the creation of knowledge
graph problems and the matching of questions and an-
swers. When the number of educational data is small, the
results of both tasks are achieved.

2. Deep Learning-Based Knowledge Question
Answering System for Mechanical
Intelligent Manufacturing

2.1. Deep Learning. Deep learning is a popular research
direction in the computer field in the recent years. A deep
network structure based on multiple hidden layers is formed
by combining low-level features to form more abstract high-
level features [7, 8]. Traditional machine learning is difficult
to directly process the original data, because it is usually
extracted manually when extracting features. At this time,
professional knowledge needs to be used to design a feature
extraction that can convert the original data into a feature
representation for the machine learning system [9, 10]. Deep
learning is a method that uses raw data to automatically
discover internal feature expressions. Deep learning is a
method that uses raw data to automatically discover internal
expressions of features. It converts raw data into higher-level
and more abstract feature expressions through a large
number of nonlinear transformation combinations, so that
deep neural networks can learn very complex operation.-e
idea of deep learning is to directly extract features from the
original data without using artificial features to extract
features [11].

Convolutional neural network is a well-known deep
learning framework inspired by the mechanism of natural
visual perception. It is a multilevel deep feedforward arti-
ficial neural network composed of multiple two-dimensional
planes [12, 13]. Its neurons can respond to some sur-
rounding units within the coverage area and have achieved
very good results in image processing problems. Due to its
characteristics, it is widely used in image recognition and
image classification tasks [14, 15]. -us, the framework of
the convolutional neural network model was established,
and a multilayer artificial neural network for recognizing
handwritten digits was designed [16]. -e network can ef-
fectively represent image features, and at that time, it directly
recognized visual patterns from original pixels. -is makes
image visual recognition possible and also provides help for
subsequent image recognition research [17, 18].

-e repetitive neural network is a typical model of
machine learning supervision. It contains loops that change
over time and is a simple ring connection simulation. In
RNN, the output of a sequence at the current time is not only
related to the current time state but also related to the output
of the previous time. Specifically, when calculating the
output of the current time, the RNNwill apply the previously
memorized information to the current calculation [19, 20].

2.2. Characteristics of Mechanical Intelligent Manufacturing.
Mechanical intelligent manufacturing is a comprehensive
application of AI (artificial intelligence), an intelligent sys-
tem integrating man and machine, and a manifestation of
knowledge and intelligence. Knowledge is the basis of in-
telligence and intelligence is the ability to apply knowledge
[21, 22]. Intelligent manufacturing is a technology and
system that enables the entire manufacturing system to have
self-awareness, self-diagnosis, adaptation, self-learning, self-
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cooperation, and self-organization capabilities. It is a man-
machine integrated intelligent system built by smart
equipment and industry experts. In the manufacturing
process, let the manufacturing system have independent
thinking and be able to carry out intelligent activities such as
analysis, reasoning, judgment, conception, and decision-
making [23, 24]. From the background of manufacturing,
today’s excess capacity is a common problem in
manufacturing, and the new market model has transformed
manufacturing into a service industry. -e original model
can no longer meet the increasingly personalized needs and
service experience. -e final argument can provide a more
personalized and considerate service, who can win the
market [25, 26]. From the perspective of the national
government, many manufacturing countries have formu-
lated a number of advanced manufacturing development
strategies and plans such as adjusting the industrial struc-
ture, such as the United States’ advanced manufacturing
partnership program, Germany’s Industry 4.0, and the
European Union’s digital Europe. -ey promote industrial
transformation, provide listings for companies, provide fi-
nancial support, and promote the improvement of enter-
prise informationization. Now is the right time for
manufacturing to build intelligent manufacturing [27, 28].

Mechanical intelligent manufacturing includes intelli-
gent manufacturing technology (IMT) and intelligent
manufacturing system (IMS). From a microperspective, as
an advanced manufacturing technology, intelligent
manufacturing technology mainly realizes intelligent
control of product design and production, packaging and
distribution, inspection and transportation, information
feedback, and other processes through the intelligent
control of computer and other hardware information
equipment.-e production process reduces a large number
of manpower operations, extends the brain wisdom of
experts, and realizes the integration of man and machine
[29]. From a macroeconomic point of view, the intelligent
manufacturing system is a systematic and integrated ap-
plication of various intelligent manufacturing technologies
at various stages and modules of product production, so
that the manufacturing industry is an integrated and
interconnected fully automated production system. Intel-
ligent manufacturing is based on the combination of a new
generation of information physics system and advanced
manufacturing technology. It can implement perceptual
analysis, self-decision, and self-execution of the entire
process of data and information and realize a new type of
manufacturing mode with the most optimized benefits.
Compared with the traditional manufacturing model, the
core content of the smart manufacturing model at this stage
includes smart production, smart products, smart factories,
and smart logistics. -e specific model is shown in Figure 1.

According to the abovementioned definition of me-
chanical intelligent manufacturing, it can be seen that
mechanical intelligent manufacturing is a product of the
combination of information technology and
manufacturing technology in the 21st century, and its
realization must be based on the improvement of in-
formation technology. Under the requirements and

guidance of the “Made in China 2025” strategy, smart
equipment manufacturers use smart equipment, pro-
duction, products, management, operation, and main-
tenance as a starting point and use emerging information,
networks, and information to improve their core
competitiveness.

2.3. Knowledge Graph Question and Answer System Based on
DeepLearning. Knowledge Graph A graph-based structured
knowledge database describes the concepts and their rela-
tionships in the real world in the form of symbols. Its nodes
represent entities or concepts, corresponding to the se-
mantic ontology in the real world, and edges represent the
mutual relationship between entities and concepts, con-
necting different types of entities. Triples in the form of
{entity, relationship, entity} ({subject, relation, object}) facts
are the basic unit of the knowledge graph, and the knowledge
graph also contains the attribute description of the entity
and its basic structure, as shown in Figure 2.

-e knowledge-based question and answer system is
the way to answer questions according to the questions
asked by users.-ere are currently twomain types: one is to
realize the structured representation of problems through
semantic analysis. Methods based on query templates,
problem templates, and dependency relationships are
typical methods. Starting from the questions raised by
users, the user questions are converted into a structured
representation of the relationship path, and the fuzzy re-
lationship matching method based on the statistical model
is used to understand the question. -e question answering
system based on knowledge graph is to preclassify and
analyze the problem first and then convert the problem into
the form of problem triplet to understand the problem. One
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Figure 1: -e core content model of intelligent manufacturing.
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is to structure the problem through vector representation.
First, the unstructured user question is converted into a
structured knowledge graph query problem. By using two
trained neural networks, the appropriate result is found for
the query problem.

Most existing KBQA in-depth learning methods follow a
coder comparison framework. Use deep learning to pick
answers to a survey and open a project. To implement a
simple question and answer based on a convergent neural
network, first use the n-gram query text to search the
knowledge base to create a set of KB candidate items, and
then map the query and KB items. -e answer to the
question is obtained by calculating the correlation between
the similarity of the two embedded vectors and the facts in
the knowledge base. First of all, the representation learning
method of word vectors is used for question and answer
based on knowledge graphs. From the analysis of the
structure of data stored in the knowledge base, the structure
of the triples stored in the knowledge base is always <subject,
relation, object>. Looking for the answer to the question
becomes the process of finding the most relevant triples in
the knowledge base. -rough natural language processing
methods such as entity recognition (NER), the model is
divided into two modules: entity recognition and relation-
ship recognition. -e high accuracy of the two recognition
modules improves the accuracy of question answering.

2.4. Back Propagation Algorithm. In deep learning, the
convergent neural network optimization algorithm is gen-
erally a stochastic slope descent (SSD). SSD requires the
partial derivative of the loss function C in relation to each
weight parameter W and b, but the network model has many
weights and compensations. -erefore, the reverse propa-
gation algorithm is proposed for the most efficient calcu-
lation of the partial derivative. -e process of calculating the
reverse propagation algorithm will be explained as follows:

Assume that the loss function of the network is

C �
1
2n

 y(x) − a
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(x)
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2
. (1)

In formula (1), y(x) is the expected output value, n is the
total number of training samples, aL(x) is the output vector
of the network, and L is the number of layers of the network.
Hypothesis 1: the total loss function can be expressed by
averaging the single loss functions:
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Hypothesis 2: the loss function can be expressed as the
network output function, so the loss function of a single
sample can be expressed as follows:
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Error equation of output layer:
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In formula (4), δL
j represents the error of the jth unit of the

Lth layer. zC/zZL
j measures the speed of the change of the loss

function with the output of the network. σ′(LL
j )c measures the

speed of the change of the output of the activation function
with ZL

j . When σ′(ZL
j ) ≈ 0, regardless of how big the value of

zC/zZL
j is, the value of δL

j will be about 0. At this time, the
output neuron enters the saturation region and the network
stops learning. Error transfer equation:
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Equation (5) shows that the error δ′ of the Lth layer can
be obtained by calculating the error δL+1 of the L+ 1 layer,
and the error of any layer can be calculated by combining
equations (4) and (5).

3. Knowledge Graph Question and Answer
System Design

3.1. Main Framework of Q&AKnowledge Graph. -e corpus
mainly includes question and answer pairs, entity annota-
tion corpus, and attribute annotation corpus. -e question-
answer corpus consists of question and answer triples
<question, (entity, attribute, answer)>, and the entity tag-
ging corpus consists of <question, entity>, which is mainly
used for training of deep learning entity recognition models;
attribute tagging. -e corpus is composed of <questions,
attributes> and is mainly used for the training of attribute
classification models. Question entity recognition refers to
the identification of entity references from input questions.
First, the semantic representation of the question needs to be
processed, and then the entity references in the question are
extracted through the entity recognition model; the
knowledge retrieval needs to link the identified entities go to
the knowledge base entity, search the entity in the knowledge
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Attributes 2
Entity 1 Entity 2

Entity 3

Attributes 1

Figure 2: Schematic diagram of the basic components of the
knowledge graph.
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graph through the knowledge graph index, and return the
entity-related triples; attribute classification first performs
joint semantic characterization of the question and attribute,
question and answer, and then choose from the candidate
ternary. In the group, the triple with the highest score is
selected as the answer according to the attribute model.

3.2.KnowledgeGraphQuestionandAnswer SystemProcessing
Flow. After creating the knowledge graph of this system
using a convergent neural network, users can gain knowl-
edge of the graph through front-end interaction. -e front-
end application uses html, javascript and CSS technologies.
-rough the @Controller annotation of the spring-boot box,
the URL and html are correlated at the controller level.
Intelligent machine building technology is used to classify
the query, and to a specific template, it will correspond to a
query sentence. For the entire knowledge graph answering
system, the processing flow is as follows:

(1) Entity identification and entity correction:
First of all, we need to perform word segmentation
and entity recognition to facilitate the semantic
understanding later. -e purpose of named entity
recognition is to recognize the pointed objects of
natural language questions. At present, named entity
recognition mostly adopts algorithms such as con-
ditional random field, hidden Markov, and long and
short memory network LSTM.

(2) Vectorization of sentences:
A template-based question and answer is used. In the
naive Bayes method, the bag of words model is used
to express the question, each sentence is converted
into a vector, and then the naive Bayes algorithm is
used to classify the question.

(3) Problem understanding based on naive Bayes:
Naive Bayes algorithm can be divided into three
stages: preparation stage, classifier training stage, and
application stage. For this system, the three stages are
as follows: (1) the preparation stage. Design the
question template manually and use the template as
training data. (2) Training phase. Read the template
file and use the bag of words model to represent each
sentence of the template. (3) Application phase. First,
perform word segmentation and named entity
recognition.

(4) Knowledge base query
-e form that this system can understand is named
“entity + template label”; the named entity corre-
sponds to the entity of knowledge base, and template
label corresponds to the attribute or relationship of
query.

3.3. Knowledge Graph Data. -is article uses freebase as the
basic knowledge graph. -ere are 18 relationship categories
and 42 named entity categories in this dataset, including
362,000 sentences in the training set and 256,000 triples and

143,000 sentences in the test set and 5372 triples.-e label in
most sentences is NA.

4. Data Analysis of Knowledge Graph Question
Answering System

4.1. Question Classification Experiment Results. In order to
evaluate the stability and applicability of the method in this
paper, the experiment was conducted by randomly dividing
both datasets into 10 subsets with different sizes. -ese sets
contain a subset of 500, 1000, 1500, 2000, 2500, 3000, 3500,
4000, 4500, and 5000 questions, respectively. After that, the
question classification model (Cap-net) proposed in this
paper is run on each subdataset. In order to prevent the
overfitting problem and obtain the best error estimate, this
paper chooses ten-fold cross-validation to train these
models. Use of the macroprecision to measure the experi-
mental results is shown in Figure 3.

From the results, when the query total is increased from
500 to 3000, the classification macroaccuracy of both query
datasets is significantly improved, indicating that in the
case of fewer datasets, increasing the dataset size will have a
significant effect on the classification results. As the dataset
continues to grow, although the accuracy of the classifi-
cation macros decreases slightly in some cases, the overall
trend increases. -is shows that the question classification
model in this paper can better fit the data and complete the
question classification task under a larger dataset. In view
of the characteristics of questions, this paper combines
two-way LSTM and attention mechanism and then adds a
capsule network to complete the question classification
task. In order to prove the effectiveness of the model, the
model is ablated (that is, a certain part of the model is
removed) to verify the validity of the combination of the
question classification model in this paper. First, the at-
tention mechanism is removed, and the output of the bi-
directional LSTM layer is directly used as the input of the
capsule layer as a comparative ablation experiment. -en,
the capsule layer is removed, and the result of the com-
bination of the two-way LSTM and the attention mecha-
nism is directly connected to the output layer as a
comparative ablation experiment. -e experimental results
are shown in Table 1, and the specific images are shown in
Figure 4.

It can be seen that when the model removes the capsule
layer, the classification effect is greatly reduced, which shows
that adding a capsule layer to the model in this paper can
effectively improve the question classification results. When
the model removes the attention mechanism, although it can
produce better classification results than removing the
capsule layer, it still fails to achieve the results of the
complete model in this article. -is proves that adding at-
tention mechanism can better complete the classification
task. By comparing with two ablation experiments, it is
further proved that the question classification model in this
paper combines bidirectional LSTM with attention mech-
anism and then adding a capsule network is a reasonable and
feasible improvement.
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4.2. Query Performance Comparison of Knowledge Graph
Question Answering System. In this paper, the query per-
formance of the query engine MIQE using memory iter-
ation technology and the query engine IIQE and Franke
query model using inverted index technology are com-
pared. -is section is based on the standard LUBM dataset
under the 100,000 RDF dataset and the million RDF dataset
to perform single entity query and connection query
performance experiments, in which a single entity query
uses commonly used one query condition and two query
condition queries. -e connection query uses commonly
known queries between two entities and three entities.
Since the data loading module and SPARQL statement
parsing module of the knowledge graph storage access
system have been implemented above, the query perfor-
mance experiments for the two models directly use

SPARQL statements for querying. In order to ensure the
accuracy of the experimental results, each experiment in
this paper conducted ten queries corresponding to the same
query conditions but different query contents and the
average query time were taken at the end. -e experimental
results are shown in Tables 2 and 3, and the specific images
are shown in Figures 5 and 6.

It can be seen from the abovementioned two tables that
under each RDF dataset, the query time of the MIQE model
of each query mode is significantly longer than the query
time of the Franke query model and the IIQE model. -e
query time of MIQE model under single entity query and
connection query are both in minutes. -e research found
that the reason for the longer query time of theMIQEmodel
is the Spark initialization time. Since MIQE in this article
needs to load all the data in HBase in advance, and the time
to load the data is calculated in the actual query time, the
query time of MIQE is longer and as the amount of data
increases, as MIQE loads more data, the query time will also
increase. Excluding the time to load the data, the experi-
ment measured that under the 100,000 RDF dataset, the
single entity query of the MIQE model does not exceed 3
seconds, and the connection query does not exceed 5
seconds. Under the one million RDF dataset, the single
entity query of the MIQE model will be not more than 8
seconds, not more than 10 seconds for connection query;
the performance is weaker than the Franke query model and
IIQE model. -e query performance of the IIQE model is
generally better than the Franke query model and the MIQE
model. -e query time of the IIQE model under a query
condition and a single entity query of two query conditions
does not exceed 5 seconds. -e query time of the query does
not exceed 8 seconds. -e query performance of the Franke
model is better than the query performance of the MIQE
model, but compared with the IIQE model, although the
query performance of a single entity query under two query
conditions and the connected entity query between two
entities are close, but based on querying a single entity
under one query condition, the query performance of IIQE
is significantly better than the Franke query model; when
three entities are queried at the same time, the query
performance of the connection query between the IIQE
models is about twice that of the Franke query model. In a
single entity query, the query time based on the Franke
query model and the IIQE model under two query con-
ditions is faster than the query time based on one query
condition. -e reason is that multiple query conditions will
limit the number of query results. -e query conditions will
increase the query time due to the large number of results
that will cause multiple data transmissions over the net-
work. In summary, the knowledge graph storage access
system based on how distributed aggregates are stored and
the distributed parallel query mechanism has good hori-
zontal scalability, and the IIQE model is more suitable for
quickly searching large-scale knowledge graphs than the
other two question models. Compared to IIQE, MIQE is
simpler to implement and supports more integrated fea-
tures. If query time is not high and you want to support
more query features, the MIQE model is a good choice.

Table 1: Ablation experiment of question classification model.

Experimental
model

Remove the
capsule layer

Remove the
attention
mechanism

Cap-net

CCKS2018 0.645 0.689 0.732
TREC 0.667 0.712 0.752
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Experimental model

0.58
0.6

0.62
0.64
0.66
0.68

0.7
0.72
0.74
0.76
0.78

M
ac

ro
ac

cu
ra

cy

0.645
0.667

0.689
0.712

0.732
0.752

CCKS2018
TREC

Figure 4: Ablation experiment of question classification model.
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Figure 3: -e effect of different dataset sizes on the accuracy of
question classification macros.
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5. Conclusions

In this study, we explain how to transform the human in-
tention recognition problem into a classification problem
and then explain the mathematical model based on the
knowledge base in two steps: the first is to use the established
knowledge correlation graph to adjust the weight of the
entity words given the problem and use the contribution

value and contribution multiplier to calculate the weight of
the entity words.-en, it introduces the Bayesian model and
how the Bayesian model is applied to the classification
problem. Finally, the Bayesian model and the weight of
entity words are combined to establish a weighted Bayesian
algorithm. -is algorithm believes that the weight of words
will also affect the final accuracy rate.

In this study, through the analysis of the biological
entities, the experimental entities, combining entities and
other special entities contained in the biological entities,
were found. By studying the principles of the R-WMD
model and optimizing it for the semantic matching of bi-
ology entities, the optimization content includes resetting
the weight coefficient of the normalized word bag model
through richer semantic information, and introducing
length-related parameters K, allows longer entities to return
first. Finally, the experiment verifies that the algorithm has
the best effect on entity semantic matching compared with
other text similarity algorithms.

-is work designs and implements a design of knowl-
edge question answering systems for intelligent engineering
based on deep learning. -e system is divided into three
main sections: data loading section, SPARQL sentence
analysis section, and data query section. -e knowledge
graph is first uploaded to HBase via the data upload module.
During the query, the SPARQL query statement obtains the
query structure through the parser module and then creates
a query tree in the data module to execute a query based on
the HBase query method according to the query structure
obtained. -e experiments verify that the query rendering of
the IIQE query engine is superior to the MIQE query engine.
-e knowledge graph storage access system implemented in
this document can not only store knowledge graphs effi-
ciently with a load-balanced balance but also ensure the
query performance of knowledge graphs.
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With the rapid development of information science today, multifunctional and intelligent applications have gradually become the
focus of attention. In the data management system, the first consideration is the reliability of the data source, followed by the
intelligent processing after the data are collected. Due to the upgrade of the Internet to the Internet of -ings, the way of network
information transmission has also become a problem that people need to think about. -e transmission mode of network
information services will be converted from the passive transmission of information by traditional servers to the form of actively
pushing information. -e application of intelligent push technology in the field of the Internet of -ings is a prominent and
important direction in the development of the Internet of -ings. -is article mainly introduces the research on the intelligent
music push and data analysis system based on the 5G Internet of-ings, with the intention of providing some ideas and directions
for the research of the music intelligent push and play and data analysis system. -is paper proposes a research method for music
intelligent push playback and data analysis system based on 5G Internet of -ings, including current intelligent push related
technologies, music evaluation matrix, user dissimilarity matrix, andmusic feature similarity calculation.-e experimental results
in this paper show that with the increase in the number of users, the accuracy of the recommended results of the system under the
Hadoop framework gradually stabilizes, eventually reaching 91.2%.

1. Introduction

With the development of information science and technology,
rapid mining of required information has become a research
hotspot. Recommendation systems have emerged from this, and
information mining in a big data environment has become a
research hotspot. Existing recommendations are often calculated
offline, and the recommendation results are updated regularly.
-e real-time performance is not enough, and the recom-
mendation system generally has cold-start and data-sparse
problems. In the era of rapid development of information, how
to quickly and accurately respond to user needs is a problem that
needs to be solved urgently.-e stand-alone mode requires a lot
of time to iteratively calculate the recommendation algorithm,
which is difficult to meet today’s business needs.

In reality, due to the variability of music platform user
interest preferences and the timeliness of information [1], it
is necessary to use user behavior records to make timely

recommendations to users, that is, online processing of
streaming data is a necessary condition for real-time music
recommendation systems. For this reason, most of the
recommended algorithms use parallel computing solutions.
At present, distributed computing frameworks are emerging
endlessly, and computing models are also diverse, each with
its own advantages [2]. -e most widely used frameworks
are Hadoop and Spark. Big data computing modes are
mainly divided into batch computing, streaming computing,
interactive computing, and graph computing. -e two big
data processing methods are suitable for different applica-
tion scenarios [3].

El-Latif A has studied the basic communication tech-
nology used by 5G networks to connect objects in the In-
ternet of -ings environment. With the development of
5G-IoT and the development of innovative technologies, it
will surely bring new huge security and privacy challenges.
El-Latif A uses the characteristics of quantum roaming to
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construct a new S-box method, which plays an important
role in the block cipher technology of 5G-IoT technology. As
an application of the proposed S-box mechanism and
controlled alternate quantum walk (CAQW) for 5G-IoT
technology, a new robust video encryption mechanism is
proposed. In addition to meeting the encryption require-
ments of various files in 5G-IoT, El-Latif A also uses the
function of quantum roaming to design a novel encryption
technology for the secure transmission of sensitive files in
the 5G-IoT paradigm. -e analysis and results of the
cryptographic system show that, in terms of cryptographic
performance, it has better security and effectiveness. -e
high cost of this research is not conducive to popularization
[4]. Palattella believes that the Internet of -ings is expected
to be based on the seamless interaction between a large
number of 5G devices, through a large number of new
services to completely change the way people live and work.
After decades of the creation of the Internet of -ings
concept, various communication technologies have gradu-
ally emerged in recent years, reflecting the diversity of ap-
plication fields and communication requirements [5]. With
the popularization of connection technologies and the
emergence of 5G cellular systems, this technology become a
potential key driver of the yet-to-be-emerging global In-
ternet of -ings. In the research, Palattella analyzed in detail
the potential of 5G technology in the Internet of -ings by
considering technology and standardization, reviewed the
current IoT connection pattern and the main 5G support
factors of IoT, and explained the possibility of a
close connection between the Internet of -ings and 5G
Huge business changes caused in the operator and sup-
plier ecosystem. -is research method lacks experimental
data support [6]. Akpakwu believes that the Internet of
-ings (IoT) is a promising technology that tends to
completely change and connect the global world through
seamless connections based on heterogeneous smart de-
vices [7]. -e current demand for machine-type com-
munication has led to multiple communication
technologies with multiple service requirements to realize
the modern IoT vision. -e latest cellular standards such
as long-term evolution have been introduced for mobile
devices, but they are not suitable for low power con-
sumption and low data rate devices such as IoT devices.
Akpakwu found that the fifth-generation (5G) mobile
network is expected to solve the limitations of previous
cellular network standards and become a potential key
enabler of the future Internet of -ings. Akpakwu in-
vestigated the latest IoT application requirements and
related communication technologies and discussed in
detail a cellular-based low-power wide-area (LPWA)
solution based on the -ird Generation Partnership
Project (3GPP) to support and enable targeted new service
requirements for key IoT use cases for large-scale IoT,
including an expanded global mobile communication
system for the Internet of -ings (EC-GSM-IoT), en-
hanced machine type communication (eMTC) and nar-
rowband Internet of -ings (NB-IoT). Akpakwu
presented a comprehensive overview related to emerging
technologies and enabling technologies, mainly focusing

on 5G mobile networks, aiming to support the realization
of IoT-based intelligent push systems. -is study lacks
examples to prove that, it is not practical [8].

-e innovations of this paper are (1) proposed a music
evaluation matrix; (2) proposed a user dissimilarity matrix;
(3) proposed a music feature similarity calculation; (4)
designed a music intelligence based on 5G Internet of-ings
push playback and data analysis system.

2. Method of Music Intelligent Push Playback
and Data Analysis System Based on 5G
Internet of Things

2.1. Related Technology

2.1.1. Hadoop Framework. -e Hadoop framework is an
open-source distributed basic framework developed by
Apache. -e two core designs are the distributed pro-
gramming model MapReduce and the distributed file system
HDFS (Hadoop distributed file system) [9]. -e main ad-
vantage of Hadoop is its high efficiency. Hadoop’s parallel
working method can speed up data processing, can complete
the processing of large amounts of data in an acceptable
time, and has strong scalability. It is proportional; simplicity,
for the use of Hadoop, can be realized by writing Map
interface and Reduce interface, so that it can realize dis-
tributed operation without knowing the specific imple-
mentation details of the underlying layer, reliability,
flexibility, and Hadoop. -ere is no mandatory requirement
for data format, unlike relational databases, which require
very strict data format; economical [10, 11].

2.1.2. MapReduce. MapReduce is a programmingmodel of a
distributed system. Users can complete simple distributed
calculations without understanding the basic implementa-
tion of the underlying, which reduces the difficulty of dis-
tributed calculations [12]. A task generally consists of two
parts: the Map phase and the Reduce phase. Among them,
themain task of theMap phase is to split the input data file to
generate a series of (key and value) key-value pairs, and then,
the Reduce phase will merge the key-value pairs of the same
key to form the final. As a result (key, final_(value)), the
whole process is connected by setting the key value [13].
During the execution of MapReduce, multiple Map phases
can be included, and multiple Reduce phases can also be
included.

2.1.3. HDFS. -e architecture of the HDFS system adopts a
master-slave structure, which is generally composed of three
parts, namely, a client, a name node, and multiple data
nodes. Among them, the name node is the HDFS system
administrator, mainly responsible for the meta information
of directories and files. For a folder, the information it
contains is mainly modification and access time, block size,
access permission, and the constituent blocks of a file; for a
directory, the main information is access permission, quota
metadata, and modification time [14]. -e data node is the
file storage unit of HDFS. It mainly manages the verification

2 Mathematical Problems in Engineering



information and content information in the data block.
When the data node is added to the cluster, the name node
will establish a block mapping relationship based on the data
block list generated by the data node. When the data node is
running, the information in its own data block will be re-
ported to the name node regularly to ensure that the block
mapping is up-to-date. -e client accesses HDFS by com-
municating with name node and data node to realize file
operations [15].

2.1.4. JSON. JSON is a format for data exchange. Data are
stored and transmitted in JSON format, which makes it
easier for developers to read and encode [16].

2.2. Music Evaluation Matrix. In general, users will only
appreciate a small part of the music in the website according
to their personal preferences, so the music evaluation matrix
R is a sparse matrix [17]. A large amount of sparse data will
cause serious distortion of the mining results. Generally,
discrete wavelet transform (DWT), principal component
analysis, and other methods are used to reduce dimen-
sionality, and representative data are extracted for mining
processing [18, 19]. Compared with wavelet transform, the
principal component analysis method can better deal with
sparse data, while wavelet transform is more suitable for
processing high-dimensional data. Principal component
analysis is also called statistical-based principal component
analysis. A method of dimensionality reduction processing.
-is method searches for KN-dimensional orthogonal
vectors K≤N that best represent the data and projects the
original data into a smaller vector space so that the data can
be dimensionally reduced [20]. -e calculation process is as
follows:

Calculate the correlation coefficient matrix Rn×n of user
evaluation matrix A for music according to the following
formula:

rij �
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Calculate the contribution rate of principal components
as follows:

Zi �
λi
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, i � 1, 2, 3, . . . , p. (2)

Cumulative contribution rate is calculated as follows:
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Calculate the principal component loading as follows:
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2.3. User Dissimilarity Matrix. -e user dissimilarity matrix
S � (sij)m×m is generated from the evaluation matrix R.
-ere are four methods for calculating the user dissimilarity
as follows:

2.3.1. Euclidean Distance. Euclidean distance is used to
calculate the distance between points x � (x1, x2, . . . , xn)

and y � (y1, y2, . . . , yn) in space [21]. Here, the following
formula is used to calculate the degree of dissimilarity be-
tween data:
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�����������



n

i�1
xi − yi( 

2




. (5)

2.3.2. Manhattan Distance.

dist(i, j) � xi1
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. (6)

2.3.3. Pearson Correlation Coefficient.

sim(x, y) �
COV(x, y)

σx × σy

. (7)

2.3.4. Cosine Similarity.

sim(x, y) �
|(x, y)|

‖x‖2‖y‖2
. (8)

2.4. Music Feature Similarity Calculation. Extract the fea-
tures between music and perform feature similarity calcu-
lation [22]. Calculate the similarity between two variables
and the formula is as follows:
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Use Cosine coefficient to calculate document similarity
and the formula is as follows:

T(x, y) �
x · y
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Use Jaccard coefficient (expansion of Cosine coefficient)
to calculate document similarity, and the formula is as
follows:
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-e Euclidean distance between any two points x and y
in n-dimensional airborne is as follows:

d(x, y) �

����������

 xi − yi( 
2



. (12)

When n� 2, the space becomes a plane, and the Eu-
clidean distance degenerates to the length of the line segment
formed by two points on the plane [23]. In practical ap-
plications, the curve function formula is usually used for
conversion: distance is inversely proportional to similarity,
and the following formula exists:

sim(x, y) �
1

1 + d(x, y)
. (13)

-e method part of this article uses the above three
algorithms to study the design method of the 5G In-
ternet of -ings-based music intelligent push playback
and data analysis system. -e specific process is shown
in Figure 1.

3. Design of Music Intelligent Push Playback
and Data Analysis System Based on 5G
Internet of Things

3.1. Overall System Structure

3.1.1. System Structure. -e system design adopts a multilayer
structure; on the basis of the software architecture, each system
forms a unified information platform of the Internet of -ings
information push system through the interactive connection
between the servers, and at the same time reflects the user’s
operation information records and statistical data to the
background management system [24].

(1) Basic Environment. -e information push system pro-
vides the hardware environment and system software
platform for system operation, including essential system
software such as operating systems, servers, and databases
[25].

(2) Data Layer. -e data layer is located between the user
service layer and the basic environment. It consists of a user
push system, a background management system, and a
statistical system data interaction platform. Among them,
the application data of the back-end management system
and the statistical system use relational databases. User
behavior system: using text storage data [26, 27].

(3) Data Exchange Platform. It realizes the connection of
information exchange and application integration of various
application systems.

(4) Service Layer. It is composed of system basic components
and provides standardized modules for the system [28].

(5) Application Layer. Adopting an integrated mechanism
and customizing into a user behavior system, a background
management system, a statistical analysis system, and a push

information system through user operations and adminis-
trators’ operational requirements.

(6) Presentation Layer. It constitutes user login and infor-
mation push and provides service system interface for
system administrators and users.

(7) Security System. Security is an important principle of
push system and website construction [29].

3.1.2. Overall System Design. -e information push system
is composed of four parts: user behavior system, background
management system, statistical system, and information
push system under the overall design framework [30].

(1) User Behavior System. -e user behavior system provides
a unified service window for users, provides an environment
for user information registration and music playback and
purchase so that all users provide a platform for music
information viewing and music purchase.

(2) Backstage Management System. It is provided for the
administrator to edit music information and audit users, edit
with management authority, and provide advertising
functions for the user behavior system [31].

(3) Statistical System. -e system design adopts the model of
document database and relational database, and the business
system adopts relational database. -e function of statistics
based on the number of times the user plays music and the
number of times purchased music. By recording the user’s
operation behavior onmusic information, each behavior will
be recorded in a log, and then, the basic data in the log will be
extracted with a shell script analysis and storage. Finally, the
basic data are counted twice through the storage process and
finally used as the basis for information push [32].

(4) System Push System. It provides users with information
subscriptions, and administrators can send and query music
information for specific user subscriptions. It also provides
regular sending functions.

-e overall process of the system is that the user’s identity
needs to be verified when the user logs in. If it is a task
submitter, the task is submitted through the front desk
according to the needs of the task, and the task type and task-
related information are selected at the same time, such as: the
user characteristics required for this task, the geographic
location of the task trigger, and other information [33, 34].
After the task is submitted successfully, the scheduling system
will maintain the smooth operation of the entire system and
will select suitable tasks for triggering according to the set
scheduling strategy. In the process of screening users, the
black and white list will be activated and special personnel will
be given a special deal. After the task is executed, the blacklist
will be updated, and the task execution result will be fed back
through the mail module. Finally, push messages to the
screened personnel through push channels [35].
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3.2. Feature Build Design. -e construction of features
mainly completes data cleaning, data merging, and data
feature structuring.

3.2.1. Data Cleaning. Data cleaning is mainly to complete
the wrong user information in the data, such as the user
does not conform to the set structure and stores the
wrong information. -ere is a large amount of user
behavior information in the user’s historical log infor-
mation, but some of this information is deliberately
modified by the user’s own information through illegal
means. -is information does not meet the requirements
of the push task, because for this type of information,
even if the user characteristics excavated are very suitable
for being a user because the user’s identity is wrong, the
push task to the user cannot be completed normally, so it
is necessary to refresh the data. First, complete the
cleaning of user data based on regular expressions.
Secondly, it is also necessary to clean the historical log
information that contains few information storage errors
in the historical data.

3.2.2. Data Consolidation. -e data after data cleaning are
the redundancy of data information. -e same user may
exist in different log files, which is inconvenient for the
development of data feature mining work. -erefore, data
merging work needs to be completed. Data consolidation
refers to the integration of the same user’s information in
the same file. First, integrate the user’s basic information,
retrieval information, and behavior information into the
same file according to the user’s identity and then inte-
grate the user’s push information and the user’s feedback
information after the push into the same file according to
the push.

3.2.3. Structured Data Characteristics. After the data are
merged, the data need to be structured. -e process of
structuring user information requires data fusion. For the
data of the push content, the keywords of the text are
found by segmenting the push text. For the keyword
obtained by word segmentation, if the user clicks on the
push message, it indicates that the user is more interested
in the keyword; if the user does not click, it indicates that
the user is not interested in the keyword. At the same time,
a time factor is added to determine the changes in user
interest. After obtaining the individual characteristics of
the user, the individual characteristics are merged, and
after the overall characteristics are obtained, the char-
acteristics are judged offline by AUC. If the influence
weight of the characteristic is less, the characteristic is
deleted and the change of AUC is observed. For online, A/
B test can be used for small flow tests to check the model
effect.

3.3. Accurate Push. Precision push is divided into two
parts, one is push based on the matching of basic user
characteristics, and the other is push based on the logistic

regression training model. -e push based on the user’s
basic characteristics matching mainly judges the pushed
user based on some basic information of the user. When
the user does not meet any of the conditions, the user
does not meet the requirements of the push, and the user
is abandoned. Because users of the Android and IOS
operating systems need to be pushed separately, when the
users are screened, the respective users need to be
counted accordingly. -e number of users that the task
may require is the total number of Android and IOS users
or the number of Android and IOS users. At the same
time, the number of new users can be specified in the task.
However, because the keyset by MapReduce is the user’s
identity account, and because the Android and IOS
identity accounts have their own connectivity, when the
Reduce hash output is performed, users of the same
operating system are likely to be assigned to the same -e
output is performed in Reduce, so that when the oper-
ating system is distinguished between users when the
number of user requirements is small, the filtered users
will belong to the same operating system, which is
contrary to the actual proportion of real users. -e ob-
tained results are scrambled, so as to avoid the selected
users are all Android or IOS, resulting in an imbalance of
users.

In order to solve the user “cold start” problem, in the
early stage, for each user, there is no corresponding
training data, choose to push the message based on the
user’s basic characteristics, when the data have accu-
mulated to a certain extent, you can use the existing data
for training. An LR model, so that in the end, users will be
interested in this push score. In theory, users with a score
greater than 0.6 points can be considered interested in this
push task, and finally, the user will be evaluated based on
the user score sort and then take out topN users to push
this task.

-is part of the experiment proposes that the above steps
are used for the design of a 5G IoT-based music intelligent
push playback and data analysis system. -e specific process
is shown in Table 1.

4. Music IntelligentPushPlayandDataAnalysis
System Based on 5G Internet of Things

4.1. Music Intelligent Push and Play Platform. -e Internet
has become the most important way to spread music
today. -e competition among major online music
companies in my country is fierce. Most companies have
been established for more than 10 years, have a certain
number of customers, and have formed their own
service characteristics. In today’s increasingly fierce
competition in the online music market, companies are
scrambling to find innovative business points to
breakthrough business growth bottlenecks. -e main
online music platforms in my country are shown in
Table 2 and Figure 2.

Observing the chart, we can see that NetEase Cloud Music,
which was released the latest, has become the largest online
music platform for users due to its intelligent push, personalized
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interface, and other advantages. Mos companies tend to attract
users through special services, seize users, and occupy the
market. How to develop characteristic products and attract
users has become the most difficult problem in finding new
business breakthroughs. Using 5G Internet of -ings tech-
nology to realize the intelligent push of music will help the
platform attract more users, increase daily activity, and further
achieve profit growth.

4.2. User Analysis of Music Smart Push Platform

4.2.1. User Distribution. -rough the CLIQUE algorithm,
the clustering of enterprise users is realized, and then, based
on the cluster, the important knowledge is obtained through
the association rule algorithm to guide the decision-making
level to implement different marketing strategies for dif-
ferent customer groups. Use the five attributes of music style,
sound quality, song price, user occupation, user location,
and language type to cluster and obtain relevant data for a
certain period of time on the platform after preprocessing, as
shown in Table 3.

-e system should intelligently push high-quality music
and focus on pure music and popular music, which can
attract more users and they are willing to consume high-
quality music. Young students and freelancers have basically
maintained their preference for music, and their peers have
basically maintained similar hobbies focused on popular
music in various languages.

4.2.2. Online Usage of Users

(1) Count the length of time users have used the online
music platform and draw a chart, as shown in Table 4
and Figure 3.
It can be seen from the chart that Saturday and
Sunday are the two days where users spend the most
time online. -e platform can set the number of
smart pushes on Saturdays and Sundays to be more
frequent and there are more types of pushes; the
online use time of users on weekdays after Monday is
relatively shorter, the platform can be set to accu-
rately push according to users’ likes.

Research method of music intelligent push playback and 
data analysis system based on 5G Internet of Things

Music evaluation matrix User dissimilarity matrix Music feature similarity 
calculation

Correlation coefficient 
matrix

Principal component 
contribution rate

Cumulative contribution 
rate

Principal component load

Euclidean distance
Manhattan distance
Pearson correlation 

coefficient
Cosine similarity

Calculate the similarity 
between variables

Use Cosine coefficient to 
calculate document 

similarity
Use Jaccard coefficient 
to calculate document 

similarity
Curve function formula

Figure 1: Part of the technical flow chart of this algorithm.

Table 1: -e experimental procedure of this article.

Design of music intelligent push playback and data analysis system
based on 5G Internet of -ings

1 Overall system
structure

1 Architecture
2 Overall system design

2 Feature build
design

1 Data cleaning
2 Data consolidation
3 Structured data characteristics

3 Accurate push
1 Push based on the matching of basic user

characteristics

2 Push based on logistic regression training
model
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(2) Calculate the time period that users use the online
music platform and draw a chart, as shown in Table 5
and Figure 4.

It can be seen from the chart that users often use online
music platforms during commuting hours, lunch hours, and
dinner hours. If you intelligently push related music to users
during these time periods, you will be able to achieve a better
push effect.

4.3.ComparativeExperimentalAnalysis ofDifferentDataSets.
In order to confirm the improvement effect of the improved
method in the frequent set mining experiment, consider
applying the improved method to different music data sets

and compare the improvement effect. Draw the specific
situation into a chart, as shown in Table 6 and Figure 5.

As shown in the figure, the experimental results of the
improved frequent itemset mining method under different data
sets are recorded. Under the same support threshold, the fre-
quent set mining effects of different data sets are basically
similar. However, since users with fewer historical records are
excluded in the process of selecting the data set, the number of
frequent itemsets is increased to a certain extent.

4.4. Intelligent Push Accuracy Analysis. Count the related
records of users’ play, favorites, and purchases and draw
them into a table, as shown in Table 7. Each row contains
seven fields: user ID, song ID, number of listening times,

Table 2: Major online music platforms in China.

Platform name Release time (year) User scale Advantages
NetEase Cloud Music 2013 Over 800 million users Social functions, smart push, and beautiful design
Kugou music 2006 Over 500 million users -e earliest digital music service and interactive platform
Kuwo music 2005 Over 100 million users Many kinds of music
QQ music 2005 Over 400 million users China’s largest wireless music sales platform
Xiami music 2008 Over 500 million users Rich in funds
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500
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User scale (million)
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Figure 2: Major online music platforms in China.

Table 3: User distribution.

User Favorite music style Music language Sound
quality

Paid music budget
(RMB)

Primary and secondary
school students

Electronic music and pop
music

Mandarin, English, Japanese, and
Korean Hi-Fi 10

College students Pop music, rock music, and
rap

Mandarin, English, Japanese, Korean,
and Cantonese Hi-Fi 15

Office worker Lyric music, pure music, and
pop music Mandarin, English, and Cantonese Hi-Fi 25

People engaged in art Pure music and classical music Mandarin, English, and Japanese Hi-Fi 30
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switching times, favorites or purchases, timeline, and
comments.

To test the processing performance of the method
proposed in this paper, it takes a certain amount of time to
prepare and start the platform under the Hadoop frame-
work, and at the same time, the distributed computing itself
also brings certain computational overhead. At this stage,
five hundred users are tested and tested according to dif-
ferent algorithms, and the results are plotted as a graph, as
shown in Figure 6.

According to the results in the figure, the recommen-
dation method proposed in this paper has obvious advan-
tages in comparing the accuracy of the recommendation
results. When the user data reaches a certain level, the ac-
curacy is usually higher than that of the traditional method.
-is method draws on and combines the recommendation
ideas of the two basic methods, so regardless of the number
of users, the performance is better than the traditional
method. At the same time, with the increase in the number
of users, the accuracy of the recommendation results of the

Table 5: User play time period.

Period Percentage (%)
0 : 00–6 : 00 4.7
6 : 00–9 : 00 7.3
9 : 00–12 : 00 14.6
12 : 00–15 : 00 19.4
15 : 00–18 : 00 18.7
18 : 00–21 : 00 25.1
21 : 00–24 : 00 10.2

Table 4: User online usage time (unit: minute).

User Monday Tuesday Wednesday -ursday Friday Saturday Sunday
Primary and secondary school students 45 39 41 44 43 121 109
College students 67 56 55 53 59 134 112
Office worker 59 55 47 62 66 197 201
People engaged in art 83 78 81 77 84 182 197

0 50 100 150 200 250

Sunday

Saturday

Friday

Thursday

Wednesday

Tuesday

Monday

People engaged in art
Office worker

College students
Primary and secondary 
school students

Figure 3: User online usage time (unit: minute).
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25.10%

10.20%
4.70% 7.30%

14.60%

18.70%
19.40%

Percentage

0:00–6:00
6:00–9:00
9:00–12:00
12:00–15:00

15:00–18:00
18:00–21:00
21:00–24:00

Figure 4: User play time period.

Table 6: Frequent set mining results under different data sets.

Data set Support threshold
0.01 0.03 0.05 0.07

us0

us0_Gender 108 36 22 7
us0_Language 194 64 36 21
us0_Releasedate 121 57 57 43
user_songs_0 246 82 53 37

us2

us2_Gender 147 49 67 56
us2_Language 363 121 63 49
us2_Releasedate 246 147 132 114
user_songs_2 337 113 101 81

400

350

300

250

200

150

100

50

0
0 2 4 6 8 10 12

Support
threshold

0.01
0.03

0.05
0.07

Figure 5: Frequent set mining results under different data sets.
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system under the Hadoop framework gradually stabilized,
eventually reaching 91.2%.

5. Conclusions

-e Internet of -ings technology is a comprehensive
technology that connects objects to the Internet through
communication equipment, sensors, data collection and
processing systems, positioning systems, and other equip-
ment according to a certain communication protocol. -e
intelligent monitoring, positioning, and management of
objects can be realized through the Internet of -ings. In
recent years, due to a large amount of human and material
resources investment, application systems based on the
Internet of -ings technology have also been continuously
developed and improved. -e use of the Internet of -ings
technology to achieve intelligent music push and play and
data analysis systems has become a new technology.

-is article mainly uses user data, music work data, user
behavior data and behavior context data to mine user
preferences, and complete the recommendation process.
However, there are actually a lot of data that can be added to
the calculation of the recommendation process. Typically,
there are tag data. Tag data are used by users to mark their

feelings and experiences of musical works, so tags can as-
sociate users with musical works. -ese data should be
focused on in follow-up research.

In this paper, the optimization and experimentation of
the recommended method, system design, and system re-
alization process are all completed in an experimental en-
vironment. However, in practical industrial applications, the
number of user data and music works is massive, which
requires personalized services with extremely high perfor-
mance and efficiency. However, the fundamental of the
music intelligent push system is economic benefits. In ad-
dition, it is also necessary to consider whether the method in
this article canmeet the requirements of the push system and
produce satisfactory economic benefits.

Data Availability

No data were used to support this study.
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In recent years, various emergencies have frequently occurred worldwide, which has forced relevant service departments to pay
more attention to decision-making and emergency management. Since emergency events are characterized by complex envi-
ronments, unstable events, and time constraints, events usually involve multiple factors and promptly correct errors in the
decision-making process. In fact, in many cases, emergency decision-making needs to select an optimal one from multiple
alternatives for execution. +e fog algorithm decision-making method can solve the problem of optimal solution selection, and it
has been widely used in many fields. +is article evaluates the emergencies that have occurred in the past 10 years. +e evaluation
indicators include direct economic loss, indirect reputation loss, ecological environment indicators, and healthy living indicators.
+e first two are cost-based indicators. +e index value of direct economic loss and indirect reputation loss is as small as possible,
while the index value of ecological environment index and healthy living index is the larger the better. Among the many selected
emergencies, only the index evaluation scores of fires are reliable (P< 0.01), and the evaluation scores of other emergencies
belonging to natural disasters are a bit wrong (P> 0.05). +e reason for this may be that the direct economic losses caused by
natural disasters are not well counted, and the families involved and the environment are too wide. +erefore, the emergency
language intelligent decision support system based on fog computing has a good development prospect.

1. Introduction

With the advent of the information age, the development
of computers and the Internet has greatly changed peo-
ple’s lives. New forms of entertainment and education
using various information and image technologies have
emerged one after another. +e emergence of children’s
learning games is undoubtedly a milestone in the history
of the development of children’s education. It has brought
great freedom and fun to children’s learning. How to
systematically formulate emergency decision-making
methods after emergencies is the goal and urgent task
faced by emergency experts and scholars in various
countries in the field of emergency decision-making.
Accurate and efficient emergency decision-making can
not only deal with the emergencies that occur at this time
and minimize the loss of life and property but also be used
as a historical reference to provide effective suggestions

for the handling of similar emergencies in the future. +e
problem of emergency decision-making in emergencies is
actually a multiobjective decision-making problem, that
is, using a variety of reasonable and effective evaluation
indicators or evaluation targets to measure the pros and
cons of multiple emergency alternatives and finally
making decisions based on the comprehensive perfor-
mance of each alternative [1].

As a federal country with a vast territory and frequent
natural disasters, the United States has unified management
of more than 100 emergency management agencies across
the country and established the United States federal
emergency management agency to respond to various
natural disasters and emergencies and coordinate various
departments of the federal government. European and
American countries have established emergency manage-
ment systems and emergency management information
platform systems that are in line with their own actual
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conditions to achieve efficient and orderly development of
emergency management [2]. Lu conducted research on
public health emergencies of acute epidemic diseases and
pointed out that it is necessary to strengthen the coordi-
nation and cooperation of emergency departments and
strengthen management accountability, so as to improve the
ability to respond to such emergencies [3]. Darren analyzed
the changing trends and patterns of dynamic natural risks,
man-made risks, and disaster vulnerabilities and, on this
basis, studied emergency policies and emergency plans [4].
Marie analyzed the indicators of railway emergency man-
agement statistics, constructed an emergency management
evaluation index system, and established an emergency
management evaluation model with an improved factor
analysis method [5].

Our country is at the extreme starting point of socialist
construction. During the period of rapid social and eco-
nomic development, natural disasters and mass emergencies
occur frequently, especially the occurrence of SARS and the
2008 snow disaster, which greatly touched our country’s
fragile emergency management system. +e research and
development of the emergency management and command
system for emergencies in our country is relatively late, but
after unremitting efforts, most of the existing emergency
management and command systems can collect, transmit,
and share information resources and realize multiple
communications. Bouzekri A built an emergency response
model based on a conventional manpower model and de-
veloped a multiagent model of emergency response orga-
nization behavior [6]. Test simulations were conducted
through actual drill scenarios. And put forward some sug-
gestions for the current emergency system [7]. Lin designed
the planning form of hierarchical network planning and
used this method to study the terrorist attack incidents [8].
Manu and +alla comprehensively studied the emergency
group decision-making technology of railway emergencies
and, combined with the characteristics of railway emergency
decision-making, proposed the realization method of this
technology [9].

In this article, emergencies are subdivided and organized
according to the idea of secondary events, and the fog al-
gorithm decision-making method is extended to apply to
secondary events. Taking into account the state changes of
secondary events derived from primary emergencies, it gets
closer in the actual application background, the concept of
“possibility” containing interval numbers that can be
compared with each other is given, and the schemes with
possible degrees are sorted to ensure the scientificity and
rationality of the final decision result. In the emergency
decision-making model constructed in this article, full
consideration is given to the realistic background and the
ambiguity of information that accompany the occurrence of
secondary emergencies during emergencies, ensuring the
scientificity and rationality of the decision-making process

and making the decision-making results more reliable and
correct.

2. Intelligent Decision Support System of
Emergency Language Based on
Fog Computing

2.1. Multiobjective Decision

2.1.1. Connotation of Multiobjective Decision-Making.
Multiobjective decision-making is a new research field of
decision-making that integrates several disciplines such as
operations research, economics, and psychology. Decision
analysis is the process of selecting the best solution from
multiple alternatives to solve the problems that may arise in
the system design, design, and construction phases now or in
the future. However, many of the socioeconomic decision-
making issues we are currently facing, even the smaller
practical issues in daily life, are usually multiobjective rather
than personal. Interactions and contradictions between
multiple goals in decision-making problems often make it
difficult for decision-makers to make decisions easily. In an
image with constantly changing gray values, if there is a
point that is very different from the gray values of adjacent
pixels, the point is likely to be noise. +is solution was
replaced by a satisfactory solution. +erefore, multiobjective
decision-making means that the problem to be decided
involves multiple goals or multiple indicators. Decision-
makers need to continuously coordinate multiple goals or
multiple indicators in decision-making under the con-
straints of various resource conditions to choose a relatively
satisfactory solution [10] so that the program can make all
relevant decision-making target values reach the decision-
making process in a satisfactory state considered by the
decision-makers.

2.1.2. Features and Advantages of Multiobjective Decision-
Making. (1) Characteristics of Multiobjective Decision. +e
wireless network control system is composed of a wireless
communication network, controller, and controlled objects
[11]. Most of the objects controlled are continuous systems,
while the controllers in network control systems are discrete
systems, which makes it difficult for decision-makers. Di-
rectly use the same measurement unit and measurement
standard to measure and compare multiple decision-making
goals; decision-making goals are often mutually exclusive
and contradictory; that is, an alternative plan usually cannot
achieve the optimal value of a goal. Ensure that other de-
cision-making goals are in the most satisfactory state or
make one goal the most satisfactory but make another
decision-making goal worse; +ere are both quantitative
indicators and qualitative indicators.+e former is described
by data, while the latter is described by words, that is,
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qualitative and quantitative indicators coexist in multi-
objective decision-making. For those qualitative indicators,
they need to be quantified, so as to facilitate decision-makers
to consider alternatives according to the decision rules.

(2) Advantages of Multiobjective Decision-Making. +e
role of decision-makers in the decision-making process is
strengthened; the alternatives obtained in the decision-
making process are more abundant and involve a wider
range of fields; the model of the decision-making problems
and the intuition of decision-making problems will be more
realistic.

2.1.3. Multiobjective Decision-Making Process. It can im-
prove system reliability and other benefits. +e cost of
transmitting information for remote control and remote
operation is very low. Instead of using analog signals, digital
signals are used for transmission on a digital network. At this
stage, the decision-maker and analysis will convert the
general goals proposed in the initial stage into detailed and
specific decision goals. In addition, the elements, restric-
tions, and constraints in the entire system must also be
clearly defined. Finally, all the requirements must be given.
Alternatives for feasibility conditions for decision-making:
at this stage, decision-makers and analysts mainly clarify the
relationship between decision goals and various alternatives,
determine the key variables in the system, and establish
models. +ese models usually include mental models,
graphical models, and physical models. Models, mathe-
matical models, and so forth: in addition, decision-makers
and analysts also need to estimate various parameters that
will be used in the model.+emain work of decision-makers
and analysts at this stage is divided into three parts. +e first
is to use the model of the previous stage to generate al-
ternatives. +e second is to use relevant decision rules to
rank the pros and cons of various alternatives.+e third is to
select satisfaction. Executable program: put the satisfactory
plan selected in the previous stage into practice and conduct
real-time tracking and evaluation of the implementation
effect of the satisfactory plan. +e multiobjective decision-
making process is shown in Figure 1.

2.2. Common Resource Scheduling Algorithms in Fog
Computing

2.2.1. Algorithms Adapted to User Mobility. Let μ0 represent
the computing power of the mobile edge, D(λt) represent
the computing delay requirements, C(μ0) represent the
average system cost, and μt represent the computing power
of the cloud resources leased in the t time interval, and μ∗t
represent the cloud resources used in each time interval. For
a given edge configuration μ0, the optimal solution is

μ∗t μ0(  �

0, μ0 ≥ λt +
1

D λt( 
,

f
u
t μ0( , 0< μ0 < λt +

1
D λt( 

,

λt +
1

D λt(  − d
, μ0 � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

+e formula for calculating the average system cost
gradient is as follows:

C μ0(  ′ �
cP

T


T

i�j

f
u
v(i) μ0(  ′ + c0θμ

θ−1
0 . (2)

+e formula for solving the best computing power of the
mobile edge is

μ∗0 � argmin C μ0( |μ0 ∈ μ10, . . . , μT+1
0  . (3)

2.2.2. Algorithm to Balance Task Completion Time and Price.
In order to fully understand the effect of time delay on the
control system, we select a simple control object, analyze the
step response curve of the system under different time delay
conditions, and analyze the effect of time delay on the
control system. Suppose the state space expression of the
controlled system is

min � 
m

i�1
d
2
i ,

y
∗
j �

maxyij, j is the benefit index,

minyij, j is the benefit index,

⎧⎨

⎩

d
2
i � 

n

j�1
yijλj − y

∗
j λj 

2
, i � 1, 2, . . . , m,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

s.t., 
n

j�1
λj � 1,

λj > 0, j � 1, 2, . . . , n.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

According to the comprehensive weight calculation
formula,

ωj �
λjμj


n
j�1 λjμj

, 1≤ j≤ n,

Z � zij 
m×n

� ωjyij 
m×n

.

(5)

According to the weighted standardized matrix, the ideal
solution and the negative ideal solution are obtained:
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max zij, j is the benefit index,

min zij, j is the benefit index,

⎧⎨

⎩

z
−
j �

max zij, jis the benefit index,

min zij, j is the benefit index.

⎧⎨

⎩

(6)

+e distance from the alternatives to the ideal solution
and the negative ideal solution:

S
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, i � 1, 2, . . . , m,
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2




, i � 1, 2, . . . , m.

(7)

In the above formula, S+
i is the distance from the i

scheme to the ideal solution; S−
i is the distance from the i

scheme to the negative ideal solution. +e relative closeness
of the alternatives:

Ci �
S

−
i

S
+
i + S

−
i

, i � 1, 2, . . . , m. (8)

2.2.3. Algorithms to Reduce Task Completion Time. Sj rep-
resents the fog computing embedded system storage system
of server (j ∈ J), and St represents the image size of task
t ∈ T:

xij �
1, if the task image t ∈ T is stored in server j ∈ J,

0, otherwise,



j∈J

xij � Ω, ∀t ∈ T.

(9)

qtil represents the probability that the I/O request of a
task t ∈ T will be delivered from the client i ∈ I to the storage
server j ∈ J. +e introduction of τd represents the maximum
I/O time of all tasks. +e problem of minimizing the
maximum I/O time can be described as

MINLP − IO:

min : τd.
(10)

According to the types of the minimum and maximum
input/output time problems, the minimum and maximum
calculation time problems can be reduced to linear pro-
gramming problems by converting the minimum-maximum
problem to the maximum-minimum problem. Introducing
τc � 1/τc, the problem is described as

LP − Comp:

max : τc.
(11)

+e workload and I/O request or job processing on one
server can be freely transferred to another server. +erefore,
consider the mapping between the first and second stage
server protocol and the final solution:

mhh′ �
1, If h′ ismapped to server h,

0, otherwise.

⎧⎨

⎩ (12)

2.3. Emergency Decision-Making Algorithm Based on Im-
proved Group Decision-Making Method. +e way the com-
puter feeds the calculation results to the individual is a way
of exchanging information that performs communication
between the individual and the computer. +e human-
computer interaction function of the computer operating
system is an important indicator of whether the computer
system is advanced. When dealing with emergency situa-
tions, if there is no scientific and systematic emergency
decision-making method, emergency rescue operations
cannot be carried out in time. If relevant departments can
make quick and effective decisions based on the develop-
ment and changes of emergencies, this will play a decisive
role in the effectiveness of the emergency response.

2.3.1. Traditional Gray System. Because part of the infor-
mation in the gray system is unknown, people often explore
and solve problems by mining and using the value of the
known information. Group decision-making always follows
the principle of “the minority obeys the majority.” Using the
expert’s decision matrix to determine the consistency of the
expert is the key to solving the expert’s weight. In the process
of determining and adjusting the weight of experts, the
information is often incomplete and uncertain, so, at this
time, the gray system theory has become the first choice to
deal with such problems. In actual operation, it is necessary
to first calculate the individual expert decision matrix and
aggregate the individual expert decision matrix into the
group decision result.

Multiobjective
decision-making 

Problems

The determination of 
multiple goals and the 

presentation of the plan set

Model establishment 
and model parameter 

estimation

Generate feasible 
solutions

Target value analysis 
and evaluation

Decision 
environment 

and status
Decision-making

Program execution 
and re-evaluation Feedback

Figure 1: Multiobjective decision flow chart.
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2.3.2. Deficiencies in Determining theWeight of Experts Based
on Gray Relational Analysis

(1) Principle of “the Minority Obeys the Majority.” Group
decision-making always follows the principle of “the mi-
nority obeys the majority.” According to this principle, the
expert’s decision-making power is reflected in the consis-
tency of the decision-making results of the expert and the
decision-making group. When he is consistent with the
decision-making results of the group decision-making, he
has more large decision-making power; otherwise, its de-
cision-making power will be reduced. However, the prin-
ciple of “the minority obeys the majority” is not always
correct. We cannot rule out the special case of a minority
making correct decisions and a majority making wrong
decisions. At this time, if the traditional group decision-
making method is used to simply eliminate individual
subjective differences and reflect the will of the group, then
the decision-making group will make wrong decisions.

(2) Blindness in Selecting Experts. Suppose that when dealing
with emergencies, the relevant department has an expert
database, and each time, a part of the experts are randomly
selected from the expert database to complete group deci-
sion-making. As the experts of the decision-making group
come from different fields and different industries, profes-
sional barriers and blind spots may cause them to make
mistakes in decision-making in areas that they are not good
at. At this time, the credibility of their decision-making
results is very low.+is is traditional group decision-making.
Factors not considered by the law.

(3) Does Not Consider the Performance of Experts in His-
torical Decision-Making Events. Traditional group decision-
making hardly readjusts the weight of experts based on the
decision-making results after the decision, nor does it take it
as consideration into the process of adjusting the weight of
experts in the next emergency, that is to say, traditional
group decision-making. +e process is to consider each
emergency as a separate event. But in fact, the development
of things will not be unrelated. +e past decision-making
results can measure the decision-making level of the experts
in the expert group and examine the decision-making effects
of all relevant decisions of these experts in recent years.

2.3.3. Ideas for Improving Expert Weight Adjustment
Algorithm

(1) Fully Consider the Correct Rate of Experts’ Historical
Decisions. Before the expert team makes emergency deci-
sions, due to the constraints of objective conditions, the
possible implementation effects of each plan are also un-
known. However, after the implementation of the program
is over, the expert group can evaluate and score the per-
formance of the program. In order to ensure the objectivity
of the evaluation results of the expert group, a completely
different group of experts can be selected in the expert
database to score the plan implementation effect after the
emergency decision is over. From the emergency decision-

making cases handled in the past, we can dig out a lot of
valuable information for the current case. +e correct rate of
the experts’ historical decision-making is one of the most
valuable research cases.

(2) Use Event Type as a Consideration When Drawing Ex-
perts. Suppose the decision-making group makes a decision
by randomly selecting an expert group from the expert
database, but due to the limitations of each expert’s
knowledge and expertise, it may be easy for them to make
correct decisions in their areas of expertise, and easy to make
in areas that they are not good at the wrong decision. In
order to improve the accuracy of decision-making, the type
of emergency can be considered as a factor.

(3) Prioritize Recent Historical Emergencies. +ings are
constantly evolving and changing. +e expert may have a low
rate of correct decision-making for a certain type of event, but
with the accumulation of experience and the addition of
knowledge, his decision-making accuracy rate will change, it
may become higher and higher, or it may become lower. But it
cannot be set in stone. We need to look at the problem from a
developmental perspective. When calculating the correct rate of
the expert’s historical decision, we must give priority to the
correct rate of decision-making at the most recent time point.
+e closer to the time point of decision-making behavior, the
greater the role and value it plays. When an expert’s case base is
small, the advantages of this approach may not be obvious, but
when an expert’s case base is large and he hasmademany similar
decisions, the advantage of this approach will be as follows: it is
obvious that it is too much to aggregate all the historical de-
cision-making accuracy rates of experts, which not only brings
operational difficulties but also leads to the low credibility of the
final aggregated historical decision-making accuracy rates.

3. Intelligent Decision Support System of
Emergency Language Based on
Fog Computing

3.1. SystemArchitectureDesign. +e system structure should
include three aspects: application layer, service layer, and
data layer. +e main task of the emergency decision-making
system based on fog computing is to make inference deci-
sions about emergencies and establish and maintain a case
library. +e service layer is mainly to realize the service
functions of the system, including system case reasoning,
case management, and system help services. +e establish-
ment of the service layer is realized by the development tools
of Visual Basic 6.0. +e data layer includes the rule library
and the case library, and the case library is that in order to
store cases, the rule base is used to implement certain
functions of case reasoning and management. +e estab-
lishment of the data layer is implemented by SQL 2008
database.+e architecture of the system is shown in Figure 2.

3.2. Test Subject. +e core algorithm of the emergency
language intelligent decision support system designed in this
paper uses fog computing. Before the experiment, the system
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is trained for events. Six types of emergencies include
earthquakes, typhoons, tsunamis, floods, and a total of 4000
incidents of landslides and fires, and these training data were
entered into the database. +en, evaluate the emergencies
that have occurred in the past 10 years. +e evaluation
indicators include direct economic loss, indirect reputation
loss, ecological environment indicators, and healthy living
indicators. +e index value of direct economic loss and
indirect reputation loss is as small as possible, while the
index value of ecological environment index and healthy
living index is the larger the better. At the same time, five
emergency options are obtained for emergency events. After
multiple rounds of rapid discussions, five emergency options
are given, and the estimated values under each evaluation
indicator perform data analysis.

3.3. Experimental Method. +ere are many data standard
processing methods, but different data standardization
methods will have a certain impact on the evaluation results
of the system. For the positive indicator standardization
method,

yij �
xij − min xij 

max xij  − min xij 
. (13)

For the negative index standardization method,

yij �
max xij  − xij

max xij  − min xij 
. (14)

3.4. Statistical Data Processing Method. SPSS23.0 software
was used for data processing, the count data was expressed in
percentage (%), k is the number of data in this experiment,
σ2 is the variance of all survey results, and P< 0.05 indicates

that the difference is statistically significant. +e formula for
calculating reliability is shown in

a �
k

k − 1
1 −

 σ2i
σ2

 . (15)

4. Emergency Language Intelligent Decision
Support System Based on Fog Computing

4.1. Evaluation Index System Based on Index Reliability
Testing. Reliability refers to the stability and reliability of the
questionnaire. +is article adopts the α coefficient method
created by Cronbach. +e α coefficient can be obtained by
Reliability Analysis in SPSS software. It is generally believed
that the α coefficient above 0.8 indicates that the effect of the
index setting is very good, and above 0.7 is also acceptable.
Here, we analyze the reliability of each type of object, and the
reliability index we choose for each type of object is slightly
different. +e results are shown in Table 1.

It can be seen from Table 1 that the direct economic loss,
indirect reputation loss, ecological environment indicators,
and healthy living indicators have an acceptable impact on
this experiment (α> 0.7), and the environmental, social and
economic impacts are within acceptable limits and meet the
prerequisites for starting the experiment.

4.2. Emergencies in the past 10 Years

4.2.1. Number of Emergencies in the past 10 Years. We first
analyze the number of earthquakes, typhoons, tsunamis,
floods, landslides, and fires that have occurred in the past 10
years.+e first five emergencies are natural disasters, and the
last one includes natural disasters and urban disasters. +e
results are shown in Table 2; we make a line chart based on
this result, as shown in Figure 3.

Figure 3 shows the vigorous development of water
conservancy projects in my country since ancient times, and
modern flood disasters are becoming less and less, unless
continuous heavy rains will cause sudden events like floods;
natural emergencies like earthquakes, typhoons, and tsu-
namis are not for humans. +ere are no rules to control, and
fires include natural disasters and urban disasters. +e
number of accidents per year has fluctuated. But on the
whole, the annual number of fire accidents in our country
has shown a continuous increase momentum.

4.2.2. Emergency Level. According to the nature, control-
lability, severity, and scope of different types of emergencies,
natural disasters, accidents, and public health events are
divided into four levels: particularly serious, serious, large,
and general. At the same time, according to the emergency
degree, harm degree, and development trend caused by
emergencies, their early warning levels are divided into four
levels.+e results are shown in Table 3.Wemake a doughnut
chart based on this result, as shown in Figure 4.

It can be seen from Figure 4 that sudden events such as
earthquakes are natural disasters. +ere are countless large
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Figure 2: Workflow chart of emergency decision-making system
for emergencies.
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and small earthquakes every year. In particular, major
earthquakes are rare. And sudden events such as typhoons,
tsunamis, and floods are particularly serious once they
occur. Incidents of the general level rarely occur. Natural
disasters such as landslides are the same as earthquakes.
+ere are many occurrences every year, causing very few
particularly significant impacts. Fires, including natural
disasters and urban disasters, are more common. Natural
disasters are considered special. Major emergencies, if it is an
urban disaster, will cause a more general impact.

It can be seen from Figure 5 that, in order to minimize
the losses caused by the frequent occurrence of emergencies,
relevant decision-makers should quickly make effective
emergency decisions to ensure the safety of people’s lives and
property. +erefore, emergency decision-making has be-
come the key core issue of emergency management. In life
practice, people have long recognized that prevention,
prediction, and preplanning are effective ways to reduce or
eliminate various emergencies, especially for major

emergencies.+e correctness of emergency decisions is a key
factor in the success of their actions. With the progress of
mankind and the rapid development of the social economy,
decision-making issues have become more and more
complex. Emergency decision-making, as one of the im-
portant decisions, has become particularly important.

4.2.3. Assessment Index for Emergencies in the past 10 Years.
Evaluate the emergencies that have occurred in the past
10 years. +e evaluation indicators include direct economic
loss, indirect reputation loss, ecological environment indi-
cators, and healthy living indicators. Direct economic loss
and indirect reputation loss are used as cost indicators, the
smaller the index value, the better. Ecological environment
index and healthy life index are good indicators, and the
larger the index value, the better. +e evaluation index of the
event is analyzed, and the results are shown in Table 4. We
make a line graph based on this result, as shown in Figure 6.

It can be seen from Figure 6 that, among so many se-
lected emergencies, only the index evaluation scores of fires
are reliable (P< 0.01), and the index evaluation scores of
other emergencies belonging to natural disasters are a bit
wrong (P> 0.05). +e reason for this may be that the direct
economic losses caused by natural disasters are not good for
statistics, and the families involved are too extensive in
environmental aspects. +ere is no reputation loss. +e
ecological environment indicators can be compared by the
comprehensive score of the postdisaster environment today
accurately. Healthy living can also be comprehensively
scored according to the victim’s subsequent living condi-
tions and physical condition, which is also more accurate.

4.3. Decision-Making on Selection of Wind Farm Emergency
Plan. In order to minimize the economic losses and casu-
alties caused by the sudden accident, reduce the negative
social impact, and maintain social stability in a wind farm
sudden power equipment accident, the wind farm insisted
on unified leadership, division of labor, strengthened link-
age, and rapid in response, two experts in the industry and
two senior staff were invited to conduct a comprehensive
evaluation of the emergency incident based on the four
indicators of the nature, severity, controllability, and scope
of the incident. From three emergency plans, choose the
most suitable plan among the results, and the experimental
results are shown in Tables 5 and 6. We make an area map
based on this result, as shown in Figure 7.

It can be seen from Figure 7 that the weight of experts
and senior actors adjusted according to the traditional group
decision-making method based on gray relational theory is
λ∗1n > λ

∗
2n > λ
∗
3n > λ
∗
4n. It proves that it is necessary to consider

the correct rate of historical decision-making as a consid-
eration in adjusting the weight of experts and senior staff. As
the concentration of salt and pepper noise increases, the
average Gaussian filter and filter are less capable of handling
salt and pepper noise. Medium filtering still does not per-
form well in terms of edge noise.+e medium filter based on
partial differential has the best effect on the noise of salt and

Table 1: Summary table of reliability test results.

Category Index combination Alpha coefficient
(α)

Earthquake

Direct economic loss

0.7691
Indirect reputation loss
Ecological environment

indicators
Healthy living index

Typhoon

Direct economic loss

0.8332
Indirect reputation loss
Ecological environment

indicators
Healthy living index

Tsunami

Direct economic loss

0.7871
Indirect reputation loss
Ecological environment

indicators
Healthy living index

Landslide

Direct economic loss

0.7614
Indirect reputation loss
Ecological environment

indicators
Healthy living index

Table 2: +e number of emergencies in the past 10 years.

Year Earthquake Typhoon Tsunami Flood Landslide Fire
2011 46 7 3 3 23 96
2012 21 9 5 1 27 91
2013 27 8 4 2 31 88
2014 40 13 6 0 29 107
2015 41 7 6 1 19 87
2016 40 11 6 1 22 112
2017 42 17 3 1 17 79
2018 78 9 3 0 27 104
2019 68 10 4 1 42 94
2020 42 8 2 2 25 88
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Figure 3: Chart of the number of emergencies in the past 10 years.

Table 3: Emergency rating table.

Level Earthquake Typhoon Tsunami Flood Landslide Fire
Particularly significant 7 73 31 8 8 42
Major 14 12 5 2 18 19
Larger 19 8 4 1 32 28
General 402 6 2 1 204 857
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Figure 4: Analysis diagram of the emergency level.
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Table 4: Depression data analysis table.

Evaluation index Earthquake Typhoon Tsunami Flood Landslide Fire
Direct economic loss 1 0.5 2 2 0.67 0.1
Indirect reputation loss 2 1 3 3 1 0.1
Ecological environment indicators 0.5 0.33 1 1 0.67 1
Healthy living index 0.5 0.33 1 1 0.67 3
P 0.2630 0.4547 0.1411 0.1411 0.8792 0.0001
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pepper. Eye movement data can also show this view.
Children in the experimental group, the number of focus
points of the main content, and the focus points of the
content outside themain body aremuch higher than those of
the control group, with the attention rate reaching more
than 95%.

5. Conclusions

Based on the existing research on group decision-making,
this paper analyzes the shortcomings of the expert weight
determination method in the traditional gray-relational
group decision-making method and proposes suggestions
for improvement. +en, based on the improved group de-
cision-making method, construct an emergency decision
model. A group decision-making expert weight adjustment
algorithm based on the gray system theory is proposed, and

three shortcomings are proposed in the implementation
stage. It is recommended to improve the design response.
Based on this, combined with the information provided after
the implementation of the emergency plan, the correct rate
of historical decision-making is considered to be a factor in
adjusting the weight of experts. An expert weight adjustment
algorithm based on feedback weight is proposed, and the
application of the improved weight adjustment algorithm in
emergency decision-making experts is explained in detail.
+e improved emergency decision-making model is applied
to the evaluation and selection of emergency plans for wind
farms. Compare the rankings and scores of the group de-
cision plan before and after improvement, and compare the
weights of experts and the scores of the projects before and
before improvement. It explains the reason for the differ-
ence, proves the necessity of using the expert’s historical
accuracy rate as a checking factor to adjust the weight of the
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Figure 7: Decision diagram of wind farm emergency plan selection.

Table 5: Two experts’ feedback weight and similarity table.

Expert A λ∗1n 0.411 0.423 0.119 0.168 0.147 0.232 0.742 0.449
ρn 0.4 0.5 0.8 0.2 0.2 0.8 0.4 0.5

Expert B λ∗2n 0.094 0.041 0.128 0.247 0.355 0.387 0.654 0.754
ρn 0.2 0.3 0.2 0.3 0.5 0.7 0.8 0.4

Table 6: Feedback weight and similarity table of two senior staffs.

Senior staff A λ∗3n 0.115 0.407 0.205 0.334 0.524 0.571 0.197 0.127
ρn 0.3 0.4 0.6 0.3 0.2 0.2 0.4 0.5

Senior staff B λ∗4n 0.224 0.347 0.039 0.017 0.576 0.344 0.241 0.357
ρn 0.5 0.5 0.3 0.3 0.5 0.7 0.2 0.5
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expert, and, at the same time, proves the convenience and
practicability of this method.

Aiming at the current problems in emergency decision-
making for emergencies and combining the characteristics of fog
computing, this paper applies fog computing to emergency
decision-making, proposes an emergency-emergency decision-
making method based on fog computing, and carries out its key
technologies. Research, on the basis of method research, con-
structed an emergency-emergency decision-making system
based on fog computing, which provides a reference for the
research work of emergency-emergency decision-making. +e
retrieval method of emergency cases and the generation method
of the emergency plan are studied. In order to improve retrieval
efficiency and make retrieval results in line with actual condi-
tions, this paper adopts a dual retrieval mechanism of layered
retrieval and the nearest neighbor retrieval. +e calculation of
attribute similarity should consider the problem of attribute
weight.+is paper analyzes the advantages and disadvantages of
the current commonly used weighting methods and uses the
method of combining expert scores and cloud models to weight
each attribute. Finally, the generation method and steps of the
emergency plan are researched and discussed and verified by
case analysis.

For preschool children, parents are the only objects they
attach to and trust at this stage. +e special physical and
psychological characteristics of this stagemake them vulnerable
to injury. Only under the care of parents can they thrive in
physical, mental, and physical aspects. For parents, because of
the many difficulties in life and work, it has been a long-term
pain in their hearts that they cannot accompany and care for
their children well. Analyze the interaction among disaster
carriers, risk factors, and vulnerable environments from the
perspective of disasters. However, because catastrophe science
does not take human factors into consideration, the event will
be controlled by human intervention during the development
process. If the relevant departments do not carry out the correct
emergency response, the situation will develop in a positive
direction, and on the contrary, it will move in a negative di-
rection. +erefore, this article analyzes the scenario evolution
mechanism through system dynamics and adds elements of
human intervention to make the evolution mechanism of
environmental emergencies more scientific and realistic.
According to the system dynamicsmethod, this article analyzes
the three subsystems of environment, event, and intervention.
Carry out causality analysis, and obtain the influence of energy
input and output in each subsystem on the evolution of disaster
scenarios.
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After the market-oriented reform of China’s financial industry, there have been some problems in financial risk assessment. In
recent years, commercial bank finance has made rapid development, but on the whole, the financial risk assessment of commercial
banks is still the weakest link in the Chinese financial system. )is experiment selects data from state-owned commercial banks
and foreign-funded commercial banks. )rough the analysis and deconstruction of the macroenvironment, participants, and
business models, this paper systematically combines the factors influencing the financial risk of commercial banks, which can
identify the main sources of financial risk in this complex way of financing and clarify the effects of the transfer of financial risk
between different participants. Based on this, the paper studies the differences between the assets and liabilities between banks on
the risk-taking of banks and the reform of the organizational evolution of fuzzy system. According to the application scenarios and
actual needs of commercial banks’ financial risks, the entropy weight analysis method is used to reflect the weight of indicators by
the difference degree of observed index values. )e information quantity of indicators is measured to ensure that the established
indicators can reflect most of the initial information. )e experimental results show that, compared with state-owned banks, the
proportion of foreign banks’ assets in 2018 is very small. )e highest value of public debt assets is 9.2 billion yuan, followed by
financial institutions with 2.58 billion yuan, and deposit institutions with 280 million yuan. )e central bank has no debt amount.

1. Introduction

1.1. Background and Significance. )e financial risk assess-
ment of commercial banks is the focus and difficulty of financial
reform inChina.How to achieve a fundamental breakthrough in
the accuracy of assessment is an urgent problem and a difficult
problem to solve. For a long time, information asymmetry and
other factors, lack of effective collateral and high service costs,
have restricted the effective provision of financial services. It is a
difficult problem that basic financial services should be popu-
larized to all people like medical, educational, postal, and other
basic public services. )e construction of bank financing
channels plays an important role in the daily operation of banks
and service points are the most basic channels for the execution
of different businesses. Discussing the spatial organization of
large commercial banks and the factors that influence them can
optimize the layout of the system, increase the provision of
financial risk services, and promote economic integration.

1.2. Related Work. In order to analyze whether personal
financial risk propensity changes with family financial status
and timing of individual and subjective portfolio risk, Lee
derived risk propensity data from six different self-assess-
ment aspects collected from the DNB family survey, which
covers 1995–2015. Risk propensity is usually higher in the
period of economic growth but lower in the period of
economic recession. However, in the issue of safety in-
vestment, the risk tendency is not affected, and the risk
tendency index is in a higher state in the positive return
period of the stock market or the subjective risk period of the
past investment. However, there are errors in the process of
his investigation and research, resulting in inaccurate results
[1]. Su and Furman analyzed the bilateral exchange rate
returns of the Swiss Franc under the asset pricing framework
to evaluate the risk aversion characteristics of the Swiss
franc. Whether at average or during a crisis, a “safe haven”
currency is a currency that provides a hedge against global
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risk. In order to explore these problems, Su and Furman
estimated the relationship between exchange rate returns
and risk factors in the expanded UIP regression using the
recently developed econometric method to explain the
possibility that the regression coefficient may change over
time. However, the method and process they studied are
complicated and not very practical [2]. )e way the gov-
ernment chooses to subsidize health interventions will affect
the acceptance of health interventions and then affect the
degree of medical benefits. In addition to medical benefits,
some policies, such as public finance, can also provide in-
surance against catastrophic medical expenses. Robinson
used an extended cost-benefit analysis to assess the health
benefits and financial risk protection of nine interventions
(including many others) that the government of Ethiopia
aims to popularize. )e nine interventions include measles
vaccination, rotavirus vaccination, pneumococcal conjugate
vaccination, diarrhea treatment, malaria treatment, pneu-
monia treatment, cesarean section, hypertension treatment,
and tuberculosis treatment. However, his research is not very
targeted, just a rough proof [3].

Computational modeling of organizational processes is an
important method for system organization operation. For this
reason, Wong A. analyzed the dynamic evolution of an or-
ganization in a system organization and took individual
behavior modeling as a task-oriented self-organization pro-
cess. Taking a real system organization as an example, Wong
A. analyzed the organizational process and studied the or-
ganizational structure, task flow, and information flow in the
process. )is method provides a method to understand the
dynamic organization evolution process and shows its po-
tential application in system organization [4]. Chiu and
Carducci discussed the key methods that have emerged in
recent years in the study of tissue evolution, including the
increasing use of coevolutionary methods, with particular
emphasis on the definition of rational analysis units. )en,
Chiu and Carducci introduced the extensive, multiround, and
reasonable review process [5]. In order to achieve the goal of
expanding the knowledge spiral to the level of interorgani-
zational epistemology, information technology tools and
virtual communities can establish effective interaction to
exchange knowledge and make banks develop harmoniously.
Hsu and Chen took the platform developed by the European
research project “BIVEE (Business Innovation in Virtual
Enterprise Environment)” as an example. )e selected re-
search method was participatory action research (PAR). Two
researchers conducted par in real-time, and the other two
researchers also participated in the study. )is study found
that the virtual evolution of banks can lead SECI model to a
cross-organizational level. In addition, learning history de-
scribes how all stages of SECI process, even socialization stage,
occur or get support in virtual space [6].

1.3. Innovation

(1) )rough the analysis of the practical problems en-
countered by commercial banks in China, the
countermeasures of financial risks of commercial
banks in China need to be controlled and prevented

from the aspects of macroeconomy and micro-
economy. From the macroeconomic perspective, we
should not only strengthen the financial supervision
of commercial banks’ risks but also pay attention to
information leakage. )is requires the introduction
of an exit mechanism and the strengthening of the
restraint mechanism for commercial banks. First,
based on the original financial derivatives, this paper
puts forward the methods of using credit derivatives
to prevent financial risks.

(2) For the prevention of financial risks, put forward
specific constructive suggestions and the establish-
ment of China’s financial risk quantitative analysis
system.

(3) Analyzing the historical situation of Chinese com-
mercial banks and the existing asset and liability gap,
this paper presents the idea of establishing a financial
risk assessment system according to the character-
istics of commercial banks.

2. Organization Evolution of Fuzzy System
Based on the Financial Risk Degree of
Commercial Banks

2.1. Evolution Stage of Fuzzy SystemOrganization of Financial
Risk Degree of Commercial Banks. )e evolution of fuzzy
system organization of financial risk degree of commercial
banks refers to the system that needs to be guided by risk
assessment strategy under external conditions. Risk as-
sessment organization and coordination organization
should coordinate the allocation of system resources, ap-
propriate operation, and reasonable incentive and evaluate
financial risk and service development [7]. According to the
theory of business development, business is not only a social
and economic organization but also a life organization. )e
financial risk system of commercial banks is a subsystem of
commercial banks. It follows the general business life cycle
model and can be divided into four different periods: em-
bryonic period, developmental period, maturity period, and
fusion reduction period.

2.1.1. Embryonic Stage. In the embryonic stage of the de-
velopment of fuzzy system of financial risk degree of
commercial banks, banks mainly introduce financial risk
assessment, that is, to improve the accuracy of risk assess-
ment of banks by analyzing various large-scale financial
cases in the past. In the early stage of development, banks
were not even responsible for risk assessment because
China’s banking industry was monopolistic and could not
assess risks. Although the overall economic situation of the
society was poor, the basic resources for investment were
very small [8]. )e environment has changed and the im-
provement of competition makes commercial banks realize
the necessity of risk assessment, start implementing the
relevant financial risk assessment system, and organize
relevant departments, which make the financial risk system
of commercial banks unclear to be shaped.
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2.1.2. Growth Period. )e formal establishment of the fi-
nancial risk rating system of China’s commercial banks has
made the emerging financial products and services in the
market receive extensive attention from major risk assessment
institutions of banks [9]. However, due to the need to continue
to improve the assessment ability, the assessment resultsmainly
focus on the relatively simple assessment of existing financial
products and services. Finally, according to the actual situation,
the deviation caused by the degree of financial risk is analyzed
and evaluated [10]. )e vague system of the degree of financial
risk of commercial banks has evolved from scattered and
unstable hierarchical management to systematization and
perfection, which shows that the financial risk assessment
process is gradually standardized and information system
design and information processing developed gradually. At
present, banks have to invest a lot of human, financial, and
material resources to shape the banks’ rating. Moreover, the
level of financial risk of China’s commercial banks is basically
defined at the moment.

2.1.3. Mature Stage. When the fuzzy system of financial risk
degree of commercial banks reaches the maturity stage, the
infrastructure of the system has been gradually completed,
and the culture of risk assessment has penetrated into
various departments of the bank. In this period of time, the
bank evaluation system has gradually developed into a
system based on financial risk assessment, followed by the
continuous enhancement of evaluation ability [11]. How-
ever, the external demand of customers is constantly
changing, the financial market and competitors’ financial
products are also constantly fluctuating, and the methods
and capabilities of risk control have been mature.

2.1.4. Convergence Recession. In view of the development of
information processing technology and the change of
market demand and environment, the rapid change of fi-
nancial industry is always full of opportunities and chal-
lenges. )e establishment of fuzzy system of financial risk
degree of any commercial bank cannot be done once and for
all, and the financial risk rating system begins to enter the
fusion recession period [12]. )is includes two trends: first,
further strengthening the system of unclear financial risk
level of commercial banks. )e result of accumulation and
diffusion is accompanied by the continuous improvement of
the value of customers’ products and services, which makes
the risk assessment system of commercial banks continue to
grow and shrink. )is means that there is a competitive
relationship between peers and nonpeers, the volatility of the
financial market, and regulatory policies. )e arrangement
of policies will eventually lead to the failure of commercial
banks to adapt to customer demand and market environ-
ment in a timely manner, resulting in stagnation [13].

2.2. Characteristics and Types of Financial Risks. Risk is a
commonly used but fuzzy concept. Financial risk refers to
the uncertainty or possibility of economic entities suffering

losses in financial activities. )e characteristics of financial
risk are as follows:

(1) Financial risk is related to loss, and financial risk is
specific to the possible loss. For a specific financial
activity, as long as there is a possible loss, it shows
that it has financial risk. When an investment has
multiple potential returns, the possible lower return
is the relative loss compared with the higher return
[14].

(2) Financial risk is the inherent characteristic of fi-
nancial activities. If there are financial activities,
there must be economic risks and financial risks, and
financial activities are inseparable [15]. )e uncer-
tainty of financial activities is the source of financial
risk. )e greater the uncertainty of financial activi-
ties, the greater the financial risk.

2.3. Entropy Weight Analysis Method. Entropy weight
analysis method is based on entropy to calculate the weight
of each index. Its basic principle is to use the difference
degree of observation indicators to reflect the weight of
indicators. )e entropy weight analysis method is an ob-
jective weighting method, which uses the information
provided by the entropy value of each index to determine the
weight of the index [14, 16]. Entropy weight analysis method
is to use entropy weight method to determine the weight of
indicators, which can avoid the interference of human
factors on the weight of each index and make the evaluation
index and evaluation results more in line with reality [17]. By
calculating the entropy value of each index, the index in-
formation can be measured to ensure that the established
indicators can reflect most of the initial information [18].
Proceed as follows:

(1) If there are m objects to be evaluated and n evalu-
ation indexes to establish decision matrix, then the
value of the ith evaluation object to the jth index is
xi,j (i � 1, 2, . . . , m; j � 1, 2, . . . , n) and the corre-
sponding decision matrix X is

x11 x12 ... x1n

x21 x22 ... x2n

x31 x32 ... x3n

xm1 xm2 ... xmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

(2) Normalization of decision matrix

In order to ignore the different decision effects brought
by different dimensions of indicators, it is necessary to
standardize the X decision matrix by creating a normalized
matrix Y � (yij)m∗ n. )ere are two ways to normalize the X

decision matrix [19].
First, the benefit index is too large, so the following

standardized format should be adopted:

yij �
xij − min xj 

max xj  − min xj 
. (2)
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Second, the smaller better index, that is, the cost index,
adopts the following standardized form:

yij �
max xij  − xij

max xj  − min xj 
, (3)

where yij is the normalized value of xij; max(xj) and
min(xj) are the maximum and minimum values of the jth
index, respectively. It can be found that, after standardi-
zation, 0≤yij ≤ 1.

2.4. Fuzzy System Algorithm. )e fuzzy system algorithm is
not limited to fuzzy control and fuzzy systems theory but
includes a wide range of research topics. For this reason,
some people divide the fuzzy systems algorithm into four
branches:

(1) Vague logic and artificial intelligence, which intro-
duce approximate reasoning into classical logic and
develop a special system based on fuzzy information
and approximate reasoning [20]

(2) Fuzzy system, which includes fuzzy control and
fuzzy method in signal processing and
communication

(3) Security decision, which uses soft constraints to
consider optimization problems [21, 22]

(4) In fuzzy mathematics, vague sets, which are used
instead of classical sets to extend the concept to
classical mathematics

Of course, from a practical point of view, these four branches
are not completely independent but are interdependent and
closely linked. )e fuzzy algorithm in practice based on theory
has yielded fruitful results, but the vague theory is still new.
Although the application of fuzzy theory in control system has
become more and more clear, efforts still need to be made to
improve its accuracy and control speed, especially in other fields.
Most methods and analyses are rare [23, 24].

3. Experimental Evolution of Fuzzy System
Organization Based on the Financial Risk
Degree of Commercial Banks

3.1. Sample Data Selection and Statistical Description. In this
experiment, the data of state-owned commercial banks and
foreign-funded commercial banks are selected for analysis. )e
main reason for choosing these two types of banks is that the
banks have a relatively long listing period and large asset scale
and have strong typicality.)e selected time range is 2013–2019,
a total of 7 years of annual data. Data sources are the Internet,
financial statements released by commercial banks, and the
official website of the National Bureau of statistics.

3.2. Main Contents of the Study

3.2.1. Bank Asset Level. Relatively large banks are not easy to
go bankrupt for the following reasons: the financing
channels and business scope of banks are relatively large.

)erefore, once the risk occurs, the risk management
channel of the bank can deal with and solve the risk better
than the ordinary bank. Secondly, if the bank’s asset scale is
relatively large when the bank has problems, it will have a
greater impact on the financial market and economic
growth. Regulatory authorities need to take strong super-
vision, which reduces the possibility of bankruptcy and other
risks of commercial banks but also limits the blind expansion
of the scope of assets.

3.2.2. GDP Growth Rate. )e characteristics of the GDP
growth rate of commercial banks determine that the de-
velopment of commercial banks is cyclical.)e development
of the banking industry is closely related to the development
of the whole economic environment and financial market.
)erefore, in the analysis of this experiment, the GDP
growth rate is introduced as the overall analysis index of the
macro environment.

3.3. Benchmark Model. Combined with a large amount of
research data, banking risk is not short term but sustained.
)erefore, this experiment constructs a potential model to
study the impact of interbank business on risk-taking. At the
same time, we will study the differences between the assets
and liabilities between banks and build a reference model as
follows:

Inriskit � α0 + α1Inriskit−1 + α2Inibassetit + α3Policy.

(4)

In the model, the riskit level of bank i in year t is taken
into account, the lag phase of riskit is included in the model
to investigate the persistent impact of risk, ibassetit is the
interbank asset variable, and policyit is the policy dummy
variable.

4. Experimental Fuzzy System Organization
Evolution Based on the Financial Risk
Degree of Commercial Banks

4.1.Assets andLiabilities of Commercial Banks. After China’s
accession to the world trade organization, the transition
period will soon end, the financial industry will further open
to the outside world, and the state-owned commercial banks
will face more severe market competition. In accordance
with China’s WTO commitments, the regulatory authorities
will remove the regional and customer restrictions on RMB
business of foreign banks and encourage foreign banks to set
up or transform their existing branches into corporate banks
registered locally in China. In addition, corporate banks and
branches of foreign banks that have not been transformed
will be treated differently according to the principle of
prudential supervision. Foreign bank branches will be more
restricted than corporate banks in absorbing retail deposits
and other RMB retail businesses of Chinese residents. Local
branches of foreign banks registered in China will fully
implement the principle of national treatment and allow
them to operate comprehensive foreign exchange business
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and RMB business, including RMB wholesale business and
retail business. )e branches of foreign banks can continue
to do RMB wholesale business, but small retail businesses
will be restricted to a certain extent and can only absorb fixed
deposits of residents above the limit. In the experimental
stage, our experimental object is the artistic visual form of
ceramic murals and the data source is the questionnaire that
was issued and retrieved. Here, we publish questionnaires by
age group to reduce significant differences.

As shown in Table 1, from 2018 to 2019, the assets of the
Central Bank of China’s state-owned commercial banks
decreased by 6.6% and the creditor’s rights of deposit in-
stitutions and financial institutions decreased by 31.78% and
4%, respectively. )e assets of these three kinds of projects
have declined, only the government’s creditor’s rights have
increased, and the increase rate has more than tripled.

According to the latest statistics of the network survey,
before 2019, there were 26 wholly foreign-owned and Sino
foreign joint venture legal person banking institutions
registered in China, with 13 branches and subsidiaries; 105
foreign-funded banks from 31 countries and regions
established 278 branches and 93 subbranches in 29 cities in
China; 207 foreign-funded banks from 48 countries and
regions set up 306 representative offices in 29 cities in China;
the total deposits of foreign banks in China reached 58.9
billion US dollars, and the loan balance was 74.3 billion US
dollars. )ere are 30 cities in China that have opened RMB
business to foreign banks, of which 9 cities have opened up
ahead of time. )ere are more than 200 types of businesses
operated by foreign banks, and 172 foreign-funded banking
institutions are allowed to operate RMB business. )e RMB
business of foreign banks has developed rapidly.

As shown in Figure 1, compared with state-owned banks,
foreign banks have a small proportion of assets. )e highest
value of government debt assets is 9.2 billion yuan, followed
by financial institutions with 2.58 billion yuan, and deposit
institutions with 280 million yuan. )e central bank has no
debt amount. It can be seen that the government’s assistance
to foreign banks is great.

4.2. Deterioration of Economic Environment. According to
the China Bureau of Economic Analysis, the inflow of
foreign capital began to exceed the historical period and
increased rapidly since 2015. )e massive inflow of inter-
national capital creates a positive atmosphere for China’s
domestic market, which generally flows into the stock
market and the real estate market, raising the price of these
assets and causing huge financial bubbles. However, the
speed of growth of the domestic real economy and the speed
of adjustment of the economic structure can not afford a
huge amount of capital. )ere is an increasingly acute
imbalance between the virtual economy and the real
economy, leading to the deterioration of the economic
environment.

)e real estate price index is used as the virtual asset
price index, and the real GDP is used as the real economy
index. In order to describe the departure relationship be-
tween the virtual economy and the real economy, it can be

seen from Figure 2 that the growth capacity of the virtual
asset price out of the real economy began to accelerate after
2015–2018, and the nonequilibrium state of the deviation
will continue with time and finally reach the peak of de-
viation at the end of 2017. By the occurrence of accidental
events, the expected changes, and asset prices falling, the
virtual economy began to return to the real economy.
)erefore, it can be concluded that the virtual economy is
the most sensitive when it deviates from the real economy to
the maximum regional critical state, and the financial crisis
may break out at any time.

As shown in Figure 2, the development rhythm of China’s
economy in the past four years is a true portrayal. With the
collapse of the Internet bubble, China’s economy has entered a
recession. In order to stimulate economic growth, the rate of
interest reduction in the first few years has reached its lowest
level in 31 years in 2017. Due to the loose policy of long-term
low-interest rate and the conditions of loan, the money flowing
into the real estate market has greatly led to the rise in real
estate prices. On the other hand, China’s real economy is short
of new economic growth points. It can only maintain a low
growth rate. Finally, the expansion of the virtual economy is
ultimately constrained by the development scale and absorptive
capacity of the real economy to the critical point, the real estate
bubble bursted, and the financial crisis is triggered at any
moment.

4.3. Global Liquidity Flooding and World Economic
Imbalance. At the same time, the situation of global li-
quidity flooding and economic imbalance is becoming

Table 1: Balance sheet of state-owned commercial banks (unit: 100
million yuan).

Project 2018 2019
Central bank 2513 2347
Deposit institutions 258 176
Financial institution 5716 5489
Government claims 2174 6482

Central bank

Deposit institutions

Financial institution

Government claims

G
ro

up
Foreign banks
State-owned bank

1000 2000 3000 4000 5000 6000 70000
Balance

Figure 1: Assets and liabilities of state-owned banks and foreign
banks in 2018.
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more and more serious. All these are inseparable from the
current international monetary system in which the dollar
is the dominant currency. After the cold war, China has
become the world’s number one hegemon. China’s
comprehensive strength determines the leading position
of the US dollar in the international monetary system.
However, this is a US dollar–based international mone-
tary system that has become a deeper world economic
factor for the outbreak of the subprime mortgage crisis.
)e global liquidity flooding and global economic im-
balance brought about the foreshadowing of Chinese
subprime debt crisis.

Loose monetary policy has led to global liquidity.
Along with the breakdown of the NASDAQ technology
bubble, China’s domestic economic growth rate has
dropped rapidly. As shown in Figure 3, the change of
GDP growth rate between China and the United States
from 2013 to 2018 is described. We can see that the GDP
growth rate of both countries exceeded 3% from 2014 to
2015, but the situation turned sharply in 2016, and the
GDP growth rate dropped to less than 1%. In response to
China’s loose monetary policy to stimulate the economy,
countries around the world also keep interest rates at a
low level.

4.4. Current Account Revenue and Expenditure and Gov-
ernment Expenditure. )e global economic imbalance is
mainly manifested in China’s current account deficit and
fiscal deficit, while the emerging market countries rep-
resented by the United States maintain a long-term trade
surplus with China. )is increasing imbalance is not
conducive to the coordinated development of the world
economy and is also the underlying cause of the outbreak
of the subprime mortgage crisis. On the one hand, as a big
consumer country, China has long implemented the way
of expanding domestic demand to stimulate economic
growth and employment, which has led to a serious
shortage of private and government savings, especially
the use of the special function of financial innovation
tools to encourage early consumption. In the modern

financial crisis early warning system, the current account
deficit/GDP has become an important assessment index.
If the deficit level can be controlled within a certain scale,
it is generally 4%, which is meaningful to promote do-
mestic consumption capacity and introduce advanced
technology. If the deficit continues to expand, the
equilibrium state of economic development will be af-
fected. According to the economic operation data of
China before the subprime debt crisis released by the
world bank, since 2015, China’s current account revenue
and expenditure has been in a deficit state and has de-
teriorated year by year. By the end of 2017, the ratio of
current account deficit to GDP has reached ‒4.8%, and
the fiscal expenditure deficit has also been ‒1.8%, as
shown in Figure 4.

On the other hand, due to the relatively backward eco-
nomic development and lack of capital in Asia, an industrial
system dominated by the manufacturing industry has been
formed in the international division of labor system, which
determines that Asia has been pursuing export-oriented pol-
icies for a long time to drive domestic economic development.
With the continuous increase of trade surplus, a large amount
of foreign exchange reserves has been accumulated. In order to
reduce the shrinking of foreign exchange reserves caused by the
devaluation of RMB, the countermeasures adopted by devel-
oping countries are to invest the foreign exchange reserves back
toChina in the form of purchasingChina’s treasury bonds so as
to make up for the current account deficit by capital account
inflow and maintain the stability of RMB exchange rate. It is
such a positive feedback mechanism that enables China’s
current account to be supported by the capital account for a
long time, and thus the debt consumption pattern of China is
also supported.

For a long time, China has maintained its consumption
and investment through external debt. )e financial de-
rivatives related to subprime mortgage have brought this
debt growth mode to the extreme. With the outbreak of the
subprime mortgage crisis, it is also indicated that the mode
of promoting domestic economic growth through huge fiscal
deficit, trade deficit, and large amount of international
capital inflow is unsustainable.
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Figure 2: )e relationship between virtual economy and real economy.

6 Mathematical Problems in Engineering



5. Conclusions

With the rapid development of China’s economy, the financial
industry plays an increasingly important role in the national
economy. Commercial banks account for nearly 92% of the total
assets of China’s financial industry. )ey are responsible for the
implementation of macrocontrol of the national economy and
the rational allocation and flow of social resources. On the one
hand, they will also play a particularly critical role. However, due
to historical reasons and its own problems, coupled with eco-
nomic globalization, China’s economic activities are more and
more affected by international financial activities. )erefore,
China’s commercial banks are facing a variety of financial risks.
)e biggest risks faced by commercial banks include credit risk,
market risk, and operational risk. Financial risk management is
based on different technologies and methods. )erefore, ap-
propriate methods and strategies should be adopted to manage
and evaluate financial risks so as to ensure financial security,
maintain finance in a relatively safe and stable environment,
improve economic efficiency, and ensure that commercial banks
can better serve the economy and society.

Convention is a key concept in the theory of evolu-
tionary economics. A contract is a company’s ability to be
sensitive to the external environment and to anticipate
changes in the external environment. Its application is
“procedural” and usually automatic. It is the basis for
companies or other types of organizations to engage in fi-
nancial activities and to de0termine their behavior in a
particular activity. )e performance of a business or insti-
tution should be determined in accordance with its own
practices and the practices of other institutions and financial
sectors. )e self-organization of the evolution of the vague
system of the degree of financial risk of commercial banks is
also based on contracts; the innovation strategy and the
implementation of various innovation policies, management
procedures, incentive policies, and corporate culture are the
financial banking system contracts.

In the evolution process of complex system, the structure
of the system as a whole is always adjusted under the in-
fluence of internal and external fluctuations. However, when
the internal and external fluctuations represented by
microfluctuations are formed, they are related to integrity
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Figure 3: Change of GDP growth rate from 2013 to 2018.
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and initiative. According to the cross-action and mutual
correlation, it violates the overall limitation of the initial
structure of the system.When it changes greatly, it promotes
the instability of the initial structure of the system and
inevitably leads to the qualitative change of the overall
structure of the system. In this process of frequent mutation,
it may be caused by an incentive caused by internal fluc-
tuations, or it may be caused by an invasion caused by
external fluctuations. In the process of transformation, the
reasons for the quantitative and qualitative changes of the
system are also ambiguous.
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+is article uses a multiple regression model to evaluate the extent to which financial resources in various regions can be put into
the most appropriate direction through the financial system or financial market. +is paper uses the Tobit model to conduct
empirical analysis on the input and output data of technology finance in multiple provinces and cities and explores the impact of
various factors on technology finance efficiency from the perspective of three technology finance entities: high-tech enterprises,
governments, and venture capital companies. Based on the DEA model and Malmquist index model in the data envelopment
analysis method, this paper uses deap software to calculate the efficiency of agricultural science and technology resource allocation
in Gansu Province and the efficiency of agricultural science and technology operation in many provinces in the western region.
+is paper divides the allocation of scientific and technological innovation resources into the ability to allocate scientific and
technological innovation resources and the allocation efficiency of scientific and technological innovation resources. By con-
structing a performance evaluation system for the allocation of scientific and technological innovation resources, it is found that
there are obvious differences in the ability and efficiency of scientific and technological innovation resource allocation in various
regions. +is paper proposes the selected efficiency evaluation method, the multiple regression model, which uses the data from
2012 to 2018 to evaluate the efficiency of the allocation of scientific and technological financial resources in my country, calculates
the efficiency value of each region, and conducts a comparative analysis of provinces and regions. Research shows that, through
multiple regression model analysis, the total technical efficiency of technology finance in Northeast China rose from 0.759
fluctuations in 2012 to 0.922 in 2018, gradually reducing the difference with the eastern and western regions. +e overall
promotion plays a significant role.+e innovation of this article lies in the use of multiple regression models to analyze the factors
affecting the allocation of regional scientific and technological financial resources, aiming to improve the efficiency of financial
resource allocation.

1. Introduction

+e research in this article aims to improve the efficiency of
the allocation of scientific and technological financial re-
sources and to provide suggestions for the efficient devel-
opment of technological innovation, financial innovation,
and the combination of technology and finance in my
country. +e science and technology financial system is a
complex whole, and the input and output indicators have a
large correlation effect. Increasing financial investment in
science and technology can effectively promote the devel-
opment of science and technology. But, as a developing

country, how to improve the efficiency of scientific and
technological financial output is the primary issue consid-
ered by governments at all levels. +erefore, this article
explores the impact of various factors on the efficiency of
science and technology finance from the perspectives of
three technological finance entities, high-tech enterprises,
governments, and venture capital companies, and studies
how to use the least investment in science and technology to
obtain the largest transformation of scientific and techno-
logical achievements, which is important for further im-
proving China’s science and technology. +e allocation of
financial resources has great practical significance.
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On the macrolevel, foreign scholars are mainly con-
cerned with the guiding role of scientific and technological
policy support in the allocation of scientific and techno-
logical resources. In the horizontal and vertical directions,
the current situation and effects of the allocation of scientific
and technological resources have been explained in detail.
+rough empirical comparative analysis, Lashkari pointed
out that the differences in technology policies and tech-
nological evolution between Italy and Germany are the main
factors that cause the differences in the allocation of sci-
entific and technological resources and the different scien-
tific and technological systems between the two countries
[1]. Mia found through research that factors such as per
capita GDP and financial market development are in direct
proportion to the country’s investment in science and
technology. From a micro point of view, it mainly takes
enterprises as the research object and discusses the factors
that affect the allocation of scientific and technological re-
sources of enterprises from multiple angles [2]. Cyril built a
multilevel decision-making model on the basis of the
problem of R&D resource allocation for hierarchical orga-
nization in 1981.+e essence is to provide a theoretical basis,
so that enterprises can better analyze the strategy of scientific
and technological resource allocation [3].

At present, the production cost of agricultural pro-
duction is on the rise. +erefore, agricultural technology can
help reduce the cost of agricultural development. Agricul-
tural enterprises, colleges and universities, and agricultural
scientific research institutions are the three main subjects of
agricultural scientific and technological innovation in China,
and they are also the main research objects for the allocation
of agricultural scientific and technological resources. Gao
used the BCC model of the DEA method to measure the
allocation efficiency of agricultural science and technology
resources in 31 provinces and cities and analyzed its com-
prehensive efficiency, technical efficiency, and scale effi-
ciency [4]. Xu used the superefficiency DEA model and the
Malmquist index method to calculate and analyze the al-
location efficiency of agricultural science and technology
resources in 12 western provinces (cities), including
Ningxia, from 2008 to 2013. +e ratio analysis method is the
ratio of input to output. It is generally used for the efficiency
of single-output and single-input systems. It is not applicable
to the study of multiple inputs and multiple outputs [5]. Li
people use statistical analysis to measure the efficiency of
resource allocation using parameter methods, including
cluster analysis and principal component analysis, mainly
for the efficiency of multiple inputs and multiple outputs,
and standardize the weights of various indicators to com-
pensate for the ratio analysis the lack of law [6].

Based on the relevant theories and literature reviews of
technology finance, this paper selects various input indi-
cators and output indicators that reflect the level of local
technology finance. Before the DEA model test, the SPSS
software principal component analysis method is used to
analyze the various input indicators and output indicators.
Correlation analysis of indicators ensures the validity of the
data used for DEA efficiency evaluation. A comprehensive
performance evaluation system for the allocation of

scientific and technological innovation resources has been
constructed. Domestic evaluations on the allocation of
scientific and technological innovation resources mostly
focus on “quantity” or “efficiency”. A few studies use em-
pirical methods to combine the two for comparative analysis
and objectively reflect the specific differences between
regions.

2. Influencing Factors of Regional Technology
and Financial Resource Allocation Based on
Multiple Regression Models

2.1. Multiple Regression Models in the Allocation of Regional
Technology and Financial Resources

2.1.1. DEA Basic Model. Linear programming is the basic
idea of the DEA method. By determining the input and
output of the selected decision-making unit, the optimiza-
tion variable is determined as the weight of each input and
output, and finally, the efficiency frontier including all the
decision-making units is established. Decision-making units
that are on the frontier of efficiency are called DEA effective
decision-making units. Decision-making units that do not
fall on the frontier of efficiency are called decision-making
units that are not DEA effective or DEA ineffective. You can
adjust input and output by adding slack variables. Out, the
decision-making unit DEA is reimplemented to be effective
[7, 8].

+e DEA method has no special requirements on the
input-output function form and decision-making unit and
does not need to know the functional relationship between
the input and output in advance. It can avoid the deviation of
evaluation due to the wrong function setting and is suitable
for decision-making units with more complicated rela-
tionships. Efficiency evaluation: at the same time, the DEA
method is not affected by different data units and is more
convenient in data processing. +erefore, this paper uses the
DEAmethod to evaluate the efficiency of technology finance
[9, 10]. +e DEA basic model includes the CCR model and
BCCmodel, and then, this article will briefly introduce them.

(1) BCC Model. +e abovementioned CCR model is realized
under the assumption that the return to scale of the decision-
making unit is unchanged, and in real life, the decision-
making unit is more in the production state of the change of
scale return. Assuming that the return to scale of the pro-
duction unit is variable, it is called the BCC model. Because
the change of production scale always affects the important
premise of return to scale, the three scholars have contin-
uously optimized the assumptions of the CCR model. Based
on the variability of return to scale, the BCC model was
established and the function Shepherd was introduced for
the first time to divide the technical efficiency. For pure
technical efficiency and scale efficiency, it successfully
avoided the evaluation result of return to scale on technical
efficiency [11, 12]. +e efficiency value obtained under the
CCR model is divided by the efficiency value under the BCC
model to obtain the scale efficiency value. It is explored
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whether the return to scale of each production unit is in-
creasing, decreasing, or fixed.

Common BCC model functions are as follows:



n

j�1
λjYj ≥Y0, 

n

j�1
λj � 1, 

n

j�1
λjYj ≤ θX0, j � 1, 2, . . . , n,

⎧⎪⎨

⎪⎩

(1)

where X0 represents the input items of the decision-making
unit and Y0 represents the output items of the decision-
making unit. λ represents the ratio of the newly constructed
effective decision-making unit to the original decision-
making unit. In this linear programmingmodel, θ represents
the efficiency value of the decision-making unit, that is, the
effective value of X input items relative to Y output items in
the production unit, the degree of utilization [13, 14].

(2) Construction of an Index System. +e composition of
scientific and technological finance efficiency indicators
studied in this paper is divided into input indicators and
output indicators. Combined with the actual problems of the
study, the following indicators are selected after screening:
+e selection of scientific and technological financial input
indicators considers the input of human, financial, and
material resources. In terms of human input elements, it
mainly examines the input of personnel engaged in R&D
activities. +is article selects the indicator R&D personnel
full-time equivalent; the financial input elements mainly
include government support, enterprise R&D input, and
other research funding input, considering the availability
and authority of data. +is article selects the indicators of
local fiscal expenditures on science and technology; the
material input element mainly refers to the investment of
enterprises in fixed assets, so this article selects the indicator
of new fixed assets in high-tech industries.

Compared with the selection of input elements, the
definition of scientific and technological achievements
output indicators is more controversial.+is article draws on
the research of previous scholars and proposes to consider
both direct output and indirect output [15, 16]. Direct
output refers to the direct technical output and the contract
value of the market for the selected index technology; in-
direct output refers to the output through the transforma-
tion of technological achievements, the main business
income of the index high-tech industry, the sales income of
new products, and the gross domestic product.

2.1.2. Tobit Regression Model. +e Tobit regression model is
a kind of dependent variable restricted model, based on the
assumption of normal distribution. Its characteristic is that
the dependent variable is restricted, and some values cannot
be obtained or are fragmented values. +e scientific and
technological financial efficiency value obtained by DEA
analysis is between 0 and 1. If the ordinary least square
method (OLS) is used for regression, then the parameter
estimate will be biased towards 0, and the Tobit model can
solve this problem well [17, 18]. +erefore, in this paper, the
total technical efficiency value of science and technology

finance is used as the explained variable, a standard Tobit
model is established, and the intercept point at the left end is
set to 0. +e formula is as follows:
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Among them, Y∗t is the efficiency of science and tech-
nology finance, n is the number of regions, and r is the
number of factors affecting the efficiency of science and
technology finance.

2.1.3. Malmquist Index Model. +e Malmquist (TFP) index
was established to examine the changes in productivity in the
two periods. +e Malmquist index can analyze multi-input
and multioutput panel data [19, 20]. When the return to
scale is variable, the technical efficiency change index can be
further decomposed into a pure technical efficiency index
and a scale efficiency index. +us, the Malmquist index
(TPP) can be decomposed into a technical progress change
index, a pure technical efficiency change index, and a scale
efficiency index 3 part, namely,

TFP � Tech × Pech × Sech. (3)

When the Malmquist index TFP >1, it means that total
factor productivity is on the rise; when TFP� 1, it means that
total factor productivity remains unchanged; and when TFP
<1, it means that total factor productivity is on the decline.

2.2. Fiscal Decentralization and Technological Innovation
Resources. Government financial investment in science and
technology can stimulate the enthusiasm of enterprises in
the allocation of scientific and technological innovation
resources and has a positive role in promoting technological
innovation.

2.2.1. Analysis of the Impact Mechanism of Fiscal Decen-
tralization on Scientific and Technological Resources.
Under the current fiscal decentralization system, local
governments are agents of the central government in the
localities, and they assume most of the rights and obligations
within their jurisdictions. With this kind of principal-agent
relationship, on the one hand, the local government can be
regarded as a community of interests, pursuing more fi-
nancial power and power, and the degree of fiscal decen-
tralization tends to expand; on the other hand, local
government behavior is dominated by local officials and
officials under the existing decentralization system; this
behavior is affected by the promotion mechanism of officials
[21, 22]. It can be said that the existing promotion mech-
anism largely influences the behavior of local governments.
Based on existing theories and literature research, the in-
fluence of local governments on scientific and technological
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innovation resources stems from two factors: fiscal decen-
tralization and the promotion mechanism of officials. +ese
two systems have different concepts but influence each
other.

(1) Fiscal decentralization affects government behavior.
When local governments have a high degree of fiscal
decentralization, the marginal cost of increased fiscal
decentralization is huge. At the same time, compe-
tition among local governments forces local gov-
ernments to improve government behavior and
increase the supply of public products, strengthening
the resources of scientific and technological inno-
vation. Investment in turn leads to the improvement
of the ability of local scientific and technological
innovation resource allocation [23, 24]. +e low level
of fiscal decentralization of local government, local
governments in pursuit of more financial power and
the executive power, pays more attention to short-
term interests, while ignoring the supply of public
goods. +e degree of fiscal decentralization can be
measured by constructing a fiscal decentralization
index based on data.

(2) +e promotion mechanism of officials will affect the
behavior of local governments. When the promotion
mechanism uses “GDP” as the evaluation standard,
local government officials have to abandon the goal
of equalization of public services and instead invest
more resources in the region into economic con-
struction and participate in the “GDP evaluation”
competition. When the promotion mechanism pays
more attention to the provision of technological
innovation resources, local government officials will
pay more attention to technological innovation,
adjust government behavior, and adapt to the central
strategic goals. Similar local officials’ efforts for
promotion can be approximated by the proportion
of foreign direct investment in GDP.

(3) Official promotion mechanism and fiscal decen-
tralization affect each other. When one factor ex-
ceeds another, it will produce a substitution effect.
When regions compete with GDP as the core, fiscal
decentralization will have a negative effect on the
allocation of scientific and technological innovation
resources.

2.2.2. 6e Relationship between the Local Government and
Each Subject of Regional Technological Innovation

(1) 6e Relationship between Local Governments and Tech-
nological Innovation Enterprises. Under the conditions of a
socialist market economy, enterprises and governments are
both the main economic and social activities, and the two are
distinguished from each other and related to each other,
especially in the field of technological innovation. In the field
of taxation, the enterprises in the jurisdiction are the main
taxpayers, and any changes in the fiscal and taxation policies
of the local government will affect the operation of the

enterprises; in the market field, the relationship between the
supervision and the supervision of the enterprises and the
government in the jurisdiction is as in [25]. As the main
body of scientific and technological innovation activities,
enterprises themselves have spillover effects and the influ-
ence of R&D uncertainty and require government policy
support and financial support.

In the factor analysis model, science and technology
innovation enterprises and the government exist as the
second principal component, and the explanation strength
of the regional science and technology innovation resource
allocation ability is more than 40%. In the specific factor
loading matrix, the correlation between science and tech-
nology innovation enterprises and the government reaches
more than 70%. At the same time, the government has taken
the initiative to improve the supply of public products and
public services, build Internet-type infrastructure, and in-
troduce foreign direct investment to build a good macro-
environment for the technological innovation of enterprises
[26]. In addition, the government builds a technology
market, introduces market competition mechanisms into
the technology market, improves the resource allocation
capabilities of technological innovation enterprises, and
reduces transaction costs.

(1) +e relationship between local government and
scientific research institutions and universities: sci-
entific research institutions and universities, as the
first main component to measure the ability of re-
gional scientific and technological innovation re-
source allocation, are also affected by local
governments. First of all, local governments are
important providers of R&D funds and talent fos-
terers for scientific research institutions and uni-
versities. According to research, among the executive
bodies of local government investment in science and
technology, scientific research institutions and high
implementation funds reach 50%, and local gov-
ernments are also the main providers of educational
resources. Second, the local government is the
builder of the industry-university-research system,
effectively reducing the information asymmetry be-
tween research universities and the market. Finally,
local governments are also major investors in in-
dustrial projects and have a guiding role for enter-
prises, scientific research institutions, and
universities.

2.3. Factors Affecting the Efficiency of Regional Financial
Resource Allocation

2.3.1. Economic Basis. +e economic foundation is the
material carrier and service object of the financial config-
uration subject. +e basic function of finance is to act as an
intermediary between the surplus party and the demander
through products and services. +e emergence and devel-
opment of financial institutions are inseparable from the
needs of financial communication in the real economy. +e
economic foundation determines the mode, scope, and
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activity of the financial market. +e economic foundation
generally includes two parts: economic scale and economic
structure. Economic scale represents the output capacity of
all enterprises in the economy and reflects the overall
economic strength of all economic sectors in the region. In
regions with strong overall economic strength, the internal
operating efficiency of each economic sector is relatively
high, and the sustained profitability is better. To ensure a
good repayment ability, the moral hazard is relatively low,
and the increase in the scale and strength of the economy is
conducive to curbing the generation of nonperforming
assets.

2.3.2. Degree of Financial Marketization. Financial mar-
ketization can reduce the excessive control imposed on fi-
nancial activities andmake the behavior of financial resource
allocation subjects more autonomous. Financial institutions
will engage in financial activities in accordance with market-
based operating mechanisms. In order to meet welfare needs
to the greatest extent, each entity can make highly sensitive
and efficient allocation decisions based on their own rational
behaviors, which will gradually attract investment and fi-
nancing. Channels refine the division of labor in the financial
market and meet the needs of financiers’ financial resources
in a variety of ways, while fully mobilizing investors’ fi-
nancial resources, reducing capital costs, and improving the
efficiency of financial resource utilization.

3. Influencing Factors ofRegional Scientific and
Technological Financial Resource Allocation
Based on the Multiple Regression Model

3.1.EvaluationMethods andDataCollection for theAllocation
EfficiencyofScientificandTechnological InnovationResources.
As the current mainstream efficiency evaluation method,
DEA can incorporate multiple inputs and multiple outputs
into the evaluation system while effectively avoiding the
influence of dimensions. However, its shortcomings are also
very obvious. It can only evaluate the relative efficiency in
the current system. +e evaluated efficiency value is greatly
affected by the number of input and output items. In ad-
dition, the effective efficiency value cannot be effectively
distinguished. Based on this, this paper uses the data on the
allocation of scientific and technological resources in 29
provinces and cities and builds the Malmquist index based
on the DEA analysis method, which decomposes total factor
productivity into a comprehensive efficiency change index
and a technical efficiency change index. Using provincial
data, the Malmquist index is constructed based on the DEA-
CCR model to analyze the changes in the efficiency of
provincial scientific and technological resource allocation
and influencing factors.

Based on learning and reference, this paper constructs an
evaluation system for the allocation efficiency of scientific
and technological innovation resources. +e M index based
on DEA can have a more horizontal and vertical comparison
of the allocation of regional scientific and technological

resources, and Malmquist can also reflect changes in the
internal structure.

3.2. Index System of the Allocation Efficiency of Scientific and
Technological Innovation Resources. “Efficiency” refers to
the effective use of resources under given constraints (time,
space, structure, etc.). +e allocation efficiency of scientific
and technological innovation resources is also within its
scope. It is an expression of the input-output ratio, which
can be understood as a cross-sectional efficiency, which has
very important practical significance for optimizing the
stock structure and effectively increasing the increment. It is
the evaluation of the input-output ratio. When constructing
the local scientific and technological resource allocation
efficiency index, the common methods of economics are still
used and the requirements of objectiveness, availability,
comparability, science, and system are combined.

3.3. Research Methods. +is paper uses the vector autore-
gressive model to empirically analyze the relationship be-
tween my country’s fiscal decentralization and the allocation
of scientific and technological innovation resources, so as to
locate the financial and administrative powers of local
governments when dealing with technological innovation.
+e process of using the VARmodel is to first perform a unit
root test on the original data, which is a stationarity test,
establish the vector autoregressive model and Granger
causality test, and analyze the impulse response and variance
decomposition analysis of each variable in the model. +e
relationship between fiscal decentralization and the effi-
ciency of scientific and technological resource allocation is
obtained.

4. Experimental Research and Analysis of
Factors Affecting the Allocation of Regional
Scientific and Technological Financial
Resources Based on Multiple
Regression Models

4.1. Analysis of the Total Technical Efficiency of Regional
Technology Finance Based on the Multiple Regression Model.
To facilitate analysis, this paper divides the 24 provinces and
cities in the data sample into eastern, central, western, and
northeastern regions. +e eastern region includes Beijing,
Tianjin, Shanghai, Hebei, Shandong, Jiangsu, Zhejiang,
Fujian, and Guangdong, the central region includes Shanxi,
Henan, Hubei, Anhui, Hunan, and Jiangxi Provinces, the
western region includes Inner Mongolia Autonomous Re-
gion, Shaanxi Province, Chongqing City, Sichuan Province,
Guizhou Province, Yunnan Province, and the northeast
region includes Heilongjiang Province, Jilin Province, and
Liaoning Province.

It can be found from Table 1 and Figure 1 that, in 2018,
the total technical efficiency of science and technology fi-
nance in various regions of China was between 0.85 and 0.98,
and the total technical efficiency of eastern and western
regions was the same, maintaining a high efficiency level of
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0.95; the total technical efficiency of the central region de-
clined first and then increased. It declined slightly from 2012
to 2018 and rose slowly from 2015 to 2018. +e overall
efficiency level fluctuated around 0.85; the most outstanding
performance was the total technical efficiency of technology
and finance in Northeast China. +e fluctuation increased
from 0.759 in 2012 to 0.922 in 2018, gradually reducing the
difference with the eastern and western regions, which
played a significant role in the overall improvement of the
overall technical efficiency of China’s technology finance.

4.2. Analysis of the Average Malmquist Index in Each Region.
According to my country’s current economic region clas-
sification method, the average Malmquist index of each
region can be shown as in Figure 2.

Figure 2 shows that the eastern region has the highest
allocation efficiency of scientific and technological innova-
tion resources, and its ability to allocate scientific and
technological resources is also at the forefront of the echelon.
+e northeastern region is China’s traditional old industrial
base. Due to the transfer of the national strategic center, its
ability to allocate innovative resources is affected by “genetic
genes,” but it has shown a good overall ability in the allo-
cation efficiency of scientific and technological innovation
resources. +e high-quality flow and stock that transform
this efficiency can be used to revitalize the northeast and
supply-side reforms and lay a foundation; the central and

western regions have little difference in the efficiency of the
allocation of scientific and technological innovation re-
sources. At the same time, due to the small number of
provinces in the central region, this averaging form of ex-
pression conceals the inadequacy of the efficiency of allo-
cation of scientific and technological innovation resources in
individual regions.

4.3. DEA Super Efficiency Analysis. As explained in the
previous article, the traditional DEA model method can
divide all DMUs into two groups. One group is at the
frontier of efficiency with an efficiency value of 1; the other
group is relatively inefficient with an efficiency value of less
than 1. +is method cannot compare effective decision-
making units, and the SDEA superefficiency model can
make up for the shortcomings. +is article will use EMS
measurement software to evaluate the superefficiency of
regional financial resource allocation in my country from
2015 to 2017. For the inefficient DMU, its efficiency value is
the same as the traditional DEA calculation result, so this
article will not repeat it. For the effective DMU under the
DEA model, its superefficiency value is different from the
DEA model. +e superefficiency of the relatively better
decision-making unit is greater. After excluding the ineffi-
cient areas, the superefficiency calculation results are shown
in Figure 3.

Beijing, Tianjin, Shanghai, and Zhejiang have been at the
forefront of efficiency in all or some of the years during the
inspection period. +ese four regions are basically the re-
gions with the richest financial resources and relatively high
degree of financial marketization in China. With the con-
tinuous deepening of economic system reform and the
continuous improvement of the financial system, some
positive changes have occurred in various regions. Among
them, Beijing and Zhejiang have been the most efficient
regions in the allocation of financial resources in the three
years from 2015 to 2017. +e efficiency values of Tianjin and

Table 1: +e total technical efficiency (TE) of my country’s sub-
regional technology finance from 2012 to 2018.

2012 2013 2014 2015 2016 2017 2018
East area 0.925 0.975 0.954 0.966 0.960 0.964 0.902
Central region 0.875 0.846 0.837 0.863 0.836 0.864 0.850
Western region 0.983 0.976 0.986 0.951 0.973 0.981 0.949
Northeast area 0.753 0.752 0.861 0.823 0.855 0.912 0.926

East area
Central region
Western region
Northeast area
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Figure 1: From 2012 to 2018, my country’s subregional technology
finance total technical efficiency trend (TE).
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Figure 2: Average Malmquist index by region.
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Shanghai have increased year by year from about 0.98 in
2015, and they are ultimately at the forefront of efficiency.
Tianjin’s efficiency value improved most significantly in
2017.+is may be related to the State Council’s promotion of
the development and opening up of the Binhai New Area.
Tianjin has made beneficial attempts in financial business,
financial market, and financial opening reforms. Beijing has
the highest allocation efficiency in three years. +e efficiency
value in 2017 was 1.3699, which means that even if the
investment is increased by 37%, Beijing can still remain
relatively effective in all regions. In the same way, other
regions can also increase the corresponding amount of input
to obtain the development of the financial sector and the
national economy, while maintaining a higher efficiency of
resource allocation.

4.4. Evaluation of the Allocation Efficiency of Agricultural
Science andTechnologyResources inGansuProvince under the
Constant Return to Scale. +e analysis in Figure 4 shows
that, from 2011 to 2016, the total factor productivity of
agricultural science and technology operations in Gansu
Province dropped by an average of 9.5%. +e main reason
was the decline in the technological progress index because
the technological progress index dropped by 5% and its
comprehensive the average efficiency has increased by 7.1%.
+e experimental results are shown in Figure 4.

As can be seen from Figure 4, judging from the changes
in the Malmquist index, during the six years from 2011 to
2016, Gansu Province’s total factor productivity increased
for three years, namely, 2011-2012, and the total factor
productivity of Gansu’s agricultural science and technology
resource allocation increased by 22.3 from 2015 to 2016%;
the increase was caused by the simultaneous increase of the

technical efficiency and technical progress index. Its tech-
nical efficiency was 1, and the technical progress index
increased by 22.3%, mainly due to the increase of the
technical progress index.

5. Conclusions

In the construction of the evaluation system for the allo-
cation efficiency of scientific and technological innovation
resources, this paper finds that the “leading” position of the
eastern region’s scientific and technological innovation re-
source allocation ability and efficiency is stable; although the
central region has a strong ability to allocate scientific and
technological innovation resources, its pure technical effi-
ciency index (PECH) is less than 1, there is no such capacity
and incremental capacity to convert into efficiency, and
there is a waste of scientific and technological innovation
resources. +e ability to allocate scientific and technological
innovation resources in the western and northeastern re-
gions is not reflected in the stock. In the scientific and
technological innovation resource allocation efficiency
evaluation system, the pure technical efficiency index
(PECH) of the two regions is relatively high and the “catch-
up effect” is obvious.

From 2011 to 2016, my country’s overall technological
and financial development level has steadily increased, but
the distribution among regions is extremely uneven. +e
technological and financial development level of the eastern
region is much higher than that of the central, western, and
northeastern regions. From the perspective of the input and
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Figure 4: Changes in total factor productivity of agricultural
science and technology in Gansu Province from 2022 to 2016.
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output level of technology finance, China’s technology fi-
nance investment is growing rapidly in total, but there is still
a big gap between the input speed of technology finance and
the speed of social and economic development. +e con-
version situation is not satisfactory. From the perspective of
the development of high-tech industries, the scale of my
country’s high-tech industries continues to expand and R&D
funding and personnel inputs continue to increase, but the
transformation of scientific and technological achievements
is not optimistic. Generally speaking, my country has a vast
territory, and the development of technology and finance
still has problems such as unbalanced resource distribution,
unbalanced industry distribution, and mismatched input
and output. +e developed eastern coastal areas have good
economic levels, developed high-tech industries, and high-
tech financial development, while the economically un-
derdeveloped areas such as the central and western regions
have relatively slow development of scientific and techno-
logical finance, and the conversion rate of scientific and
technological achievements is low.

+is paper uses the Malmquist index model to calculate
the total factor productivity of agricultural science and
technology resource allocation in Gansu Province from 2011
to 2016 and analyzes its decomposition value. Under the
condition of constant returns to scale, from 2011 to 2016,
from the overall analysis, the total factor productivity of
agricultural science and technology resource allocation in
Gansu Province was in a state of decline, down by 9.5%.+is
was caused by the decline in the technological progress index
because its the technical progress index dropped by an
average of 5%, while the average comprehensive technical
efficiency increased by 7.1%. With constant returns to scale,
the main reason for the decline in total factor productivity of
agricultural science and technology operations in Gansu
Province is the decline in the technological progress index.
+erefore, in general, the low efficiency of agricultural
science and technology resources in Gansu Province is
mainly caused by the low level of agricultural science and
technology in the province.+e innovation of this article lies
in the use of multiple regression models to analyze the
factors affecting the allocation of regional scientific and
technological financial resources, aiming to improve the
efficiency of financial resource allocation.

+ere are still shortcomings in the research of this paper.
Due to the limitations of funds andmaterials, the coverage of
the research data in this paper is not wide enough and the
representativeness of the data is not strong enough. Future
research can also analyze the factors affecting technology
finance from different fields such as agriculture, industry,
and manufacturing.
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No data were used to support this study.
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Due to the high complexity, high destructive power, and comprehensive governance characteristics of public health emergencies,
the ability of social governance has been distorted and alienated under intensive pressure, and the subjects of social governance
have become lazy, professional, and politicized. .ere are obvious problems, such as system information leakage and information
asymmetry. Based on the above background, the purpose of this article is to study the application of artificial intelligence to social
governance capabilities under public health emergencies. .is article focuses on the relevant concepts and content of emergency
management of public health emergencies and in-depth analysis of the actual application of big data technology in epidemic
traceability and prediction, medical diagnosis and vaccine research and development, people’s livelihood services, and gov-
ernment advice and suggestions, combined with investigations. .e questionnaire analysis sorted out the problems in the social
emergencymanagement of public health emergencies in China..e results showed that 87.7% of the people simply sorted out laws
and regulations and higher-level documents or even repeated content and lacked summary and reflection on emergency response
experience, which led to the operability of emergency plans being generally even poor. In response to the shortcomings,
countermeasures and suggestions were put forward, including establishing a standard data collection mechanism, establishing a
data sharing mechanism, establishing a personal privacy security protection mechanism, and promoting the breadth and depth of
big data applications.

1. Introduction

Since the beginning of the 21st century, the unification of the
world economy is inevitable, and all countries in the world are
facing the test of frequent public emergencies. During the
period of social change in China, various emergencies have
occurred. .e major public emergencies involve social dis-
putes, government rule, natural disasters, environmental
protection, public ethics, production safety, and other fields [1].
Emergencies are diversified, intensive, and diffuse, with sig-
nificant influence and destructive power. Some major emer-
gencies have caused severe losses to people’s life and property
safety and social and economic development. At this stage,
China has completed a comprehensive social transformation,

and the political system, financial system, and social values have
also been adjusted and changed as the reform and opening up
further deepen. In the process of this great change, the acci-
dental emergency under certain circumstances may be simply
converted into frequent events, and its impact will be doubled.
Ability will put forward higher requirements..is is also a very
critical standard for testing the comprehensive ability and
quality of leading cadres under the new historical conditions.

An effective public health emergency preparedness and
response system is essential to reduce the impact of all
hazardous emergencies on population health [2]. Many
public health agencies seek to improve their ability to re-
spond to large-scale events such as influenza pandemics.
Quality improvement (QI) is a structured method of
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improving performance, which has not been widely used in
the public health field [3]. Bayleyegn et al. developed and
tested a pilot QI collaboration to explore whether QI can
help public health departments improve their pandemic
preparedness [4]. In order to meet the needs of public health
emergencies, it is suggested to strengthen the construction of
emergency response teams for public health emergencies to
make them professional and standardized. Hadi and Fleshler
adopted advanced and mature communication technology
and adopted a modular combination method to ensure the
smooth flow of the communication system under public
health emergencies [5]. According to the needs of public
health emergencies, provincial health institutions should be
equipped with emergencymobile command communication
platforms, formulate standard technical protocols, ensure
the interoperability of public health emergencies, and
provide communication support for emergency response
plans [6, 7]. Kirsch et al. analyzed the types and charac-
teristics of public health emergencies, as well as the ad-
vantages of military hospitals in responding to public health
emergencies, from strengthening military–civilian cooper-
ation, strengthening military–civilian collaboration, and
strengthening military hospitals’ ability to respond to public
health emergencies. It discusses and provides a reference for
establishing the army’s emergency response mechanism in
the future [8].

Society is essentially an open, evolving, adaptive, and
complex network system with coupling functions [9].
Social governance is a large and complex system project.
Based on the social background of social governance
innovation, Zailani et al. pointed out that the research of
social sports organizations presents basic theoretical re-
search, condition analysis, and trends in the development
of social sports organizations, the model construction and
mechanism analysis of social sports organizations’ par-
ticipation in social governance, and society in the new
context, the function, status, and role of sports organi-
zations [10]. Samra et al. proposed that the country’s
NGOs can serve as effective media for government as-
sistance, supplementation of public interests, and social
control to contribute to social stability and development.
However, NGOs are not a panacea; they have their own
troubles. An effective strategy is to take necessary mea-
sures to improve the external environment and deepen
internal cultivation [11]. .e development of a public
welfare society is not only a sign of the modernization of
national governance, but also an important carrier of
social mechanisms. From the perspective of social gov-
ernance innovation, there are problems such as the in-
crease in the number of public welfare social
organizations, the increase in space, and the low trans-
parency, as well as the imbalance of coverage in the social
field, and the problems of survival and development [12].
In response to existing questions, Mascarenhas et al. build
a government cooperation platform, performance eval-
uation methods, public welfare social organizations, and
management systems to ensure the healthy and orderly
development of social organizations [13–15].

.e main innovations of this article are as follows:

(1) We studied the components of the emergency
management system, the optimization principle of
the emergency management system, the control el-
ements, and the operating model of the management
system.

(2) .rough questionnaire analysis, we sorted out the
existing problems in the social emergency man-
agement of public health emergencies in China. We
explored and optimized the emergency management
system of public emergencies suitable for local
governments to promote economic development.

2. Public Emergencies and
Artificial Intelligence

2.1. Public Emergencies

2.1.1. Characteristics of Public Emergencies. Public emer-
gencies have the characteristics of suddenness, publicity,
harmfulness, and uncertainty.

(1) Suddenness. .e so-called suddenness represents a
sudden accident that cannot be expected, and this is the most
basic feature [16]. If there are no apparent signs and
symptoms in advance, or there are some signs, but it is
challenging to complete the early warning, there will be an
emergency. .is function usually fails to be dealt with and
dealt with by the public sector and government departments
in a short period of time, resulting in specific material
damage and casualties [17, 18]. What happens suddenly is
caused by specific reasons and opportunities. It is a leap
process from the quantity change of internal contradiction
to the qualitative difference. .ese factors and opportunities
are accidental and hidden. .erefore, it is difficult to fully
predict the specific emergency situation, actual scale, specific
situation, and impact depth.

(2) Publicity. .e public emergency’s influence and subject
matter are disclosed, especially for the crisis within the scope
of public management. Firstly, it may endanger public life
and property; secondly, it will damage public interests and
public facilities [19]; and thirdly, it will violate the influence
of public order and good customs [20]. Of course, the public
emergencies directly involved are not necessarily in the
public domain, but attract public attention. .e incidents
rapidly expand and become public hot spots, causing public
losses, large-scale psychological panic, and social chaos.
Emergencies may occur in other places, but in an open and
dynamic response social system, the perceived intense
stimulation will make the masses physically and mentally
nervous. .ey are anxious about the situation, prompting
the government to mobilize considerable public resources,
and orderly public organizations and coordination can be
properly solved [21, 22].

(3) Harmfulness. No matter what the nature and scale of
public emergencies are, they will inevitably bring political
and economic losses to the country, as well as various de-
grees of losses to people’s lives, property, and spirit [23]. .e
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emergency situation may completely expose the original
contradictions and play a specific role in promoting social
progress. However, from the analysis of social chaos, eco-
nomic recession and order imbalance caused by the
emergency, the negative impact is greater than the positive
impact [24, 25]. On the other hand, due to the destruction of
the original order and the lack of adequate countermeasures,
the original order cannot be restored. .e blow and collapse
can also not be tolerated, resulting in social chaos and
psychological uneasiness. .ese events have caused huge
economic and life losses.

(4) Uncertainty. .e sudden nature of an emergency de-
termines that such an event is often unexpected with great
uncertainty. .is kind of uncertainty is not only reflected in
the unpredictability of its occurrence time, location, type,
and scale, but also in its development and change..e speed,
direction, influence scope, and harmful results of its evo-
lution are uncertain [26]. .erefore, if not handled properly,
the incident will simply escalate and may form a serious
crisis and chain reaction. .e method of dealing with the
uncertainty of emergency is one of the keys to the study of
emergency [27, 28]. .e important factor to be clear in
emergency is the influence of uncertainty and the necessity
of countermeasures against uncertainty [29].

2.1.2. Classification of Public Emergencies. According to the
occurrence process, nature, and mechanism of public
emergencies, public emergencies can be divided into the
following four categories:

(1) Natural Disasters. .ey mainly include flood,
drought, meteorological disaster, earthquake disas-
ter, geological disaster, marine disaster, biological
disaster, and forest and grassland fire [30].

(2) Accident Disasters. .ey mainly include safety ac-
cidents, traffic accidents, public facilities and
equipment accidents, and environmental pollution
and ecological damage accidents of various enter-
prises such as industry, mining, and commerce.

(3) Public Health Events. .ey mainly include the
prevalence of infectious diseases, unexplained col-
lective diseases, food safety and labor disasters, an-
imal epidemics, and other events that seriously affect
public health and life safety.

(4) Social Security Incidents [31]. .ey mainly include
terrorist attacks, economic security incidents, and
foreign-related emergencies. According to the na-
ture, severity, controllability, and influence scope, all
kinds of public emergencies can be generally divided
into four levels: particularly significant, major, large,
and general.

2.1.3. Emergency Management of Public Emergencies.
Emergency management can be divided into peacetime and
wartime, peacetime preparation and wartime correspon-
dence. However, wartime is the core and peacetime work

needs to be carried out following wartime needs [32, 33]..e
preparation work in peacetime has been done well. Only
when all the work has been done well can we deal with it
calmly in wartime, and all corresponding work can be
carried out in an orderly and effective manner [34].
.erefore, emergency management is not only a response to
public emergencies but also a large-scale, more fundamental
work in peacetime, which is to make full preparations.

Due to the limited time, they have to deal with the
potential danger. Otherwise, the impact of the event and the
loss will tend to expand. In order to cope with these needs,
various resources need to be rapidly prepared. Emergency
treatment should be realized when resources are used.
Various demand issues, such as resource layout and effective
resource scheduling, must be considered in resource man-
agement [35, 36]. .erefore, resource management is an
integral part of emergency management. Resource layout is
an effective way to deal with emergencies [37]. It can arrange
the appropriate resources and types of resources in the right
place in advance, and the effective layout helps to schedule
resources. In resource scheduling, resource adjustment must
be considered. .e resources needed for emergency man-
agement may come from many fields, so the arrangement
and adjustment of these resources are very important. Or-
ganizational quality and adjustment in various aspects will
affect the efficiency of resource utilization and the success of
emergency management [38].

Emergency management has several main processes,
such as early warning of emergency, plan management, and
event handling. Among them, early warning is a vital link
[39]. .e early warning is to collect, sort out, and analyze the
relevant information of the emergency situation according
to the characteristics of the emergency, implement the
equipment and plan according to the analysis results, and
issue an alarm..e purpose of early warning is to detect and
deal with the possible events as soon as possible, to avoid
some of the events, and to minimize the losses and losses
caused by urgent circumstances. .e processing flow is
shown in Figure 1.

Various public health emergencies and other emer-
gencies are one of the main factors affecting the health of all
citizens and social stability, which is also a fact fully proved
by historical experience and lessons. Public health emer-
gencies usually endanger the health and safety of people’s
lives and property, disrupt people’s regular social order,
seriously threaten public social security, and even seriously
hinder the normal operation of state power institutions.
Social development will be thus hindered.

2.2. Artificial Intelligence

2.2.1. Strong Artificial Intelligence and Weak Artificial
Intelligence

(1) Weak artificial intelligence (top-down NAI) refers to
the use of programs designed to simulate the logical
thinking of animals and humans. .erefore, al-
though the action of the agent is similar to that of the
human, the agent has no ideological understanding.
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Scholars who view weak AI believe that it is impossible
to build an intelligent machine that can truly infer and
solve problems. At present, many electronic products
have a certain degree of intelligence.When the external
data input changes, the corresponding program will be
run to get different results, replacing people to com-
plete repeated simple tasks. Weak artificial intelligence
can be seen everywhere. Now, washing machines,
televisions, andmicrowave ovens all have the functions
of weighing, sensing, timing, and temperature sensing.
However, the application of weak artificial intelligence
is only limited to imitate primary human behaviors.

(2) Strong artificial intelligence (bottom-up AI) belongs
to a higher level of artificial intelligence. Strong
artificial intelligence believes that it is possible to
create intelligent machines with real ideological
consciousness, thinking ability and emotion, and can
solve problems and reasoning. For strong artificial
intelligence, computers can not only study con-
sciousness. In other words, the computer will have
certain cognitive ability after corresponding

programming. From this point of view, to under-
stand the computer is also conscious.

2.2.2. Application of Artificial Intelligence Technology

(1) Expert System. .e so-called expert system is actually a
kind of program system. From the function, it can be defined
as “a program system with expert level ladder ability in a
certain field.” It can work like a domain expert and can use
the work experience and expertise accumulated by experts
for many years to get high-level answers to problems in a
concise period.

(2) Machine Learning. Machine learning, also known as
knowledge acquisition, is the intelligent behavior of ma-
chines imitating human learning. Machine learning is a
method by which an engine generates a specific model (a
detailed description of experience) based on the existing data
(i.e., the origin of experience) and uses this model to predict
the unknown number (i.e., the use of experience). Ideally,
machine learning hopes to provide the machine with

Occurrence of public 
emergencies

Set up an emergency 
response team and report to 
the superior department as 

soon as possible

Control the situation

Hazard control Organize rescue Dredger

Accident hazard 
monitoring and 

assessment

Strengthen prevention 
and improve 

emergency plan

Figure 1: Emergency handling process.
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autonomous learning functions to achieve specific skills that
cannot be input. Currently, machine learning is a process of
learning models from known data and then using models to
predict.

(3) Natural Language Understanding. Natural language
understanding is also known as natural language processing.
Language is a meaningful way to exchange information.
Natural language understanding mainly studies how to let
machines understand human language and realize natural
language interaction between people and machines. In fact,
the process of natural language understanding is a mapping
process, and some expressions will be transformed into
other expressions. Natural language understanding includes
text understanding and phonetic understanding. .e gen-
eration of natural language is more complicated than that of
written language. .e difficulty of natural language un-
derstanding is the expression and application of knowledge.
It is much more difficult for a machine to understand the
speech information sent out by humans than to understand
the natural language sent out by the machine.

(4) Artificial Neural Network. Artificial neural network is a
mathematical model that imitates a biological neural net-
work. It can be used to simulate the structure and function of
human neural system. Artificial neural network is an in-
telligent organization with its learning and organization. It
uses a large number of artificial neurons to calculate, where
each neuron represents a specific output function, and then
connects many “neurons” to form a network.

(5) Big Data. Big data technology can handle a lot of data. It
is a new data service model and organization structure,
including functions such as data collection, transmission,
processing, regeneration, and reuse. However, it is different
from the traditional data processing technology in data
collection and processing speed. .e demand is faster, the
amount of data is more extensive, and the data structure is
more and more complex.

3. Social Emergency Management
Capability Experiment

3.1. Experimental Research Methods

3.1.1. Literature Analysis. .is paper consults and investigates
many books, articles, journals, and other literature related to
crisis management and emergency management at home and
abroad, studies and understands the latest trends in relevant
scientific research fields, investigates the emergency response
management systems and institutions of domestic and foreign
governments, summarizes advanced experience and practice,
and sorts out, analyzes, and summarizes the weaknesses and
shortcomings of government response.

3.1.2. Case Analysis. Sorting out and investigating the
representative emergency management cases in recent years,
taking the specific case analysis as the starting point,

understand the problems existing in the government’s re-
sponse to major emergencies and further analyze the causes,
find out the problems, and research countermeasures.

3.1.3. Comparative Analysis. Based on the investigation of
relevant information of emergency management theory at
home and abroad, taking the successful experience and
practice of some developed countries as examples, this paper
compares the differences of emergency management
mechanism and system construction at home and abroad
and puts forward feasible countermeasures and suggestions
for the gap and defects.

3.2. Investigation of Experimental Data. To fully understand
the problems existing in China’s emergency management
system, the author adopts the method of questionnaire 67 to
collect and summarize the feedback opinions of some in-
dustry emergency management departments and relevant
scientific research institutions. A total of 127 questionnaires
were collected, of which 122 were valid.

.e main items of this questionnaire survey are time-
liness and transparency of information release, problems
related to the construction of emergency plan, setting and
responsibility division of emergency management organi-
zation, emergency support, emergency laws and regulations,
relevant issues, and countermeasures.

3.3. Construction of Experimental Emergency Management
Ability Evaluation

3.3.1. Target Analysis. .e target analysis method needs to
determine the system objectives first, then start from the
system objectives, and then establish the system compre-
hensive evaluation index system by decomposing the pur-
poses. .e specific steps are as follows:

(1) Establish system objectives
(2) .e system objective is decomposed continuously

until the target can be measured quantitatively or
qualitatively

(3) According to the target system, the evaluation index
system is established

3.3.2. Output Analysis. .e output analysis method is
suitable for establishing the evaluation index of the system
when the content and structure of the system are not known
or needmore knowledge. Based on the output characteristics
of the system, a comprehensive system evaluation index
system is constructed from the aspects of technology,
economy, society, ecological environment, and risk. For
example, if the output analysis method is used to establish
the evaluation index system of enterprise information sys-
tem, the economic aspect can be measured by the indexes
such as benefit, cost, and capital flow rate, and the technical
part can be determined by the comprehensive realization
function and other indicators. .e measurement of eco-
logical environment is reflected by environmental pollution
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and other indicators. .ese indicators can reflect the overall
situation of the enterprise.

3.4. Artificial Intelligence Application Experiment. .e ef-
fective governance of society is inseparable from the support
of improving the public service system. In the era of artificial
intelligence, the construction of big data should be centered
on the standards and strategies of data governance, mainly
from the following aspects: first, the construction of big data
should start with the structure of information databases to
achieve various types of information interconnection in
various fields. Share data resources of all levels and types to
lay a data foundation for the information system; secondly,
actively build a technological innovation platform. Pay at-
tention to the production, education, and research of key
technologies of big data, form a complete technical support
system with independent intellectual property rights, and
promote national technological innovation; finally, as far as
possible to expand the coverage of big data public service
platforms.

4. Result Analysis of Social Emergency
Response Capability

4.1. Analysis of Questionnaire Survey Results of Social
Emergency Management

4.1.1. Emergency Information Release. .rough the ques-
tionnaire survey, this paper found that most of the re-
spondents knew that the information of public health
emergencies was through microblog, WeChat, and other
network platforms, accounting for about 60.7% (as shown in
Figure 2); in terms of transparency and timeliness of gov-
ernment information disclosure in emergency response,
48.4% chose better and 39.3% chose general, indicating that
after the “SARS” incident, the information disclosure of
government information was better. .e government’s in-
formation disclosure work has been significantly improved;
however, there is still a lot of room for improvement in the
news release mechanism. In addition, 66.4% of the re-
spondents affirmed the government’s performance in
emergency rescue and response, believing that the emer-
gency rescue was timelier and more effective.

4.1.2. Emergency Plan Construction. .e respondents’
choice of “relevant legal provisions” and “government re-
lated documents” for emergency plan preparation was as
high as 87.7%, as shown in Figure 3. It shows that most of the
compilers of the emergency plan only simply sort out the
laws and regulations and superior documents, or even repeat
the contents, and lack the summary and reflection on the
emergency response experience, which leads to the general
or even poor operability of the emergency plan.

4.1.3. Emergency Organization and Responsibilities.
About 40.2% of respondents chose “have the right to have
the responsibility, and the power and responsibility are
unified.” 41.8% of respondents think that the power is

light and the responsibility is heavy, even with wrong
duties. .is shows that there are some deficiencies in the
matching of authority and responsibility, as shown in
Figure 4. Although “territorial management” is a principle
that we have repeatedly emphasized in the process of
emergency management, the practice of high-level co-
ordination by high-level administrative organs is still the
mainstream in the practical operation level, “territorial
management” has not been fully implemented. .e
emergency power still needs to be adjusted appropriately,
and the local response and disposal power should be
increased to improve the emergency response efficiency
truly.

4.1.4. Emergency Supplies and Human Resources Guarantee.
In the aspect of emergency material support, 50.8% of re-
spondents think that it is “insufficient under special cir-
cumstances,” and 36% of respondents believe it is “relatively
lacking,” as shown in Table 1. .e technical performance of
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Figure 2: Questionnaire results of ways to obtain public health
emergencies.
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emergency materials and personnel, as well as emergency
equipment, determines the effect of emergency rescue to a
great extent, and the safeguard measures of emergency
materials need to be further guaranteed and implemented.

4.1.5. Emergency Laws and Regulations. .emain deficiency
of emergency management laws and regulations is that most
people’s choices are relatively balanced, as shown in Fig-
ure 5. .ere is a lot of room for further improvement in the
setting of emergency agencies, the guarantee of emergency
forces, the standardization of emergency management
process, the cultivation of crisis awareness, and the training
of emergency ability.

4.1.6. Great Problems in the Field of Emergency Management.
More than half of the respondents believe that “limited
financial input” and “backward technical equipment” are
prominent problems in the field of emergency manage-
ment at this stage. Besides, “imperfect legal system” and
“imperfect organizational structure” are also more
choices. .is reflects the basic situation in the field of
emergency management. .e key lies in the lack of clear
and robust legal provisions on emergency preparedness
measures. At the same time, the lack of law enforcement
basis in the process of emergency management and even
the confusion of law enforcement subjects have become
the main reasons for reducing the response effect of
emergencies and hindering the improvement of emer-
gency management ability. .e most fundamental way to
improve the ability of emergency management is to im-
prove the system of laws and regulations and clearly define
the scope of responsibility of emergency management
organization system.

4.2. Analysis of the Social Governance Mode of Artificial In-
telligence Innovation. First of all, artificial intelligence
promotes the synergistic effect of social governance. Arti-
ficial intelligence based on big data can change the problem
of information asymmetry between the government and the

public in the past and build an information exchange
platform between the theme and purpose of social gover-
nance. As a weak humanization, artificial intelligence can
effectively avoid the “deviation” of social governance caused
by the inherent nature of human beings. .is reflects the
self-discipline and rationalization of social governance in the
process of modernization. .e theme of social governance is
to further improve the fairness, interaction, and scientificity,
strengthen the political identity and unity of social gover-
nance, and facilitate timely, reasonable, and social partici-
pation in political life.

Second, artificial intelligence promotes efficient social
governance. As a phased achievement of the development of
science and technology, artificial intelligence has penetrated
into all aspects of social life. People enjoy the convenience
brought by artificial intelligence in many fields such as life,
education, transportation, etc. Artificial intelligence pro-
vides new technical support for social governance. For ex-
ample, the intelligent early warning system established by
artificial intelligence technology can simulate the track and
future trend of natural disasters such as typhoons and
earthquakes, so as to minimize the social harm caused by
natural disasters. Moreover, artificial intelligence technol-
ogies such as 3D printing isolated housing, disinfection
robot, and intelligent distribution robot also show great
social value when they are popular, reducing the risk of
people facing public health emergencies and improving the
efficiency of epidemic control and social governance.

.ird, artificial intelligence promotes the wisdom of
social governance. .e government is the regulator of
economic development, the regulator of market operation,
the provider of public services, and the “brain” of society.
.e “intelligence” level of the government directly deter-
mines the “intelligence” level of the whole community,
society, even the country. On the other hand, with the
development of society, the problems of modern govern-
ment become more and more complex, and the traditional
government cannot respond to people’s expectations of
social governance ability. .erefore, in order to build an
“intelligent government,” the powerful data collection and
analysis function of artificial intelligence are very excellent.
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Figure 4: .e results of the questionnaire on major shortcomings of emergency management laws.
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On the other hand, through the participation of artificial
intelligence in social governance, it can provide technical
support and platforms such as government infrastructure
construction, government services, multiagent interaction,
etc. .e social platform in the direction of intelligence and
modernization can further promote the development of
business activities. At the same time, artificial intelligence
promotes the transformation of government functions and
promotes the development of government’s public service.

5. Conclusion

Responding to public health emergencies and coping is a
process that needs to encounter, discover, analyze, and solve
practical problems continuously. .e reconstruction of social
governance function not only needs to stop the internal im-
provement and overall promotion of high-level design, but also
needs to grasp the opportunity of external stimulation im-
provement of public health emergencies, so as to improve the
prevention and response-ability of public health emergencies.
.e social governance function should be reformed frommany
aspects to promote the modernization of the national gover-
nance system and governance function.

.is research would comprehensively use academic
knowledge and investigation methods to introduce the current
situation, related concepts, and theoretical basis of emergency
management at home and abroad and conduct a questionnaire
survey on the emergency management capabilities of the
Chinese government to respond to related issues and analyze

China’s current emergency management situation. In recent
years, the investigation of public health emergencies has
summarized the unresolved problems in China’s public
emergencies management. We have proposed a method to
improve the management of public emergencies in China by
combining the successful experience of developed countries
with the situation of specific countries in our country.

.e research and development of artificial intelligence
technology in China are at the forefront of the world..e social
science research on artificial intelligence focuses on the nor-
mative and predictive analysis of its social risk. .ere is no
consistent research result because there is no empirical material
support..is paper describes the development logic of artificial
intelligence technology, explores the internal connection be-
tween intelligent social governance and artificial intelligence
technology, analyzes the innovation and implementation path
of social governance mechanism driven by artificial intelli-
gence, and provides inspiration and reference for a new era
construction of intelligent social governance.
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With the continuous development of e-commerce, our society has transitioned from a mechanical era to an intelligent era. -ere
have been many things that have subverted people’s traditional concepts, and they have also completely changed the way of life of
modern people. Due to the development of e-commerce, people can enjoy the scenery and food from all over the world at home.
Online shopping and online ticket purchase have greatly facilitated people’s lives and given people more choices. However, due to
the excessive selection of things, there is also a phenomenon of information overload. Sometimes, it is difficult for people to find a
product or content that they are very satisfied with. So, how to analyze people’s browsing behavior and predict what kind of
content people want and how to push products on major websites have become a major issue facing major online companies.
Based on this, this paper proposes an e-commerce intelligent recommendation technology based on the fuzzy rough set and
improved cellular algorithm. It provides personalized recommendations for users based on their browsing history and purchase
history. -e research of this article is mainly divided into four parts. -e first part is to analyze the status quo of technical research
in this field. By analyzing the shortcomings of the existing technology, the concept of this article is proposed. -e second part
introduces the classic intelligent recommendation algorithm, including the principle and process of the fuzzy rough set and
improved honeycomb algorithm, and analyzes the difference of various recommendation algorithms to illustrate the adaptability
of each algorithm in practical applications and their respective advantages and disadvantages. -e third part introduces an
intelligent recommendation system based on fuzzy clustering, comprehensively analyzes the characteristics of users and
commodities, makes full use of users’ evaluation information of commodities, and realizes intelligent recommendation based on
content and collaborative filtering. At the end of the article, through comparative analysis experiments, the superiority of the
intelligent recommendation system for electronic commerce based on the fuzzy rough set and improved cellular algorithm is
further proved, and the accuracy of intelligent recommendation is improved.

1. Introduction

Electronic business generally refers to a wide range of
business and trade activities all over the world. Realizing
consumers’ online shopping, online transactions between
merchants, online electronic payments and various business
activities, trade activities, financial activities, and other re-
lated activities is a new business model of comprehensive
service activities [1]. Shopping centers, consumers, products,
and logistics are the four major elements of e-commerce.
Entering the 21st century, with the diversification of con-
sumer information, it has become a habit of consumers to

understand the product information of local shopping malls
through Baidu WeChat, Taobao, JD, and other network
channels, thus enjoying the fun of on-site shopping [2].

Rough set is a practical subject. Although it only has a
history of more than ten years, it has made great achieve-
ments in the fields of approximate reasoning, digital logic
analysis and simplification, prediction model construction,
decision support, control algorithm acquisition, machine
learning algorithm, pattern recognition, and other fields [3].
Rough set can effectively deal with the following problems:
uncertain or imprecise expression of knowledge; learning
from experience and obtaining knowledge from experience;
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analysis of inconsistent information; reasoning based on
uncertain and incomplete knowledge; simplifying data
without retaining information; and determining and eval-
uating the dependence between data [4]. -e feature of
automatic extraction of control rules from rough set pro-
vides a new method to solve this problem. A new control
strategy, fuzzy rough control, is quietly rising and becoming
an attractive development direction. Some people apply this
control method to the classical control problem of “trolley
inverted pendulum system” and the process control problem
of cement kiln. Some representative states in the control
process and the control strategies adopted by operators in
these states are recorded, and good control effect is achieved.
-en, the rough set theory is used to process the data, and
the control strategies adopted by the operators under what
conditions are analyzed, and a series of control rules are
summarized. As a scientific research of intelligent com-
puting, rough set theory has made great progress in theory
and practice, showing a broad development prospect [5]. It
not only provides new scientific logic and research methods
for information science and cognitive science, but also
provides effective processing technology for intelligent in-
formation processing. With the rapid growth of the number
of communication equipment and the diversification of
service requirements in wireless network, the contradiction
between the limited spectrum resources and the growing
wireless spectrum demand is increasingly prominent and
intensified. At present, the field of wireless communication
is facing the challenges of intelligence, broadband, diver-
sification, integration, and so on. Wireless network envi-
ronment is becoming more and more complex, diversified,
and dynamic [6]. In addition, green network resource
management, intelligent network management, and other
new concepts are also developing. -erefore, how to opti-
mize spectrum utilization and manage spectrum resources
effectively is an urgent problem to be solved.

At present, the mainstream solutions are clustering al-
gorithm, neural network, and genetic algorithm, but there
are some technical problems in the actual effect. -erefore,
this paper proposes a recommendation scheme of e-com-
merce intelligent system based on fuzzy rough set and
improved cellular algorithm in order to improve the rec-
ommendation accuracy of intelligent recommendation
system.

-is paper describes the e-commerce intelligent system
based on fuzzy rough set and improved cellular algorithm,
introduces the application of neural network algorithm in
the field of intelligent recommendation, and points out the
disadvantages of using only neural network technology. On
the basis of previous research, this paper introduces fuzzy
rough set theory as optimization algorithm, combines fuzzy
rough set with improved cellular algorithm, and applies it to
intelligent recommendation of online enterprises. -e low
precision problem of traditional algorithm is improved by
fuzzy neural network algorithm, and the advantages of fuzzy
theory and neural network are combined. In order to verify
the actual effect of this algorithm, this paper establishes a
comparative experiment between content-based recom-
mendation and original website method. -rough a number

of comparative experiments, it proves that the algorithm
based on fuzzy rough set and improved cellular algorithm
has more accurate characteristics in intelligent recom-
mendation of online enterprises.

-e content of this paper is arranged as follows. In the
second part of this paper, the relevant contributions of
predecessors are introduced, and the main problems are
found out, and the optimization model in this paper is put
forward. -e third section introduces the basic theory of
e-commerce intelligent system based on fuzzy rough set and
improved cellular algorithm. In the fourth section, according
to the shortcomings of previous algorithms, an e-commerce
intelligent system method based on the fuzzy rough set and
improved cellular algorithm is proposed, which makes
online enterprises have more accurate intelligent recom-
mendation, so that users can find the desired items when
browsing the content. In the fifth section, through the ex-
perimental part, the simulation experiment is carried out to
show the advantages of the proposed method. -e sixth
section summarizes the advantages of the algorithm and the
significance of this study.

2. Related Works

Intelligent recommendation is to recommend information
and products that users are interested in based on the user’s
interest characteristics and purchasing behavior, helping
customers decide how to purchase products, and how to use
e-commerce systems to help customers purchase products.
With the continuous expansion of the scale of e-commerce
and the rapid growth of the number and types of goods,
consumers need to spend a lot of time to find the goods they
want to buy.

In the research of recommendation result evaluation
interpretation model, general e-commerce websites only use
simple methods, such as directly using the store’s sales
ranking or other users’ praise of the product to explain
recommendations to users. For example, Felfernig et al.
designed the Koba4MS system. If the customer cannot
choose the correct solution in the system, they will guide the
customer to choose the correct solution in the system [7]. In
order to persuade customers to use the recommendation
system or provide recommendations, e-commerce sites need
to explain the reasons for the recommendations to users. At
present, the website of the e-commerce intelligent recom-
mendation system can only meet the needs of one website
and the limited centralized recommendation system, which
is far from meeting the large-scale needs, especially the
intelligent recommendation requirements of distributed
e-commerce websites. Han Peng and others studied dis-
tributed collaborative filtering algorithm, a distributed fil-
tering algorithm, analyzed how to implement the algorithm
on distributed hash table under P2P structure, and finally
proposed a distributed collaborative filtering intelligence
based on P2P structure Push system [8]. -is article adopts
e-commerce intelligent recommendation based on fuzzy
rough set and improved cellular algorithm, which can make
up for the defects of previous online websites and achieve
individuality in various aspects such as activity
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recommendation, new product recommendation, ranking
recommendation, hot-selling recommendation, evaluation
recommendation, and praise recommendation.

3. Basic Theory and Core Concepts

3.1. Commonly Used Smart Recommendation System
Methods. More machine learning methods are needed to
describe the content characteristics from the case capture
user’s interest information. In a content-based recom-
mendation system, an item or object is defined by attributes
of related characteristics. According to the characteristics of
the user’s evaluation object, the system understands the
user’s interests and hobbies and verifies the matching degree
of the user’s information with the items to be predicted.
Content-based user profiles are historical data of users, and
the user profile model changes with user preferences. -e
biggest advantage of content-based prediction is that it can
provide users with content that they are interested in, and
they can also see why they are recommended [9].

-e biggest advantage of collaborative filtering is that it
has no special requirements for recommended objects and
can handle complex unstructured objects, such as music and
movies.

-e recommendation based on association rules has the
purchased goods as the rule header and the rule body as the
recommended object. -e management rules calculate the
proportion of group x goods and group y goods in the
transaction database, which can directly reflect the user’s
purchase tendency for other commodities when purchasing
a certain commodity. For example, many people buy bread
as well as milk [10].-erefore, the utility model of the system
depends on the utility model to a great extent [11].
-erefore, user information can be any knowledge structure
that supports reasoning, can be a standardized query of
users, or a more detailed representation of user requirements
[12].

3.2. Introduction to Rough Set(eory. Rough set theory is an
ideal algorithm to deal with big data, incomplete data, and
inconsistent data. Rough set theory introduces the concept
of knowledge granularity, whichmakes it more accurate.-e
accuracy of knowledge granularity description is the main
index to judge whether a concept is accurate. Rough set
theory is mainly to preprocess the original data, through a
series of data preprocessing tomine the data, which canmeet
the needs, summarize the data, reduce the relationship
between data feature dimensions, and put it into the cor-
responding database. Rough set theory does not need any
additional prior information, only the dataset of related
problems. -erefore, the theories that need some prior
knowledge have strong complementarity when dealing with
inaccuracies and inconsistencies. Rough set theory cannot
deal with the data of continuous attributes but can solve the
problem of discretization of continuous attributes. In ad-
dition, it can process incomplete data through data integrity
operation and deal with incompatible data under the
premise of allowing certain error processing.

-e definition of the fuzzy rough set is as follows: let U be
a nonempty finite, R be U a fuzzy relation on, that is,
R ∈ F(U × U), called (U, R), that is, it is a fuzzy approxi-
mation space. For any A ∈ F(U),(U, R) of A is the upper
R(A), and lower approximations R(A) are defined as fol-
lows: for any x ∈ U [13],

R(A)(x) � ∨(R(x, u)∧A(u)),

R(A)(x) � ∨(1 − R(x, u)∧A(u)).

⎧⎨

⎩ (1)

Definition 1. Set up a knowledge representation system:

KS � (U, At, Va|a ∈ At{ }), Ia ∈ At{ }. (2)

At is knowledge of U in the domain of discourse. For a
subset on a mine X, X is the positive domain of is defined as
[14]

POSR(X) � R(X). (3)

For X is a subset of U, the boundary domain of X is
defined as

BNDR(X) � R(X) − R(X). (4)

For X is a subset of U, the negative field of X is defined as

NEGR(X) � U − R(X). (5)

Knowledge domain K � (U, At Va|a ∈ At{ }, Ia|a ∈{

At}) is defined as knowledge representation in system, and
At is knowledge in the domain of U discourse. For X subsets
of U, the approximation precision of X is defined as [15]

a(X) �
|R(X)|

R(X)



. (6)

-e roughness of X is defined as

P(X) � 1 − a(X) � 1 −
|R(X)|

R(X)



. (7)

In this case, |•| denotes its cardinal number. -e degree
of certainty of X is approximate precision expression for the
middle set knowledge of a knowledge representation system,
and the uncertainty degree of X is rough degree expression
for the knowledge of middle set of a knowledge represen-
tation system, 0≤ a(X)≤ 1, 0≤P(X)≤ 1.

3.3. Introduction to Improved Cellular Algorithm. Cellular
algorithm ismainly aimed at themultiobjective optimization
problem of resource allocation, but the effect of common
cellular algorithm on resource allocation is not very good.
-erefore, this paper proposes an improved cellular network
algorithm. -e gradient descent method is used to train the
weights of DNN to complete the reverse training process of
the algorithm. -e simulation results show that the algo-
rithm can set the deviation degree of resource allocation
scheme independently, and the convergence speed is fast.
-e algorithm is superior to other algorithms in
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transmission rate optimization and system energy con-
sumption optimization.

4. Intelligent Recommendation System
Based on the Fuzzy Rough Set and
Cellular Algorithm

As a scientific research of intelligent computing, rough set
theory has made great progress in both theoretical research
and practical application, showing a broad application
prospect. -e improved rough set is applied to the data
mining of association rules in cellular algorithm. -e im-
provement of cellular algorithm can optimize the data mining
scheme and effectively improve the recommendation effi-
ciency of e-commerce intelligent recommendation system
based on rough set theory. -is section first introduces
e-commerce personalized service recommendation system
and then proposes an association rule mining model based on
rough set. -en, according to the recommendation set of user
page and the user’s browsing volume recommendation en-
gine, the data recommendation set is generated, and the
generated data recommendation set is added to the user’s
latest request page and finally transmitted to the user’s
browser to realize personalized service. After the user com-
pletes the e-commerce behavior, the relevant data source is
modified to realize dynamic recommendation adjustment, so
as to facilitate the next page browsing recommend new
content and improve the accuracy of the recommendation.

4.1.DataPreprocessing. -e requirement of rough set theory
to data must be discrete and complete data, and it usually
needs to deal with the relevant knowledge of data. -e data
mining method based on rough set is used to organize and

solve the content of data table. Rough set theory is a good
tool to deal with discrete attributes, but it does not deal with
continuous attributes directly. Discretization of continuous
attributes is an important issue in data preprocessing. In
people’s daily life, a large number of data are continuous.
-e diversity of data also leads to the diversity of data types.
However, not all types of data can be used as processing
objects in data mining. Some data are not suitable for data
mining due to the continuity of data, and some data are not
suitable for data mining due to incomplete factors such as
insufficient data. -erefore, data completion is an indis-
pensable step in data mining.

After preprocessing the experimental data, the data table
is shown in Table 1.

4.2. Reduction Algorithm of the Fuzzy Rough Set.
Reduction algorithm is based on the discernibility matrix
[16].

Enter the decision table:

U � X1, X2, K, Xm{ },

R � C1, K, Cn, d1, K, dk{ },

T � U, R, V, f .

(8)

-e output is the simplified discernibility matrix D(T)′.
We use the difference matrix D(T)′ obtained after

simplification and then judgeD(T)′.-ere is a rowwith all 0
or no 0 in it; if it exists, delete the row and judge whether
there are duplicates at the same time; if there are any, delete
the duplicate data. Finally, output the matrix.

Mm×n = (cij)n×n =
α ∈ C |  f (x, a) ≠ f (y, a), ([X]c ≠ [Y]c [X]D ≠ [Y]D)

[X]D ≠ [Y]D)0, ([X]c ≠ [Y]c 
(9)

Among them, C and D are the condition attribute set
and the decision attribute set, respectively.

It can be seen from formula (6) that the discernibilitymatrix
is a symmetric matrix, so only the upper triangle or the lower
triangle can be calculated. -e difference of the discernibility
matrix is generated by comparing the differences between two
objects. -erefore, when deleting an attribute, it is necessary to
calculate whether there is only one attribute distinguishing two
objects. If there is only one, it cannot be deleted.

-e main idea is to calculate the discernibility matrix,
find the core, then combine all the attributes containing the
core, and finally judge whether the reduction condition is
satisfied, so as to obtain the attribute reduction. -e method
improves the attribute reduction method based on dis-
cernibility matrix, increases the importance of attributes,
greatly reduces the amount of calculation, and improves
performance efficiency.

4.3. Improved Cellular Algorithm for Data Analysis of Asso-
ciation Rules. Association rule mining can find high-fre-
quency frequent item sets in transaction databases with large
transaction volume according to the minimum support and
then generate association rules according to the minimum
confidence level of the found high-frequency sets [17]. -e
first step is a key and complex step. -e superiority of the
algorithm directly determines the complexity and efficiency
of the step. -e second step is relatively simple. Based on the
first step of generating frequent item sets, the method of
subset generation is used to generate association rules.

-e original cellular operator model is used for the
assignment of multiobjective communication problem [18].
-e personalized interface recommended in this paper can
also be applied to the assignment of multiobjective problem.
-e algorithm flow of this experiment is [19]. For the
multiobjective optimization problem in the system model,
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the resource allocation algorithm based on deep rein-
forcement learning is mainly divided into forward transfer
process and reverse training process. In the training process,
the energy efficiency is the goal, the maximum error in the
training process is the goal, and the minimum TD is the
reverse training DNN.

-e problem of transmission rate constrained optimi-
zation is transformed into unconstrained optimization
problem by using augmented Lagrange multiplier method.

φ D
K
m,n, P

K
m,n, um, η  � −R +

1
2η



M

m�1
max 0, um − η P

max
m − 

N

n�1


K

k�1
Lm,nD

K
m,nP

K
m,n

⎛⎝ ⎞⎠⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦
⎧⎨

⎩

⎫⎬

⎭. (10)

-e partial derivatives of DK
m,n and PK

m,n are obtained,
and the Lagrange multiplier iterative equation is obtained,
thus forming the digital flow. -en, the neural network is
constructed according to the iterative data stream, in-
cluding input layer, multiplier layer, and output layer. -e
depth depends on the number of iterations. -en, using the
constructed neural network, the user information is used as
input to output each spectrum allocation scheme to find the
best allocation resource. In reverse training, error function
should be constructed to minimize the value of loss
function.

5. Comparison of Experimental Results
and Analysis

5.1.ComparisonandAnalysisofFuzzyRoughSetPerformance.
Compared with traditional algorithms and content-based
algorithms, the fuzzy rough set algorithm performed in this
experiment has greatly improved the prediction accuracy.
-is experiment first performs data preprocessing and de-
letes all zeros or all nonzeros. -en, the fuzzy rough
set algorithm is performed to greatly improve the prediction
accuracy of the system, and the recommended products and
content can better meet the needs of users.

From the data in Figure 1 and Table 2, it can be seen that
the recommendation accuracy based on fuzzy rough
set algorithm onmajor online websites is the highest. On the
first online website, the accuracy based on fuzzy rough set is
higher than that based on content. -e recommendation
algorithm and the original website algorithm are 0.14 higher,
but on the third APP, the algorithm based on fuzzy rough set
is only 0.07 higher than the content-based recommendation
algorithm and the original website algorithm. On the fourth
APP, the algorithm based on fuzzy rough set is only 0.15

higher than the recommendation algorithm based on con-
tent and the algorithm of the original website. According to
Figure 1, the original algorithm of the website has the lowest
accuracy. Since accuracy is the most important content of
this article, to improve the accuracy of users’ online
browsing content and give personalized intelligent recom-
mendations, the use of fuzzy rough set-based algorithms is
the best.

In the experiment, we should not only improve the
accuracy of smart recommendations when users browse, but
also improve the real-time performance of smart recom-
mendations when users browse data. -e faster the rec-
ommendation time, the users can find what they want in the
fastest time. Browse the content and purchase the items you
want, so you cannot ignore the real-time nature while in-
telligently recommending the content.

As shown in Figure 2 and Table 3, the response time of
the fuzzy rough set-based algorithm on APP1 is 0.21 s, and
the response time of the content-based recommendation
algorithm on APP1 is 0.33 s. -e response time of the fuzzy
rough set-based algorithm on APP3 is 0.2 s, and the re-
sponse time of the content-based recommendation algo-
rithm on APP1 is 0.3 s. -e response time of the fuzzy
rough set-based algorithm on APP4 is 0.23 s, and the re-
sponse time of the content-based recommendation algo-
rithm on APP4 is 0.23 s. -e fuzzy rough set algorithm
increases the attraction between the element and the
nearest cluster center, enhances the attraction between the
element and the nearest cluster center, enhances the at-
traction between the element and the winner, and reduces
the attraction between the element and the winner. -e
attraction speeds up the convergence speed of the algo-
rithm. -is greatly improves the response time of the
system.

Table 1: Teachers’ data after preprocessing.

Attribute Gender Major Political
outlook

First
degree

Highest
education

Graduated
school

Current
job title

Assess
age

Educational
changes

Teaching
skills

Research
ability

Growing
up

1 0 2 4 4 4 2 1 3 1 3 3 3
2 1 2 3 2 2 2 1 2 1 3 3 2
3 1 2 2 3 3 2 1 3 1 2 2 1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

123 1 1 2 2 3 2 3 1 1 2 2 1
124 0 2 1 3 2 2 2 3 1 3 3 2
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5.2. Proportion of Personalized Intelligent Recommendation.
Different people have different browsing habits, and the
content of browsing is the same, so the personalized rec-
ommendation of intelligent recommendation is very im-
portant. -is paper adopts e-commerce intelligent
recommendation based on fuzzy rough set and improved
cellular algorithm. -e content recommended by intelligent
recommendation is different for everyone, and the content
recommended by intelligent recommendation makes people
very satisfied, and the precision of recommended content is
also very high. In this paper, the experimental group adopts
e-commerce intelligent recommendation based on fuzzy
rough set and improved cellular algorithm, while the control

group adopts the comparison of content-based recom-
mendation algorithm. -e comparison results are shown in
Figure 3.

In the data in Figure 3, the data on the left are the accuracy
of the content-based recommendation algorithm used in the
control group, and the data on the right are the e-commerce
smart recommendation based on the fuzzy rough set and
improved cellular algorithm used in this experiment. From the
data in Figure 3, one can be seen that the accuracy of
e-commerce intelligent recommendation based on fuzzy rough
set and improved cellular algorithm is 86%, and the accuracy of
algorithm based on content recommendation is 70%. It can be
seen from the above that the e-commerce intelligent

Table 2: Accuracy of different algorithms on different APPs.

Precision Based on fuzzy rough set algorithm Content-based recommendation algorithm Algorithm of the original website
APP1 0.85 0.71 0.69
APP2 0.86 0.68 0.65
APP3 0.83 0.76 0.7
APP4 0.87 0.72 0.67

Table 3: Response time of different algorithms on different APPs.

Time Algorithm based on the fuzzy rough set Content-based recommendation algorithm
APP1 0.21 0.33
APP2 0.2 0.31
APP3 0.2 0.3
APP4 0.23 0.32

0
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0.6
0.7
0.8
0.9

1
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Figure 1: Accuracy of different algorithms on different APPs.
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Figure 2: Response time of different algorithms on different APPs.
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recommendation based on fuzzy rough set and improved
cellular algorithm used in this experiment has higher accuracy
than the algorithm based on content recommendation and can
be applied to major online websites.

At the end, we applied the algorithm used in this ex-
periment to some online websites and found a lot of people to
test it and conducted a survey on activity recommendation,
new product recommendation, ranking recommendation, hot
recommendation, evaluation recommendation, and favorable
recommendation. -e results of the survey are shown in
Figure 4.

It can be seen from the data in Figure 4 that the
e-commerce smart recommendation based on fuzzy rough
set and improved cellular algorithm used in this experiment
has the highest satisfaction in content ranking recommen-
dation and hot recommendation, accounting for 0.91 and
0.93, respectively. Satisfaction is relatively low in new
product recommendation and high praise recommendation,
with satisfaction levels of 0.79 and 0.83, respectively. It shows
that there are still some difficulties in the new product
recommendation. In the intelligent personalized recom-
mendation, the new product recommendation is not very
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15%
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Figure 3: Accuracy ratio of two groups.
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Figure 4: Online website survey of satisfaction.
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effective. In this experiment, we are quite satisfied with the
results of satisfaction, and the overall satisfaction is relatively
high. In future algorithms, we will also improve the effect of
new product recommendation to make it more satisfying for
everyone during online surveys.

6. Conclusions

In electronic business, intelligent recommendation is a
popular recommendation technology. In this experiment,
the precision of e-commerce intelligent recommendation
based on fuzzy rough set and improved cellular algorithm is
higher than the traditional intelligent recommendation. In
this paper, the experimental data are preprocessed, the re-
peated and incomplete data are deleted, and the perfect data
are processed by fuzzy rough set and improved cellular
operator neural network. According to the experimental
results, we can see that in the comparative analysis of fuzzy
rough set performance, the original website algorithm has
the lowest accuracy. -e fuzzy rough set algorithm increases
the attraction between the elements and the nearest cluster
center, accelerates the convergence speed of the algorithm,
greatly improves the response time of the system, and makes
the waiting time of users become shorter and shorter when
browsing the online website pages. Finally, we tested the
usability of the system, and got very satisfactory results on
activity recommendation, new product recommendation,
ranking recommendation, hot sale recommendation, eval-
uation recommendation, and praise recommendation.
Among them, our algorithm will recommend more popular
content for customers. In this paper, the e-commerce in-
telligent recommendation based on fuzzy rough set and
improved cellular algorithm is better than the previous al-
gorithm. We also believe that the online website recom-
mendation system will make people more and more
satisfied.
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With the rapid development andmaturity of unconnected communication technology, effector technology, embedded computing
technology, and distributed information processing technology, as well as the rapid advancement of digital processing and
computing capabilities, unconnected effector Internet has received more and more attention. It is a new type of self-organizing
unconnected multihop Internet. With the development and progress of technology and society, the development of unconnected
effector Internet is also advancing by leaps and bounds, and it has a wide range of applications in many fields such as military, civil,
environmental, medical, and industrial. At present, the research on unconnected effector Internet mainly focuses on the
communication protocol, but there is almost no research on input review of unconnected effector Internet. Due to the limited
energy of the effector and the limitation of the transmission signal bandwidth, the use of limited resources for input review
research in effector Internet is of great significance to the development of unconnected effector Internet. -erefore, this paper
studies the input review of unconnected effector Internet based on the L-A model on the on-chip embedded tune system. Because
the classic low-power adaptive cluster layering protocol (LEACH) has the problems of unbalanced energy consumption and short
node life cycle, this paper uses the embedded tune technology based on the L-A model and analyzes the remaining energy and
location of the unconnected effector Internet node. Parameters are tested and studied.-rough the research on the input review of
unconnected effector Internet, the simulation results obtained show that the research in this paper is feasible and reasonable.

1. Introduction

With the rapid development of digital links, the field of
nanocommunications has become a hot spot and focus of
current research [1]. -e development and integration of
unconnected communication technology, effector technol-
ogy, and distributed information processing technology has
accelerated the emergence and development of the un-
connected effector Internet, which is very important for
semiconductors [2]. It has been extensively and profoundly
developed in many areas of the society. As a product of the
combination of multiple disciplines, unconnected effector
Internet has shown strong practicability and advantages in
various applications. Many experts and scholars in related
fields have expressed great interest and concern, and regard
it as one of the most influential new technologies in the new
century.

Since the birth of unconnected effector Internet, people
have conducted research on them. In order to reduce the
energy consumption of unconnected effector Internet and
improve the Internet survival time, Qingxi et al. proposed an
unconnected effector Internet cluster routing protocol based
on chicken flock optimization algorithm. On the basis of the
LEACH protocol, they improved and perfected the selection
of cluster points and cluster heads through the chicken
group optimization algorithm and updated the positions of
the chickens that fell into the local optimum through Levy
flight and enhanced the population diversity to ensure the
algorithm’s global search capabilities. -e new protocol uses
the Internet nodes in a balanced way, avoids the crashes of
intensively used local nodes, and improves the survival time
of unconnected effector Internet [3]. Sedighimanesh et al.
pointed out that unconnected effector Internet can be used
in the military and medical fields, but for these, the Internet
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uses hundreds of low-power and low-energy effector nodes
to perform large-scale tasks, which is a limitation and may
lead to inefficiency or cost effectiveness. -ey believe that it
can assist in load balancing between effector nodes, increase
scalability, and improve energy consumption [4], thereby
extending the life of the Internet, clustering effector nodes,
and placing appropriate cluster heads in all clusters.
Choosing the correct cluster head can greatly reduce the
energy consumption of the Internet and prolong the life of
the Internet [5]. In their research, Bhola et al. have shown
that the unconnected effector Internet (WSN) often contains
a large number of effector nodes, which can collect numbers
in different situations. WSN discovery applications are
mainly used to collect information from remote locations,
such as environmental monitoring, military, and trans-
portation security [6]. In order to use the lifetime of effector
nodes to improve energy efficiency, they proposed an en-
ergy-saving routing protocol, low-energy adaptive clustering
hierarchy (LEACH), and optimization algorithm genetic
algorithm (GA) [7]. Due to the diversification of the ap-
plication environment of unconnected effector Internet and
different design requirements and goals of each environ-
ment, the routing algorithms used in each Internet are also
considered to be changed, and as the application environ-
ment changes and improves, routing algorithm also becomes
diversified [8, 9]. Based on this, this paper adopts the classic
L-A model and adds the remaining energy and position
parameters of the nodes to carry out research on the input
review of unconnected effector Internet.

-e digital transmission of unconnected effector Inter-
net is inseparable from the routing protocol [10]. A good
routing protocol will greatly improve the overall perfor-
mance of the Internet. At present, many international sci-
entific research institutions are also carrying out research on
unconnected effector Internet protocols, and some suitable
routing protocols are being proposed [8]. Among them,
LEACH is a relatively mature clustering routing algorithm.
Many clustering routing protocols such as TEEN and
PEGASIS have been developed on the basis of it [11, 12], so
this article first analyzes and studies the L-A model. -en,
the on-chip embedded tune system is introduced and ap-
plied the on-chip tune technology of the embedded system
to detect the parameters of unconnected effector Internet.
Unconnected effector Internet nodes are generally powered
by batteries, and the longer the communication distance
between nodes, the greater the energy consumption [13]. In
view of this, this paper optimizes the distribution of nodes
and adopts a strategy that the greater the remaining energy
of the node, the greater the probability of being elected as the
cluster head. Finally, through MATLAB simulation exper-
iments [14], it is verified that the research in this paper
balances the energy consumption of the Internet nodes and
prolongs the life cycle of unconnected effector Internet,
which is feasible and reasonable.

2. Proposed Method

2.1. LEACH Algorithm. As a basic hierarchical routing al-
gorithm, L-A has limited applicability in different

environments [15, 16]. For specific application scenarios, the
L-A algorithm can be optimized and improved according to
network requirements [17]. -e JC-LA routing algorithm
can make certain improvements on the basis of the tradi-
tional LA protocol according to the characteristics of the
home environment and divide it according to the charac-
teristics of different rooms, making it more suitable for the
actual application environment. It divides the partitions
according to the relationship between the node’s commu-
nication range and energy consumption balance [18, 19].
-e selection of internal cluster heads is restricted to achieve
the purpose of reducing power consumption. -e estab-
lishment of clusters and the first round of cluster head
elections are WSN for outdoor environments [20]. -e
limited area division method cannot meet the actual needs.
-e network is adjusted according to the load situation and
the cluster head level. -e area is divided, and the WSN
network is now divided into 16 areas. Each area represents a
clustered area. -e cluster head level is set from far to near
according to the location of the base station, and the cluster
heads in areas 1 to 4 are regarded as level A, the cluster heads
in areas 5 to 8 are regarded as level B, and so on.

2.1.1. Cluster Head Selection. -e selection of cluster heads
in the L-A model is carried out randomly, and there are two
main determinants of cluster heads: quantity rounds that the
current algorithm runs and the percentage of quantity
cluster head nodes to the total number of nodes [21].-ere is
no master node in the whole clustering process, and each
node is based on the algorithm, independently decides, and
joins the corresponding cluster [22]. At the beginning of the
cluster establishment, all effector nodes in the Internet will
randomly generate a random number with a range of [0, 1],
and then, the random number is compared with the
threshold T(n); if it is less than the threshold T(n), then the
effector node corresponding to the random number will be
elected as a cluster head of the round, and then, a broadcast
message is sent to inform other effector nodes that if the
random number is greater than the threshold T(n) [23, 24],
then it will not be elected as the cluster head [25, 26]. If the
selected cluster head node has been elected as a cluster head,
then the value of T(n) is changed to 0, so as to avoid the same
node continuously acting as the cluster head, resulting in
excessive energy consumption of the node [27]. -e cal-
culation formula of the threshold T(n) is expressed as
follows:

T(n) �

p

1 − p∗ (rmod (1/p))
, if n ∈ G.

0, n ∉ G.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

Among them, p is the percentage of cluster heads in all
nodes, r is quantity election rounds, rmod (1/p) represents
the quantity nodes that have been elected cluster heads in
this round, and G represents the quantity nodes that have
not been elected in this round [28]. -e set of nodes have
been elected cluster heads.
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It can be seen from the abovementioned formula that,
with the continuous advancement of the algorithm cycle,
quantity nodes that have been appointed as cluster heads will
continue to increase, that is, the value of rmod (1/p) will
continue to increase, so that the value of T(n) will follow.
-en, the probability that a node that has not served as a
cluster head will be selected as a cluster head will increase.
When there is only one node that has not been selected as a
cluster head, T(n) � 1; in addition, when r� 0 and when
r� 1/p, the value of T(n) is the same, when r� 1 and r� 1/
p+1, the result of T(n) is also the same, and then, when the
algorithm is executed for (1/p) cycles, the effector nodes in
the Internet will change back to the situation where cluster
heads are selected with equal probability, and the cycle is
repeated. -e L-A model makes all nodes in the Internet
have only one chance to be elected as a cluster head within
(1/p) cycles, and they will have a chance to be elected as a
cluster head again after (1/p) cycles; thus, T(n) also indi-
cates the average probability of a node that has not served as
a cluster head in the rth round of being elected as a cluster
head [29, 30].

It is supposed that there are N nodes in the effector
Internet, and each time you want to select k cluster heads,
P�N/k.-e probability of a node becoming a cluster head in
the r+ 1 cycle is represented by T(n), and then, the prob-
ability of being a cluster head in the r+1 cycle is

E � 
N

t�1
T(t)∗ 1 � k. (2)

After the rth round, quantity nodes that have not yet
become cluster heads in the current 1/p round are
N − k∗ (rmodN/k). If the node is not selected as the
cluster head after the r round, then the abovementioned
formula can be obtained, and the average probability of the
node becoming the cluster head in the r + 1 round is

p

(1 − p∗ (rmod 1/p))
. (3)

Substituting p�N/k into the average probability of the
abovementioned formula,

k

(N − k∗ (rmodN/k))
. (4)

From the abovementioed derivation, the following
formula can be obtained:

E � 
N

t�1
T(t)∗ 1 � N − k∗ rmod

N

k
  

k

(N − k∗ (rmodN/k))
� k.

(5)

2.1.2. Intracluster Routing. After the node selects it as the
cluster head, a notification message will be sent to notify
other nodes that it is the new cluster head. -e noncluster
head button selects the cluster to be merged based on the
distance between the cluster and the cluster head and in-
forms the cluster head. After receiving all cluster head merge
information, it will generate TDMA timing messages and

notify all nodes in the cluster [31, 32]. In order to avoid
interference from neighboring clusters, the cluster head can
check the CDMA codes used by all nodes in the cluster. -e
CDMA code at the current stage is sent with TDMA timing.
When a node in the cluster receives this message, it will send
digital at this interval. After the digital transmission period,
the cluster head node collects the digital sent from the nodes
in the cluster, processes the digital by running digital-in-
tensive algorithms, and sends the results directly to the
receiver node [33–35].

2.2. Key Technologies of Connected Effector Internet

2.2.1. Topological Structure Control. -e research premise of
unconnected effector Internet topology control is to control
the power supply and select the corresponding backbone
Internet node copper cables to meet the the Internet cov-
erage and connection conditions [35]. Time eliminates those
unimportant communication paths in the nodes, enabling it
to form a structured and efficient digital transmission
network topology. Using such an excellent network topology
control algorithm, not only can the efficiency of routing
protocols and MAC protocols be improved but also digital
aggregation and time synchronization can be effectively
supported. Node energy is saved to improve the Internet life
cycle when positioning targets. It can be seen that topology
control technology is very important in low-power un-
connected effector Internet [36].

2.2.2. Internet Protocol. -e task implementation of the
Internet protocol of unconnected effector Internet enables
each node to form a multihop digital transmission Internet
[37]. Under the premise of efficiently using the Internet
energy and improving the Internet life cycle, the purpose is
to achieve effective use of the Internet bandwidth and ensure
service quality.

2.2.3. Data Fusion. Data aggregation technology is a
process of processing more data as a single data more
efficiently when users need it. However, because effector
nodes are vulnerable to attacks, Internet effectors still
need data synthesis technology to comprehensively pro-
cess large amounts of data to improve the accuracy of
information. According to the content of the information,
data consolidation can be divided into two categories:
reversible consolidation and loss consolidation. Lossless
matching means saving all details and eliminating du-
plicate information. -e loss combination saves storage
space and energy by skipping some details and reducing
data quality. Data synthesis technology can be used in
multiple protocol layers that are not connected to the
Internet. Traditional data aggregation technology has
been widely used in the field of target tracking and au-
tomatic identification. Application-oriented data aggre-
gation methods are usually the most effective for
designing effects that are not connected to the Internet
[22].
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2.2.4. Time Synchronization and Positioning. Time is a key
mechanism of synergy not connected to the Internet pro-
ducing systems. Since then, however, a reason for the In-
ternet business or to adopt Mac-sensitive time-division
multiplexing protocol according to the clocks of the nodes
must be synchronized. -e writer receives the clock synergy
to make light of it to the Internet protocol. -ere are three
basic synergies to the time of the machinations of the author
and the finisher. -is local node includes its current position
and situation of the external targets, the accuracy and ef-
ficacy of the positioning of the collected data, the effects of
limitations nodes, and the positioning mechanism to satisfy
the sap self-order and energy efficiency in Internet nodes.
Usually the lymph nodes are divided into a network,
according to the work in [38]. A kind of art was placed in its
proper place accurate information with the unknown; the
ship was able to obtain the node at the sight of a knot to
which it is being appointed, in the night, and it adopts al-
gorithms that make use of a triangulation, trilateration, and
augue node to determine a maximum price location.

2.3. Embedded Tune Technology. Integration with football is
enhanced, with more powerful functions and the growth in
demand embedded software development, and tune em-
bedded continuous progress in technology is promoted.
During the tune embedded system development, a variety of
techniques are used for tune revoked. -ere are obvious
differences between different technologies for tune based on
the principles and implementation. Most commonly, having
been held chip and tune of life analyses, during SOC
popularization of technology, on-chip tune began to embed
systems. -e technology chip tune embedded control
module is involved in the process. When certain conditions
are met within a certain process, recipes will be in a specific
state. In this state, it is possible to run on the server software
tune interface outside through a specific process (the port
module has access to various resources, and secured tune
memory is written in order). -e basic idea is to add an
additional processor within a module of Brabant tune
hardware and software tune command for resource access
and processing operation for the tune module. -ere are
many different implementations of chip tune technology.
Currently, on-chip tune technologies are using BDM
(dackground characteristic) and GATJ (Eds Test Action
Group). For users, the two technologies to provide tune
functions are similar, but there are many other great tune
standards and principles of implementation [22]. -e fol-
lowing tune standards are described.

After the preliminary debugging, it is necessary to verify
the rationality, implementation, and rhythm of the con-
figuration. For robots that may be interfered, it is necessary
to confirm whether there is interference between robots
through linkage operation, and when the speed is affected,
reconfiguration will lead to duplication of work and change
of welding process card. In the case of more welding po-
sitions, in order to obtain the best welding path, it usually
takes more profiling time and verification time. On-site
teaching operation is simple and direct, but it is difficult to

realize complex motion trajectories using that. -e pro-
grammer’s experience directly affects the programming
quality, and the programming efficiency is low. Compared
with online programming, offline programming uses sim-
ulation software to precomplete the welding path of the
robot before the on-site debugging of the production line,
while verifying the beat, avoiding the interference area, and
obtaining the optimal welding path, which overcomes
various shortcomings of online programming. Now, we can
easily use roboguide simulation software to program each
robot offline and get the offline program. However, there
must be some deviation between the position of the field
robot and other related equipment and its position in the
simulation environment. How to reduce it is the focus of
discussion to correct this deviation and ensure the accuracy
that meets the requirements after the offline program is
imported. From the sources of deviations in the process of
selecting reference points and drawing lines on the pro-
duction line, due to the limitations of the on-site environ-
ment, the accuracy of equipment and instruments, and the
errors of manual operation, it is inevitable that there are
small deviations between the actual environment and the
simulation environment. -ese deviations are mainly re-
flected in the following aspects: the deviation of the tooling
installation of the production line, the level of the robot base
is not good, and the parallelism of the robot installation is
not good. In the car body production line, the position of the
fixture determines the position of the product. We are
concerned about the relative deviation between the robot
and the fixture, that is, it can be assumed that the position of
the fixture is absolutely accurate, and all deviations are
considered to be caused by insufficient robot installation
accuracy. Online programming is to use the teach pendant to
teach the robot welding trajectory on site. -e entire robot
system includes the robot body, the robot control cabinet,
and the welding controller. Before online programming, the
communication between the robot and the control cabinet
and the controller and the robot must be completed.
According to signal transmission, robot welding gun con-
figuration, and then, the welding point distribution on the
welding process, teaching the welding trajectory online
programming has the following characteristics, for some
inconvenient solder joints, such as solder joints on the floor.
In the teaching process, the welding torch is easily interferes
with the parts or even deforms the parts. Before profiling,
sometimes, it is not possible to accurately determine the
process welding point.

3. Experiments

3.1. Data Sources. In order to better evaluate whether the
performance of research in the field effectors is not ap-
propriate, experiments related to the method of producing
the Internet are conducted in this paper. According to ex-
perimental data in the trial, as the results are more accurate
and objective, this paper sets the size of the area as ten
thousand square meters; the model does not pertain to the
Internet, and 30 nodes are distributed in this area. -e
geographic location of the lymph random, undoubtedly, is
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randomly generated. Fifty trials are performed here, and the
average data for the final result are obtained.

3.2. Experimental Evaluation Standards. Because uncon-
nected effector Internet nodes have the characteristics of
limited energy, the length of their life cycle will be di-
rectly affected by the energy of the node. When judging
that the performance of the research method is higher
and more in line with the the Internet requirements,
there are several hard standards that can be different
research methods used for evaluation, mainly including
the following:

(1) -e length of time that the connection point is
blocked by the firewall
-e research of this article will judge the remaining
time of synaesthesia from three aspects: the con-
nection point type, user, and environment.

(2) Utilization of energy
-is article will record the total energy consumption
of Internet nodes in real time and determine whether
the corresponding research methods are suitable for
the Internet.

(3) Energy use opportunities
In load matching based on single-point sampling,
only the load data of a single point is compared
with historical load data for similarity, so when
calculating the Euclidean distance between two
points, there is no problem of phase shift of the
waveform. After adopting the dynamic load de-
scription, the load pattern is represented by
multiple forms of sampling points. -ese contin-
uous sampling points with sequential character-
istics can be regarded as the process of load change.
Although the collected data are discrete points,
these sample point sequences still have some
characteristics of the waveform, such as period,
peak value, and frequency.

(4) Remaining nodes
In order to describe the load more accurately, this
article focuses on the dynamic change characteristics
of the load, based on the idea of multiple sampling,
collects multiple performance data during the ob-
servation period, and uses these continuous per-
formance slices to describe the dynamic change of
the load.

(5) -e amount of information received by the base
station
Obviously, the greater the amount of information
received by the base station, the more beneficial the
information received by the observer, thereby im-
proving the accuracy of the data.

3.3. Link Data. -e iterative data of the response sensing
area are shown in Table 1.

4. Results

First, based on the classic L-Amodel, themagnetic induction
of the unconnected effector is simulated, and the data ob-
tained are recorded. -en, based on the L-A model, the
remaining power and connection point location parameters
are added to optimize the connection point allocation and
strategy.-e higher the remaining wattage of the connection
point, the greater the possibility. -e experimental results
can be obtained by detecting the parameters of the un-
connected effector on the secondary development man-
agement of the carrier. -e comparison of the quantity of
surviving nodes between the unconnected effector Internet
using the classic L-A model and the unconnected effector
Internet using the research method in this paper is shown in
Figure 1, and the comparison of the remaining energy of the
nodes is shown in Figure 2.

As shown in Table 2, J-LEACH and the improved al-
gorithm select only one cluster head as the transmission
hub of the network structure hierarchy in the divided
sixteen-grid area. However, the cluster head data
transmission path of the two is different. J-LEACH uses the
cluster head and base station to directly transmit. As shown
in Table 3, the SR-LEACH algorithm classifies the cluster
heads. -e data are transmitted from the A-level cluster
heads in turn, and finally, the D-level cluster heads forward
the final data to the base station.

5. Discussion

-e numerical simulation selects a steel box girder to model
separately. -e model is established based on the ANSYS
platform and is simulated by the orthotropic shell element
Shell63.-e established steel box girder model maintains the
characteristics of the actual space box structure: the structure
of the top plate, bottom plate, web, cross beam, U-shaped
rib, small longitudinal beam, etc. -e simulation is not
simplified and accurately reflects the actual stiffness and
mass distribution. In addition, the boom and support are
simulated by the spring unit Combin14, and the stiffness of
the spring unit is obtained by converting the design pa-
rameters. From the data in Figure 2, it is more reasonable to
use the ratio between the current residual energy and the
current maximum energy as a parameter in this paper.
When the parameter is between 0 and 1, the energy con-
sumption of the Internet node will not follow.

From the node death situation and the remaining energy
consumption of the node in the unconnected effector In-
ternet, it is reasonable to improve the location of the synergy

Table 1: Experimental parameter settings.

Parameter name Unit Set parameter value
Junction \ 30
WSN response m2 100 ∗ 100
Transmission data length k 4000
Magnetic induction expansion pJ/(bit·m4) 10
Initial energy of the node J 0.5
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node and find the node with the shortest distance from other
nodes. In this case, we use the node as the distribution area
-e SINK node is in the middle. Improving node power
parameters is the realization of a strategy that makes nodes
with higher remaining power more likely to become cluster
heads. In this way, the parameter distribution of each
election is more balanced, and the parameter is always less
than or equal to 1. According to the data in Table 1 and
Table 2 mentioned above, the superiority of the method

proposed in this paper is well verified. It greatly reduces the
mortality of the Internet nodes and prolongs the life of the
Internet.

6. Conclusions

In the engineering structure modal test, the sensor config-
uration is the decisive factor of the modal resolution. Due to
the limited number of sensors available in the dynamic test,
they must be optimally arranged to make more reasonable
use of sensor resources. However, in the practice of modal
testing for large civil engineering structures, it is usually
printed in a sensor configuration method in which the
sensors are uniformly distributed along the main dimension
of the structure. -is process lacks effective optimization. It
is impossible to obtain high-resolution calculations of modal
test results. In response to this problem, the genetic algo-
rithm, an optimization algorithm derived from life sciences,
was introduced into the optimal configuration of large-scale
civil engineering structure modal testing sensors. -rough
research, it can be known that the best advantage of gen-
eralized genetic algorithm in searching is that the results are
stable and reliable and the convergence speed is fast.
However, taking the largest nondiagonal element of the
modal confidence matrix as the objective function, a genetic
algorithm with binary structure coding is proposed, and a
more satisfactory optimization result is obtained, which
proves that the sensor optimization method based on the
genetic algorithm is better than the sequence method. A
genetic algorithm based on the minimum modal confidence
criterion is also used to optimize a wharf structure. On the
sensor configuration, the research found that the optimi-
zation method adopted is efficient and reliable. Taking a
high-rise building as the engineering background, the
generalized genetic algorithm is used to optimize the
structure. Finally, using the classic rich algorithm proposed
in this paper, through simulation experiments, the effec-
tiveness and practicability of this research method are
verified. -e research results show that using the L-A model,
the quantity of the Internet nodes in the unconnected ef-
fector Internet is balanced, which greatly reduces the
mortality of the Internet nodes and extends the life of the
unconnected effector Internet..
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+e accuracy of object detection based on kitchen appliance scene images can suffer severely from external disturbances such as
various levels of specular reflection, uneven lighting, and spurious lighting, as well as internal scene-related disturbances such as
invalid edges and pattern information unrelated to the object of interest. +e present study addresses these unique challenges by
proposing an object detection method based on improved faster R-CNN algorithm. +e improved method can identify object
regions scattered in various areas of complex appliance scenes quickly and automatically. In this paper, we put forward a feature
enhancement framework, named deeper region proposal network (D-RPN). In D-RPN, a feature enhancement module is
designed to more effectively extract feature information of an object on kitchen appliance scene.+en, we reconstruct a U-shaped
network structure using a series of feature enhancement modules. We have evaluated the proposed D-RPN on the dataset we
created. It includes all kinds of kitchen appliance control panels captured in nature scene by image collector. In our experiments,
the best-performing object detection method obtained a mean average precision mAP value of 89.84% in the testing dataset. +e
test results show that the proposed improved algorithm achieves higher detecting accuracy than state-of-the-art object detection
methods. Finally, our proposed detection method can further be used in text recognition.

1. Introduction

Object detection is a fundamental issue in the field of
computer vision and image processing and has been a
hotspot of theoretical and applied research in recent years,
with a wide range of applications. +e main goal of object
detection is to precisely predict the class and location in-
formation of various targets in an image or image sequence.
+e traditional target detection algorithm relies more on
manually designed features. However, because of using a
sliding window to select candidate bounding boxes, it has
serious window redundancy problems and its feature ex-
traction method has poor generalization performance.
Moreover, twiddly steps of the traditional target detection
algorithm will cause slow detection speed and poor real-time

performance. With the rapid development of deep learning,
deep learning-based target detection algorithms have pro-
posed solutions to extract image features by using convo-
lution neural networks. +erefore, both the detection
accuracy and the detection speed have been greatly
improved.

Object detection based on kitchen appliance scene not
only attaches great importance to the natural scene object
recognition that cannot be ignored, but it is also one of the
most essential factors in the internet of things [1–5]. Object
detection based on kitchen appliance scene images often faces
different types and degrees of uncertainty interference, which
seriously affects the accuracy of object detection. On the one
hand, the scene itself has some internal interference such as
invalid edges and pattern information unrelated to the object
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of interest. Specifically, these disturbances may be boundary
boxes or intuitive patterns that express functional meaning.
On the other hand, the scene is also subject to serious external
interference, such as various levels of specular reflection,
uneven lighting, and spurious lighting. In addition, kitchen
appliance scenes as a typical application also need to complete
the task of detecting arbitrary symbols, such as Chinese texts
and rectilinear symbols, which are positioned in the form of
arrays on two-dimensional surfaces. Moreover, the position
spacing and aspect ratio between different object regions is
not a fixed value. +e proposed improved object detection
methods aim to identify object regions scattered in various
areas of complex appliance scenes with uncertain position
spacing and aspect ratio quickly and automatically.

Inspired by some state-of-the-art object detection al-
gorithms, we designed a text location algorithm based on
improved faster R-CNN, which considers all line patterns as
potential targets and specifically considers three categories of
line patterns, including text instances (text), the plus symbol
“+” (add), and the minus symbol “−” (sub), as illustrated in
Figure 1.

In this paper, we improve the RPN in faster R-CNN. We
call it D-RPN. +e main contributions of D-RPN are two-
folded: (1) feature enhancement module. We design a
multiscale convolution network structure for feature ex-
traction and reinforcement, which addresses the limitation
of feature extraction capability of the RPN that used single-
scale convolution. Concretely, the feature enhancement
module adopts convolution kernel at different scales to the
feature map and extracts features at different scales. +en, it
fuses and concatenates these features on the channel di-
mension, ultimately strengthening the expression of fea-
tures. (2) +e design of U-shaped network reconstruction.
Using those multiscale convolution network structures, we
construct a U-shaped network by max pooling layers and
upsampling. +e U-shaped network introduces the idea of
UNet’s [6] network architecture design. We replace the
original RPN structure by concatenating multiple feature
enhancement module in a U-shaped network structure. In
this way, it not only deepens the depth of the network,
extracts deeper features, but also learns more parameters.

However, we note that the field of target detection based
on deep learning is presently well developed with numerous
approaches, including R-CNN-based object detection
methods, SSD-based object detection methods, and YOLO-
based object detection methods. +erefore, we must first
discuss these previous methods before outlining the pres-
ently proposed object detection method. Accordingly, re-
lated work is presented in Section 2, the proposed method is
presented in Section 3, the results of experiments using
kitchen appliance scene datasets are presented in Section 4,
the expanded applications are presented in in Section 5, and
the paper is concluded in Section 6.

2. Related Work

All object detection methods must address the inherent
uncertainties associated with the size, direction, and
structure of targets located within natural scene images.

Numerous conventional methods have been developed for
object detection in natural image scenes in the past, such as
Viola Jones detectors [7, 8], histogram of oriented gradients
(HOD) detector [9], and deformable part-based model
(DPM) [10]. +ese methods mainly employ object features
extracted manually for establishing the parameters of the
algorithm. However, the rapid advancement of deep
learning in recent years has led to the development of
numerous object detection methods based on this advanced
technology [11–22]. +ese methods have a demonstrated
capability of accurately locating object regions within nat-
ural image scenes by appropriately training their network
structures. +ese object detection methods can be divided
into three categories: R-CNN-based object detection
methods, SSD-based object detection methods, and YOLO-
based object detection methods.

2.1. R-CNN-Based Object Detection Methods. R-CNN-based
object detection methods are two-stage target detection
methods. +e first stage generates bounding boxes and the
second stage identifies the bounding boxes to which the
category belongs. R-CNN [11], as a precursor of a deep
convolutional neural network target detection framework,
obtained 0.66 mAP on experimental data from the PASCAL
VOC2007 test set. However, the detection process is par-
ticularly time-consuming because it performs a ConvNet for
about 2000 object proposal without sharing computation.
Fast R-CNN [12] made improvements on R-CNN. It or-
ganically combines the two problems of target classification
and border regression, using softmax classifiers instead of
support vector machines. It allows multiple object proposals
to share the output features of the previous layer network.
Ren et al. [13] proposed an improved version of faster
R-CNN based on the fast R-CNN model. It uses the region
proposal network (RPN), which solves the inefficient se-
lection problem of proposal regions in target detection tasks.
In addition, some distinguished researchers [14, 15] pro-
posed improved algorithms for the faster R-CNN. For ex-
ample, feature pyramid networks (FPN) [14], compared to
regular feature pyramids, proposed a feature pyramid
structure which enables independent prediction in each level
of pyramid. +e architecture of FPN exhibits significant
advantages as a generic feature extractor in several appli-
cations. However, R-CNN-based object detection methods
have room to improve the precision in generating suggestion
boxes.

2.2. SSD-Based Object Detection Methods. SSD-based object
detection algorithm is a one-stage target detection algorithm
trained on an improved VGG16 [23] network. It is not only
close to the faster R-CNN algorithm in terms of accuracy but
also comparable to YOLO in terms of detection speed. Single-
shot multibox detection (SSD) [16] introduced feature pyr-
amid structure, but it takes high-level and low-level feature of
the ConvNet into account. It also allows further improve-
ments in target detection accuracy, especially for small objects.
However, it is not strong enough to characterize the feature
map extracted at low-level feature. +erefore, Shen et al. [17]
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proposed deeply supervised object detectors (DSOD) based on
SSD network structure. It puts forward an efficient network
framework and a set of principles to learn object detectors
without using pretrained models on ImageNet. In terms of
detection accuracy and parameter number, DSOD outper-
forms some state-of-the-art detectors such as SSD and Faster R-
CNN. Moreover, deconvolutional single-shot detector (DSSD)
[18] combines ResNet-101 [24] with SSD and uses deconvo-
lution instead of up-sampling, which obtained 81.5% mAP on
VOC2007 test and 80% mAP on VOC2012 test. But these
methods are blank in the study of feature pyramids using
multiple convolutional kernels on the same feature maps.

2.3. YOLO-Based Object DetectionMethods. YOLO [19] first
proposed an end-to-end training model transforming object
detection to a regression problem of bounding boxes and
associated class probabilities. However, because each grid cell
only predicts two boxes and can only have one class, it causes
the detection to be not very accurate. To address these issues,
YOLOv2 [20] improved the performance by adding batch
normalization layers on all of the convolutional layers and a
new bounding box regression method by removing the fully
connected layers from YOLO. Inspired by the FPN, YOLOv3
[21] predicted a score for each bounding box by using logistic
regression and set more candidate boxes. +erefore, multi-
scale prediction and multilabel classification both can be
realized. In 2020, based on the original YOLOv3 object de-
tection architecture, YOLOv4 [22] algorithm proposed a new
backbone network, named CSPDarknet-53, using Mish ac-
tivation function and puts forward mosaic data augmentation
method in data processing.+ese all enable themodel to reach
the best match in terms of detection speed and accuracy so far.
However, YOLO-based methods have not yet been applied to
the field of target detection in the kitchen appliance scene.

3. Proposed Method

In this section, the proposed method consists of three main
parts: (1) data augmentation based on gamma corrections,

adding salt-and-pepper noises, and Gaussian blur; (2) fea-
ture enhancement module with multiscale convolution
kernel for target feature reinforcement; (3) design of deeper
feature extraction structure based on the typical encoder and
decoder network of UNet [6], exerting a series of feature
enhancement module.

3.1. Data Augmentation. In our experiments, the kitchen
appliance control panel dataset we used is from an image
collector. +e dataset consists of control panel images of 28
different kitchen appliances without uniform plane size.
Moreover, each of the images includes at least 15–20 object
regions which scattered in various areas of complex appli-
ance scenes with uncertain position spacing and aspect ratio.

In order to simulate both light and dark shooting en-
vironments, we first use gamma correction which is detailed
as follows:

s � cr
c
. (1)

Here, c is a zoom coefficient. r and s are the grayscale
values of the input and output after normalization, re-
spectively. When c< 1.0, the gamma corrections can in-
crease the overall brightness of the image; while c> 1.0, the
gamma correction will reduce the overall brightness, making
the image darker. +us, in our experiments, we set c � 0.7
and c � 1.3 to simulate both light and dark environments,
respectively.

Second, we also add 1% salt-and-pepper noise to our
dataset, which randomly generates some pixel positions
within the image based on the signal-to-noise ratio (SNR) of
the image and randomly assigns these pixels a value of 0 or
255.

+ird, we use Gaussian blur to simulate a lens out of
focus, which is detailed as follows:

f(x) �
1
���
2π

√
σ
exp −

(x − μ)
2

2σ2
 , (2)

Results of object detectionInput (locality)

Figure 1: Examples of the three categories of line patterns employed during the proposed method.
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where μ is the mean and σ is the variance. In OpenCV (Open
Source Computer Vision Library), σ is calculated according
to the following formula:

σ � 0.3 ×((k size − 1) × 0.5 − 1) + 0.8, (3)

where k size is Gaussian kernel size. In our work, we set
μ � 0, k size � 15 (σ � 2.6). A three-dimensional view of the
Gaussian function is shown in Figure 2(a).

+rough three data augmentation methods, gamma
correction, adding pretzel noise, and Gaussian blur, our data
were augmented from the original 28 images to 336 images.
+is yielded a total of 5040–6720 object regions.
Figures 2(b)–2(f) show some of the results of this data
augmentation.

3.2.OverallNetworkArchitecture. +e overall framework we
proposed is shown in Figure 3. In this subsection, we will
briefly describe our overall framework and it is divided into
the following four components.

3.2.1. Feature Extraction Network. +is network consists of
multiple convolution and pooling layers and is used to
obtain feature information pertaining to appliance control
panel images. First, the deep-layer features are perceived
through a sliding window of the size of the convolution
kernel. Next, the fine edge features of the panel are extracted
initially, and redundant information is removed. +en,
further dimensionality reduction and feature selection are
conducted by the pooling operation. Commonly used fea-
ture extraction networks are VGG16 [23], ResNet-50 [24],
and ResNet-101 [24]. In our work, we use VGG16 as our
backbone feature extraction network.

3.2.2. D-RPN. +is section is a central part of our overall
framework. Feature enhancement module with multiscale
convolution kernel and design of deeper feature extraction
structure based on UNet are proposed in D-RPN. But both
will be detailed in Sections 3.3 and 3.4, respectively.
Functionally, D-RPN in this paper is similar to RPN in faster
R-CNN. +e D-RPN is used to generate region proposals
from the image and accordingly generates nine anchors of
three different sizes and three different aspect ratios on each
pixel of the extracted feature map. A number of candidate
object regions are obtained through a one-to-one mapping
of the anchors on the original image. +ese candidate re-
gions contain a wide variety of information, such as entire
object regions, partial object regions, and strictly back-
ground regions. +erefore, confidence levels are calculated
for each anchor box reflecting the level of certainty regarding
whether the anchor box contains object regions requiring
detection. +e object regions within anchor boxes with high
confidence levels are then placed within bounding boxes,
and regression adjustment of the bounding box parameters
is applied. Finally, a method based on NMS is used to filter
out bounding boxes that have a relatively large number of
intersections.

3.2.3. ROI Pooling Layer. +e proposed regions are mapped
onto the feature map in the ROI pooling layer, and the map
is cropped accordingly. +en, the cropped region is divided
into 7 × 7 segments of the same size by bilinear interpola-
tion. Finally, maximum pooling is performed with a con-
volution kernel size of two to obtain the final feature map of
each proposed region. As such, the process allows different
region proposals to be output in the same dimension.

3.2.4. Classification Layers. +e classification layer is com-
posed of fully connected layers and a softmax layer, which is
used to classify each region proposal as either object or not-
object and to output a confidence level. In addition, re-
gression is performed to determine whether a bounding box
includes an object region and to minimize deviations be-
tween the bounding boxes and the ground truth bounding
boxes.

3.3. Feature Enhancement Module. In our main work, we
propose the feature enhancement module, which network
framework is shown in Figure 4.

+emodule is divided into four parts. First, the results of
previous layer input a 1 × 1 convolution layer to adjust the
number of channels. +en, it is divided into three branches
and each of them is a convolution layer with kernel size of
3 × 3, 5 × 5, and 7 × 7, respectively. Whereupon it uses
convolution layers with different kernel size to extract
features from the feature map. In this part, we set the stride
of the convolution to 1, using the padding mode and rec-
tified linear unit (Relu) activation functions. +is ensures
that the output of each branch has the same height, width,
and number of channels for stacking. Next, we stack the
features extracted from the previous part and integrate the
information from different scales to strengthen the features.
Finally, the results of concatenation were input to a 1 × 1
convolution layer again to squeeze the number of channels.

By using a convolution layer with different kernel size,
respectively, the module is structured as a feature pyramid
which increases not only the thickness of the network but
also its adaptability to scale. Small convolution kernels such
as 3 × 3 are sensitive to microfeatures that tend to be less
semantic and more noisy, while large convolution kernels
such as 7 × 7 are sensitive to macroscopic features that have
stronger semantic information and are insensitive to noise.
+erefore, we use convolution kernels with different scales,
including 3 × 3, 5 × 5, and 7 × 7 pixels, to acquire features
from different spaces on the feature map, and then these
features are fused and further enhanced. +is structure can
increase the depth of the network and improve performance.

But if using multiscale convolution alone is prone to
overfitting. +e solution of easy overfitting in GoogLeNet
[25] is to reduce the number of parameters by adding a layer
of 1 × 1 convolution following each different scale convo-
lution layer. However, in the feature enhancement module
proposed in this paper, we stack the results of each scale
convolution before connecting a 1 × 1 convolution layer.
+us, in the experimental part, a contrast experiment adding
a layer of 1 × 1 convolution after 3 × 3, 5 × 5, and 7 × 7
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convolution layers, respectively, will be designed to prove
the effectiveness of the feature enhancement module pro-
posed. In this contrast experiment, our approach is more
accurate, and the corresponding comparative results will be
presented in the experimental section.

3.4. 9e Design of U-Shaped Network Reconstruction. In this
section, we design a deeper feature extraction structure
followed the typical encoder and decoder design of UNet [6].
It replaces the original RPN structure by concatenating
multiple feature enhancement module in a U-shaped net-
work structure. +e overall network architecture we pro-
posed is shown in Figure 5.

As shown in Figure 5, the left side of the structure is the
encoder, which consists of two blocks in total. Each block
consists of feature enhancement module, Relu activation
function, and max pooling layer, and the three parameters
below the feature enhancement module correspond to the
number of channels C1, C2, and C3 in Figure 4, respectively.
+e result after feature enhancement module is activated
with the Relu function. Finally, a max pooling of 2 × 2 is
applied and output to the next block; the bottom of the
structure consists of three ordinary convolution layers (their
convolution kernel sizes are 1 × 1, 3 × 3, and 1 × 1, and the
number of channels is 128); the right side of the structure is
the decoder, which also consists of two blocks. In each of the
blocks, the input feature map will be up-sampled in order to
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Figure 2: Data augmentation: (a) 3D view of the Gaussian function. (b) Original image. (c) Gamma correction (c � 0.7) of (b). (d) Gamma
correction (c � 1.3) of (b). (e) Gaussian blur of (b). (f ) 1% salt-and-pepper noise of (b).
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ensure the up-sampled size is the same as that of the cor-
responding encoder. +en, by concatenation, the two are
stacked on top of each other in the channel number di-
mension. It then goes through a feature enhancement
module and finally outputs.

We introduce the idea of encoder and decoder in UNet
into our structure. In our deeper feature extraction structure,
the left side is the down-sampling layer and the right side is
the up-sampling layer. During the down-sampling process,
the receptive field expands step by step, which is equivalent
to the meanings that the image will be compressed and the

region per unit area perceived will become larger. In this
way, the low-frequency information of the image is detected
more frequently. Besides, up-sampling was added to the
decoder process, from which the information and size of the
feature map is recovered and that ensures the most critical
operations (feature fusion by concatenating) can proceed
successfully. In addition, a concatenation feature fusion
approach will be used in our deeper feature extraction
structure. +e feature map obtained at each down-sampling
layer of the network is concatenated to the corresponding
up-sampling layer, which creates a thicker feature map. In

1 × 1
conv C1

+

5 × 5
conv C2

7 × 7
conv C2

3 × 3
conv C2

1 × 1
conv C3

Input

Output

Figure 4: Framework of feature enhancement module.
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(256, 32, 512)
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Figure 5: A deeper feature extraction structure we propose is composed of five components: feature enhancement module, Relu activation
function, max pooling layer, ordinary convolution layer, and up-sampling.
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other words, the feature fusion approach facilitates the in-
tegration of the information of the various stages of the
down-sampling in the up-sampling process. +at is, the
structural information of each layer is combined during the
up-sampling process.

4. Experiments and Results

4.1. Implementation and Evaluation Methods. +e proposed
improved model was implemented in TensorFlow with one
NVIDIA GTX 1650 GPU. Our dataset first randomly selects
80% of the data for training and the remaining 20% is used as
a testing dataset. Furthermore, the training data is divided
into a training dataset and a validation dataset in the pro-
portion 7 : 3. For training, the learning rate was initialized to
0.001 and a weight decay of 0.0001, and the stochastic
gradient descent (SGD) with momentum is set to 0.9.
Training iterations are set to 20,000.

During training, the cross-entropy loss function was
used for the classification task and the SmoothL1 loss
function [12] was used for the regression task. For RPN
training, we set up nine anchor boxes with three different
aspect ratios and sizes. +e process of mapping these boxes
to the original images generated about 20,000 anchors,
which were then filtered according to the confidence levels
calculated using NMS with a threshold of 0.7. +e pro-
portion of overlap between an anchor and a ground truth
object was calculated according to the intersection over
union (IOU), and all anchors with IOU≤ 0.7 were desig-
nated as positive samples containing a text region, while
those with IOU≤ 0.3 were designated as negative samples
containing no text region. +en, in these anchors, 128
positive samples and 128 negative samples were selected
respectively for training. +e loss of the RPN is mainly
composed of a classification prediction loss Lclass based on
the probability pi of predicting the i-th anchor as a target
according to the i-th ground truth label p∗i , which is set to 1
for a positive sample and set to 0 otherwise, and a regression
prediction loss Lregressioin based on the four coordinate pa-
rameters ti � tx, ty, tw, th  of the i-th predicted bounding
box, where the subscripts refer to the x and y center co-
ordinates and the width w and height h of the bounding box,
and the four coordinate parameters t∗i � t∗x, t∗y, t∗w, t∗h  of the
i-th ground truth box. Accordingly, the loss function is
defined as follows:

L pi , ti (  � Lclass pi, p
∗
i(  + Lregression ti, t

∗
i( ,

Lclass pi, p
∗
i(  �

1
Ncls


i

−log[ p
∗
i pi +( 1 − p

∗
i )( 1 − pi ) ],

Lregression ti, t
∗
i(  � λ

1
Nreg


i

p
∗
i SmoothL1( ti − t

∗
i ),

SmoothL1(x) �
0.5(|x|)

2
, if |x|< 1,

|x| − 0.5, otherwise.

⎧⎪⎨

⎪⎩

(4)

Here, Ncls is the minimum number of each input batch
of predicted bounding boxes, λ is a balancing parameter that
both Ncls and Nreg terms are approximately equally
weighted. We set it to the default value of 10, and Nreg is the
number of anchor boxes. Furthermore, the elements of ti

and t∗i are subject to the following special definitions:

tx �
x − xa( 

wa

,

ty �
y − ya( 

ha

,

tw � log
w

wa

 ,

th � log
h

ha

 ,

t
∗
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x
∗
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wa

,
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∗
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y
∗

− ya( 

ha

,

t
∗
w � log

w
∗

wa

 ,

t
∗
h � log

h
∗

ha

 .

(5)

Here, all terms with the subscript a represent the
standard parameters of an anchor box. Minimizing the loss
function yields predicted bounding box parameters that are
arbitrarily close to ground truth box parameters.

In this paper, we use mean average precision (mAP) to
evaluate the performance of the model. It contains two very
important evaluation measures: precision and recall. +ey
are defined as follows:

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
,

(6)

where TP, FP, and FN are true positive, false positive, and
false negative, respectively. With precision and recall, P − R

curve for a category is plotted and then we calculate the area
under the curve to get the average precision (AP) value for
that category. +e mAP is a measure of the detection ac-
curacy of the model by calculating the mean AP of all
classifications. It is defined as follows:

mAP �
1
m



m

i�1
AP(i), (7)

where m is the number of categories in the dataset. +e
higher the mAP value, the better the overall performance of
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the model and the more accurate the prediction for each
class will be.

4.2. Comparison of Different Networks. First of all, we
evaluated the predication performance of different networks:
faster R-CNN with VGG16 [23], SSD, YOLOv3, and
YOLOv4, and all these networks were trained with same
dataset segmentation strategy. Table 1 shows the perfor-
mance of different networks under the same evaluation
criteria. We can observe that our proposed improved net-
work significantly outperforms the other networks in
detecting categories, add and sub. Although the AP value is
slightly lower than that of the SSD model when detecting
category, text, the mAP value of our method is higher. +is
indicates the overall better performance of our model.

To validate the advantages of our proposed feature
enhancement module and design of deeper feature extrac-
tion structure, the comparison of the visualized detection
results based on the same testing dataset between our im-
proved method and the unimproved method (faster
R-CNN) is shown in Figure 6. +e results demonstrate that
the unimproved method also has the phenomenon of
omission inspection and erroneous inspection, such as
undetected text object and treating patterns as text in the
image. But our improved algorithm gains better perfor-
mance. +erefore, our study is of relevance.

4.3. Effect of Feature Enhancement Module. Our module is
essentially a multiscale detection method. So, we further
explored the effect of our proposed multiscale module. We
compare five variants: our proposed feature enhancement
module, module only using 3 × 3 convolution layer, module
only using 5 × 5 convolution layer, module only using 7 × 7
convolution layer, and our proposed multiscale module
which adds 1 × 1 convolution layers following 3 × 3 con-
volution layer, 5 × 5 convolution layer, and 7 × 7 convolu-
tion layer, respectively.

All these variants were trained under the same condi-
tions. In Table 2, it can be learned that our proposed
multiscale module is superior to other structures. +is il-
lustrates that multiscale convolution is more effective for the
network to extract feature information at different scales,
and the fusion of this feature information can play the role of
feature enhancement.

5. Expanded Applications

Based on the high-precision detection effect of our proposed
method, our detection results can also be applied to text
recognition. So, in this article, we give some extended ex-
periments on text recognition. +e experiment consists of a
total of two stages, character segmentation, and character
recognition, each of which is described as follows.

5.1. Character Segmentation. +e character segmentation
stage applies a projection-based text character segmentation
method to segment the extracted text instances into

independent character instances. As illustrated in Figure 8,
projection-based character segmentation obtains pixel dis-
tribution information in the vertical or horizontal direction
by projecting a binary image vertically or horizontally and
segments characters in the detected text region based on the
characteristic peaks and valleys in the pixel distribution.
Here, the Otsu [26] binarization method is applied to the
text region in Figure 8(a) detected in the previous step to
generate the binary image in Figure 8(b), which assigns
background pixels a value of 0 and foreground pixels rep-
resenting text a value of 1. +e vertical projection of
Figure 8(b) is shown in Figure 8(c), from which a statistical
pixel distribution map is obtained. +e peaks and valleys in
the pixel distribution map are then employed to obtain the
character segmentation shown in Figure 8(d).

5.2. Character Recognition. +e character recognition stage
applies a deep CNN to recognize the character instances
extracted in the previous stage. Each of the abovementioned
character segments obtained in the previous step is then
classified using a D-CNN with the structural framework
illustrated in Figure 9. Here, convolution and pooling are
again employed for feature extraction, and a softmax layer is
applied for calculating the probability for each category
outcome, and the corresponding categories are output
according to the established probabilities.

In prepossessing, we specifically prepare the dataset for
character recognition. It consisted of screenshots of char-
acters in the open source Chinese character dataset collected
from natural scene images and four Chinese typeface font
libraries (Arial, msyhl, msyh, and STLITI). All images were
enhanced according to the same process applied to the
dataset in the object detection stage. +e training time of the
D-CNN was streamlined by selecting 57 categories of
Chinese characters during the training phase and converting
all images to normalized grayscale images composed strictly
of 32× 32 pixels, which yielded a total of 21463 images.

In training, dataset in character recognition was ran-
domly shuffled, and 60% of the characters in the dataset were
employed for the training dataset, while the remaining 40%
were evenly divided among the validation dataset and testing
dataset. +e learning rate was initially set to 0.0001 and the
number of training iterations was limited to 500. Taking into
account the computing power available during D-CNN
training, a tensor of 64 images was input at each iteration. In
addition, a multiclass cross-entropy function (as shown in

Table 1: Detection performance of different networks trained for
the three target categories, including text symbols (text), the plus
symbol “+” (add), and the minus symbol “−” (sub), based on the
average precision (AP) obtained for the testing dataset.

Networks
Class (AP)

Text Add Sub mAP
Faster R-CNN 0.9091 0.9131 0.7597 0.8606
SSD 0.8449 0.9432 0.6295 0.8059
YOLOv3 0.9923 0.7907 0.6503 0.8111
YOLOv4 0.8565 0.6743 0.6257 0.7188
Our 0.9085 0.9986 0.7882 0.8984
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equation (8)) was employed owing to the multiclass clas-
sification task involved. Finally, we adopted Adam opti-
mization [27] during training, which can adaptively adjust
the learning rate of each parameter, using estimations of the
first moment and second moment of the gradient, to allow
for relatively stable variations in the parameters.

Loss �
1
N


i

− 
M

i

yiclog pic( ⎡⎣ ⎤⎦
⎧⎨

⎩

⎫⎬

⎭. (8)

+e loss obtained by the proposed character classifier
from equation (8) during training and validation and its
accuracy values obtained during training, validation, and
testing are, respectively, presented in Figures 10(a) and 10(b)
with respect to the number of iterations. We note from
Figure 10(a) that the loss of our character classifier decreases
very rapidly to nearly 0 after only about 100 iterations for
both the training and validation datasets. Correspondingly,
we also note from Figure 10(b) that the accuracy values
rapidly approach 99.89%, 96.30%, and 97.99% with

increasing iterations for the training dataset, validation
dataset, and testing dataset, respectively, where values are
presented in the latter case only for every 5th iteration.

6. Summary

+is paper addressed the unique challenges associated
with the application of object detection for kitchen ap-
pliance scene images by proposing an improved network
based on faster R-CNN. We put forward D-RPN struc-
ture that improved RPN in the faster R-CNN. It consists
of a series of feature enhancement modules and these
modules reconstructed a U-shaped network structure.
Proposed feature enhancement modules use the multi-
scale feature reinforcement method that fuses features
extracted from 3 × 3, 5 × 5, and 7 × 7 convolution layers,
respectively. +e multiscale feature enhancement mod-
ule outperforms the other module using single-scale such
as only 3 × 3, 5 × 5, and 7 × 7 convolution layers. In
addition, experiments show that our D-RPN structure

Eg.1

Eg.2

Eg.3

Eg.4

(a) (b) (c)

Eg.5

Eg.6

Eg.7

Figure 6: Visualized detection results between our improved method and the unimproved method (faster R-CNN). (a) Original images.
(b) +e results of the unimproved method. (c) +e results of our improved method.

Table 2:+e results of all variants which were trained under the same conditions.+e respective AP values for categories Text, Add, and Sub
are used as indicators for evaluating each model.

Networks Only 3∗ 3 Only 5∗ 5 Only 7∗ 7 Adding 1∗ 1 Our
Frame diagram Figure 7(a) Figure 7(b) Figure 7(c) Figure 7(d) Figure 3
Text (AP) 0.9090 0.9091 0.9071 0.9081 0.9085
Add (AP) 0.9147 0.9920 0.9970 0.9923 0.9986
Sub (AP) 0.7759 0.7642 0.7394 0.7042 0.7882
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Figure 7: Structural diagram of four variants we set: (a) module only using 3× 3 convolution layer; (b) module only using 5× 5 convolution
layer; (c) module only using 7× 7 convolution layer; (d) our proposed multiscale module which adds 1× 1 convolution layers following 3× 3
convolution layer, 5× 5 convolution layer, and 7× 7 convolution layer.
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Figure 8: Projection-based character segmentation: (a) object region detected in the previous object localization step; (b) binary image of
(a); (c) pixel distribution map obtained from the vertical projection of (b); (d) character segmentation obtained according to the peaks and
valleys in the pixel distribution map in (c).
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acquires 0.8984 mAP value and performs better com-
pared to other state-of-the-art object detection methods
such as faster R-CNN, SSD, YOLOv3, and YOLOv4.
Ultimately, our high-precision target detection method
can also be applied to text recognition, also with good
results.

Although we have achieved satisfactory results with our
proposed approach, there are a lot of works to be done. In
terms of dataset, we need more data of kitchen appliance
control panel to improve the generalizability of the model
and reduce the risk of overfitting. In terms of feature ex-
traction, VGG16 is not necessarily the best backbone
feature extraction network. +erefore, we need to research
the influence of other backbone feature extraction net-
works on the accuracy of the model, for example, ResNet-
50 and ResNet-101. Finally, there is a data imbalance
problem in our dataset. For instance, the text symbols (text)
always have much more than the plus symbols (add) and
minus symbols (sub). However, we tried to use the focal
loss function but did not get the results we expected, so we
still need to study the data imbalance problem in our future
work.
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With the rapid development of the service sector in economic growth, productive service industry has become a growing field of
people’s attention. Agricultural productive services are a supporting point to promote the development of modern agriculture,
and at the same time, they also point out the direction for promoting the transformation of the agricultural development mode,
which has very important strategic significance. In order to analyze and improve the rural productive service system and solve the
“three rural” issues, this article designs an agricultural productive service analysis framework from the perspective of farmers,
statistics of the investment in agricultural productive services in a certain region from 2015 to 2019, the expenditure of agricultural
productive services in agriculture, forestry, fishery, and animal husbandry, and per capita wage income and operating income of
farmers in the area under agricultural productive services, and in the process of agricultural production, farmers need agricultural
productive services from the perspective of the whole process, land preparation, seeding, pest control, fertilization, and harvesting
risks. /e data in this experiment are stored in a distributed manner through the block chain, and the data are stored in the
corresponding part in the chronological order; the data are transmitted to the edge server of the experimental network in the way
of point-to-point transmission, and then edge computing technology is used to calculate and analyze the data collected in the
experiment. /e final result shows that, in this region, the input of the main agricultural producer service industry is growing very
fast, the scale of productive services is expanding, and more and more attention is paid to the producer services in the process of
agricultural production, but the internal composition of agricultural producer services is unbalanced. With the continuous
improvement of the scale of agricultural productive services, the per capita income of farmers and the per capita income of
management are also increasing year by year.When the scale of agricultural productive services reaches 0.09 in 2019, the per capita
wage income of farmers has reached 3900 yuan, and the per capita income of farmers has reached 3750 yuan. And in the
perspective of various risks in agricultural production, the higher the risk coefficient, the stronger the risk preference of farmers
and the higher the risk investment in agricultural production services.

1. Introduction

1.1. Background Meaning. /e producer service industry is
an important part of modern agriculture, and it plays a very
important role in the external effects of agriculture,
broadening the income channel, and adjusting the structure
of the agricultural industry [1]. With the development of
agricultural modernization, farmers’ demand for agricul-
tural productive services has become more and more urgent.
In recent years, the state has attached great importance to the
development of agricultural productive services and has

continuously introduced encouraging policies. /e devel-
opment of modern agriculture requires a more complete and
professional agricultural production process, which provides
opportunities for the development of agricultural productive
services. /e coordinated development of agricultural
productive services and the comprehensive development of
the first, second, and tertiary industries in rural areas are
objective requirements for realizing medium-scale agricul-
tural operations, improving agricultural efficiency, and in-
creasing farmers’ incomes and are important measures to
realize the transformation from small to large [2]. /e

Hindawi
Mathematical Problems in Engineering
Volume 2020, Article ID 6667956, 9 pages
https://doi.org/10.1155/2020/6667956

mailto:mkck1112@126.com
https://orcid.org/0000-0002-8335-209X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/6667956


continuous advancement of our country’s urbanization has
released rural labor and increased the nonagricultural in-
come of the peasants, and professional agricultural pro-
ductive service organizations have developed rapidly. In
order to analyze the economic benefits brought by the ag-
ricultural productive service system to the rural areas and
farmers, we conducted research on the agricultural pro-
ductive service system based on the block chain and edge
computing. In addition, the computing edge of the edge
server is closer to the terminal device, and the performance
of the service device is relatively low. However, this server
supports multiple communication protocols and provides
distributed computing functions, which effectively improves
the efficiency of the experiment and saves the time for
calculating data.

/e tertiary industry, that is, the service industry, plays
an increasingly important role in economic development,
and the agricultural productive service industry is an im-
portant part of the entire service industry. /e development
of the agricultural productive service industry has allowed
breakthroughs in the traditional, primary, and tertiary in-
dustries, allowing the integration and penetration of agri-
culture and the service industry to achieve common
development. Promoting the development of agricultural
productive services will help improve the efficiency of ag-
ricultural production, increase the income of farmers, and
promote the optimization and upgrading of the agricultural
industry structure. Agricultural production services based
on agricultural professional cooperatives can solve various
problems in the development of modern agriculture in terms
of capita, technology, and management.

1.2. Related Work. At present, many scholars have con-
ducted relevant research on the agricultural productive
service system. Jia-Ni researched the development of agri-
cultural productive services in Suqian from five aspects and
provided references for the further development of agri-
culture [3], but the experimental data of the research were
incorrect, and the experimental results were inaccurate.
Ming et al. used the tobit model to analyze the impact of
agricultural production service segmentation on agricultural
production efficiency [4], but the experimental model of this
method has errors, and the experimental results are unre-
liable. Yingming et al. used the ordinary least-squares
stepwise regression method to analyze the correlation be-
tween the farmland scale and agricultural production ser-
vices [5], but the data calculation process of this method is
too complicated. Tian et al. used the entropy method and the
degree of coordination to measure the degree of coordi-
nation between agricultural productive services and the first,
second, and tertiary industries of agriculture and studied the
geographical distribution characteristics of the degree of
coordination between the two [6], but the experimental
study of data too jumbled. Zhu et al. constructed a mea-
surement index system for the producer service industry and
used the coupling coordination model to measure the ex-
tension of the agricultural industry chain and the coupling
coordination between the producer service industry and

rural education [7], but the experimental procedures of this
study are too complicated and not easy to operate. Wu and
Chen analyzed the demand factors of the agricultural pro-
ductive service industry and evaluated them [8], but the
experimental subjects selected in this study were too one-
sided, and the analysis of the experimental results was not
comprehensive enough. Zhang and Sun analyzed the status
quo of the development of agricultural productive services in
our country, deeply analyzed the root causes of the backward
development of agricultural productive services, and pro-
posed a systematic optimization process from the per-
spective of system reform [9], but the research only has
theoretical analysis, and there is a lack of data to prove the
reliability of the results. Gao and Zhang compared the
evaluation of the supply and demand status of agricultural
productive services by three types of farmers and the
farmers’ demand for productive services [10], but the ex-
perimental objects and data in this study were too few to
provide a strong proof for the experimental results. /e
above studies have certain flaws. Based on this, we have
made certain improvements to the above studies and studied
the agricultural productive service system of block chain and
edge computing.

1.3. Innovation of this Article. /is article counts the input
and expenditure of agricultural productive services in a
certain area, the income of farmers under agricultural
productive services, and farmers’ demand for agricultural
productive services; from the perspective of farmers, re-
search the agricultural productive service system based on
block chain and edge algorithms. /e innovations of this
article are reflected in the following aspects: (1) use block-
chain technology as a method of data storage to ensure data
stability and security; (2) use edge computing technology to
carry out related techniques and analysis of experimental
data, which saves the calculation time of experimental data,
improves the efficiency of the experiment, and has certain
advantages in data security and privacy protection; (3) from
the perspective of farmers, the analysis of agricultural
productive services is in line with the development of the
current national conditions, which is of great significance to
promote the development of rural economy and realize a
well-off society in an all-round way.

2. Related Technologies for Research on the
Agricultural Productive Service System

2.1. Block Chain. Block chain is a data chain structure
similar to the distributed ledger; it stores the data in the
corresponding blocks in a chronological order and connects
all the blocks and uses cryptography principles to realize
encryption protection to ensure that economic data are not
tampered with. As a distributed ledger, the block chain is
usually managed by a peer-to-peer network that complies
with internode communication and verification of new
block protocols. Block chain enables us to have a distributed
peer-to-peer network in which nontrusted members can
interact with each other in a verifiable manner without a
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trusted intermediary [11]. /e block chain is mainly used to
store data, and data can be written and stored here, so the
block chain is a database. Chain block chains are classified as
public, private, and union chain strands, in which three types
have their own characteristics but also overlap each other in
place, users can choose different types of blockchains
according to their needs. /e basic framework of the block
chain is composed of the data layer, network layer, con-
sensus layer, incentive layer group, contract layer, and
consensus layer. Economic incentive strategies and smart
contracts based on the time chain link structure, distributed
node consensus mechanism, and consensus concept are the
most representative innovations in block chain technology.
Data layer, network layer, and basic layer are a consensus
architecture block chain, and the absence of any portion of
block chains cannot be called complete; the incentive layer,
contract layer, and application layer are mainly used to build
decentralized applications and are not a necessary part of
block chain design.

/e block chain does not have a central node, and every
node in it is equal, and no node can handle or control other
nodes. It is a series of data blocks containing information for
a digital document timestamp which cannot be tampered
with once it is labeled. Block chain is an open, distributed
ledger that can record transactions securely, permanently,
and very efficiently [12, 13]. In block chain technology, data
are permanently stored in partitions, generated in a chro-
nological order, and linked to the chain. Each chain records
all transaction information generated during its creation.
Each data block contains data, the hash value of the current
block, and a hash value of the previous block of three parts,
stored in the block depending on the type of section. Block
chain represents a novel application of cryptography and
information technology in the old problems of financial
record keeping [14, 15]. After the block chain uses the peer-
to-peer network, everyone can join; when someone enters
the network, the person will get a copy of the entire block
chain, and this person can verify the legality of all of the
block chains, and constant verification is successful; each
block will add a new block in their chain, so everyone reaches
a “consensus.” Block chain is a new type of information
technology, which combines many existing technologies to
achieve unique functions and has important applications in
the future [16].

2.2. Edge Computing. Edge computing is a new type of
distributed computer architecture that performs computing
functions at the edge of the network. In order to ensure the
quality of service while processing large amounts of data for
cloud computing, edge computing has been developed [17].
Edge computing technology can effectively help smart ter-
minals improve their computing capabilities and participate
in the consensus algorithm of the block chain. Edge com-
puting technology is considered to be one of the key
technologies to realize the vision of the future Internet of
/ings and the fifth-generation communication technology
(5G). Its purpose is to provide a networked environment
with large-scale connections, high access speeds, and low

latency. Integrating edge computing technology into the
framework of the block chain can effectively enhance the
computing power of smart terminals, thereby helping to
solve the problem of proof of work. It combines computing
edge nodes with the network to form a “device terminal-
device edge cloud” architecture. Each level can provide the
required resources and services for the application, and the
application can choose the best configuration according to
the needs. /e architecture of edge computing is based on
location-based mobility requirements, which improve sys-
tem performance and service quality. It integrates inde-
pendent scattered resources adjacent to users in the space or
distance between networks and provides computing, stor-
age, and network services for applications. /is decentral-
ized architecture can bring data analysis closer to users,
process huge amounts of data more efficiently, and provide
users with good service quality.

Edge computing can provide the user terminal equip-
ment storage and computing and network services; cloud
computing is extended at the edge of the network, and
because of its unique performance advantages, it has been
duly noted by scholars and technicians. Edge computing has
the characteristics of solving response time requirements,
battery life limitations, saving bandwidth costs, and data
security and privacy [18–21]. /e computing and storage
nodes of edge computing are located at the edge of the
internet, close to mobile devices or sensors [22]. It can
deploy servers at the edge of the network and can share and
upload some simple services requested by users to various
local edge servers, the task calculation and data storage
functions are completed through the edge server, and it is no
longer necessary to upload to the cloud data center through
the core network for processing. Consider uploading to the
cloud data center for processing for relatively large data or
data with relatively complex calculations. /ese operations
reduce the bandwidth pressure of the cloud data center,
reduce the possibility of data link congestion and failure, and
improve the link capacity, which can improve the computing
power of mobile devices while saving battery power [23].
And the edge server in the edge computing is closer to the
terminal device and has unique advantages in data security
and privacy protection.

2.3. Agricultural Productive Services. Agricultural produc-
tive services involve the entire agricultural production
process, directly or indirectly providing nonpublic welfare
services to all agricultural products in various production
and management links before, during, and after production.
Agricultural production of the service is the “separation of
powers” product stage, and it belongs to large-scale oper-
ation services; agriculture is one of the methods of scale
operations. /e main feature of the agricultural productive
service industry is based on intermediate inputs, which
involve the exchange of knowledge and capita and provide
customized services for participants [24]. Agricultural
productive service is a typical model in practice, with re-
gional characteristics, and the main body of its service is
farmers’ professional cooperatives. /e development of our
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country’s agricultural regions is not balanced, and there are
differences in the degree of development of productive
services in different regions and different agricultural pro-
duction sectors. /e agricultural productive service industry
is the support point to promote the development of modern
agriculture, and it also points out the direction for pro-
moting the transformation of the agricultural development
mode. Different from the consumer goods service industry,
the producer service industry is a service provided by en-
terprises, nonprofit organizations, and the government to
provide products and labor in the production process, rather
than providing end-to-end services to the final consumer.
Some people think that agricultural productive services are
equivalent to agricultural socialized services [25], which can
increase agricultural labor productivity. Although the ag-
ricultural productive service industry does not directly in-
volve production activities or material conversion processes,
every production link in agriculture is inseparable from the
productive service industry.

With the development of agricultural production today,
the demand for productive services in agricultural pro-
duction is becoming increasingly diversified and multilay-
ered [26]. With the rapid development of the agricultural
productive service industry, various agricultural organiza-
tions are moving towards the new service mode step by step
bymeans of market inspection and innovation and gradually
become diversified, systematic, and specialized. At the same
time of rapid development, the development of agricultural
productive services has also ushered in a new situation,
which has begun to show diversified network nodes and
become more and more mature, providing more service
subjects for agricultural activities [27]. Under the guidance
of the government’s incentive, diversified service organi-
zations have been widely extended to agricultural produc-
tion, integrating the resources in the process of agricultural
production, and various services have been continuously
extended, have been learned from each other, and have
constantly promoted their own improvement and progress.
/e development of the operation model of our country’s
agricultural producer service industry continues to mature,
and it mainly includes the public agricultural service model
led by the government agricultural department, the social-
ized service model based on agricultural cooperatives and
industry associations, a service model with leading enter-
prises as the backbone, the operation model represented by
the service model with the agricultural market as an im-
portant platform, and the innovative development model of
the traditional agricultural productive service industry.

2.4. ,ree Rural Issues. “/ree rural” is a collective term for
“rural, agriculture, and farmers,” and the main problems of
“three rural” refer to the problems that exist in the overall
composition of these three. “Agriculture, rural areas, and
farmers” is the top priority of the party’s labor agenda, and it
is related to the overall status of socialist modernization with
Chinese characteristics [28]. /e issue of “agriculture, rural
areas, and farmers” accompanied the progress of China’s
revolutionary construction and reform and received great

attention from successive leaders. It is closely related to the
overall quality of the people and economic stability and is
directly related to social development. Strengthening the
research on the “three rural” issues is the basis for realizing
rural stability and rural economic development. We must
pay attention to major issues in real life and go deep into the
forefront of agricultural production governance [29]. /e
current development of “agriculture, rural areas, and
farmers” faces many problems: the development of agri-
culture affects the simultaneous development of the four
modernizations, rural areas have a great influence on the
construction of a well-off society, and the uncoordinated
development of towns and villages makes it very difficult to
alleviate poverty. In the current national conditions, China is
still a country with a large population, and the peasants are
the most populous group in our country. Our country at-
taches great importance to the development of agriculture,
but our country’s agricultural production fluctuates greatly,
the development of agricultural science and technology is
not fast enough, the competitiveness of agriculture is not
strong enough, the development of rural economy is
backward, and the gap between urban and rural areas is still
very large. In order to achieve the coordinated development
of urbanization and new rural construction, we must attach
great importance to the “three rural” issues [30]. Only by
comprehensively solving the “three rural” issues can we
build a more complete and prosperous society that benefits
all farmers.

3. Agricultural Production Service-
Related Experiments

3.1. Data Collection. /is experiment is based on the sta-
tistics of agricultural production service capita investment in
a certain area from 2015 to 2019, analyzes the development
of agricultural productive services in the region, such as the
expenditure on agricultural productive services and the per
capita income of farmers in the region under agricultural
productive services, and analyzes farmers’ demand for ag-
ricultural productive services from the risk perspective of the
whole process, land preparation, sowing, pest control, fer-
tilization, and harvesting.

3.2. Agricultural Productive Service Analysis Framework.
In agriculture-related research, the production function is
generally defined as F(K, T), where K is the capita element
and T is the labor factor; in this experiment, for the con-
venience of analysis, the capita input S used to purchase
agricultural productive services is separated from the capita
element./e capita investment used to purchase agricultural
productive services is S(α), the production function be-
comes F(K, T, S(α)), the farmer’s utility function R(π, q)

also becomes the expected utility function E[R(ω + π), q], ω
is the initial wealth of the farmer, π is the profit of the
farmer’s agricultural production, and q is the characteristic
variable of the farmer’s family. /e expected utility function
of farmers in this experiment is,
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E[R(ω + π), q] � E[R(ω + PQ − W), q]. (1)

In the above formula, π is the profit, P is the product
price, Q is the product quality, and W is the input cost of

each element. Substituting the production function into
formula (1), it can be changed to solve the problem of
maximizing farmers’ utility:

MaxE[R( π ), q] � MaxE R(ω + PF( K, T, S(α) ) − ( X1K + X2T + X3S( α ) ) , q . (2)

X1, X2, and X3 are the unit prices of capita, labor, and
productive services, respectively. Find the partial derivative
of formula (2):
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(3)

To obtain the optimal solution to formula (3), the de-
mand function of farmers for agricultural productive ser-
vices can be obtained:

Y3 � Y X1, X2, X3, P, R, α( . (4)

According to the above formula to analyze the farmers’
input demand for agricultural productive services, according
to formula (4), we can know that when Y3 � Y, the farmers’
input demand for agricultural productive services has an
optimal solution.

4. Development of Agricultural
Productive Services

4.1. Investment in Agricultural Productive Services. In order
to study the development of agricultural productive services,
this study analyzes the development of agricultural pro-
ductive services in a certain area from the three perspectives
of structure, overall, and space. /e experimental data in-
cludes statistics on agricultural investment in the region’s
main productive service industries from 2014 to 2019, and
the percentage of the region’s agricultural, forestry, fishery,
and animal husbandry production service expenditures in
total expenditures. Table 1 shows the statistics of the main
industries of productive services invested in agriculture in
the region from 2014 to 2019.

According to the data in Table 1, we can see that, during
the period 2014–2019, the main industries of productive
services in the region increased in agriculture. By 2019, the
investment in the logistics industry reached 128.61 billion
yuan, retail investment reached 13.86 billion yuan, financial
investment reached 127910 million yuan, scientific and
technological investment reached 56.55 billion yuan, and the
information service input was relatively small, only 13.36
billion yuan. In order to observe the investment of agri-
cultural productive services in the region more intuitively,

we calculated the data in the table and obtained the annual
investment situation compared with the last year as shown in
Figure 1.

According to the data in Figure 1, we can see that the
logistics industry’s investment in agricultural productive
services in 2017 increased by 49.13 billion yuan over the
previous year; in 2018, the retail and financial industries
invested 43.19 billion yuan and 44.33 billion yuan in agri-
cultural productive services. /e logistics, retail, and fi-
nancial industries invest more in agricultural productive
services, while other industries invest less in agricultural
productive services. It can be seen that the investment in the
main industries of agricultural productive services in this
area has grown very fast, but the internal composition of the
agricultural productive service industries is not balanced.

4.2. Expenditure of Agricultural Productive Services in Agri-
culture, Forestry, Fishery, andAnimalHusbandry. /is study
analyzes the expenditure of agricultural productive services
in the region from the agriculture, forestry, fishery, and
animal husbandry. Statistics of expenditure on agriculture,
forestry, fishery, and livestock production services in the
region from 2015 to 2019, and the results are shown in
Figure 2.

According to the data in Figure 2, we can see that the
area’s expenditure on agricultural, forestry, fishery, and
animal husbandry in 2015 accounted for 10.72% of the total
expenditure on agriculture, forestry, fishery, and animal
husbandry; expenditure in 2016 accounted for 10.91%, an
increase of 0.19% over the previous year; expenditure in 2017
accounted for 12.15%, an increase of 1.24% over the previous
year; expenditure in 2018 accounted for 14.59%, an increase
of 2.44% over the previous year; and expenditure in 2019
accounted for 15.17%, an increase of 0.58% over the previous
year. It can be seen that the scale of agricultural productive
services in the region is constantly expanding, and the
importance of productive services in the agricultural pro-
duction process is increasing.

4.3. Per Capita Income of Farmers under Agricultural Pro-
ductive Services. In recent years, the strong growth of ag-
ricultural productive services has promoted the
development of the rural economy. /e agricultural pro-
ductive service system is increasingly integrated. /e agri-
cultural productive service field has been expanded to
preproduction and postproduction services, and agricultural
foreign investment has increased significantly. /is study
counts the farmer’s per capita wage income, farmer’s per
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capita operating income, and the scale of agricultural pro-
ductive services in the region from 2015 to 2019./e specific
situation is shown in Figure 3 (unit: yuan).

According to the data in Figure 3, we can see that, from
2015 to 2019, as the scale of agricultural productive services
continues to expand, the per capita income of farmers’ wages

Table 1: Statistics on the input of agricultural productive services in a certain place from 2015 to 2019 (unit: billion).

Year Logistics Retail Financial Technology Information service
2014 814.3 697.4 413.8 142.5 50.9
2015 903.9 781.9 441.4 234.5 65.7
2016 857.9 752.3 416.3 358.1 137.7
2017 1349.2 955.2 541.5 643.8 248.3
2018 1154.8 1387.1 984.8 561 277.4
2019 1286.1 1328.6 1179.1 605.5 133.6
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Figure 1: /e input of agricultural productive services.
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Figure 2: Agricultural, forestry, fishery, and animal husbandry production service expenditures.
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and per capita income of operators have also increased year
by year. When the scale of agricultural productive services
reached 0.09 in 2019, the per capita wage income of farmers
had reached 3900 yuan, and the per capita income of farmers
had reached 3750 yuan.

4.4. Farmers’ Demand for Agricultural Productive Services
from the Perspective of Risk. Set the interval of the farmers’
risk preference index to [0, 2]; among them, the closer the
risk preference characteristic index is to 2, it means that the
more risky and willing the farmers are to make venture
capita. On the contrary, it means that farmers tend to avoid
risks. Analyze the risk appetite investment of farmers in the
whole area of agricultural production, land preparation,
seeding, pest control, fertilization, and harvesting for every
0.5 risk preference interval. /e statistical risk investment
data are shown in Figure 4 (unit: yuan/mu).

According to the data in Figure 4, we can see that, as the
risk appetite index increases, the more farmers prefer risk
and the more venture capita they invest in agricultural
productive services. In the case of different links, farmers’
risk investment in harvesting is the most, which is more than
703 yuan/mu, and the total investment is 2983 yuan/mu, and
the risk investment in fertilization is the least, basically less
than 3 yuan/mu, and the total investment is 4.853 yuan/mu.

5. Conclusions

Agricultural production services for modern agriculture are
very important; after years of development, coupled with the
support of relevant government policies, the development of
agricultural production of various types of services has
achieved remarkable results. /e differentiation of farmers
has led to the diversification of the main body of agricultural
production in our country, and the requirements for
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agricultural productive services have gradually increased. At
the same time, it is necessary to realize that there is still an
imbalance between the supply and demand of agricultural
productive services, and the construction of the agricultural
productive service system is still a long-term process.

In this study, the input of agricultural productive services in
a certain region, the expenditure of agricultural productive
services in agriculture, forestry, animal husbandry, and fishery,
the farmers’ per capita wage income and per capita operating
income under the agricultural productive services, and the
farmers’ demand for agricultural productive services from the
perspective of various risks in the process of agricultural pro-
duction analyze the impact of agricultural productive services
on the economic benefits of the region and the development of
agricultural productive services in the region. Finally, according
to the experimental results, the region’s investment in agri-
cultural productive services is growing very fast, and the scale of
agricultural productive services is getting higher and higher, but
the internal composition of the agricultural productive service
industry is imbalanced. With the increase in the scale of ag-
ricultural productive services, the per capita wage income and
per capita operating income of farmers in this area are also
increasing, and from the perspective of risk, the higher the risk
index, the stronger the preference of farmers for the risk, the
greater the demand for agricultural productive services, and the
greater the risk investment in agricultural productive services.

/is research on agricultural productive services based on
block chain and edge computing is fairly successful, but this
research still has shortcomings in some aspects and needs later
improvements: (1) in this study, only productive agriculture of
service in the time direction of a particular area is analyzed;
posttest services for agricultural production will be the number
of areas of comparative analysis in the spatial direction; (2) in
this study, the analysis of the agricultural production of the
services is not comprehensive enough, and in later experiments,
one can perform analysis from other productive agricultural
service indicators; and (3) this study is lacking in consideration
of endogenous issues, and later experiments can use a larger
sample of panel data for analysis.
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Recent development of artificial intelligence (AI) technology enquires the traditional power grid system involving additional
information and connectivity of all devices for the smooth transit to the next generation of smart grid system. In an AI-enhanced
power grid system, each device has its unique name, function, property, location, and many more. A large number of power grid
devices can form a complex power grid knowledge graph through serial and parallel connection relationships. +e scale of power
grid equipment is usually extremely large, with thousands andmillions of power devices. Finding the proper way of understanding
and operating these devices is difficult. Furthermore, the collection, analysis, and management of power grid equipment become
major problems in power grid management. With the development of AI technology, the combination of labeling technology and
knowledge graph technology provides a new solution understanding the internal structure of a power grid. As a result, this study
focuses on knowledge graph construction techniques for large scale power grid located in China. A semiautomatic knowledge
graph construction technology is proposed and applied to the power grid equipment system. +rough a series of experimental
simulations, we show that the efficiency of daily operations, maintenance, and management of the power grid can be
largely improved.

1. Introduction

In the era of big data and artificial intelligence (AI), a large
number of data from various sources are constantly gen-
erated from different perspectives of human lives [1–3].
Various AI powered service technologies are proposed
utilizing the existing big data to facilitate the current sus-
tainable smart city design, e.g., the development of smart
grid [4], smart building [5], smart communication systems
[6], and many more [7–9]. Such kinds of AI powered service
technologies include Internet of +ings (IoT) [10], cloud
computing [11], edge computing [12], the fifth-generation
(5G)mobile communication network [13], sensing networks

[14], social networks [15, 16], big data recommendation
systems [17], etc. Research on data characteristics and
correlations is demanded for deep analysis to make a more
comprehensive and accurate judgment [16, 17].

+e power grid system is usually a very complex and
huge system, especially for large countries, such as China
and the United States (USA). +ere are thousands of dif-
ferent types of basic devices existing in the current power
grid system [18, 19]. In China, the state grid power system
carried out data center construction since 2016, trans-
forming the existing power grid towards the next generation
smart grid system. As of January 2018, the total number of
equipment devices in operation in a provincial power grid is
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as follows: 2.17 million main network, 25.68 million dis-
tribution network, and 11.53 million low-voltage equipment
devices, a total of 29.83 million sets. +e total data storage
capacity is 560.48 TB, including 209.5 TB of structured data,
254.86 TB of unstructured data, 72.02 TB of real-time
measurement data, and 24.1 TB of online application data. In
the current condition with such a huge data volume, a
development of data visualization using knowledge graph is
highly demanded.

Based on the grid equipment database provided by the
State Grid China, this paper uses the AI-enhanced labeling
system to construct a knowledge graph model for facilitating
the grid management and search functions. +e model
construction process can be generally divided into data
collection, labeling, analysis, and application phases. +e
whole construction process is semi-automated with the help
of Neo4j [20]. +e proposed knowledge graph construction
model has the following contributions to both fields of
computer science and smart grid development.

+e developed knowledge graph system is greatly
helpful enhancing the stability and reliability of the
existing power grid system, the smart maintenance
system, and sharing the grid equipment utilization
information to a broad range of user groups.
+e knowledge construction process is semiautomatic
using the emerging data management tool named
Neo4j. +e entire construction process therefore is
more transparent and easier for implementation
compared to the traditional knowledge graph con-
struction approaches.
A graphic processor unit (GPU) optimized breath-first
searching algorithm is designed to output the internal
connection between any two nodes existing in the
knowledge graph. +e proposed searching algorithm is
optimized in terms of searching efficiency. According
to the experimental results, the proposed search al-
gorithm is two to three times faster than existing
algorithms.

2. Labeling Technology and Knowledge Graph

A labeling system refers to a summary of existing features of
a specific group of objects, where in the current context it is
referring to the grid equipment devices. In general, business
entities are labeled reflecting the business entities’ properties
from multiple perspectives. Particularly, the description of
the power grid equipment includes the perspectives of type,
voltage level, area, line, daily operation status, etc. Since the
description of a specific object from various perspectives is
difficult, a multilabeling system is proposed for grouping the
devices with similar properties.

Knowledge graph is a huge knowledge system built on the
semantic network. +e knowledge graph itself refers to an
emerging technology for large-scale knowledge management
and intelligent services in the era of big data [21]. +e
knowledge graph captures and presents the intricate rela-
tionship between domain concepts and connects the frag-
mented knowledge, which plays a vital role in applications such

as information retrieval, question answering, and visualization
[22, 23]. Ji et al. [24] introduced an adaptive sparse transfer
matrix for knowledge graph entity relationship linkages. +e
proposed “TranSparse” knowledge graph outperforms most
existing knowledge graph approaches. Song et al. [25] studied a
graph summarization framework to accelerate the knowledge
graph information search. Zheng et al. [26] proposed a meta
path-based knowledge graph, which extends entities using
entity set expansions (ESEs). Another famous example of
knowledge graph technique raised by Google is knowledge
expressing in documents [27]. +e knowledge graph is con-
structed based on wiki-data and freebase databases as well as
public databases [28]. Various sources of semantic search
information are utilized to enhance the effectiveness of search
engines [29].

+e equipment devices existing in the current power grid
lie in forms of network structures, which are easily inter-
preted using the knowledge graph. As a result, the knowl-
edge graph is constantly evolving and it has become an
efficient management tool for grid data. +e visualized
knowledge graph helps people understand massive infor-
mation much easier. In the knowledge graph, knowledge
exists in the form of entity-relationship-entity triplets, and
the relationship between entities and entities is presented in
the form of nodes and edges. +e knowledge graph provides
an ideal technical means for solving the problem of
knowledge islands in the power grid and improving the
service quality of the grid data center.

3. Constructing Power Grid Equipment
Portrait System

3.1. Constructing the Labeling System. +e labeling system of
the power grid equipment devices is constructed based on
the main business system of the power grid in China.
Corresponding to the profile of each power grid equipment
device, the labeling system is designed based on the historical
and current operating status of the equipment, the possible
future position of each device, the inspection, management
and maintenance status, and the operational quality of
various manufacturers. +e hierarchical relationship of the
grid equipment labeling system is shown in Figure 1.

From Figure 1, for each data piece collected from the
power grid, three levels of the labels can be assigned, namely,
the fact label, the model label, and the decision label.+e fact
label is the lowest level label, which most of the data pieces
should have. +e fact label is a fundamental fact that can be
easily extracted from the data. +e model label indicates the
most appropriate decision model for the data piece gener-
ating the decision label. Not all data pieces have the model
labels and decision labels. +e basic rules of generating the
labeling system include the following:

Standard rule: +e standard for generating labels for
each level must be consistent between different data
pieces.
Connection rule: +e total number of the children is
equivalent to the total number of parents; otherwise,
the division is incomplete or there are more children.
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Division rule: +e divided concepts cannot be com-
patible, and the genus concepts cannot be parallel.

Based on the above three basic rules of the labeling
system, the ultimate labels are determined based on the
extraction sources, data association relationships, and ex-
traction logics. +e difficulty and complexity of generating
rules increase gradually with the labeling level increment.

+ere are four updating strategies for the labeling
system:

(1) Updating strategy: +e updating cycles for different
labels are different. In general, an updating cycle for a
particular label can be real-time, monthly, or three-
monthly depending on the label type.

(2) Updating conditions: +is strategy establishes the
label updating trigger mechanisms based on the
properties of data pieces. For each label, the label
update is triggered under various situations.

(3) Updating authority strategy: +e authority strategy
determines the label updating authorization priority
sequence based on the classification levels of the
original data.

(4) Recycling strategy: +ere is also a label elimination
mechanism to delete useless labels to avoid wasting
resources.

+e knowledge graph construction process labels each
piece of power grid data following the above four strategies.
For data pieces that have multiple labels or conflicting labels,
the above four rules are re-visited to determine the highest
priority label for that particular data piece.

3.2. Data Preprocessing. +e construction of power grid
equipment portraits involves connectivity information
among the huge number of equipment devices. A robust and

efficient data processing framework/technique is demanded
to support data storage, analysis, and knowledge graph
construction. In this study, a three-layer data preprocessing
framework is proposed consisting of the data layer, the
preprocessing layer, and the analysis layer, as shown in
Figure 2.

3.2.1. 5e Data Layer. +e basic data required for the power
grid equipment portrait consists of two parts, namely, the
power grid system data and the third-party data, according
to the types of sources. Among them, the grid data mainly
includes equipment account data, equipment operation
data, and equipment management data. +e equipment
account data consists of the type, voltage level, name, in-
formation of the storage grid equipment, etc. Device op-
erating data is the voltage, current, active power, reactive
power, and events of the storage device during the opera-
tions. +e equipment management data stores work oper-
ation tickets, inspection reports, and maintenance reports
related to equipment operation and maintenance. In order
to further expand and label the power grid equipment data,
the relationships between grid energy production, con-
sumption, and environment data, as well as data from the
third-party entities, e.g., the national economic data or the
national meteorological environment data, are considered
externally wherever necessary. In this study, both grid data
and third-party data consist of structured data, semi-
structured data, and unstructured data.

3.2.2. 5e Preprocessing Layer. Above the data layer is the
data preprocessing layer. +e preprocessing steps for power
grid equipment data include collection, cleaning, integra-
tion, reduction, and feature extraction.

Data collection refers to the unified accesses of grid
equipment and operation, operation and maintenance data

Decision label
business expansion,

overhaul…

Model label
equipment status…

Fact label
alarm times, failures times, power outages times…

Raw data
equipment ledger, measurement data, event data,

operation and maintenance data…

Decision label: direct operation grouping
and behavior decision of equipment
operation and maintenance

Model label: marking after secondary
processing based on the grid equipment
analysis model

Fact label: categorization based on raw
data cleanup

Raw data: equipment ledger and operation
data obtained through the data center

Figure 1: +e hierarchical relationship of the grid equipment labeling system.
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of the supervisory control and data acquisition (SCADA)
center, energy management system, user acquisition system,
distribution automation system, property management
system (PMS), etc.

Data cleaning performs tasks such as omission filling,
anomaly elimination, noise smoothing, and correction of
inconsistent data in the aggregated data.

Data integration carries out pattern integration, data
entity identification, and splicing processing on data from
multiple systems and summarizes, aggregates, generalizes,
and normalizes data.

Data reduction balances the efficiency and value of data
processing in the case of large-scale grid data analysis of
complex content data that requires a lot of time and
computer resources. +e specific data analysis tools include
cubic aggregation, dimensionality reduction, data com-
pression, data block reduction, and other processing.

+e data feature extraction process utilizes two basic AI
techniques, i.e., the principal component analysis (PCA)
method [30] and the linear discriminant analysis (LDA)
method [31].+e PCAmethod projects the original data into
higher dimension to reduce the data dimension using matrix
multiplication. +e reduced datasets are further processed
using LDA with the label information. LDA is a supervised
data reduction method and can be greatly helpful for data
retrieval and data management for the constructed
knowledge graph.+e ultimate purposed of data reduction is
to improve the data retrieval efficiency in the data man-
agement level.

3.2.3. 5e Analysis Layer. +e analysis layer is the core layer
for realizing the knowledge graph of the power grid
equipment. It can be divided into two major blocks, namely,
the strategy models block and the data analysis block. +e

strategy models include behavior model, funnel model,
survival model, and distribution model. +e data analysis
block includes classification analysis, comparative analysis,
association analysis, and comprehensive analysis. A database
management system called Neo4j is employed to build the
analysis layer for the power grid equipment devices. +e
Neo4j graphic platform is originally introduced by Webber
in 2012 [32]. We extend the current Neo4j platform
implementing both strategy models’ block and the data
analysis block for the power grid equipment management
system.

3.3. Visualization of the Power Grid Equipment Connections
Using the Knowledge Graph. Considering the current da-
tabase has a large amount of unstructured data, this study
employs the Data-Driven Documents (D3) to visualize the
knowledge graph for the power grid equipment devices.D3

is a function library written in JavaScript, which was
proposed by Bostock et al. in 2011 [33]. +e D3 technique
is nowadays widely adopted handling unstructured data
for data visualization.

Since the number of power grid equipment devices is
huge, and the scale of the corresponding power grid
equipment knowledge graph is large, we only show part of
the documented knowledge graph in Figure 3. +e nodes
and edges represent the equipment and the relationship
between power grid equipment devices, respectively. Each
node contains detailed information about the equipment,
such as equipment type, equipment status, equipment name,
voltage level, and commissioning time. +e knowledge
graph of power grid equipment displays the connection
between the equipment devices in the form of a graphical
network and provides equipment specific information.
Users can browse the knowledge graph interactively and
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model Funnel model
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model

Distribution
model
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Classification
analysis
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analysis
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Figure 2: Hierarchical relationship of power system equipment label system.
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select one of the devices to further explore the information
or construct queries. +e relationship between equipment
and equipment in the knowledge graph is intricate. +ese
relationships are difficult to discover by observing database
tables. It helps staff solve the knowledge island problem of
the relationship between equipment devices and enhance the
connectivity of knowledge resources of power grid equip-
ment. At the same time, it can also help staff browse the
knowledge of power grid equipment at the conceptual level
and discover the potential connections between different
types of equipment, so as to better understand the com-
plexity of the power network. +e graphic user interface of
Neo4j allows us to visualize the devices and connections with
a connectivity graph. Several examples of the proposed
knowledge graph construction are shown in Figures 3 and 4.

+e knowledge graph supports querying the details,
which can be viewed by selecting the device you want to
know.+is paper takes selecting a substation type node as an
example. +e knowledge graph can also be clicked on the
device node to continuously extend the display outwards, as
shown in Figure 4. Due to data confidentiality requirements,
some details in the figure are treated anonymously. For
example, “Substation X” is a substation type node. +e
enlarged part of Figure 4 shows some equipment nodes
related to “ Substation X”, including transmission lines, line
switches, high-voltage fuses, capacitors, and capacitor
grounding blades device.

3.4. Search and Recommendation System Design for Power
Grid Knowledge Graph. +e knowledge graph enables users
by entering search conditions according to their needs.
When a device failure occurs, the search page can auto-
matically bring out the relevant fault information of the
current device. Furthermore, decision recommendations are
sent to the users for possible actions to solve the device
failure instance.

+e power network is huge and complex in structure,
and the speed of query operation using the traditional da-
tabase technology is extremely slow and poor. Knowledge
graph can significantly improve the efficiency of knowledge
retrieval and make the search results more comprehensive
and accurate. It can systematically understand the user’s
query intent and directly return accurate answers instead of
a large number of search results. In this paper, a grid
knowledge intelligent retrieval system is developed based on
the grid knowledge map. For example, in the power grid
system, if you want to know whether a device failure will
affect a certain key device, the traditional relational database
searches for the relationship path between the two devices in
advance, making the whole query process slow and difficult
to edit.

In the proposed knowledge graph construction frame-
work, an optimized breadth-first search strategy based on
graphic processor unit (GPU) programming is proposed to
search through the Neo4j database. +e time complexity of
the data network traversal is only O (n). +e proposed
breadth-first search algorithm returns the shortest path from
the starting vertex Vs to the target vertex Vt. +e detailed
algorithm is listed in Algorithm 1; and the flowchart of
Algorithm 1 is depicted in Figure 5.

+is paper takes the query of two substation nodes that
are adequately separated as an example. +e returned path is
shown in Figure 6.+e knowledge graph retrieval system can
quickly and accurately return the relationship path between
two devices. +e blue nodes in the path represent trans-
mission lines, the green nodes represent substations, and the
orange nodes represent distribution lines.

4. Experimental Results

For the purposes of reflecting the efficiency and effectiveness
of the proposed knowledge graph construction technique for
the knowledge retrieval tasks in the power grid system, a

Figure 3: Knowledge graph of power grid (partially).
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series of experiments were carried out in this section. We
implemented the proposed knowledge graph technology on
the grid system and performed knowledge retrieval tasks
with relational databases. It is noted that it is a completely
different scenario for knowledge retrieval tasks to be handled
using the knowledge graph compared to the relational da-
tabase. More complex data routines are stored in the rela-
tional networks in Neo4j with much more connectivity
information compared to the traditional relational database
management system. +e searching engine is also optimized
using GPU, which retrieves data relational paths more ef-
ficiently and accurately. In Table 1, we show the performance
comparison using a set of the same knowledge retrieval tasks
using the knowledge graph and relational database.+e total
time consumed by both methods and the numbers of

returned paths are listed. +e column of “Performance
improvement” shows the percentage of time/output ad-
vances of the proposed knowledge gra ph data management
method over the traditional relational database management
method.

From Table 1, it is evident that, for all knowledge retrieval
tasks, the time required of the knowledge graph is always shorter
than that of the traditional relational database. In some tasks, the
number of searching records (calculated outputs) of knowledge
graph is more than that of relational database. For more
complex tasks, which cannot be accomplished by relational
database, it is still possible for the knowledge graph to find out
the paths, since the underlying data structures of the knowledge
graph are more advanced using Neo4j. +e underline imple-
mentation of the knowledge graph stored in Neo4j is a high-

Start

Search each
adjacent vertex
Vi of Vs using a
separated GPU

unit

Accessing
the

starting
vertex
Vs

Main loop

In each
GPU unit,
set Vs = Vi

Output the path from Vs
to Vt

No

Yes

Found
target Vt?

Figure 5: An optimized breadth-first search algorithm based on GPU programming.

Substation XX

Substation XX

Figure 4: A substation node and some of its subequipment devices.
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performance graphic engine with GPU. It stores structured data
using the relational networks instead of using simple tables. It
overcomes the fact that traditional relational databases are not
efficient at dealing with relational networks. For those rela-
tionships between the searched device nodes, which are too
complex or where the searched path is too long, searching
failure messages are returned from the relational database
management system.+e results listed in Table 1 show that, for
the same searching result, the proposed knowledge graph da-
tabase management system is more efficient. And for the more
complex searching problems, which the traditional relational
database management system cannot handle, the knowledge
graph system returns more accurate (exact) paths.+e averaged
performance improvement is around 56%.

While the number of provincial power grid equipment
devices reaches 100 million, the efficiency and timeliness of
data migration is another important indicator of the eval-
uationmodel. In the process of implementing the knowledge
map of the power grid, we recorded the time consumptions
of data analysis using the traditional LOAD-CSV method
and the Neo4j-Import method proposed in this paper with

randomized orders of nodes. LOAD-CSV and Neo4j-Import
are two data analysis methods provided by Neo4j, suitable
for different application scenarios.+e comparison results of
the two methods are shown in Figure 7, where Figure 7(a)
shows the time comparisons between the traditional LOAD-
CSV method and the Neo4j method and Figure 7(b) shows
the actual differences.

From Figure 7(a), it is evident that when the number of
nodes increases, the required data analysis time of the
LOAD-CSV method increases from 1.579 s to 534.505 s,
while the time requirements of the Neo4j-Import method
only increase from 1.582 s to 15.463 s. +e efficiency of
Neo4j-Import method is significantly higher than that of
LOAD-CSV in the data import and analysis stage. From
Figure 7(b), the data analysis between the two methods is
positively correlated with the amount of data increments.
+e time requirement differences increased from the initial
−0.003 s to 5519.042 s, where −0.003 s is considered the
program testing error. It is noted that, for actual power grid
equipment data, the size of power grid equipment data is
exponentially larger than that adopted in the experiment,

Substation 1 Substation 2

Figure 6: Equipment relationship path between two substations.

Input: Database D; Input vertex Vs; Target vertex Vt

Output: +e path between Vs and Vt

(1) From the Vs, look for the adjacent vertices Vi;
(2) For each Vi:
(3) A separated GPU unit and a distributed memory unit are assigned to Vi

(4) if (Vi is Vt)
(5) return path;
(6) end if
(7) Look for the adjacent vertices of Vi

(8) end for

ALGORITHM 1: GPU-based breath-first search algorithm.

Table 1: +e performance comparison between relational database and knowledge graph for different knowledge retrieval tasks.

Knowledge retrieval task
Relational database Knowledge graph

Performance
improvementTime consumption

(ms)
Number of
records

Time consumption
(ms)

Number of
records

Path from substation A to substation B 353 1 135 1 61.76%
Path from substation B to substation A 288 1 45 1 84.38%
All on-column transformers in a
substation 1072 28 205 66 80.88%

All transmission operation towers under
a substation 381 17 198 17 48.03%

Substation to which a contact belongs 81 1 78 1 3.70%
Path from substation C to substation D Cannot achieve — 5420 16 —
Path from substation D to substation C Cannot achieve — 774 2 —
Distribution station under a substation Cannot achieve — 156 314 —
Substation connected to a distribution
switch station Cannot achieve — 238 11 —
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with much more complex relationships between the nodes.
Hence, the data analysis efficiency improvement using the
Neo4j-Import is extremely important. +e whole power grid
knowledge graph construction process can be realized as a
semiautomatic process, which saves tremendous amount of
human resources, time, and financial costs.

5. Conclusion

In power grid management, the number of power grid
equipment devices can be huge in appliance level, with
enormous amount of information generated every day. +e
traditional data management systems and approaches are
not only inefficient but also inaccurate, causing serious flaws
in knowledge retrieval and data analysis for the next-gen-
eration smart grid implementation. +e storage, query, and
management of power grid equipment information became
an emerging issue for the smart grid system development,
especially for developing countries. +is paper proposed to
realize the functions of power grid equipment devices and
power grid equipment information by constructing a next-
generation power grid knowledge graph integrating AI
technologies and GPU programming.

+e proposed knowledge graph construction process
is generally divided into three steps. First, the raw grid
equipment information is preprocessed using data anal-
ysis tools, generating multiple relationship tables. Next, a
data migration model is proposed to transfer the grid
equipment information from the relational table to the
Neo4j graph database in a semiautomatic way. Finally,
based on the Neo4j database, the functions of power grid
equipment information visualization and power grid
equipment information search are revealed using the
constructed knowledge graph. In the process of data
migration, this article uses the Neo4j-Import method,
which is significantly faster than the LOAD-CSV method
when the amount of data is large. In the field of data
visualization, this method facilitates the grid staff to view
the equipment information more clearly. +e parameters
and operation status of each equipment in the substation

are also displayed, which is beneficial for the data
management.

+e experimental results show that the proposed
knowledge graph searches more records in a shorter time
than the traditional relational database. In addition, the
search path can be visually displayed, which enhances the
stability and reliability of the power system, which can be
greatly useful in sharing, utilizing, and analyzing the power
grid equipment information.

+e main limitation of the proposed work is that the
current study (including the experimental simulation) is
only restricted in the area of power grid knowledge graph
construction. +e usage of the proposed algorithm in other
knowledge/data management areas is not justified. As one of
the future works, the proposed knowledge graph con-
struction algorithm will be extended to the research field,
such as molecular modeling [34, 35], healthcare engineering
[36, 37], and business applications [38]. In addition, the
topology analysis function development of the power grid
subtasks is another future task for power grid appliances
flow calculation, state estimation, line loss calculation, etc.,
targeting more efficient analysis tools for the operating states
and faults of the power grid. +e topology analysis function
improves the safety performance of the power grid system
and brings higher economic benefits of the power grid.
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W. Lehner, “SAP HANA database,” ACM Sigmod Record,
vol. 40, no. 4, pp. 45–51, 2012.

10 Mathematical Problems in Engineering



Research Article
Fault Diagnosis and Identification of Power Capacitor Based on
Edge Cloud Computing and Deep Learning

Xiangbing Zhao, Xulong Zhang , and Peihua Ren

School of Computer and Network Engineering, Shanxi Datong University, Datong 037009, China

Correspondence should be addressed to Xulong Zhang; zxllongge2018@sxdtdx.edu.cn

Received 4 July 2020; Revised 25 July 2020; Accepted 29 July 2020; Published 26 August 2020

Academic Editor: Sang-Bing Tsai

Copyright © 2020 Xiangbing Zhao et al. -is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Nowadays, power electronic technology is widely affecting people’s daily work and life. However, there are still many problems in
the current power supply research. When the fault information of power transformer is not complete or there is some ambiguity
or even the information is lost, it will largely lead to the conclusion and correct conclusion of fault diagnosis. In this case, the fuzzy
theory is applied to the fault diagnosis of shunt capacitor, and the fuzzy fault diagnosis system of shunt capacitor is studied. At the
same time, a map-based fault diagnosis system is proposed. In this paper, the cloud computing technology is introduced into the
deep learning and compared with SVM and DBN algorithm. -e research results of this paper show that the accuracy of fuzzy
diagnosis results is 94%, 84%, 90%, 80%, 83%, and 70%, respectively, which shows that the model diagnosis reliability is relatively
high. Among the three algorithms, MR-DBN overall detection rate is higher and the time-consuming is lower than the other two
methods. -e diagnostic accuracy and misjudgment rate of DBN are as follows: 96.33% and 3.90%. -e diagnosis accuracy and
misjudgment rate of SVM are as follows: 96.40% and 3.83%. -e diagnostic accuracy and misjudgment rate of MR-DBN are,
respectively, 99.52% and 0.57%. Compared with the other two methods, MR-DBN has the highest diagnostic accuracy and the
lowest error rate, which to a large extent indicates that MR-DBN algorithm has higher diagnostic accuracy and has greater
advantages and reliability in power supply diagnosis and identification. It not only improves the accuracy of power capacitor fault
diagnosis and identification but also provides a new method for the application of power capacitor fault research
and development.

1. Introduction

With the rapid development of science and technology,
fault diagnosis has been paid more and more attention.
Reactive power compensation and voltage support have
become a decisive factor for the safe and stable operation
of power grid. Power capacitor is the basic component of
reactive power compensation device in power system. By
changing the reactive flow in power system, the power can
be greatly improved. -e voltage level in the power
system can reduce the related power loss and improve the
related state performance of the power system; therefore,
the normal operation of the power capacitor is related to
the stability and economy of the power system operation.

At present, based on the continuous and rapid growth
of power demand and the rapid development of smart

grid, the relevant capacity of power system network is
also becoming larger and larger and gradually developing
towards the direction of high voltage and ultrahigh
voltage; however, with the continuous development of
power system, the impact and loss caused by the relevant
faults of power system equipment are more and more;
therefore, high precision is proposed. -e method of
power capacitor fault diagnosis and identification based
on degree is very important.

Wang et al. put forward a kind of capacitor dielectric loss
factor identification algorithm based on deep learning,
trained a feedforward multilayer artificial neural network
with online sampling period, identified the dielectric loss
angle from the new monitoring data with resolution of
0.001%, put forward the calculation method of dielectric loss
factor identification signal D δ (T), and verified that the
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amplitude of D δ (T) is dielectric loss angle, and the
waveform shape includes the interference of the monitoring
device. Although the dielectric loss factor identification
algorithm has accuracy, it still lacks a certain economy [1].
Chen et al. proposed a correlation model for fault diagnosis
and prediction of thermal power units based on deep
learning andmultimedia system, which greatly improved the
balance between power systems. -e research results of
Chen et al. show that this method is reliable. Although this
method has stability and reliability, it still lacks certain
practicability [2]. Based on the deep learning algorithm, Jian
et al. constructed a layered automatic coding network. By
introducing sparse constraints to compress and reduce the
input data, the network can accurately extract the fault
characteristics of the input data and improve the fault
identification ability of the network by introducing random
noise. Although the stack automatic coding network has
accuracy, it lacks certain stability [3].

In this paper, the fuzzy theory is applied to the fault
diagnosis of shunt capacitor, and on this basis, a fuzzy fault
diagnosis system of shunt capacitor is studied, which can
accurately diagnose what kind of fault happened to capacitor
and its related severity to a great extent; at the same time, a
distributed DBN based on Map Reduce is used in this paper.
It introduces deep learning and this is compared with SVM
and DBN, which highlights the advantages and reliability of
MR-DBN algorithm, provides related services for fault di-
agnosis and identification of capacitors, improves the ac-
curacy of fault diagnosis and identification of capacitors, and
provides some theoretical experience for the research and
application of capacitor faults.

2. Edge Calculation and Power Capacitor

2.1. Edge Computing

2.1.1. Concept of Edge Computing. Edge computing belongs
to a distributed open platform, which integrates core
functions such as network, computing, storage, and appli-
cation on the edge of the network. It provides relevant edge
intelligence services nearby, so as to meet the requirements
of agile connection, real-time business, data optimization,
application intelligence, security, and privacy protection to a
large extent. Edge computing can not only connect the
related physical and digital worlds but also be used in in-
telligent assets, intelligent gateways, and intelligent systems,
as well as intelligent services that provide some effective
information [4].

2.1.2. Edge Computing Advantages. -ere will be an open
interface about the model in each layer of the edge com-
puting reference architecture, so as to fully open the ar-
chitecture. -e related reference architecture of the edge
computing can realize the whole business process and the
whole life cycle intelligent service interface through vertical
management services and security services to a large extent;
compared with the traditional cloud computing model, the
edge computing model can play an important role in the
network to a large extent and can better support the

application of the Internet of things. Its advantages mainly
lie in the following two aspects:

(1) Relieve the Pressure of Network Bandwidth and Data
Center. -e typical feature of Internet of things data is high
redundancy, most of which are temporary data. Edge
computing can make scientific and effective use of this
function to process a large number of temporary data at the
edge of the network, so as to reduce its adverse impact on the
network bandwidth and data center [5].

(2) High Data Security. In the relevant mode of cloud
computing, all the data are concentrated in the data center,
which makes it difficult for users to control the access and
use of relevant data. However, edge computing can store and
use the data in the network edge device closer to the user,
thus greatly improving the security of data [6].

2.2. Power Capacitor

2.2.1. Power Capacitor. Power capacitor refers to a kind of
nondynamic reactive power compensation device. Its
main function is to provide reactive power for the power
system, so as to improve the relevant power factor to a
large extent. Using local reactive power compensation
can not only greatly reduce the transmission current of
transmission line but also greatly reduce the related loss
of line energy and improve the equipment benefit utili-
zation which plays an important role [7]. In addition,
capacitors play a very important role in improving the
power quality of power system, which is an important
means to ensure the economic and safe operation of
power system. Its safe operation and fault handling are
very important. In the long-term operation, due to the
influence of operation environment, human factors,
design problems, and other related factors, the phe-
nomenon of fault is common, which to a large extent has a
bad impact on the safe operation of the power system.

2.2.2. Structural Advantage. Modern high-voltage shunt
capacitor elements mainly use oil-immersed polypropylene
film as the medium between electrodes and aluminum foil as
the plate. One end of the plate extends out of the medium
and the other end folds and sinks into the medium [8]; the
structural advantages of this plate are as follows:

(1) -e electric field distribution at the edge of the plate
is improved

(2) -e PD performance is improved obviously
(3) -e related resistance and loss of the electrode plate

are greatly reduced, the speed of temperature rise is
also reduced, and the thermal stability is also
improved

(4) -e protruding plate can be used to connect
components, thus greatly simplifying the struc-
ture and manufacturing process and saving re-
lated labor time [9]
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In many related engineering practices, it is necessary to
make a detailed analysis of the electric field distribution law
of the weakest part of the board edge insulation and the
relative strength between the largest electric fields, so as to
ensure the safety and reliability to a large extent. In general,
it is enough to make a general analysis and understanding of
the electric field distribution law of the rest parts, and it is
not necessary to accurately calculate the board. It is not
necessary to accurately calculate the electric field intensity of
each point in the edge area of the plate so that the simplified
calculation method can be carried out and the calculation
time can be saved [10].

2.2.3. Related Relationship. With the continuous increase of
the average electric field strength of the capacitor, the
maximum electric field strength at the edge of the board
increases synchronously. -e voltage of the capacitor unit is
the product of the number of element strings and the voltage
of the element. Increasing the element voltage can reduce the
number of element strings to a large extent, which makes the
relevant structure and manufacturing of the capacitor more
and more simplified without increasing the average field.
Under the premise of strong, the related consumption of
aluminum foil can be saved, and the related cost can be
reduced to a large extent [11]. However, the continuous
increase of the working voltage of the module will increase
the film thickness between the two poles, so as to increase the
correlation coefficient of electric field distortion and the
maximum field strength at the edge of the plate [12].

It can be said that the maximum field strength at the edge
of the capacitor plate is one of the most fundamental and
influential factors restricting the development of power
capacitor technology. Generally, the choice of the working
field strength of the capacitor is concerned, that is, the
average field strength. On the premise of ensuring reliability,
the higher the average field strength is, the lower the volume
and weight cost of the corresponding capacitor is and the
higher the level of the capacitor is; conversely, in order to
ensure the safety and reliability of the capacitor, there is a
method that requires strict control of the average field
strength not greater than a certain value. -is method only
focuses on the impact of the average field strength and
ignores the impact of the maximum field strength at the edge
of the plate [13].

2.3. Fault Diagnosis and Maintenance of Power Capacitor

2.3.1. Power Capacitor Leakage Oil. -e leakage of oil is
mainly caused by loose seal or insecure seal. -e capacitor is
a completely sealed equipment. If the seal is not tight, air,
moisture, and impurities may enter the oil tank, which will
cause certain damage to the insulation layer, resulting in
serious damage. -erefore, the capacitor is not allowed to
leak oil. In fact, the leaking parts are mainly at the welds and
casings of the oil tank, which indicates that the welding
process of these parts is poor, and the manufacturer has not
carried out strict requirements for the sealing test, instead of
conducting the leakage test one by one. According to the

general standard, it should be heated to 75°C and kept for 2
hours to carry out the test. When purchasing, the manu-
facturer should be strictly required to carry out the test. In
fact, the leaking part of the casing pipe is mainly the root,
cover, bolt, and other welded joints. -e causes of the
leakage mainly include processing technology problems,
structural design problems, and human factors. -e me-
chanical strength of the welding used for the bolt and cover
is very poor. If the tightening force is slightly large, the screw
will be removed for welding. -erefore, when the temper-
ature changes, the bolt will be applied with a certain degree
of pressure. It is easy to open the screw welded joint; in
addition, the sleeve is lifted directly during the trans-
portation process, so careless treatment will also make the
weld crack. In view of the above reasons, corresponding
measures should be taken to strengthen the management of
production enterprises and operation and maintenance
personnel, so as to solve the relevant leakage problems to a
certain extent [14].

2.3.2. Poor Insulation. -is kind of phenomenon is found in
the preventive test; basically, there are two situations as
follows:

(1) In the long-term heating and voltage life test, the
change of capacitance value is very small. If the
capacitance value suddenly increases, it can only be
regarded as the breakdown and short circuit of some
capacitor elements. Because the capacitor is com-
posed of multiple components in series, the capac-
itance will increase only when the number of series
segments is reduced, and the capacitance value will
decrease if some elements are disconnected.

(2) -e second part of the poorly insulated capacitor is
that the dielectric loss angle exceeds a certain range,
which will slightly increase the dielectric loss angle of
the capacitor during long-term operation, and the
multiple increase is abnormal, because only when
partial discharge and partial overheating occur, the
dielectric loss angle will exceed a certain range, so it
can only be replaced. -e insulation strength of the
welding electrode to the oil tank is usually very high,
but due to the defects in the welding process, such
that the insulating cardboard between the parts and
the oil tank is burnt out, the wire is not insulated, the
oil is insufficient, the short tail sleeve is used, the
insulation distance is insufficient, and the quality of
the porcelain sleeve is poor, during the relevant test
process, the discharge and burst of the sleeve may
occur. -erefore, patrol inspection should be
strengthened, hidden dangers should be found in
time, and corresponding treatment should be carried
out [15].

(3) Capacitor case bulge: in case of large expansion of the
capacitor shell, it is caused by excessive internal
pressure. -e internal pressure is too high due to the
gas produced by the internal free medium or the gas
produced by breakdown, discharge, and other
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phenomena. -e generated gas will increase the
internal pressure of the capacitor and cause the
phenomenon of shell expansion [16]. When the
above phenomenon occurs, it should be handled in
time.

(4) Capacitor explosion: when a capacitor breaks down or
discharges between poles due to a sharp increase of
internal energy, the capacitor will explode. -is usually
happens in a capacitor without internal fuse. Many low-
voltage capacitors are equippedwith protection fuses, so
low-voltage capacitors rarely explode. -e short-circuit
breakdown characteristics of paper film capacitors and
full film capacitors are different, so they are released by
the authority after electricity, and the insulating paper
will be carbonized under high temperature, thus
forming the capacitor element of full film and paper
film composite dielectric. Because the separation of
carbonized paper will keep discharging for a period of
time, a large amount of gas will be generated at this
time. If there is no fuse protection, the oil tank will
break. After discharging, the film of full film capacitor
will be affected by high temperature, and melting will
make two-electrode short-circuit contact without arc
discharge or gas explosion, so full film capacitor shall be
used for explosion proof [17].

(5) Capacitor heating: when there are harmonics in
the system, the harmonic current will damage the
capacitor to a certain extent, which will aggravate
the related loss of the insulation medium of the
capacitor, so it is easy to make the insulation layer
age rapidly; sometimes, it may bring the related
risk of thermal breakdown, which will have a bad
impact on the safe operation of the capacitor to a
large extent, in the case of harmonics, the elec-
trode of the capacitor. -e voltage between them
may reach a large value, which may cause the risk
of internal discharge of the capacitor and threaten
the insulation of the power container, which may
easily cause the capacitor to heat [18].

(6) Environmental temperature problems: there is a
certain range of temperature around the capacitor,
which should not be too high or too low. If the
ambient temperature exceeds a certain safety range,
the heat generated by the capacitor during operation
cannot be eliminated; if the ambient temperature is
lower than a certain range, the oil in the capacitor
may freeze and be easily broken by electricity [19].

(7) Maintenance of power capacitor: the power capac-
itor bank in operation shall be subject to routine
patrol inspection, relevant maintenance and repair,
and regular power outage inspection [20].

(1) -e capacitor shall be equipped with relevant
personnel on duty, and the operation of the
equipment shall be recorded.

(2) -e working capacitor bank shall be subject to
certain appearance inspection every day

according to the regulations. If the expansion of
the shell is noticed, it shall be stopped to avoid
damage.

(3) Check the load of each phase of capacitor bank
with ammeter.

(4) When the capacitor bank is put into use, the
ambient temperature under normal conditions
shall not be lower than −4°C, the ambient
temperature during operation shall not be higher
than +40°C, and the average ambient tempera-
ture during operation shall not be higher than
+30°C [21].

(5) After connecting the capacitors, it will cause the
grid voltage to rise, especially in light load; in this
case, some or all capacitors shall be disconnected
from the grid [22].

(6) -e surface of capacitor and supporting in-
sulator shall be cleaned regularly to ensure
that no damage or discharge trace is found. At
the same time, the shell of capacitor shall also
be cleaned to ensure that there is no defor-
mation and oil leakage, and the capacitor and
iron frame shall not be covered with dust and
other pollutants.

(7) It is necessary to pay attention to the reliability of
all contacts on the circuit connected to the ca-
pacitor bank (current bank, ground wire, circuit
breaker, fuse, switch, etc.), as long as there is a
contact fault in the circuit, even if the nut is loose,
the capacitor may be damaged prematurely and
the whole equipment will be damaged.

(8) If the capacitor needs to pass the withstand
voltage test for a period of time, the relevant test
shall be carried out according to the specified
value.

2.4. Common Troubleshooting and Preventive Measures

(1) In case of fire such as discharge and explosion of
capacitor, cut off the power supply first, and then put
out the fire.

(2) When the corresponding circuit breaker of the ca-
pacitor trips, first discharge the capacitor completely,
and then check the condition of the relevant
equipment. If there is no abnormality in the in-
spection, it may be caused by the fluctuation of the
grid voltage. If the operation is abnormal, it may be
caused by the internal fault of the capacitor. Check
and test each capacitor until the relevant cause of the
fault is found [23].

(3) When the fuse is damaged, the capacitor shall be
discharged completely first, then the fuse shall be
replaced, and the corresponding equipment can be
put into use only after no other abnormal phe-
nomenon is found. If the trial operation is not
successful, each capacitor shall be inspected and
tested after power failure.
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(4) Control the working temperature correctly; do not
work at a temperature higher than 60°C. If the
temperature rises, pay attention to ventilation. If it is
not caused by ventilation problems, quickly find out
the causes and deal with the abnormalities, and do
not operate at high temperature for a long time [24].

(5) In the process of capacitor installation, the method of
series reactor can prevent the harm of harmonic to a
large extent and plays a crucial role in the overall
operation [25].

3. Deep Learning

3.1. Deep Learning. Deep learning technology is the latest
achievement in machine learning research. Deep learning
model is a breakthrough of the original neural network
model, which imitates the abstract reflection of human brain
to objective things. -e difference between the deep learning
model and the neural network model is that the deep
learning model can largely solve the overfitting problem
when training the multilayer neural network. -e depth
model is composed of multilayer neural network.-ere is no
mutual connection between nodes in the same layer of
neural network. It uses greedy algorithm to train each layer
of network. When the layer of network reaches the accuracy
requirements, it begins to train the next layer. Each layer is
an abstract expression of different sides of the original data.
For example, an image is composed of many pixels, many
pixels form part of the image, and some regional images
form the whole image; for example, statements are com-
posed of a single character, multiple characters form words,
multiple words form sentences with meaning similarly,
network data packets are composed of multiple binary bits,
multiple binary bits form each protocol field, and protocol
fields form a protocol.

Because the depth model is layer-by-layer learning,
learning a higher-level representation of the previous layer,
that is, the simulation of the previous layer in different
dimensions, so given the sample data, the process of depth
learning is the process of approaching the distribution or
function of the sample data. -e deep learning model is
mainly composed of input-output layer and multiple hidden
layers. -e data is input from input layer and output from
output layer through the transformation of each hidden
layer. -e purpose of training model is to make the infor-
mation of output layer consistent with the total information
of input layer. However, in the actual process, the multilayer
transmission of information will always be weakened, so it is
impossible to achieve exactly the same in the actual training.
-e training model parameters within the preset error range
are considered to have achieved the training goal.

3.2. DBN Model

3.2.1. Overview of DBN. -e deep trust network (DBN) is a
deep structure composed of several restricted Boltzmann
machines (RBM) and BP neural network. Its training process
mainly includes the following two aspects: one is to use

i-strong-m structure training to filter the relevant data
feature information; the other is to connect each layer of
RBM, establish BP neural network in the last layer, and use
the output of RBM as BP neural network. Compared with
the traditional neural network, DBN has the advantages of
long training time, easy to fall into local optimum, and slow
processing speed of big data.

3.2.2. RBM Algorithm. If Vi is the node value of visible layer,
HJ is the node value of hidden layer, Ai and Bj are their
offsets, and Wij is the weight between nodes, then

P hj � 1  �
1

1 + exp −aj − 
i
viwij 

. (1)

Since the hidden layer and the visible layer can represent
each other, there are

P vi � 1(  �
1

1 + exp −bi − 
j
hjwji 

.
(2)

-en train the CD (Contrastive Divergence) criterion of
RBM and propose the update formula of weight vector
θ(a, b, w) as

θi+1 � θi + u
z logp(v, h)

zθ
θi. (3)

4. Discussion on Experimental Methods
and Results

4.1. Experiment

4.1.1. Experimental Method

(1) Fuzzy :eory. In this paper, the fuzzy theory is applied
to the fault diagnosis of shunt capacitor, and people’s
long-term experience of fault diagnosis is expressed
mathematically. On this basis, a kind of fuzzy fault di-
agnosis system of shunt capacitor is studied, which can
accurately diagnose what kind of fault happened to the
capacitor and its severity.

(2) Map Reduce-Based Distributed DBN. In this paper, the
fault diagnosis and identification method of power capacitor
based on Map Reduce distributed DBN is adopted, and the
cloud computing-related technology is integrated into the
deep learning. At the same time, some comparative analysis
is made with SVM and DBN, so as to highlight the relevant
advantages of MR-DBN algorithm in power capacitor fault
diagnosis to a large extent.

4.1.2. Correlative Design of Fuzzy Diagnosis Systems

(1) Fuzzy Algorithm. -ere are four common algorithm
models of fuzzy operator m (·, +). In order to consider the
influence of all factors and keep all the information of single
factor evaluation, the following algorithm is selected:
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M(·, +) � 
m

i�1
xiyij, (4)

where j� 1, 2, ..., n.

4.1.3. Overall Framework of the System. -e overall frame
structure is shown in Figure 1.

It can be seen from Figure 1 that the overall framework
includes a main control operation module and four func-
tional modules for data acquisition, and the four functional
modules for data acquisition include signal analysis, feature
extraction, fault diagnosis, and database.

4.1.4. Map Reduce Model Process

(1) Input. Read the relevant data in the distributed file
system and divide the relevant data into certain data
pieces. Each map function in the Map Reduce
framework can allocate a data piece.

(2) Map. Data slicing is considered as a set of key-value
pairs. According to the relevant program logic of the
mapping function, the relevant key-value pairs al-
located by Map Reduce framework are processed,
and a new intermediate key-value pair is generated.

(3) Shuffle. In this stage, the intermediate key-value pair
is transferred from the mapping node to the re-
duction node, and the same intermediate key-value
pair is merged at the same time to form the inter-
mediate key chain and key-value sorting.

(4) Reduce. Execute the reduce function.
(5) Output. Output the processing result of reduce

function, and save the result in the specified dis-
tributed file system.

4.1.5. Evaluation Index

(1) -e accuracy of power capacitor fault judgment is as
follows:

accuracy �
a
b

× 100%. (5)

(2) -e error rate of power capacitor fault judgment is

Falseij �
c

a
× 100%. (6)

4.2. Analysis of Experimental Results

4.2.1. Analysis of Fuzzy Diagnosis Results of Capacitor Fault
Diagnosis. According to the symptoms of capacitor fault,
combined with a large number of data related to the system
in actual operation and the related data in parallel capacitors,
according to the relevant membership method, carry out the
relevant fuzzy diagnosis for the fault diagnosis of parallel
capacitors; the specific situation is shown in Table 1.

It can be seen from Table 1 that the value of fuzzy di-
agnosis matrix reflects the close relationship between
symptoms and fault causes, which is the quantification of 0-l
fuzzy relationship between symptoms and faults in the
process of fuzzy reasoning; in the initialization process of R
value, there is inevitably subjective component, which may
lead to wrong judgment. After a long time of operation, the
performance and characteristic parameters of parallel ca-
pacitors will occur. In order to make the diagnosis con-
clusion more practical, it is necessary to modify R
continuously during the operation of shunt capacitor.

4.2.2. Analysis of Fault Data Diagnosis Results Based on
Fuzzy :eory. -e diagnosis results of 60 groups of parallel
capacitors using this system are shown in Table 2.

According to Table 2, the accuracy of the diagnosis
results is 94%, 84%, 90%, 80%, 83%, and 70%, respectively;
when the accuracy of the diagnosis results is greater than
90%, it means that the reliability of the model diagnosis is
very high; when the accuracy of the diagnosis results is
greater than 75%, it means that the reliability of the model
diagnosis is relatively high; when the accuracy of the di-
agnosis results is less than 75%, it means that the reliability of
the model diagnosis is not to a large extent. In order to
improve the reliability of model diagnosis, it is necessary to
improve the fuzzy diagnosis matrix R.

4.2.3. Comparative Analysis of MR-DBN and Other Methods
in Detection Rate and Detection Time. -e comparison of
detection rate and detection time between MR-DBN and
other methods is shown in Figure 2.

It can be seen from Figure 2 that the detection rates of
three methods, SVM, DBN, and MR-DBN, are 96.43, 97.52,
and 98.48, respectively. -e RW detection rates of SVM,
DBN, and MR-DBN were 3.42, 2.45, and 2.31, respectively.
-e detection rates of SVM, DBN, and MR-DBN were 8.13,
7.52, and 7.54, respectively. -e detection time of SVM,
DBN, and MR-DBN was 20.31, 19.22, and 18.41, respec-
tively. It can be seen that, among the three methods, the
detection rate of MR-DBN is higher than that of the other
two.

4.2.4. Analysis of Accuracy, Parameters, and MR-DBN Di-
agnosis Results of Different Algorithms. In order to verify the
reliability and practicability of the fault diagnosis algorithm
used in this paper, this paper compares the MR-DBN al-
gorithm with the related support vector machine and DBN
algorithm. -e accuracy and parameters of different algo-
rithms are shown in Figure 3, and the MR-DBN diagnosis
results are shown in Figure 4.

It can be seen from Figures 3 and 4 that the diagnostic
accuracy and misjudgment rate of DBN are, respectively,
96.33% and 3.90%.-e diagnosis accuracy andmisjudgment
rate of SVM are as follows: 96.40% and 3.83%.-e diagnostic
accuracy and misjudgment rate of MR-DBN are as follows:
99.52% and 0.57%. -erefore, compared with the other two
methods, MR-DBN has the highest diagnostic accuracy and
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Figure 1: Overall structure of the system.

Table 2: Summary of diagnosis results.

Fault type Group number Diagnostic accuracy (%)
Shell deformation 18 94
Oil leakage 24 84
Overtemperature 5 90
Fuse blown 6 80
Splashing sparks and fire 3 83
Poor insulation 4 70

Table 1: Fault diagnosis matrix of shunt capacitor.

Fault symptoms
Cause of failure

Y1 Y2 Y3 Y4 Y5
X1 0.95 0.83 0.02 0.02 0.01
X2 0 0.01 0.02 0.58 0.86
X3 0.1 0 0.1 0.5 0.1

Detection rate Rc
Detection rate Rw

Detection rate Rl
Test time
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Figure 2: Comparison of detection rate and detection time between MR-DBN and other methods.
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the lowest misjudgment rate; in the diagnosis results of MR-
DBN, the actual detection set is the same as the difference
between the prediction detection sets is small.

4.2.5. Comparative Analysis of Diagnosis Results of :ree
Algorithms. -e diagnosis results of the three algorithms are
shown in Figure 5.

It can be seen from Figure 5 that the fault accuracy of the
algorithmMR-DBN is 99.52%, the number of misjudgments
is 2, the fault accuracy of DBN is 94.83%, the number of
misjudgments is 7, the fault accuracy of SVM is 91.43%, and
the number of misjudgments is 8. By comparing the fault
diagnosis accuracy of different methods and the number of
wrong judgments, we can see that the MR-DBN algorithm
has a high diagnosis rate and plays an important role in the

related aspects of power capacitor fault diagnosis and
identification. It not only improves the accuracy of power
capacitor fault diagnosis and identification but also im-
proves the stability of capacitor fault diagnosis and identi-
fication and provides a new method for the research and
application of power container fault diagnosis and
identification.

5. Conclusions

In this paper, the fuzzy diagnosis is applied to the fault
diagnosis of shunt capacitor. Based on the operation ex-
perience of shunt capacitor, the fuzzy diagnosis matrix is
established, the fuzzy algorithm and diagnosis principle are
determined, and the fuzzy fault diagnosis system is designed.
-e results of this paper show that the fuzzy diagnosis
method is effective in the fault diagnosis of parallel capac-
itors. In addition, in view of the related defects of traditional
methods in the fault diagnosis of power capacitors, such as
low accuracy, large error, and poor real-time performance,
this paper also introduces the cloud computing technology
into the deep learning and proposes a power capacitor fault
diagnosis and solution based on map. In comparison with
DBN and SVM, it is found that the diagnosis accuracy of the
algorithm is relatively high.

-e research of this paper shows that the accuracy of
fuzzy diagnosis results is 94%, 84%, 90%, 80%, 83%, and
70%, respectively. When the accuracy of diagnosis results is
greater than 90%, it means that the reliability of model
diagnosis is very high. When the accuracy of diagnosis
results is greater than 75%, it means that the reliability of
model diagnosis is relatively high. When the accuracy of
diagnosis results is less than 75%, it means that the reliability
of model diagnosis is not very good. In order to improve the
reliability of model diagnosis, it is necessary to improve the
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fuzzy diagnosis matrix. Among the three methods, the di-
agnostic accuracy and misjudgment rate of DBN are 96.33%
and 3.90%, respectively, the diagnostic accuracy and mis-
judgment rate of SVM are 96.40% and 3.83%, respectively,
and the diagnostic accuracy and misjudgment rate of MR-
DBN are 99.52% and 0.57%, respectively. -erefore, com-
pared with the other two methods, the diagnostic accuracy
and misjudgment rate of MR-DBN are the highest and the
lowest, which to a large extent shows that the accuracy and
misjudgment rate adopted in this paper are the lowest; the
MR-DBN algorithm used in this paper has high accuracy in
correlation diagnosis. It plays an important role in power
capacitor fault diagnosis. It not only improves the corre-
lation accuracy of capacitor fault diagnosis and identification
but also provides a new method for related application
research and analysis.

In the related power distribution system, capacitors play
a very important role in the power system, but there are still
some deficiencies in the corresponding fault analysis and
research work. With the continuous improvement of the
design level andmanufacturing process of power equipment,
the quality of capacitors will be further improved. At
present, the integrated capacitor is slowly replacing the
traditional capacitor bank, but new equipment and tech-
nology will also bring a series of problems. It is a very
important but long-term task to analyze and deal with the
related problems of capacitor.
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Mobile edge computing is a new computing paradigm that can extend cloud computing capabilities to the edge network,
supporting computation-intensive applications such as face recognition, natural language processing, and augmented reality.
Notably, computation offloading is a key technology of mobile edge computing to improve mobile devices’ performance and
users’ experience by offloading local tasks to edge servers. In this paper, the problem of computation offloading under multiuser,
multiserver, and multichannel scenarios is researched, and a computation offloading framework is proposed that considering the
quality of service (QoS) of users, server resources, and channel interference. +is framework consists of three levels. (1) In the
offloading decision stage, the offloading decision is made based on the beneficial degree of computation offloading, which is
measured by the total cost of the local computing of mobile devices in comparison with the edge-side server. (2) In the edge server
selection stage, the candidate is comprehensively evaluated and selected by a multiobjective decision based on the Analytic
Hierarchy Process based on Covariance (Cov-AHP) for computation offloading. (3) In the channel selection stage, a multiuser and
multichannel distributed computation offloading strategy based on the potential game is proposed by considering the influence of
channel interference on the user’s overall overhead. +e corresponding multiuser and multichannel task scheduling algorithm is
designed to maximize the overall benefit by finding the Nash equilibrium point of the potential game. Amounts of experimental
results show that the proposed framework can greatly increase the number of beneficial computation offloading users and
effectively reduce the energy consumption and time delay.

1. Introduction

With the development of artificial intelligence and Internet
of +ings (IoT) technology, a large number of computation-
intensive and time-sensitive mobile applications have
appeared on mobile terminals, such as face recognition,
natural language processing, and augmented reality. How-
ever, the limited computing capability and energy storage of
mobile terminals cannot provide intensive computing and
complete high-energy tasks. A large number of applications
training process must be deployed on the cloud service
platform, so that a large amount of training data generated
on the mobile terminal need to be transmitted to the cloud
through the core network, resulting in a sharp increase in the
already congested core network load. Application trans-
mission delay and transmission energy consumption will

also increase greatly, which will cause service request failure
and QoS of the user to decline.

Currently, mobile edge computing (MEC) [1–3] has
become an important solution to the above contradictions.
However, in the MEC scheme based on the public cloud
[3–5], accessing the mobile cloud service through the
wireless channel results in a large channel blocking rate and
delay. Meanwhile, theMEC scheme based on the cloudlet [6]
can only connect to cloud services via WiFi, which has a
large space limitation.

In response to the above limitations, an edge server-
based MEC solution has been proposed and widely used. As
shown in Figure 1, the edge server is deployed on the wireless
LAN side in the edge server-based MEC solution, which
shortens the distance between servers and the users. +is
solution can use computing offload to expand the service
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capabilities of mobile devices, provide localized computing
and storage resources for mobile devices nearby, reduce data
transmission costs, and meet the needs of the fast and in-
teractive response. Among them, mobile devices and users
are collectively referred to as mobile edge nodes, and the
combination of wireless base stations and edge servers is
referred to as edge server nodes. +e edge server nodes can
further offload the preprocessing results to the remote cloud
service center through the mobile core network. +erefore,
the key technology of the MEC solution based on the edge
server is computing offloading. How to formulate a rea-
sonable and efficient computing offloading framework will
be an issue that we urgently need to solve. When many users
offload computing tasks to the same edge server through the
same channel at the same time, it will cause congestion and
greater delay. +e evaluation indicators for computing
offload include energy consumption and service delay.

In order to minimize the energy consumption and
service delay of mobile users, the main contributions of this
paper are listed as follows:

(1) +e concept of beneficial computation offloading is
proposed. +e overall cost of the mobile edge
computing system is defined as the weighted sum of
energy consumption, the corresponding transmis-
sion delay of computation offloading, and the task
processing of all edge nodes. When the total cost of
computation offloading is less than the total cost of
the local computing, beneficial computation off-
loading is obtained. Beneficial computation off-
loading is a prerequisite for users to make
computation offloading decisions.

(2) A Cov-AHP strategy for multiobjective servers off-
loading decision is proposed. Considering the
transmission time, energy consumption, and server
residual resources, the server to be selected for un-
dertaking offloading is comprehensively evaluated by
the covariance judgment matrix. +e experimental
results show that the Cov-AHP algorithm is objective
and can effectively realize load balancing.

(3) A multiuser multichannel distributed computation
offloading algorithm based on the potential game is
proposed. +e computation offloading optimization
of multiuser in a multichannel wireless interference
scenario is an NP-Hard problem. According to the
number of beneficial computation offloading users
and the total system cost, the efficiency of the Nash
equilibrium is quantified. Users can formulate an
interaction mechanism based on the group strategy
to achieve the maximum benefit and the highest
resource utilization. +e algorithm can optimize its
computation offloading performance as the size of
the user increases.

+e remainder of this paper is organized as follows.
Section 2 reviews the related studies. Section 3 introduces the
system model and describes the problem statement and
solution. In Sections 4, 5, and 6, a three-level strategy for the
computation offloading framework is illustrated in detail.

+e experiment and result analysis are discussed in Section
7. +e final section summarizes the paper and discusses
future work.

2. Related Studies

Researches on computation offloading can be divided into
three types. In the mode of single-user single-available edge
server, a dynamic computation migration algorithm
(LODCO) based on Lyapunov optimization [7] is proposed
to optimize the execution delay of the application. In [8], the
optimization of mobile device energy is defined as a con-
strained Markov decision process. +en, a computational
migration decision algorithm is proposed to equalize the
execution delay and the energy consumption of the mobile
terminal. +e literature [9] defined the computational mi-
gration decision problem as a nonconvex quadratic con-
strained programming and proposed a semicustom random
heuristic algorithm to significantly reduce the overall cost of
the system. In order to balance the energy consumption and
delay during the migration process, the literature [10]
adopted cost function to measure the migration request
aggregation and proposed an online algorithm considering
both energy consumption and QoS. A deep learning model
based on network packet information to evaluate the quality
of experience (QoE) of users and servers was proposed in
[11].

In the mode of multiuser single-available edge server, an
offloading algorithm based on distributed deep learning is
proposed [5], which can provide approximate optimal off-
loading decisions for multiple mobile device users and single
edge servers in MEC. A classification-based energy-saving
computation migration algorithm (EECO) is proposed in
[3, 12], which can save about 15% energy consumption in
comparison. A three-step algorithm is proposed to design
the semideterministic relaxation (SDR), alternating opti-
mization (AO), and sequential adjustment (SA) strategies
[13] to achieve a joint optimization scheme of computing
resources and communication resources. A novel approach
to formulate cost-efficient fault tolerance strategies for
multitenant service-based systems is proposed in [14].

In the mode of multiuser multiavailable edge servers, the
linear relaxation method and the semidetermined relaxation
(SDR) method are used to minimize the total task execution
delay and energy consumption in the MEC with the mul-
tiedge servers [15]. +e best computation distribution be-
tween multiple edge servers is given in [16]. In order to
maximize the long-term utility, a model-free reinforcement
learning offloading mechanism (Q-learning) is proposed in
[17]. An adaptive computation offloading method with both
macrobase stations (MABSs) in 5G and roadside units
(RSUs) in Internet of Connected Vehicles (IoCV) to opti-
mize the task execution delay and energy consumption of the
edge system is proposed in [18]. A two-phase computation
offloading optimization method to maximize the resource
utilization of ECUs, minimize the execution time, and
balance the privacy preservation and execution performance
is proposed in [19]. A blockchain-enabled computation
offloading method to achieve tradeoffs among minimizing
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ECDs’ task offloading time, optimizing energy consumption,
and maintaining load balance for IoT is devised in [20]. An
optimal approach to solve the dynamic QoS edge user al-
location (EUS) problem and a heuristic approach for quickly
finding suboptimal solutions to large-scale instances of the
dynamic QoS EUS problem are proposed in [21].

Additionally, multichannel radio interference has
aroused much attention. +e literature [3] utilizes game
theory to realize efficient distributed channel allocation and
computation offloading in multichannel wireless interfer-
ence environments. A two-layer optimization method based
on orthogonal frequency division multiplexing (OFDM) is
proposed in [22, 23] to solve the problem of subcarrier
allocation and task offloading of multiuser access multi-
available edge servers. A theorem method to describe edge
user allocation (EUA) problem as potential games and a
novel decentralized algorithm that can solve EUA problem
effectively are proposed in [24]. An optimal method to deal
with EUA problem is proposed in [25]. +e EUA problem is
modelled as a bin packing problem, and the Lexicographic
Goal Programming technique is adopted. Anmetric that can
measure the community-diversified influence is proposed in
[26].+ree novel QoS-aware service selection approaches for
composing multitenant SBSs that achieve three different
multitenancy maturity levels is presented in [27]. A novel
strategy CFT4MTS (Criticality-Based Fault Tolerance for
Multi-Tenant SBSs) that formulates cost-effective fault tol-
erance formultitenant SBSs by providing redundancy for the
critical component services is proposed in [14]. A novelWeb
API recommendation method called keywords-based and
compatibility-aware API recommendation based on
weighted API correlation graph is proposed in [28]. A
multidimensional quality ensemble-driven recommenda-
tion method based on the Locality-Sensitive Hashing
technique and Order Preference by Similarity to Ideal So-
lution technique is proposed in [29]. +e original stochastic
problem is transformed to the determinist optimization
problem by adopting stochastic optimization techniques,
and an energy efficient dynamic offloading algorithm is
proposed in [30]. A blockchain-based computation off-
loading method for edge computing in 5G networks is
proposed in [31].

In summary, single-user scenarios are an idealized ab-
straction of computation offloading. While the multiuser,
multiserver, and multichannel scenarios are so complicated

that involve multiusers’ offloading decisions, computing
resource requirements, edge server selection, and multiple
channel interferences. +is paper focuses on the problem of
computation offloading under multiuser, multiserver, and
multichannel scenarios and proposes a computation off-
loading framework considering the QoS of users, server
resources, and channel interference. +is framework con-
sists of three stages: (1) offloading decision stage; (2) server
selection stage; (3) channel selection stage. In the corre-
sponding stage, the corresponding solution model is pro-
posed to optimize the user’s decision.

3. System Model and Problem Statement

In the Mobile Edge Cloud Service model, we consider
setting up N mobile users and K edges server nodes, where
each user has a computation-intensive task [32] and each
edge server node is composed of a base station and an edge
server. Mobile users can offload computing tasks to edge
servers through the base station. We also consider setting
M wireless channels between mobile users and each edge
server node. Table 1 lists the parameters used in this paper.
Computing tasks that are offloaded to the same edge
server node will be transmitted over different channels.
+e mobile users evaluate the computing task charac-
teristics, energy reserve, computing capability, and net-
work communication quality to make computation
offloading decisions, which are divided into local com-
puting and edge server-side computing. In the edge
server-side computing mode, mobile users search for a
suitable edge server, for which computing tasks offloading
decisions is beneficial [33]. We call this beneficial com-
putation offloading, which can reduce the energy con-
sumption, shorten the delay, and guarantee the QoS of
users. +en, we search a channel with high bandwidth and
low interference to the selected edge server. +e com-
putation task is offloaded to the edge server, and the result
is returned to the edge user through the channel. Among
them, communication and computation are the two most
important components of the Mobile Edge Cloud Service
model. And, the model is described as follows.

In order to effectively represent different scenarios in the
edge server-based MEC scheme, this paper proposes a
Mobile Edge Cloud Service model, including the commu-
nication model and computation model.

Mobile
users

WiFi AP

Base station

Edge server
Core network

Mobile
core network

Remote
cloud server

Mobile users Edge note Remote cloud

Figure 1: Mobile edge computing (MEC) architecture
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3.1. Mobile Edge Cloud Service Communication Model.
Each edge-end user can process tasks locally or offload
computing tasks to the edge server over a wireless channel.
Assume that the number of edge-end users that may perform
computational offloading is N and there are M wireless
channels between the edge-end user and the edge server
node. User n’s computational offload strategy an is defined as

an �
0, User n processes tasks locally,

1, User n unloads the task to the edge server.


(1)

+en, aN � (a1, a2, . . . , an) is the set of computation
offloading decisions for all users. According to the Shannon
spectrum formula, the edge user offloads the computing task
to the edge server, and the uplink transmission rate is given
as

Cn aN(  � Klog2 1 +
Sn

Ni

 , (2)

where Sn � qngn, qn and gn are the transmission energy and
channel gain of the user n communicating with the base
station, K is the channel bandwidth of the wireless trans-
mission process, and Ni � σ + i∈ N{ }: ai�an

qigi, in which σ is
the background white noise interference and i∈ N{ }: ai�an

qigi

is the communication interference of other channels. +e
channel capacity calculated by Shannon theorem is the
maximum available data transmission rate. Usually, the
actual data transmission rate is less than the channel ca-
pacity. Using Shannon theorem to evaluate the achievable
data transmission rate, the minimum delay of data trans-
mission can be obtained. +is minimum delay value can be
used as a threshold for offloading decisions.

3.2. Mobile Edge Cloud Service Computation Model. +e
computation model includes local computing and edge
server-side computing.+e compute-intensive tasks for edge

users are defined as In ≜ (Bn, Dn), where Bn is the data
amount that the user needs to complete the task [34] and Dn

is the number of CPU clock cycles required to complete the
task [35].

3.2.1. Local Computing. When the edge user’s decision is
local computing, the edge user n executes the computation
task In locally. Assume fl

n is the computing capability of the
edge user (the clock frequency unit of the edge user CPU
runs is HZ). cl

n is the energy consumption of each CPU cycle,
which can be obtained by the measurement method in [36].
So, we can get the execution time and energy consumption
of the local computing task In as

t
l
n �

Dn

fl
n

,

e
l
n � c

l
nDn.

(3)

For the total cost of the local computing task, we have
that

K
l
n � λt

nt
l
n + λe

ne
l
n. (4)

Among them, λt
n, λe

n ∈ (0, 1) indicates the weights of the
computation time and energy consumption given by the
edge user n in the decision-making, respectively. +e user
can flexibly set the two weights according to the require-
ments of the energy consumption and sensitivity of the delay
in the scenario, thereby dynamically adjusting the overall
cost of the system.

3.2.2. Edge Server Side Computing. When the edge-side
user’s decision is the edge server-side computing, the edge-
side user n offloads the computation-intensive task to the
edge server through the wireless channel, and the time and
energy consumption overhead of the offload transmission
process is defined as

t
c
n,up aN(  �

Bn

cn aN( 
, (5)

e
c
n,up aN(  �

qnBn

cn aN( 
+ Tn. (6)

Among them, Tn is the tailing energy generated in
wireless transmission. On the edge server-side, the com-
puting capability of the edge server is the clock frequency fc

n,
then the time of computing tasks In performs on the edge
server node can be given as

t
c
n,exe �

Dn

fc
n

. (7)

According to (5), (6), and (7), we can compute the total
cost of edge server-side computations as

K
c
n aN(  � λt

n t
c
n,up aN(  + t

c
n,exe  + λe

ne
c
n,up aN( . (8)

Among them, λt
n, λe

n ∈ (0, 1), the time and energy cost of
sending computation results back to the edge node from the

Table 1: Parameter description.

Parameter Description
M Number of channels
k Number of the edge servers
k′ Number of wireless base-stations
Bn Size of computation task

Dn

Number of CPU cycles required to the computation
task

fl
n Computing speed of user CPU

fv
n Computing speed of single VM CPU

fc
n Computing speed of edge server CPU

cl
n Consumed energy per CPU cycle
λt

n Weight of computational time
λe

n Weight of energy consumption
β Distance between users and the base station
α Channel loss factor
gn Channel gain
qn Transmission power
σ Background noise power
K Channel bandwidth
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edge server node [22] is ignored. Because for many intensive
computing applications that need to be offloaded (e.g., face
recognition and virtual reality), the size of the data set that is
fed back to the user is often several orders of magnitude
smaller than the size of the input data set.

3.3. Problem Statement and Solution. +erefore, the com-
putation offloading of the Mobile Edge Cloud Service model
involves three problems:

(1) How to decide whether the computing task is
completed locally or offloaded to the edge server?

(2) How to determine the appropriate edge server for
computation offloading?

(3) How to choose the right channel to achieve the
highest wireless transmission efficiency?

In order to solve the above problems, the computation
offloading optimization framework proposed in this paper
consists of three levels.

3.3.1. Offloading Decision Stage. In this level, we propose a
beneficial computation offloading decision strategy. And,
according to the strategy, the overall cost of edge user local
computing and edge server-side computing is compared.
+en, the computing mode is determined based on the
beneficial degree of computation offloading.

3.3.2. Edge Server Selection Stage. After the edge user makes
the decision to computation offloading, we propose a server
selection strategy, which considers the transmission time,
transmission energy consumption, and remaining CPU
resources of the edge server. +en, we use the Cov-AHP
multiobjective decision method to evaluate and select the
offload table edge server according to the final weight.

3.3.3. Channel Selection Stage. To solve the problem of
signal interference caused by multiple users simultaneously
selecting the same edge server for computation offloading,
we propose a multiuser multichannel distributed compu-
tation offloading strategy based on the potential game. In
detail, the Nash equilibrium point is defined as the optimal
solution for the combined optimization problem of channel
selection and beneficial computation offloading.

4. Offloading Decision Stage

At this level, we present the beneficial computation off-
loading decision strategy. +e weighted sum of the energy
consumption of the edge user to offload and process the
computing task and the corresponding transmission and
processing delay is defined as the total cost of the system for
the edge node to complete the task. We propose a beneficial
computation offloading decision strategy, which minimizes
the overall cost of the system by optimizing the task off-
loading decision an.

Definition 1. Beneficial computation offloading: if and only
if the overall cost of edge server-side computing is less than
the total cost of local computing, we call such computing
offloading beneficial to the user, i.e.,

K
e
n aN( <K

l
n. (9)

Here, we construct an indicator function I A{ }. When
event A is true, then I A{ } � 1; otherwise, I A{ } � 0. +e edge-
user offloading decision an � 1 if and only if the computing
task satisfies a beneficial offload.

In summary, the beneficial computation offloading
problem boils down to maximizing the number of users
performing beneficial edge computation andminimizing the
overall cost of performing all computational tasks, so the
objective function and constraints are defined as

max 
n∈N

I an�1{ },

Kc
n aN( <Kl

n,

min
an{ }


N

n�1
Kl

n 1 − an(  + Kc
n aN( an( ,

an ∈ 0, 1{ }, n ∈ N.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

5. Edge Server Selection Stage

At this level, we present the Cov-AHP- (Analytic Hierarchy
Process Based on Covariance-) based server selection
strategy. When the task satisfies the beneficial computation
offloading, we consider the transmission energy consump-
tion, the transmission delay, and the remaining resources of
the edge server to select the server that meets the compu-
tation offloading condition. +e novelty of the Cov-AHP-
based method is that the feasibility of its evaluation scheme
no longer depends on the experience of experts but on the
relationship between the scheme itself and the target layer to
judge. +is approach can greatly reduce the subjectivity, and
at the same time objectively evaluate the connection between
various schemes and goals.

Firstly, we need to address the evaluation of server se-
lection. In order to overcome the influence of human
subjective judgment, this paper builds a judgment matrix
based on covariance and the Cov-AHP-based server selec-
tion strategy [37] whose calculation results and sorting are
unique. +e strategy includes four steps.

5.1. Establishing a Hierarchical Structure. +e Cov-AHP-
based server selection strategy is established according to the
progressive order of the target layer, the criteria layer, and
the scheme layer. +e Cov-AHP-based server selection
strategy is shown in Figure 2.

+e target layer is the ultimate goal that the strategy will
ultimately achieve. In this paper, our ultimate goal is to
choose the most suitable server for computing offload. +e
criteria layer is the element that depends on the evaluation of
the server. We select three elements: transmission delay,
transmission energy consumption, and remaining CPU
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resources of the server. +e scheme layer is the servers that
can be used for computing offload.

5.2. Constructing Judgment Matrix. For a system that has k

alternatives, there is a certain objective relationship between
its constituent elements, which can be expressed by co-
variance. +e basic idea of Cov-AHP is to construct a
judgment matrix reflecting the relative importance of each
element. +en, based on the covariance matrix, we can
obtain the weight of the relative importance of quantitative
indicators between the relative layers during the analytic
hierarchy process.

Suppose that the value of scheme 1 corresponding to
element a is x1 and the value of scheme 2 corresponding to
element a is x2, then the covariance of x1 and x2 is c12 and we
have cij � cji. +e covariance matrix A of element a is
expressed as

A �

c11 . . . c1k

⋮ ⋱ ⋮

ck1 · · · ckk

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (11)

Using the covariance cij of each column divide covari-
ance cii and then taking the transformation of the product of
all paired elements into one, i.e., bij � aij/

�������
aij × aji

 , finally,
the judgment matrix B is constructed as

B �

1 . . . b1k

⋮ ⋱ ⋮

bk1 · · · 1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (12)

+en, use the judgment matrix to calculate the weight of
each element. +e principle of the analytic hierarchy process
shows that the eigenvector corresponding to the largest
eigenvalue of the judgment matrix B is the weight vector of
each element. +e square root method is used to solve the
feature vector as follows:

(i) Calculate the product of each row element of the
judgment matrix B: Mi � 

k
j�1 bij

(ii) Calculate the k-th root of each line Mi: ωi �
���
Mi

k


(iii) Normalize and then get the weight of each element:
ωα � ωi/

k
i�1 ωi

+en, the weight vector of the B matrix can be obtained
as ωa � (ω1,ω2, . . . ,ωk)′.

5.3. Consistency Test. Multiply the judgment matrix B by the
weight vector ωa � (ω1,ω2, . . . ,ωk)′ of B matrix to obtain a
k-order column vector BW, and then, according to the
formula, λmax � (1/k) 

k
i�1((BW)i/ωi), we can get the largest

eigenvalue λmax of the judgment matrix B. Among them,
(BW)i represents the i-th component of the column vector
BW.

+e indicator CI that measures the deviation of the
judgment matrix B is calculated as

CI �
λmax − k

k − 1
. (13)

+e random consistency ratio CR is calculated as

CR �
CI
RI

. (14)

Among them, CR is a random consistency standard
(Table 2).

When CR< 0.10, it is generally considered that the
judgment matrix B has satisfactory consistency; otherwise,
the judgment value needs to be adjusted until the consis-
tency check is passed.

5.4. Weight Integration and Server Selection. Suppose the
weights of the elements of the criteria layer for the target
layer are usually set according to the user needs of
the edge user, the weight of each scheme relative to
each element of the criteria layer is
ωa � (ω1a,ω2a, . . . ,ωka)′, ωb � (ω1b,ω2b, . . . ,ωkb)′, and
ωc � (ω1c,ω2c, . . . ,ωkc)′. +e weight of each scheme rel-
ative to the target layer is

Target layer

Criteria layer

Scheme layer

Appropriate server

Transmission time Transmission energy 
consumption Server CPU

Server 1 Server 2 … Server k

Figure 2: Cov-AHP-based server selection strategy.

6 Mathematical Problems in Engineering



W1

W2

⋮

Wk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

ω1a ω1b ω1c

ω2a ω2b ω2c

⋮ ⋮ ⋮

ωkn ωkb ωkc

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

ma, mb, mc . (15)

As can be seen from the above formula,
max(W1, W2, . . . , Wk) will be the most preferred offload
server solution.

6. Channel Selection Stage

At this level, we present the channel selection stage strategy.
After completing the edge server selection, it is necessary to
solve how to select the appropriate wireless channel for
computation offloading, assuming that there is a set of
available wireless channels M � 1, 2, . . . , m{ } between the
edge user and the edge server node.+en, the user decision is
an,m. Multiple users simultaneously selecting the same
wireless channel for beneficial computation offloading can
cause severe signal interference.

Defining the total cost of user n as Zn, the objective
function of the multiuser multichannel computing offload
decision problem is defined as

min
an,m∈ 0,1{ }


n∈N

Zn. (16)

Using the potential game [38] analyses the multiuser
multichannel distributed computation offloading decision
problem, the potential function is constructed to prove that
the multiuser multichannel distributed computation off-
loading decision problem satisfies the potential game con-
dition, and there is a Nash equilibrium point. Among them,
the Nash equilibrium point [38] is defined as the optimal
solution to the NP-hard [39] problem of the multiuser
multichannel distributed computing offload.

6.1. Game Analysis of Multiuser Multichannel Distributed
Computation Offloading. In the distributed computing
offload decision, the set of computation offloading decisions
for all users except the edge-side user n is
aN−n � (a1,m, . . . , an−1,m, an+1,m, . . . , aN,m), ∀m ∈M.
Whether the user n chooses local computing or edge server-
side computing to reduce their overall overhead, i.e., is given
as

min
an,m∈ 0,1{ }

Zn an,m, aN−n , ∀n ∈ N, m ∈M. (17)

According to equations (4) and (8), the mathematical
expression of the overall cost of user n can be derived as

Zn an,m, aN−n  �
Kl

n, an,m � 0,

Kc
n aN( , an,m � 1.

⎧⎨

⎩ (18)

+en, we express the above problem as a strategic game
ΓMCC � (N, an,m 

mN,m,M,M
, Zn neN); the edge user strategy

set conforming to Nash Equilibrium is
aN � (a1,m, a2,m, . . . , an,m). +en, according to the definition
of Nash Equilibrium, if the multiuser system is in equilib-
rium, no user can change the strategy unilaterally to further
reduce the overhead. i.e.,

Zn an,m, aN−n ≤Zn a
∗
n,m, aN−n , an,m ∈ 0, 1{ },

n ∈ N, m ∈M.
(19)

In this formula, a∗n,m denotes the decision after the edge
user changes.

6.2. Proof of the Existence of Multiuser Multichannel Dis-
tributed Computation Offloading Nash Equilibrium Points.
+e potential game is a subset of the strategy game. Each
subject will continually approach the optimal objective
function after a finite iteration to find the optimal solution of
the objective function, and each potential game obeys a
potential function. Here, we need to construct a potential
function to prove that the target problem is a potential game
problem, and then there is a Nash equilibrium point. From
(4), (8), and (10), we can get Kc

n(aN)≤Kl
n equivalent to

⇒λt
n t

c
n,up aN(  + t

c
n,exe  + λe

ne
c
n,up aN( ≤ λt

nt
l
n + λe

ne
l
n

⇒λt
n

Bn

Cn aN( 
+ t

c
n,exe  + λe

n

qnBn

Cn aN( 
+ Tn ≤ λt

nt
l
n + λe

ne
l
n

⇒Bn λt
n + λe

nqn( 

Cn aN( 
+ λt

nt
c
n,exe + λe

nTn ≤ λ
t
nt

l
n + λe

ne
l
n

⇒Cn aN( ≥
Bn λt

n + λe
nqn( 

λt
ntl

n + λe
nel

n − λt
ntc

n,exe − λe
nTn

.

(20)

According to (2), we then have that the interference μn in
the wireless channel has an extremum THn when the edge-
side user n implements the beneficial computation
offloading:

μn � 
i∈ N{ }: ai�an

qigi ≤
qngn

Bn λt
n + λe

nqn( /2K λt
ntl

n+λ∗n e−
n −λt

nrn,sec−λ
e
nTn( )  − 1

− σ,

(21)

THn �
qngn

Bn λt
n + λe

nqn( /2K λt
ntl

n+λe
nel

n−λt
ntc

n,exe−λ
e
nTn( )  − 1

− σ.

(22)

It can be seen that when the wireless channel inter-
ference is sufficiently low, it is beneficial for the user to
adopt the edge server-side computation mode. Otherwise,
the user should perform the computation task locally.
Based on the above results, we can know that channel
interference has an extreme value, which satisfies the
potential game condition. And, the following potential
function is constructed to prove that the multiuser

Table 2: Random consistency standard.

k 1 2 3 4 5 6 7 8 9 10
RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49
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multichannel computation offloading satisfies the po-
tential game:

ϕ aN(  �
1
2



N

i�1

j≠i

qigiqjgjI ai�aj 
I ai�1{ } + 

N

i�1
qigiTHiI q�0{ }.

(23)

+e potential game has a finite increment property (FIP)
[38]; its incremental path length is limited, and the game
subject can reach the Nash equilibrium after a finite number
of iterations. Any edge user updates its current decision
ak,m, m ∈M for a∗

k,m, m ∈M, k ∈ N; when in Nash equi-
librium, it will lead to an increase in overall overhead, i.e.,

Zk ak,m, aN−k <Zk a
∗
k,m, aN−k , ak ∈ 0, 1{ }, k ∈ N, m, m ∈M.

(24)

+e objective function is proved to be a potential
function in three cases.

Case 1 (ak,m � 1, a∗
k,m � 1). +e user overhead Zk(ak,m,

aN−k) is inversely proportional to data uplink rate Ck(aN),
according to (2), that is, proportional to channel interfer-
ence. +is implies that


j∈N∖ k{ }: aj�ak

qjgj < 
j∈N∖ k{ }: aj�a ∗

k

qjgj. (25)

Since ak,m � 1, a∗
k,m � 1, according to (22), (23), and (24),

it is obvious that

ϕ ak,m  < ϕ a∗
k,m 

�
1
2



N

k�1

j≠k

qkgkqjgjI aj�ak 
−
1
2



N

k�1

j≠k

qkgkqjgjI aj�a∗
k

 

�
1
2
qkgk 

j≠k
qjgjI aj�ak 

+
1
2
qjgj 

j≠k
qkgkI

ak�aj 

−
1
2
qkgk 

j≠k
qjgjI aj�a ∗

k
 

−
1
2
qjgj 

j≠k
qkgkI

a∗
k

�aj 

� qkgk 
j≠k

qjgjI aj�ak 
− qkgk 

j≠k
qjgjI aj�a∗

k
 
< 0.

(26)

Case 2 (ak,m � 0, a∗
k,m � 1). Since ak,m � 0, a∗

k,m � 1, and
Zk(ak,m, aN−k)<Zk(a∗

k,m, aN−k), when the user changes his
local computing decision to the mobile edge computing
decision process, the overall overhead increases, that is, the
channel interference is greater than the maximum extreme
value of the beneficial mobile edge computing interference:


j∈N∖ k{ }: aj�ak

qjgj >THk,
(27)

ϕ ak,m <ϕ a
∗
k,m 

� 
N

j�1
qjgjTHk −

1
2



N

k�1

j≠ k

qkgkqjgjI aj�a ∗
k

 

� qkgkTHk −
1
2
qkgk 

j≠ k

qjgjI aj�a ∗
k

 

−
1
2
qjgj 

k≠j
qkgkI

a∗
k

�aj 

� qkgkTHk − qkgk 
j≠ k

qjgjI aj�a∗
k

 
< 0.

(28)

Case 3 (ak,m � 1, a∗
k,m � 0). By a similar argument in the

second case, since ak,m � 1, a∗
k,m � 0, and

Zk(ak,m, aN−k)<Zk(a∗
k,m, aN−k), ϕ(ak,m)< ϕ(a∗

k,m).
For the above three cases, both the definitions of the

potential game are satisfied. +en, we can get
ϕ(ak,m)< ϕ(a∗

k,m) from Zk(ak,m, aN−k)<Zk(a∗
k,m, aN−k).

Combined with the above proof, it can be known that the
target problem (multiuser multichannel computation off-
loading problem in the Mobile Edge Cloud Service strategy)
is a potential game problem, and there is a Nash equilibrium
point.+eNash equilibrium point can be used as the optimal
value for multiuser multichannel mobile edge computing
task offloading.

6.3. Multiuser Multichannel Task Scheduling Algorithm

6.3.1. Algorithm Design. We design the multiuser multi-
channel task scheduling algorithm according to the finite
increment property of the potential game and ensure that
any asynchronous response update process reaches Nash
equilibriumwithin a finite number of iterations. Algorithm 1
of the whole auction flow is described as follows:
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Specifically, the user synchronizes with the clock
signal from the wireless base station, and the time slot
used to update the computation offloading decision is
called a decision period, and each decision period includes
two phases:

Radio interference measurement phase: at this stage, we
measure interference on different channels to select the
appropriate channel for access. In the current decision slot,
each edge node user who selects mobile edge computation
offloading mode (i.e. an,m(t) � 1) will transmit the pilot
signal on its selected channel m and then measure the total
received power ρm(aN(t))≜i∈N: ai(t)�1qigi of each channel
m ∈M on the radio base station. And, the power infor-
mation received on all channels will be fed back to the edge
node user. +erefore, each user n can grasp the interference
on its channel m ∈M from other users as

μne m, a−n(t)(  �
ρm aN(t)(  − qngn, an,m(t) � 1,

ρm aN(t)( , an,k(t) � 1, k≠m.

⎧⎨

⎩

(29)

+e interference received on the channel m currently
selected by the edge user is equal to themeasured total power
minus the signal power. For other channels that do not
transmit the pilot signal, the interference received is equal to
the measured total power.

Offloading decision update phase: at this stage, we
motivate the multiuser computing offload’s finite incre-
mental properties by having an edge node user perform a
decision update. Based on interference information mea-
sured on different channels μn(m, a−n(t)), m ∈M, each edge
node user first calculates its best response update set as

Δn(t)≜
m: m � argmin

m∈M
μn m, a−n(t)( 

μn m, a−n(t)( < μn m, a−n(t)( 

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (30)

+en, in case Δn(t)≠ϕ (i.e., user n can improve its
offload decision), user nwill send a request-to-update (RTU)
message to the edge server node to indicate that it wants to

contend for the decision update opportunity. Otherwise,
user n will not compete for updates in the next decision slot
and keep their current offloading decisions unchanged (i.e.
an,m(t + 1) � an,m(t)). +e edge server node will select the
user with the highest priority from the user who has sent the
RTU and send an update-permission (UP) command to
update the decision an,m(t + 1) ∈ Δn(t) in the next time slot.
For users who do not receive the UP command, they will not
update their decision in the next time slot (i.e.
an,m(t + 1) � an,m(t)).

6.3.2. Analysis of Convergence and Solvability. From the
finite increment attribute (FIP) of the potential game, the
algorithm will converge to the Nash equilibrium of the
multiuser multichannel computation offloading game in a
limited number of decision slots. In the simulation exper-
iment, when the edge server does not receive any RTU
message of the edge user in any decision time slot, that is, the
game has reached the Nash equilibrium. +en, the edge
server broadcasts the end message to all edge users, indi-
cating that the updating process of the computation off-
loading decision is terminated. We analyze the convergence
and solvability of the distributed computation offloading
algorithm by calculating the extreme value of the number of
required decision slots for the computation offloading
algorithm.

In each decision slot, each edge user will execute steps
3–10 in Algorithm 1 in parallel. Since most operations
involve only some basic arithmetic computations, the
main part is to calculate the optimal response set in step 5,
which involves the computation and sequence of m-
channels measurement data, usually with the computa-
tional complexity of O(mlogm). So, the computational
complexity in each decision slot is O(mlogm). Assuming
that it requires C decision slots to terminate the algo-
rithm, the total computational complexity of the dis-
tributed computation offloading algorithm is
O(Cmlogm). Let

Step 1: initialization
Step 2: all computing tasks are done locally, i.e. an(0) � 0
Step 3: end initialization
Step 4: repeat for each user n and server node in each decision slot t

Step 5: transmit the pilot signal on the chosen channel m to the mobile cloud server base-stations
Step 6: receive the information of the received powers on all channels from each mobile edge user n

Step 7: compute the best response set Δn(t) in the base-stations
Step 8: if Δn(t)≠ ϕ then
Step 9: send RTU message to the cloud for contending for the decision update opportunity
Step 10: if receive the UP message from the cloud then
Step 11: choose the decision an,m(t + 1) ∈ Δn(t) for next slot
Step 12: else choose the original decision an,m(t + 1) ∈ an,m(t) for next slot
Step 13: end if
Step 14: else choose the original decision an,m(t + 1) ∈ an,m(t) for next slot
Step 15: end if
Step 16: until END message is received from the mobile cloud server base-stations

ALGORITHM 1: Multiuser multichannel task scheduling algorithm.
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THmax ≜ max
n∈N

THn ,

Qn ≜ qngn,m,

Qmax ≜ max
n∈N

Qn ,

Qmin ≜ min
n∈N

Qn ,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(31)

where THn, qn, and gn,m are the channel interference ex-
tremum, transmission power, and channel gain, respectively.
Because we need C decision slots to converge, we have the
following inference.

When THn and Qn are nonnegative integers for any
n ∈ N, the distributed computation offloading algorithm
will terminate within at most (Qmax/2Qmin)N2 +

(THmaxQmax/Qmin)N decision slot, i.e.,

C≤
Qmax

2Qmin
N

2
+

THmaxQmax

Qmin
N. (32)

Proof. According to (23),

0≤ϕ aN( ≤
1
2



N

i�1

j≠ i

Q
2
max + 

N

i�1
QmaxTHmax

⇒0≤ϕ aN( ≤
1
2
Q

2
maxN

2
+ QmaxTHmaxN.

(33)

In a decision slot, assume that an edge user k ∈ N

updates its current decision ak,m, m ∈M to a∗
k,m, m ∈M.

And, this decision leads to a reduction in the overall cost
of the user, i.e., Zk(ak,m, aN−k)>Zk(a∗

k,m, aN−k). According
to the definition of the potential function, it can be seen
that the potential function will also be reduced by at least
Qmin, i.e.,

ϕk ak,m ≥ ϕk a
∗
k,m  + Qmin. (34)

We will consider three situations: (a) ak,m � 1, a∗
k,m � 1;

(b) ak,m � 0, a∗
k,m � 1; (c) ak,m � 1, a∗

k,m � 0.
While ak,m � 1, a∗

k,m � 1, we can see from equation (26)
that

ϕ ak,m  − ϕ a
∗
k,m  � Qk 

j≠k
QjI aj�ak 

− 
j≠ k

QjI aj�a∗
k

 
⎛⎝ ⎞⎠> 0.

(35)

Since Qj are integers for any j ∈ N, then


j≠ k

QjI aj�ak 
≥ 

j≠k
QjI aj�a∗

k
 

+ 1.
(36)

According to the above formula,

ϕ ak,m ≥ϕ a
∗
k,m  + Qk ≥ ϕ a

∗
k,m  + Qmin. (37)

While ak,m � 0, a∗
k,m � 1, we can get by formula (28) that

ϕ ak,m  − ϕ a
∗
k,m  � Qk THk − 

j≠k
QjI aj�a∗

k
 

⎛⎝ ⎞⎠> 0.

(38)

Since Qk is the integer for any j ∈ N,

THk ≥ 
j≠k

QjI
I

aj�a∗
k

 
+ 1.

(39)

According to the above formula,

ϕ ak,m ≥ ϕ a
∗
k,m  + Qk ≥ϕ a

∗
k,m  + Qmin. (40)

While ak,m � 1 and a∗
k,m � 0, through a similar argument

to the second case, we get

ϕ ak,m ≥ ϕ a
∗
k,m  + Qk ≥ϕ a

∗
k,m  + Qmin. (41)

+erefore, according to (33)–(41), we know that the
algorithm will terminate by driving the potential function
ϕk(aN) to a minimum point within at most decision slots:

C≤
ϕmax aN( 

Qmin
�

Qmax

2Qmin
N

2
+
THmaxQmax

Qmin
N. (42)

For the general case, the numerical results of the pre-
vious section indicate that the distributed computation
offloading algorithm can also converge quickly, and the
number of convergence decision slots increases linearly
(almost) as the number of users N increases. +e inferences
in this section further indicate that the distributed com-
putation offloading algorithm can converge quickly under
normal conditions and has a quadratic convergence time
Cmax (i.e., an upper bound). Note that in the simulation
experiment, the transmission power and channel gain are
nonnegative (i.e., qn, gn,m ≥ 0), so we know that
Qn � qngn,m ≥ 0. +e nonnegative condition THn ≥ 0 en-
sures that each user has the opportunity to implement a
beneficial computing offload (otherwise, the user can only
choose the local computing all the time). +erefore, the
algorithm makes sense only when Qn and THn are non-
negative integers. THmax, Qmax, and Qmin can be obtained
from known conditions, and then the algorithm can be
solved. □

7. Simulation and Analysis

7.1. Experiment Settings. In this experiment, the face rec-
ognition algorithm [40] has been used as a computation task.
MATLAB is used to simulate the computation offloading
framework proposed in this paper. We will set up 5 edge
server nodes in each experimental scenario, including 5
wireless base stations and 5 edge servers, running 30 virtual
machines on each edge server, and the computing power of
each virtual machine is set to 10GH [40].+e coverage of the
base station is 100 meters [27], and edge users are randomly
distributed in coverage [27]. Each task is executed by a single
virtual machine. +e various data parameters [3, 33, 41–44]
in the simulation experiment are shown in Table 3.

7.2. Analysis of Simulation Results. In this section, we an-
alyze the simulation results and discuss the performance of
the framework proposed.
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7.2.1. Performance Analysis of Beneficial Computation Off-
loading Decision Strategy. We consider the two indicators of
beneficial computation offloading users and real-time sys-
tem overhead. +e two indicators of the beneficial com-
putation offloading decision strategy used in this paper are
evaluated. Experiments are set up for analysis: (1) the change
of the number of beneficial computation offloading users
with the change of the decision time slot among the 50 users
who perform the computation offloading is measured; (2)
the change of the real-time system overhead of the user with
the change of the decision time slot among the 50 users who
perform the computation offloading is measured; (3) the
comparison of the number of beneficial computation off-
loading users with the change of the user number of different
computation offloading decision strategies (random com-
putation offloading decision, beneficial computation off-
loading decision, and full computation offloading decision).
All test data in this paper are the average of 100 trials.

From Figure 3, we can see the dynamic process of the
number of beneficial computation offloading users under the
beneficial computation offloading decision strategy. It shows
that the strategy can increase the number of beneficial
computation offloading users in the system and converge to
a balance. From Figure 4, we can see the dynamic process of
the overall cost of the mobile device user system under the
beneficial computing offload decision strategy. It shows that
the strategy can also keep the total overhead of the mobile
device user system in the process of computation offloading
from decreasing and eventually converging to an equilib-
rium. Figure 5 shows that, under the condition that each
edge service node has sufficient computing resources in the
mobile edge network, the number of beneficial computation
offloading users will increase with the number of users. +e
performance of the computation offloading decision strategy
used in this paper compared with the other two strategies is
improved by 30%.

7.2.2. Performance Analysis of Cov-AHP Based Server Se-
lection Strategy. We focus on the stability evaluation of the
Cov-AHP-based server selection strategy used in this paper.
Two experiments are set up: (1) compare the server weight of
different server selection strategies in the same region [45]
with the change of the task execution time; (2) compare the
server weight of the server selection strategy used in this
paper with the change of the task execution time in different

regions. In this experiment, we set the performance pa-
rameters of the server to be more realistic, and the per-
formance of the server has advantages and disadvantages.
+e specific parameters are shown in Table 4.

+e server weights based on different server selection
strategies fluctuate with the task execution time in the same
area (Figure 6). +e server selection strategy based on Cov-
AHP can reduce the weight fluctuation of each server in the
same area effectively, and so that the user offloading decision
is relatively stable. It also achieves load balancing between
servers in the same area effectively.

+e server weight based on the server selection strategy
adopted in this paper varies with the task execution time in
different regions (Figure 7). +ese regions depend on where
the users are. +e server selection strategy based on Cov-
AHP can maintain the weight of each server in different
regions effectively, so that the server weight fluctuation is
small in the same region, which indicates that the server
selection strategy based on Cov-AHP can efficiently achieve
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Figure 3: Dynamic beneficial computation offloading users.
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Figure 4: Real-time computing offload system overhead.

Table 3: Various data parameter tables in the simulation
experiment.

Parameter Values Parameter Values
M 5 λt

n 0.5
k 5 λe

n 0.5
k′ 5 β 0∼100m
Bn 5MB α 4
Dn 1000M cycles gn β−α

fl
n 1GHz qn 100mW

fv
n 10GHz σ −100 dBm

fc
n 200∼300GHz K 5MHz

cl
n 1mW
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Figure 5: +e number of beneficial computation offloading users for different computing offload decision strategies under different user
numbers.

Table 4: Server performance parameters.

Bandwidth (M) Number of VM VM CPU computing speed (GHz) Server CPU computing speed (GHz)
Server 1 5 40 8 320
Server 2 6 30 10 300
Server 3 7 20 14 280
Server 4 4 30 10 300
Server 5 6 30 9 270
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Figure 6: Continued.
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Figure 6: Server weight fluctuation based on (a) a random server selection strategy, (b) the polling server selection strategy, and (c) the Cov-
AHP server selection strategy.
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Figure 7: Continued.
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load balancing between servers in different areas within the
coverage of the base station.

7.2.3. Performance Analysis of Multiuser Multichannel Dis-
tributed Computation Offloading Strategy Based on Potential
Game. In this section, we focus on two important indicators
of the user’s computation offloading overhead and task
completion time in the process of making channel selection

decisions and completing the computation offloading. We
evaluate two indicators of the multiuser multichannel dis-
tribution computation offloading strategies based on po-
tential games is used in this paper. And, two experiments are
set up separately: (1) compare the total user overhead of
different channel selection strategies [2] in the process of
computation offloading; (2) compare the time of different
channel selection strategies [2] to complete the computation
task. Among them, the centralized computation offloading
algorithm uses the global optimization method to calculate
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Figure 7: Server load fluctuations in different regions based on the Cov-AHP server selection strategy. (a) Region 1. (b) Region 2. (c)
Region 3.
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the overall cost of centralized computation offloading and
requires the edge server to continuously interact with the
edge users. It has been proved to be able to effectively find
the approximate optimal solution of the complex combi-
natorial optimization problem.

+e variation of the total user overhead of different channel
selection strategies to complete the computation offloading
process with the increase of the number of users is shown in
Figure 8. +e multiuser multichannel distributed computation
offloading strategy based on the potential game has a larger
advantage relative to the random computation offloading and
the full local computing, which saves twice asmuch on average.
+e centralized computation offloading strategy is almost
consistent or even slightly superior to the user overhead of the
strategy in this paper, but it pays a large price in terms of delay.
+e task completion time of different channel selection
strategies increases with the increase in the number of users
(Figure 9). +e multiuser multichannel distributed computa-
tion offloading strategy based on potential game used in this
paper will greatly reduce the completion time of tasks com-
pared with other strategies. +is is because the strategy in this
paper makes the most suitable decision for each user based on
their own combined channel conditions. +e centralized off-
loading decision needs to collect all users’ information for
centralized analysis, which will greatly increase the additional
delay and affect the QoS of the users.

8. Conclusions

+is paper proposes a multilevel computation offloading
optimization framework suitable for multiuser multichannel
multiserver scenarios in MEC to meet the needs of com-
puting-intensive applications on mobile devices. From the
perspective of edge users, delay and energy consumption are
used as the basis for computation offloading decision, and
then the concept of beneficial computation offloading is
proposed.+rough the Cov-AHP strategy for multiobjective
decision-making, we make a comprehensive evaluation of
the optional edge server and select the appropriate server to
perform computation offloading. It is proved that the
multiuser multichannel distributed computation offloading
accords with the potential game condition, and it indicates
that there is always a Nash equilibrium point in the potential
game. +en, a distributed computation offloading algorithm
is designed, which can realize Nash equilibrium. +e sim-
ulation results show that the proposed offloading framework
has higher stability than the similar methods, which can
effectively reduce the delay and the overall cost of energy
consumption of the edge client and improve the execution
speed of the computation offloading and the standby time of
the mobile device.

In future work, we will consider how edge devices op-
timize computation offloading in ad hoc networks, which
will make it possible for users to share computing resources
in more urgent situations.
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