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Cardiovascular disease (CVD) is one of the most severe diseases threatening human life. Electrocardiogram (ECG) is an efective
way to detect CVD. In recent years, many methods have been proposed to detect arrhythmia using 12-lead ECG. In particular,
deep learning methods have been proven to be efective and have been widely used. Te attention mechanism has attracted
extensive attention in many felds in a series of deep learning methods. Of-the-shelf solutions based on deep learning and
attention mechanism for ECG classifcation mostly give weights to time points. None of the existing methods were considered
using the attention mechanism dealing with ECG signals at the level of heartbeats. In this paper, we propose a beat-level fusion net
(BLF-Net) for multiclass arrhythmia classifcation by assigning weights at the heartbeat level, according to the contribution of the
heartbeat to diagnostic results.Tis algorithm consists of three steps: (1) segmenting the long ECG signal into short beats; (2) using
a neural network to extract features from heartbeats; and (3) assigning weights to features extracted from heartbeats using an
attention mechanism. We test our algorithm on the PTB-XL database and have superiority over state-of-the-art performance on
six classifcation tasks. Besides, the principle of this architecture is clarifed by visualizing the weight of the attention mechanism.
Te proposed BLF-Net is shown to be useful and automatically provides an efective network structure for arrhythmia clas-
sifcation, which is capable of aiding cardiologists in arrhythmia diagnosis.

1. Introduction

Cardiovascular disease (CVD) is at high risk of leading to
death. According to the World Health Organization
(WHO), in 2019, an estimated 17.9 million individuals died
from CVDs, representing 32% of global deaths [1]. In
particular, sudden cardiac deaths account for roughly 50% of
all fatalities due to cardiovascular disease, with cardiac ar-
rhythmias accounting for about 80% of them [2]. Electro-
cardiogram (ECG) is widely used for recording the heart’s
electrical activities, which can refect the physical condition
of humans. ECG is noninvasive and inexpensive. It is ob-
tained by electrodes attached to the skin. Te standard ECG
has 12 leads, namely, I, II, III, avR, avL, avF, V1, V2, V3, V4,

V5, and V6. Automatic arrhythmia detection using ECG has
become increasingly important. It can assist doctors in
treating patients and provide helpful information about
heart conditions for ordinary people with wearable devices.

ECG signal has its periodicity due to the regular electrical
activity of the heart. A typical ECG signal record is com-
posed of several heartbeats. Tese heartbeats are closely
related physiologically and temporally. On the one hand,
each beat of the ECG signal can be divided into PRQST
waves according to diferent physiological meanings. De-
polarization of the right atrium is responsible for the frst
half of the P wave, while depolarization of the left atrium is
responsible for the second half. Depolarization of the middle
of the left side of the interventricular septum causes the QRS
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complex’s initial 0.01 second. Depolarization of the endo-
cardium of both ventricles produces the next few millisec-
onds of the QRS complex. Depolarization of a smaller
portion of the right ventricle and a larger portion of the left
ventricle follows. Te fnal few milliseconds of the QRS
complex are caused by depolarization of the basilar region of
the left ventricle. Te T wave is created by the ventricles
repolarizing [3].

In the past few decades, a large number of arrhythmia
classifcation methods have been proposed. Technically, a
typical method includes preprocessing, feature extraction,
and feature classifcation. Feature extraction is the most
sophisticated step because we need to choose a set of features
manually. Terefore, ECG classifcation based on deep
neural networks (DNNs), which have the capability of au-
tomatic feature extraction, has attracted much attention and
manyDNN-based arrhythmia classifcation works have been
proposed.

Since each beat has the same structure, a novel method
using the beat-level attention fusion network for multiclass
arrhythmia classifcation is proposed by exploiting this
feature. Our method can be divided into three steps: (1)
segmentation, (2) beat-level feature extraction, and (3)
interbeat feature fusion. Te segmentation module trans-
forms ECG signals into diferent heartbeats. Beat-level
feature extraction module extracts features from heartbeats.
Interbeat feature fusion module fuses beat-level features into
global features that incorporate information about the whole
ECG signal by considering the contribution of the heartbeat
to diagnostic results. Te main contributions of our algo-
rithm are stated as follows. Te model BLF-Net is proposed
by utilizing the attention mechanism at the level of heartbeat
instead of the time point. Te attention mechanism gives
weights for diferent beats in an ECG signal. Te purpose is
to focus on the informative beats and suppress less useful
beats among one ECG signal. Tis model outperforms the
state-of-the-art models in terms of arrhythmia detection.
Besides, this model provides a new perspective for ar-
rhythmia detection. Tat is, an ECG signal can be dealt with
the level of heartbeats and attention can be utilized to fuse
features extracted from each beat.

2. Related Works

Traditional methods are required to extract features man-
ually. Typical features extracted manually are statistical
features [4], morphological features [5, 6], P-QRS-T features
[7, 8], and wavelet features [9, 10]. Also, dimensionality
reduction methods can be exploited for extracting useful
information, such as principal component analysis (PCA)
[11], independent component analysis (ICA) [12, 13], and
linear discriminant analysis (LDA) [14, 15]. After extracting
features, there are varieties of classifers to be chosen from.
Commonly used techniques are support vector machine
(SVM) [16, 17], artifcial neural network (ANN) [18], de-
cision tree [9, 12], and bayesian classifer [6, 13].

A set of well-designed hand-crafted features is neces-
sary and important for high performance and robustness in
traditional methods, while it costs a lot of labor to design

manual features. How to design features usually depends
on the researchers’ work experience. As a consequence,
methods based on the deep neural network [19] have
gradually become mainstream in ECG classifcation due to
the ability to extract features automatically. Convolutional
neural networks (CNNs) are widely employed because of
their ability to extract features efectively. A patient-specifc
ECG heartbeat classifcation using an adaptive CNN was
developed by Kiranyaz et al. [20], which is a single structure
that integrates feature extraction and classifcation. Te
continuous wavelet transform was utilized by Al Rahhal
et al. [21] to convert ECG into images, which were then
input into a CNN network pretrained on ImageNet. For
identifying supraventricular and ventricular ectopic beats,
this approach performed well. A 34-layer residual CNN
presented by Hannun et al. [22] reached expert-level
performance in detecting cardiac arrhythmias. In some
studies, the ECG signal was regarded as a time-series and
they deployed recurrent neural network (RNN) which is
designed for dealing with sequential data. Long short-term
memory (LSTM) and gated recurrent unit (GRU) are two
representative variants of RNN. Based on several LSTMs
and wavelet transform, a real-time heartbeat classifcation
method was developed by Saadatnejad et al. [23] for
personal wearable gadgets. For classifying biometric ECG
signals, a deep bidirectional GRU network was developed
by Lynn et al. [24]. Besides all that, many studies have
proposed multilayer networks by combining CNN and
RNN. By combining a residual CNN with a bidirectional
LSTM, He et al. [25] achieved good results for arrhythmia
classifcation. Yao et al. [26] used a model composed of
VGGNet and LSTMs to classify multiclass arrhythmias.
Tis model is efective in recognizing paroxysmal ar-
rhythmias and supports varied-length inputs. Recently, a
number of works [27, 28] have exploited the attention
mechanism to take into account the fact that diferent parts
of ECG signals contribute dissimilarly to the diagnosis.
Tere are many variants of the attentional mechanism
[29–31]. Zhang et al. [32] used the spatio-temporal at-
tention mechanism to deal with the ECG classifcation by
assigning weights in the spatio-temporal dimension of
ECG. Tese works exploited the attention mechanism to
assign weights to ECG signals at the level of time point (i.e.,
temporal attention mechanism). Te temporal attention
mechanism can focus on which signal points are more
important in the temporal dimension and which signal
points do not have a sufciently prominent contribution to
the result. However, the ECG signal is composed of
heartbeats; so another practicable alternative is to exploit
the attention mechanism to assign weights at the level of
ECG heartbeat. Considering the use of the attention
mechanism from the perspective of the heartbeat allows the
attention mechanism to take the heartbeat as a whole and
pay attention to how much the heartbeat contributes to the
result. Tat is to say, beats that contribute more to the result
are assigned higher weights. Tis provides a new per-
spective to treat and process ECG signals. In other words,
extracting features from each beat and fusing these features
deserves further research.
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3. Method

3.1. Problem Formulation. Temulticlass and multilabel 12-
lead ECG dataset is defned as

X � x
(1)

, y
(1)

􏼐 􏼑, x
(2)

, y
(2)

􏼐 􏼑, . . . , x
(n)

, y
(n)

􏼐 􏼑􏽮 􏽯, (1)

where x(i) ∈ RL×D is the ECG signal, L refers to the length of
the signal, and D refers to the signal dimension (i.e., the
number of leads). y(i) ∈ FC

2 , C refers to the number of
categories and F2 � 0, 1{ } is a set containing only 0 and 1.

Te goal of the arrhythmia classifcation is to construct a
model to automatically identify the categories of arrhythmia
based on the ECG signal. Te model takes 12-lead ECG
signals as input and outputs predicted labels. Te model
needs to learn the mapping relationshipH(·) from the input
x(i) to the output z(i) of the output layer, which is defned as

z
(i)

� H x
(i)

; θ􏼐 􏼑, (2)

where θ refers to the network parameters of the model.
During training, the goal of the model is to minimize the
binary cross entropy loss (BCE Loss) of the predicted
probability relative to its reference label, defned as

L(X;H) � − 􏽘

C

k�1
y

(i)
k logz(i)

k + 1 − y
(i)
k􏼐 􏼑log 1 − z(i)

k􏼐 􏼑􏼐 􏼑. (3)

3.2.ModelOverview. Teproposed BLF-Net includes 3 parts
illustrated in Figure 1: (1) segmentation used for segmenting
ECG signal into heartbeats; (2) beat-level feature extraction
used for extracting features from beats; (3) interbeat feature
fusion used for synthesizing features extracted by beat-level
feature extraction module.

Specifcally, in our model, the ECG signal is frst fed into
the segmentation module, and several segmented beats are
obtained. Te segmented beats are sent to the beat-level
feature extraction module to obtain the encoded features of
each beat. Tese features are then fed into the interbeat
feature fusion module, where the features are fused using an
attention mechanism to assign diferent weights to em-
phasize useful beats and suppress the less useful ones. Fi-
nally, a two-layer fully connected layer is used as a classifer
to output the probability of classifcation.

Te ECG signal is a periodic and multibeat signal. Te
heartbeat is the basic component of the ECG signal. A typical
ECG signal consists of a P wave, QRS complex, and other
waves. Diferent heartbeats are temporally and physiologi-
cally correlated with each other. On the one hand, the
heartbeat can be divided into P, QRS, T waves, etc.,
according to the physiological process of the heart, which
corresponds to the occurrence of diferent changes in the
heart and is expressed as a complete cycle; on the other hand,
when pathological changes occur, there may be irregular
changes between diferent beats of one ECG signal. Such
changes are expressed as the variability between diferent
beats. According to the above-given two points, pathological
changes in the heart can be refected by the individual beat

characteristics of the ECG signal. Terefore, each heartbeat
should be emphasized, and the method used for automatic
arrhythmia detection should have the ability to extract
features from individual heartbeats.

3.3. Segmentation. Let X ∈ RL×D be an original ECG signal,
where L is the length of the original ECG signal and D is the
number of leads.Ten, we adopt a classical R-peak detection
algorithm proposed by Pan et al. [33]. Tis algorithm
comprises the following steps: (1) bandpass flter, (2) dif-
ferentiator, (3) squaring process, (4) moving-window in-
tegration, and (5) thresholding. After this, we get a sequence
of R-peaks.

According to the positions of the detected R-peaks, we
segment the original ECG signal into heartbeats. Te frst Lf

points and the last Lk points of an R-peak are considered as
one heartbeat. Finally, we have a series of beats denoted as
B � (b1, b2, . . . , bs) where bi ∈ RLb×D, i ∈ 1, 2, . . . , s,
Lb � Lf + Lk is the length of a heartbeat.

3.4. Beat-Level Feature Extraction. Beat-level feature ex-
traction module is composed of CNN and RNN. Hence, the
procedure for this part can be formulated as

fCNN � CNN(B) � CNN b1, b2, . . . , bs( 􏼁

� CNN b1( 􏼁, CNN b2( 􏼁, . . . , CNN bs( 􏼁( 􏼁

� fCNN1
, fCNN2

, . . . , fCNNs
􏼐 􏼑,

fRNN � RNN fCNN( 􏼁

� RNN fCNN1
, fCNN2

, . . . , fCNNs
􏼐 􏼑

� RNN fCNN1
􏼐 􏼑, . . . , RNN fCNNs

􏼐 􏼑􏼐 􏼑

� f1, f2, . . . , fs( 􏼁.

(4)

3.4.1. Convolutional Neural Network. A convolutional
neural network contains 6 1-dimension (1-D) convolution
layers, as shown in Figure 1. “Conv1d 3 × 64, 2” means that
the kernel size of the convolution layer is 3, the number of
kernels is 64, and the stride for the cross-correlation is 2.
“Conv1d 3 × 64” means that the stride for the cross-cor-
relation is 1. Other similar expressions have similar
meanings. A batch normalization (BN) layer together with a
rectifed linear unit (ReLU) function follows each convo-
lution layer. BN [34] normalizes each batch during training,
which is used for accelerating the convergence. ReLU [35] is
a common function used for activating output values and
avoiding the vanishing gradient to a certain extent. Dropout
[36] follows every two convolution layers to prevent
overftting.

3.4.2. Recurrent Neural Network. Following the convolu-
tional neural network, the recurrent neural network (RNN)
is utilized. More specifcally, GRU [37], a kind of RNN, is
adopted here. GRU uses gate mechanisms to modulate the
information fow, similar to LSTM, but the hidden state is
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utilized to convey information instead of the cell state. We
use a bidirectional GRU which is a combination of a forward
GRU layer and a backward GRU layer.

yt � f Wzxt + Uz ⊙ ht−1( 􏼁, (5a)

rt � f Wrxt + Urht−1( 􏼁, (5b)

􏽥ht � tanh Wxt + U rtht−1( 􏼁( 􏼁, (5c)

ht � 1 − yt( 􏼁ht−1 + yt
􏽥ht. (5d)

Here, the sigmoid function is denoted by the symbol f.
⊙ stands for element-by-element multiplication.Te update
and reset gates, yt and rt, determine the extent to which the
activation ht is updated and the extent to which the prior
activation ht−1 is forgotten, respectively. Wz, Uz, W, U, Wr

and Ur are the trainable parameters. Te activation ht is the
weighted sum of the prior activation ht−1 and the candidate’s
activation 􏽥ht.

3.5. Interbeat Feature Fusion. For learning features from
several beats and putting diferent weights on the features of
diferent beats, we utilize the attention mechanism [38] to
fuse features extracted from diferent beats. Considering that
the number of heartbeats may not be consistent for each
segmented record, the masking technique is used. After
using the masking technique, the attention mechanism
actually performs assigning weights to the heartbeats that the
record actually has. First, we concatenate the features
extracted previously. Let f1, f2, . . . , fs refer to features.
Here, fi ∈ Rn, n is the number of features after passing
through the beat-level feature extraction module. After

passing the concatenation layer, we obtain the following
output:

fo � Cat f1, f2, . . . , fs( 􏼁. (6)

Ten, the concatenated features fo is fed through an
attention layer i.e.,

fatt � Attention fo( 􏼁. (7)

Tis algorithm is formulated as

ui � tanh Wfi + b( 􏼁, (8a)

αi �
exp u

T
i u􏼐 􏼑

􏽐
i

exp u
T
i u􏼐 􏼑

, (8b)

fatt � 􏽘
i

αifi. (8c)

Here, i ∈ 1, 2, . . . , s. Tis procedure is illustrated in
Figure 1. Weights are assigned to beats in an ECG signal by
the attention mechanism in order to emphasize those that
are more related to arrhythmia detection. In the attention
mechanism, we frst compute scores using the input of at-
tention layer fi. Specifcally, W and b here are trainable
parameters. We compute the linear mapping of fi and then
it is activated by nonlinear function tanh(·). tanh shown in
Figure 1 represents this process. In order to get the weight in
the interval [0, 1], the softmax function is applied to the
scores we get previously. softmax shown in Figure 1 rep-
resents this step. Finally, the output of the attention layer is
obtained by using diferent weight factors in the input
features fi to achieve the weighted average. Te intersection
of the dashed line and the solid line represents a

Encoder

Attention

Classifier

probabilities

Segmentation
Conv1d 3×64

Conv1d 3×64, 2
Dropout

Conv1d 3×128
Conv1d 3×128, 2

Dropout

bi

GRU
Linear

Conv1d 3×256
Conv1d 3×256, 2

Dropout

f2f1 fs

us
u1 u2

…

…

……

α1 α2 αs

tanh

softmax

tanh tanh

fatt

fi

Figure 1: Te framework of our method.
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multiplication of scalars and vectors, and the plus sign in the
circle means the addition of a vector.

4. Experimental Studies and Results

4.1. Environment. Python 3.7 and Pytorch 1.2.0 are used to
implement the proposed approach. In this study, all of the
experiments were carried out on a server using 128GB of
RAM, a Xeon E5 2620 processor, and four GeForce RTX
2080 graphics cards.

4.2. Data Description. Te PTB-XL dataset [39] consists of
21837 clinical 12-lead ECG records from 18885 patients,
each lasting 10 seconds. Te annotation of ECG statements
follows the SCP-ECG standard [40], and each record can
have several statements. Te ECG statements in the dataset
are divided into 71 diferent classes. Tere are 44 diagnostic
statements, 19 form statements, and 12 rhythm statements
in these categories. Te statements are nonexclusive at three
levels, and the diagnostic statements comprise four form
rhythm statements. Furthermore, diagnostic statements are
divided into fve superclasses (CD: conduction disturbance,
HYP: hypertrophy, MI: myocardial infarction, NORM:
normal ECG, and STTC: ST/T change) and 23 subclasses.
Te number of ECG records and the descriptions of diferent
classes for superclasses of diagnostic statements are shown in
Table 1. Tis study employed a sampling rate of 100Hz.

4.3. Evaluation Metric. We use area under curve (AUC) to
evaluate how our model performs on arrhythmia classif-
cation. AUC refers to the area under a receiver operating
characteristic curve [41]. Let n be the number of samples, M

refers to the number of positive samples, and N refers to the
number of negative samples; here, n � M + N. First, the
samples are sorted in descending order by score. Ten, the
rank corresponding to the sample with the largest score is set
as n, and the rank corresponding to the sample with the
second-largest score is set as n − 1, and so on. Ten, we add
up the ranks of all the positive samples, subtract M(1 +

M)/2, and then divide by M × N. To sum up, AUC is defned
as

AUC �
􏽐i∈positiveClassranki − M(1 + M)/2

M × N
. (9)

Te Mann–Whitney U, which determines whether
negatives are rated lower than positives, is found to be
closely related to the AUC.TeWilcoxon test of ranks [42] is
another name for it.

4.4. Training Setting

4.4.1. Model Optimization. Mini-batch is used for saving
memory and accelerating training. Te batch size is set to
256 samples. Te Xavier uniform initializer [43] is used to
initialize the weights of convolutional layers, while the or-
thogonal initializer is used to initialize the weights of the
bidirectional GRU. We also employ the Adam optimizer
[44] to iteratively update the parameters due to its potential

to speed up the convergence of the network. Te rate of
learning is set at 3e-4.

4.4.2. Regularization Strategies. Because the neural network
has huge amounts of parameters, to avoid overftting, we
need to apply regularization on the loss function to impose a
cost on the optimization function to make the optimal
solution smooth. Specifcally, L2 regularization is utilized in
our model. L2 regularization is the most common regula-
rization technique. L2 regularization limits the magnitude of
the parameters by adding a penalty term to the loss function.
With w representing the parameters of the model, L2 reg-
ularization is expressed as

L2(θ) � ‖θ‖
2
2 � 􏽘

i

θ2i . (10)

Te loss function with L2 regularization term is
expressed as

LR(X;H) � L(X;H) + L2(θ). (11)

Here, LR(X;H) is the loss function used in our model,
L(X;H) is the BCE loss as noted in equation (3).

4.4.3. Cross Validation. Te PTB-XL dataset was divided
into ten parts by reference [39]. Te tenth part serves as the
test set and the rest of the nine parts serve as the training set.
For the remaining nine parts, we follow the recommenda-
tion and use 9-fold cross-validation to make use of the
training set thoroughly in consideration of the small size of
the training set. We divide the training set into nine equal
parts using this strategy. Each of the nine parts takes turns as
the validation data, and the training data is made up of the
remaining subsets. In the end, the fnal probabilities are
calculated by averaging the output of nine models.

4.5. Experimental Process. Te input shape of the network is
(256, 12, 1000). Te frst dimension is the batch size for the
mini-batch, here is 256. Te second dimension refers to the
channel number (i.e., the number of leads). Te third di-
mension here is the length of the signal whose sampling
frequency is 100Hz and duration is 10 s.

After passing the segmentation module, the dimensions
are turned into (256, 20, 12, and 80). Here, the frst di-
mension is still the batch size and the third dimension is the
channel number. Te second dimension is the number of
beats and the fourth dimension is the length of beat, which is
set to 25 before R-peak and 55 after R-peak. Ten, these

Table 1: List of the distribution and the description for superclasses
of diagnostic statements.

#Records Superclass Description
9528 NORM Normal ECG
5486 MI Myocardial infarction
5250 STTC ST/T change
4907 CD Conduction disturbance
2655 HYP Hypertrophy
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segmented ECG signals are fed into the beat-level feature
extraction module. Since one out of every two convolutional
layers is set to stride 2, the output of the convolutional block
is with dimensions (256, 20, 256, and 10). Te frst and the
second dimensions are the same as before and the third
dimension is the kernel number of the last layer. Tese
feature maps are fowed into a GRU and a linear layer to get
features with dimensions (256, 20, 64, and 10).

Next, these features are put into the interbeat feature
fusion module to fuse features extracted from the beat-level
feature extraction module along the dimension of diferent
beats. Te input of the beat-level feature fusion module is
reshaped into (256, 20, 640). Tat is, we merge the last two
dimensions as features of a certain beat. All these features are
fed into the attention layer to obtain the fusion features with
dimensions (256, 640). Finally, a fully connected layer is
adopted as a classifer to transform these features into
probabilities of diferent kinds of arrhythmias. Here, the
sigmoid function is utilized to compress the output of the
model into probabilities between 0 and 1. Adam optimizer is
adopted to iteratively update network parameters.

5. Result & Discussion

5.1. Classifcation Performance. With the above-given ex-
perimental setup, the experiments were conducted. We
followed the recommendations of [45] and compared them
with 7 previous works at 6 annotation levels. Table 2
compares the proposed method with 7 previous works
[45] on six classifcation tasks based on macro-AUC scores.
As shown in Table 2, our algorithm has superiority over the
works listed in [45]. Compared to the wavelet +NN algo-
rithm,macro-AUC scores are improved by 9.2%, 9.7%, 9.5%,
7.1%, 17.7%, and 8.9% in the six classifcation tasks, re-
spectively. Te number of parameters in our model is better
than that of methods with similar performance, as will be
discussed later. Tis demonstrates that the proposed algo-
rithm produces a signifcant improvement in detecting most
arrhythmias, suggesting that it is a competitive method in
detecting arrhythmias when compared to state-of-the-art
methods. And, the confusionmatrices are shown in Figure 2.

5.2. Ablation Studies. To explain the efectiveness of BLF-
Net and investigate the infuence of hyperparameters in
model performance, ablation studies are applied. In this
process, we deploy the same experimental settings as before.
Tat is, the same evaluation metric and training settings are
adopted.

5.2.1. Comparison between Backbone Network and BLF-Net.
To illustrate the validity of BLF-Net, we make experiments to
compare the performance between the backbone network
and BLF-Net.Te backbone network is the same structure as
the beat-level feature extraction module shown in Figure 1,
which is followed by a fully connected layer as a classifer.
Tere is no beat-level fusion structure in the backbone
network. Tat is, we send the original ECG signal to the
backbone network without segmentation and interbeat

feature fusion. By contrast, we deploy the model with seg-
mentation and feature fusion i.e., BLF-Net. Table 3 shows the
macro-AUC score of the backbone network and BLF-Net in
classifying multi-class cardiac arrhythmias based on the
PTB-XL dataset.

Tis experiment demonstrates the introduction of the
beat-level fusion module can efectively improve the accuracy
of arrhythmia detection by contrast with a simple feature
extraction module. As shown in Table 3, BLF-Net outper-
forms BackboneNet based on the macro-AUC score of all
diferent criteria in detecting multiclass cardiac arrhythmias.

5.2.2. Comparison between Temporal Attention Module and
with Interbeat Feature Fusion Module. To verify the efec-
tiveness of the interbeat feature fusion module, we make
another experiment to compare the performance between
the temporal attention module and the interbeat feature
fusion module. In this experiment, we remove the seg-
mentation module of BLF-Net and feed the original ECG
signal into the neural network. Ten, the interbeat feature
fusion module is changed to the temporal attention module.
Te modifed model is named temporal attention network,
and we compare the results of this model with BLF-Net. Te

CD 0 1

0 1631 34

1 213 285

MI 0 1

0 1517 93

1 217 336

HYP 0 1

0 1878 22

1 163 100

NORM 0 1

0 969 230

1 70 894

STTC 0 1

0 1535 105

1 130 393

Diag. Prediction

Label
TN FP

FN TP

Figure 2: Te confusion matrices of BLF-net on superdiagnostic.
Te frst subfgure shows an example of a subfgure. TN, FP, FN,
and TP represent true negative, false positive, false negative and
true positive, respectively.

Table 2: Comparing our work with the previous works in terms of
classifcation performance.

Models
Macro-AUC scores

All Diag. Sub-
diag.

Super-
diag. Form Rhythm

Lstm1 0.907 0.927 0.928 0.927 0.851 0.953
Inception1d1 0.925 0.931 0.930 0.921 0. 99 0.953
Lstm_bidir1 0.914 0.932 0.923 0.921 0.876 0.949
Resnet1d_wang1 0.919 0.936 0.928 0.930 0.880 0.946
Fcn_wang1 0.918 0.926 0.927 0.925 0.869 0.931
Wavelet +NN1 0.849 0.855 0.859 0.874 0.757 0.890
Xresnet1d1011 0.925 0.937 0.929 0.928 0.896 0.957
Ours 0.927 0.93 0.941 0.936 0.891 0.969
1Tese models are stated in detail in [45]. Te best performance is high-
lighted in bold.
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structure of the temporal attention network consists of the
backbone network and the temporal attention module. Te
backbone network is the same confguration as the BLF-Net,
which is followed by the temporal attention module used for
assigning weights to the features temporally. A fully con-
nected classifer is employed here and the number of output
categories is denoted as nc. Te result is shown in Table 4.
Tis experiment is conducted to demonstrate that the at-
tention module applied among beats outperforms that ap-
plied among time points. Te temporal attention module
assigns weights temporally. Tis means that the attention
module focuses on the microlevel, which is less likely to
capture global information and focuses more on local
changes. While the interbeat feature fusion module focuses
on the beat level, this allows for a better fusion of features
extracted from each beat.

5.2.3. Analysis of Segmentation Length. Te heartbeat length
Lb in this experiment is set to 80 points. Tis hyper-
parameter can be regarded as a window size for a beat-level
feature extraction module to observe heartbeats. Here,
experiments were conducted to analyse the efect of this
hyperparameter on the model. We chose diferent heartbeat
length Lb to repeat the experiments of arrhythmias de-
tection based on the PTB-XL dataset. Table 5 shows the
result of these experiments. It can be seen that among the
rhythm Lb � 160 reachs the highest score and among the
form Lb � 80 reaches the highest score. From here, we can
get a conclusion, the greater the heartbeat length we set, the
better score among the rhythm we get. And, the smaller
heartbeat length we set, the better score among the form we
get. we can infer that a greater heartbeat length will catch
more information about rhythm and a smaller heartbeat
length will catch less.

An explanation is given for the decrease in macro-AUC
scores as the heartbeat length is reduced. A shorter heartbeat
length means a smaller observation window for the ECG
signal. Te signal acquired by a single heartbeat becomes less.
Unlike morphological judgments, rhythm is inferred by
comparing similar signals at the time before and after. While
morphology is judged by the amplitude at the same time. For
shorter time windows, we have less signal to observe and less
signal to compare back and forth. For longer time windows,
more signals can be observed and more signals can be
compared back and forth to determine rhythm-related in-
formation, so the larger the observation window, the more
accurate the rhythm-related judgments. Longer signals mean
that it is easier to determine the rhythm of the heartbeat.

5.3. Performance Analysis. ECG signal is composed of
beats, each heartbeat refects the same electrical activity
(i.e., from depolarization to repolarization). One cycle of
the electrical activity of the heart can be denoted as a
random signal X(t). Beat in the sample can be regarded as
the observed signal x(t) of random signal X(t). Beats that
come from the same ECG signal have the same physio-
logical meanings and individuals, so they can be con-
sidered as an identical distribution. Terefore, a series of
continuous beats can be dealt with the same network due
to identical distribution. In this paper, a module named
beat-level feature extraction is deployed to extract features
from beats. Our beat-level feature extraction module
extract features from beats with the same structure. Ten,
features extracted by the beat-level feature extraction
module are fed into the interbeat feature fusion module to
focus more on the representative beats. Take the STTC as
an example. Te ST segment myocardial infarction
(STEMI) is refected in ST elevation [46]. ST elevation is
linked to infarction and can be preceded by changes in-
dicating ischemia, such as ST depression or the T waves
inversion, according to [47]. In this case, our model will
assign higher weights to those heartbeats that show the
morphological characteristic of ST elevation.

5.4. Attention Weights. To illustrate how the interbeat fea-
ture fusion module works, we show the weights assigned by
the attention layer, as shown in Figure 3. Te upper parts in
Figures 3(a)–3(d) show the waveform of lead II, and the
lower parts show the weights assigned by our interbeat
feature fusion module. Te higher weight assigned to a beat,
the more contribution this beat has to the result. As shown in
Figure 3, our model gives higher weights to the abnormal
heartbeats, suggesting that these abnormal heartbeats are
paid more attention to in our method. In clinical practice,
abnormal heartbeats defne the diagnostic results for the
ECG signal. Terefore, we can consider that the proposed
method well learns the important features from ECG signals
and reasonably explains the classifcation results.

5.5. Parameter Size. We make a comparison in terms of the
number of parameters between the proposed BLF-Net and
four previous works in this subsection, as shown in Table 6.
It can be seen that the proposed model does not have a large
number of parameters but achieves optimal performance.
Compared to “inception1d” and “resnet1d_wang,” our
model outperforms on the macro-AUC score. And, as
shown in Table 2, our model surpasses the performance of
other models on subdiagnostic and superdiagnostic signif-
icantly. Although the performance of the model “xres-
net1d101” is comparable to ours, the number of parameters
in our model is much less than this works. Te experiment
result shows that a decrease in convolutional layers doesn’t
sacrifce the ability of models to learn compared with other
models. In addition, fewer parameters are less likely to
overft, contributing to better generalization and less
memory-consuming.

Table 3: Comparing our work with the branch network in terms of
classifcation performance.

Models
Macro-AUC scores

All Diag. Sub-
diag.

Super-
diag. Form Rhythm

BackboneNet 0.908 0.924 0.921 0.919 0.828 0.946
BLF-net 0.927 0.93 0.941 0.936 0. 91 0.969
Te best performance is highlighted in bold.
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Table 4: Comparing our work with the temporal attention network in terms of classifcation performance.

Models
Macro-AUC scores

All Diag. Sub-diag. Super-diag. Form Rhythm
Temporal attention network 0.921 0.920 0.923 0.930 0.855 0.953
BLF-net 0.927 0.93 0.941 0.936 0. 91 0.969

Table 5: Comparison of BLF-Net with diferent heartbeat lengths in terms of classifcation performance.

Lengths
Macro-AUC scores

All Diag. Sub-diag. Super-diag. Form Rhythm
Lb � 160 0.925 0.937 0.931 0.933 0.887 0.969
Lb � 120 0.923 0.93 0.934 0.931 0.890 0.961
Lb � 80 0.927 0.937 0.941 0.936 0. 91 0.954
Te best performance is highlighted in bold.
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Figure 3: Te heartbeat-level weights assigned by the proposed interbeat feature fusion module for diferent ECG classes including (a)
myocardial Infarction, (b) conduction disturbance and myocardial infarction, (c) myocardial infarction and ST/T change, and (d) con-
duction disturbance and hypertrophy and myocardial Infarction.Te upper subfgures in (a)–(d) show the original ECG signal from lead II.
Te lower subfgures show the corresponding heartbeat-level weights.

8 Journal of Healthcare Engineering



 . Conclusion

BLF-Net, an end-to-end multiclass arrhythmia classifcation
model utilizing 12-lead ECG records, is proposed in this
study. Te attention mechanism is used by BLF-Net to focus
on the informative features while suppressing the unim-
portant ones. Experiments show that when compared to of-
the-shelf methods, BLF-Net achieves state-of-the-art per-
formance. And, BLF-Net is both lightweight and efective.
BLF-Net, the proposed model for arrhythmia classifcation,
has the promise of aiding cardiologists in their clinical
practice.
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In recent years, brain magnetic resonance imaging (MRI) image segmentation has drawn considerable attention. MRI image
segmentation result provides a basis for medical diagnosis. Te segmentation result infuences the clinical treatment directly.
Nevertheless, MRI images have shortcomings such as noise and the inhomogeneity of grayscale. Te performance of traditional
segmentation algorithms still needs further improvement. In this paper, we propose a novel brain MRI image segmentation
algorithm based on fuzzy C-means (FCM) clustering algorithm to improve the segmentation accuracy. First, we introduce
multitask learning strategy into FCM to extract public information among diferent segmentation tasks. It combines the ad-
vantages of the two algorithms. Te algorithm enables to utilize both public information among diferent tasks and individual
information within tasks. Ten, we design an adaptive task weight learning mechanism, and a weighted multitask fuzzy C-means
(WMT-FCM) clustering algorithm is proposed. Under the adaptive task weight learning mechanism, each task obtains the
optimal weight and achieves better clustering performance. Simulated MRI images fromMcConnell BrainWeb have been used to
evaluate the proposed algorithm. Experimental results demonstrate that the proposed method provides more accurate and stable
segmentation results than its competitors on the MRI images with various noise and intensity inhomogeneity.

1. Introduction

With the increasing demand for medical services, medical
imaging technology continues to be improved. Technology
plays a major role in computer-assisted medicine. Tere are
multimodal medical imaging technologies, such as magnetic
resonance imaging (MRI), positron emission tomography
(PET) scanning, and computed tomography (CT) scanning.
MRI has the advantages of a high data rate, no radiation, and
high soft-tissue contrast [1]. MRI is generally used to vi-
sualize the structure and tissue of a patient [2].

With the great number of medical images increasing in
number, manual interpretation of image information be-
comes an impossible challenge. Experts have diferent ex-
periences and knowledge. It is impossible to obtain uniform

and precise segmentation results [3]. Computer-assisted
medical image processing plays a more and more impor-
tant role. Image segmentation is an indispensable part of
medical image processing [4]. Te diferent tissues classi-
fcation of the image provides a reference for doctors in
disease diagnosis and intervention decisions. It helps im-
prove diagnostic accuracy and efciency. Hence, the re-
search has great clinical signifcance in medical image
segmentation.

Traditional image segmentation methods are divided
into distinct categories according to their principles, such as
threshold, clustering, region-based, and edge-basedmethods
[5]. Te fuzzy C-means (FCM) algorithm was frst proposed
by Bezdek et al. [6]. Te FCM is widely used owing to its
applicability and simplicity [7].Te FCM algorithm provides
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the ability to describe the fuzziness of the images. Terefore,
the fuzzy clustering algorithm is appropriate for MRI im-
ages. Nevertheless, the performance of traditional FCM still
needs further improvement [8]. Te core problem is sen-
sitive to noise and the initialization of cluster centroids in
brain MRI image segmentation. To solve the problem, many
improved FCM algorithms have been proposed. Enhance-
ments have been tried to improve algorithm performance by
introducing local spatial information [7, 9], integrating
bioinspired algorithms [10–12], and enhancing the image
[13]. Ji et al. [9] introduced a method called RSCFCM for
brain MRI image segmentation by introducing a factor for
the spatial direction to deal with noise. Te algorithm im-
proved the segmentation accuracy. Meena Prakash et al. [14]
employed a brain MRI segmentation algorithm integrated
with spatial information and contrast enhancement based on
FCM, but the clustering performance of the algorithm is not
much improved compared with the original FCM algorithm.
Pham et al. [7] integrated the PSO algorithm and kernelized
fuzzy entropy clustering with spatial information and bias
correction algorithm, called the PSO-KFECSB algorithm,
which improved the robustness to noise and initializations,
but the computational cost of the algorithm increased.
Vinurajkumar and Anandhavelu [13] proposed an enhanced
fuzzy segmentation framework for extracting white matter,
which exhibited low values of computational time, but the
segmentation results are sensitive to the initialization of the
fuzzy partition matrix.

MRI images of diferent subjects have much common
information. Te related information could improve the
segmentation performance. Classical FCM only deals with
a single task. Te algorithm pays no attention to the related
tasks and only utilizes limited information [15]. To over-
come the limitation, manymultitask-related algorithms have
been proposed, such as transfer-learning clustering algo-
rithms [16], multitask clustering algorithms [15, 17, 18],
multiview clustering algorithms [3, 19], collaborative clus-
tering algorithms [20], and subspace clustering algorithms.
Multitask learning learns related tasks simultaneously and
shares useful information, such as representation and pa-
rameters among related tasks. Multitask learning strategy
improves the clustering performance and obtains higher
accuracy [21]. Hua et al. [3] designed a multiview fuzzy
clustering algorithm to extract multiple feature data from the
original image. Experimental results prove that the seg-
mentation method optimizes the segmentation efect. Jiang
et al. [18] proposed a distributed multitask fuzzy C-means
(DMFCM) clustering algorithm for MRI image segmenta-
tion, which can extract common and individual information
among diferent clustering tasks.Te public cluster centroids
represent the common information of diferent tasks.
DMFCM signifcantly outperforms traditional FCM.
However, because the common information is obtained
directly from the original pixel data, the computational
complexity greatly increases.

Generally, the current brain MRI image segmentation
algorithms sufer from the shortcomings such as the sen-
sitivity to the cluster initialization, lack of robustness to
noise, and high computational complexity. In this study,

a new fuzzy clustering algorithm is to be explored for better
improvement of the aforementioned problems. Based on the
traditional FCM algorithm, we integrate multitask learning
strategy and propose a weighted multitask fuzzy C-means
clustering algorithm (WMT-FCM). WMT-FCM learns
multiple diferent but related tasks simultaneously to extract
public information. By introducing the adaptive weight
learning mechanism, tasks are assigned optimal weights and
can be adaptively learned to achieve a better clustering efect.

Te summary of contributions in this research is as
follows:

(1) We integrate the traditional FCM algorithm and
multitask learning strategy with a new objective
function and propose an improved fuzzy clustering
method to enhance the accuracy of brain MRI image
segmentation.

(2) We design an adaptive weight learning mechanism
to obtain optimal weights for all tasks. Under the
weight mechanism, the public information extracted
from diferent tasks is more accurate, and each task
can achieve better clustering efects.

(3) We regard the public cluster centroids as the public
information of diferent tasks. Taking into account
a large amount of pixel data in the images, we capture
public information from cluster centroids instead of
raw pixel data. It contributes to reducing compu-
tational complexity.

2. Related Work

2.1. Fuzzy C-Means Algorithm. In 1965, Zadeh published
a paper on fuzzy sets.Tis paper used “Fuzzy” to describe the
uncertainty of the classifcation. Amembership function was
proposed to indicate the fuzzy degree of elements [22].
Compared with classical set theory, elements in fuzzy sets
have no strict boundaries. In fuzzy theory, elements are
assigned membership values instead of clear categories.

Bezdek et al. introduced fuzzy theory the into hard C-
means (HCM) algorithm and proposed FCM [6]. Te FCM
algorithm divides targets into numerous subcategories
according to the uncertainty. Te idea of FCM is to assign
each data instance to all clusters with membership values
[23, 24]. It is an unsupervised fuzzy clustering algorithm
with no requirement for human intervention in the
implementation of the algorithm [25]. In addition, there is
no requirement for setting a threshold in advance. HCM is
a hard partitioning method, and the result is either 1 or 0.
Compared with HCM, FCM is more suitable for dealing
with fuzzy and uncertain problems [26].

Te fuzzy clustering algorithm is widely applied to
medical image processing. Militello et al. [27] proposed
a semiautomated and interactive approach based on the
spatial fuzzy C-means algorithm to segment masses on
dynamic contrast-enhanced breast MRI. Al-Saeed et al. [28]
proposed a fast-generalized fuzzy C-means algorithm and
used the unsupervised algorithm to segment the liver from
the rest of the abdomen organs on CTscans. Zhao et al. [29]
integrated a deep belief network and FCM unsupervised
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deep clustering for lung cancer patient classifcation from
lung CT images. Militello et al. [30] applied FCM to enhance
automatic cell colony detection. Navaei Lavasani et al. [31]
used the fuzzy C-means algorithm to segment prostate le-
sions on prostate dynamic contrast-enhanced MRI and
obtained the diagnostic credibility increase. Rundo et al. [32]
integrated T1w and T2w MRI image structural information
based on the fuzzy C-means algorithm to enhance prostate
gland segmentation.

Table 1 shows the symbols used in the FCM algorithm.
Assume the input dataset with N data instances is
X � x1, x2, . . . . . . xN􏼈 􏼉, V � v1, v2, . . . . . . vC􏼈 􏼉 is the cluster
center vector, U � [uij]C×N is the membership matrix, uij is
the membership value of the ith data sample to the jth
cluster, and C(1<C<N) is the number of subcategories. Te
objective function of the FCM algorithm [6] is as follows:

JFCM � 􏽘
N

i�1
􏽘

C

j�1
u

m
ij xi − vj

�����

�����
2
. (1)

Regarding the objective function JFCM, the constant m
(m> 1) indicates the degree of ambiguity. When the value of
m is larger, the fuzziness of clustering is higher. Terefore,
a large value is not conducive to reduce the fuzziness. When
the value ofm equals 1, it is equivalent to the clustering result
of the HCM algorithm. Usually, the value ofm is assigned to
2 [2, 3, 24]. ‖xi − vi‖

2 is the Euclidean distance between data
sample xi and cluster vj. Te constraints of the membership
value are as follows:

􏽘

C

j�1
uij � 1, 0≤ 􏽘

N

i�1
uij ≤N, uij ∈ [0, 1]. (2)

Te FCM algorithm minimizes the objective function by
iteratively calculating the membership degree and cluster
centers. Te Lagrange multiplier method is used to solve the
objective function. Te cluster centers and membership
values can be iteratively updated by the following equations:

uij �
xi − vj

�����

�����
2

􏼒 􏼓
− 1/m− 1

􏽐
C
l�1 xi − vj

�����

�����
2

􏼒 􏼓
− 1/m− 1 , (3)

vj �
􏽐

N
i�1u

m
ij xi

􏽐
N
i�1u

m
ij

. (4)

Considering the uncertainty and unclearness of brain
tissue boundaries, the fuzzy clustering algorithm can be
employed in image segmentation. Te input dataset X �

x1, x2, . . . . . . xN􏼈 􏼉 is the image pixel dataset, where xi

represents the grayscale of the ith pixel of the image. Te
segmentation of images is transformed into a clustering
problem. Tat is, dividing N pixels into C cluster centers
according to the fnal membership matrix.

Te steps of segmentation images using the FCM al-
gorithm are summarized as follows: (1) set the iteration stop
threshold ε, the number of clusters C, fuzzy index m; (2)
initialize the cluster centers randomly; (3) update the

membership matrix and cluster centers according to
equations (3) and (4); (4). Calculate the objective function;
(5) If the objective function value converges, the algorithm
stops, otherwise, it goes to step 3).

2.2.Multitask Learning Strategy. Multitask learning refers to
performing multiple related tasks at the same time. Multi-
task learning uses the relationship between these tasks to
enhance the clustering performance of a single task [33].Te
defnition of multitask learning is as follows: Assume
learning tasks is T � t1, t2, . . . tT,􏼈 􏼉, all tasks are related but
diferent. Multitask learning is aimed at improving the
learning performance of each task by using public knowl-
edge [34]. Multitask learning is applied to natural language
processing, disease prediction, computer vision, etc. [35].
Te information contained in each task helps other tasks
learn better. Because diferent tasks usually have diferent
noises, learning together will ofset some noises to some
extent. Multitask learning strategy has better generalization
performance than single-task learning. In addition, it has
better performance and robustness.

3. Brain MRI Images Segmentation Based on
Multitask Fuzzy C-Means Algorithm

3.1.WMT-FCM. FCM is a fuzzy clustering method based on
the objective function. Essentially, solving the objective
function is an iterative optimization process. Terefore, the
algorithm is easily afected by noise and random initiali-
zation of cluster centers and falls into a local optimum. In the
clustering process, diferent MRI images have very similar
cluster centers. Te cluster centroids represent related in-
formation of diferent tasks. Tis related information helps
to converge the objective function and avoids the negative
efect of noise in MRI images [18]. It benefts the im-
provement of cluster analysis. However, the traditional
single-task FCM is only suitable for a single-task scenario
and exploits limited information. It cannot mine public
information between diferent tasks.

Multitask technology has the advantage of mining public
information contained in multiple tasks. To utilize the public
information and improve the segmentation performance, we
introduce multitask technology into the traditional FCM
algorithm. Multitask clustering algorithm enables the col-
laborative learning of diferent tasks in the clustering pro-
cess. It makes maximum use of the data information of each

Table 1: Description of symbols in FCM.

Symbol Description
X Input dataset
V Cluster centers vector
U Membership matrix
C Number of the clusters
N Total number of samples
xi Te ith sample
vj Te jth cluster center
uij Te membership degree of xi to vj

M Fuzzy factor
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task. Because diferent segmentation tasks usually have
diferent noises, we cannot directly assign the same weight to
each task. Te task with a better clustering efect should give
a higher contribution to the public information. Terefore,
a weighted multitask fuzzy C-means (WMT-FCM)

algorithmwith adaptive adjustment capability is proposed in
this paper. Figure 1 is the schematic diagram of the
WMT-FCM algorithm.

Assuming a dataset contains T tasks, and each task has
Nt pixels. Te objective function is proposed as follows:

JWMT− FCM � 􏽘
T

t�1
􏽘

Nt

i�1
􏽘

Ct

j�1
u

m
ij,t xi,t − vj,t

�����

�����
2

+ λ􏽘
T

t�1
􏽘

D

d�1
􏽘

Ct

j�1
wd,tp

m
jd,t vj,t − zd

�����

�����
2

+ c 􏽘
T

t�1
􏽘

D

d�1
wd,tlog wd,t􏼐 􏼑. (5)

Te objective function constraints are as follows:

􏽘

Ct

j�1
uij,t � 1, 1≤ i≤N, uij,t ∈ [0, 1],

􏽘

D

d�1
pjd,t � 1, 1≤ j≤Ct, 1≤ t≤T,

􏽘

T

t�1
wd,t � 1, 1≤d≤D.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

Where xi,t is the ith data sample of the tth task, vj,t is the
jth private cluster center of the tth task, and
Z � z1, z2, . . . , zD􏼈 􏼉 is the public cluster center vector of all
tasks. U(t) � [uij,t]Ct×Nt

is the private membership matrix of
the tth task. pjd,t represents the membership value of private
cluster center vj,t to the dth public cluster center zd. D is the
number of public cluster centers. λ is a balance parameter to
control the infuence of the public clustering term. c is used
to adjust the penalty corresponding to the weights of each
task. W(t) � w1,t, w2,t, . . . , wD,t􏽮 􏽯 is the weight vector of the
tth task. wd,t represents the importance of the tth task to the
dth public cluster.

Te frst part of the objective function contains T-
independent FCM clustering tasks. Te frst part aims to
learn the within-task partition matrix and cluster centers.
Te second part aims to learn public information about all
tasks. It uses the FCM objective function to learn the public
partition matrix and public cluster centers. Te third part is
the regularization term. We introduce the Shannon entropy
as the regularizer. Te third part aims to identify the optimal
weights of each task.

Although there is public information about diferent
tasks, the diference also exists between all tasks. For

example, each task is afected by varying levels of noise and
has diferent clustering efectiveness. Terefore, the infu-
ence of diferent tasks should be adjusted according to the
actual situation instead of keeping it consistent. Considering
the diference between separate tasks, we introduce the
adaptive weight wd,t. wd,t controls the impact of the tth task
on the dth public cluster centers. If the relationship is clearer
between the private cluster centers and the public clustering
centers, a higher weight value is given. Tat means the task
has a greater contribution to the public cluster centers.
Conversely, if the relationship is fuzzier with public cluster
centers, a lower weight parameter is given. Te algorithm
can utilize the efective public information of diferent tasks
to the greatest extent and improve the clustering perfor-
mance through adaptive weight adjustment.

3.2. Optimization. Te Lagrange multiplier method is used
to obtain the minimization of equation (5). According to the
corresponding constraints, the objective Lagrangian func-
tion is defned as follows:

JWMT− FCM � 􏽘
T

t�1
􏽘

Nt

i�1
􏽘

Ct

j�1
u

m
ij,t xi,t − vj,t

�����

�����
2

+ λ􏽘
T

t�1
􏽘

D

d�1
􏽘
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j�1
wd,tp

m
jd,t vj,t − zd

�����

�����
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+ c 􏽘
T

t�1
􏽘

D

d�1
wd,tlog wd,t􏼐 􏼑 + 􏽘

T

t�1
􏽘

Nt

i�1
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Ct
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uij,t
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+ 􏽘
T
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D
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D

d�1
cd 1 − 􏽘

T

t�1
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(7)
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where ai,t, bj,t, and cd are the Lagrange multipliers corre-
sponding to the constraints (∀i ∈ 1, 2, . . . , Nt􏼈 􏼉,

∀j ∈ 1, 2, . . . ,{ Ct},∀d ∈ 1, 2, . . . , D{ },∀t ∈ 1, 2, . . . , T{ }).

3.2.1. Optimizing Membership Matrix. Taking the derivative
of JWMT− FCM with respect to uij,t and setting it to zero, we
obtain

zJWMT− FCM

zuij,t

� u
m− 1
ij,t xi,t − vj,t

�����

�����
2

− ai,t.

� 0.

(8)

From equation (8), uij,t is calculated as follows:

uij,t �
ai,t

1/m− 1

xi,t − vj,t

�����

�����
2

􏼒 􏼓
1/m− 1 . (9)

According to 􏽐
Ct

l�1uil,t � 1 and equation (9), ai,t can be
obtained as follows after the necessary calculations:

ai,t �
1

􏽐
Ct

l�1 xi,t − vl,t

����
����
2

􏼒 􏼓
− 1/m− 1

]
1/m− 1

.􏼢
(10)

By substituting equation (10) into equation (9), the it-
erative formulate of private membership value uij,t for tth
task is as follows:

uij,t �
xi,t − vj,t

�����

�����
2

􏼒 􏼓
− (1/m− 1)

􏽐
Ct

l�1 xi,t − vj,t

�����

�����
2

􏼒 􏼓
− (1/m− 1)

. (11)

Similarly, the updating equation of the membership
value pjd,t is as follows:

pjd,t �
wd,t vj,t − zd

�����

�����
2

􏼒 􏼓
− (1/m− 1)

􏽐
D
l�1 wl,t vj,t − zl

�����

�����
2

􏼒 􏼓
− (1/m− 1)

. (12)

3.2.2. Optimizing Cluster Centroid. Taking the derivative of
JWMT− FCM with respect to vj,t and setting it to zero, we obtain

zJWMT− FCM

zvj,t

� − 􏽘

Nt

i�1
u

m
ij,t xi,t − vj,t􏼐 􏼑 + λ 􏽘

D

d�1
wd,tp

m
jd,t vj,t − zd􏼐 􏼑

� 0.

(13)

According to equation (13), private clustering centroid
vj,t is obtained as following after necessary calculations:

vj,t �
􏽐

Nt

i�1u
m
ij,txi,t + λ􏽐

D
d�1wd,tp

m
jd,tzd

􏽐
Nt

i�1u
m
ij,t + λ􏽐

D
d�1wd,tp

m
jd,t

. (14)

Similarly, the updating equation of the public clustering
centroid zd is as follows:

zd �
􏽐

T
t�1 􏽐

Ct

j�1wd,tp
m
jd,tvj,t

􏽐
T
t�1 􏽐

Ct

j�1wd,tp
m
jd,t

. (15)

3.2.3. Optimizing Weight. To derive the optimal weights,
taking the derivative of the Lagrangian function with respect
to wd,t and setting it to zero as follows:

zJWMT− FCM

zwd,t

� λ􏽘
Ct

j�1p
m
jd,t vj,t − zd

�����

�����
2

+ c 1 + lnwd,t􏼐 􏼑 − cd

� 0.

(16)
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Figure 1: Te schematic diagram of the WMT-FCM algorithm.
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According to 􏽐
T
t�1wd,t � 1 and equation (16), we can

obtain the optimal weight wd,t using steps similar to opti-
mize the membership matrix as follows:

wd,t �
exp − λ􏽐

Ct

j�1 p
m
jd,t vj,t − zd

�����

�����
2
/c􏼒 􏼓

􏽐
T
h�1 exp − λ􏽐

Ct

j�1 p
m
jd,t vj,t − zd

�����

�����
2
/c􏼒 􏼓

. (17)

Te specifc steps of WMT-FCM are summarized in
Algorithm 1.

4. Experimental Results

4.1. Te Experimental Dataset. To demonstrate the im-
provement of the proposed algorithm, the traditional FCM
and DMFCM [18] are selected as comparison algorithms.
Te dataset of this study is downloaded from BrainWeb.Te
BrainWeb is acquired from the McConnell Brain Imaging
Center of the Montreal Neurological Institute, McGill
University [36]. Tis database contains a set of realistic MRI
data produced by an MRI simulator. Te BrainWeb simu-
lates 3-dimensional data volumes using three sequences (T1,
T2, and PD weighted). Te simulated volumes contain
a variety of slice thicknesses, noise levels, and intensity
nonuniformity (INU) levels. Te ground truth of the ce-
rebral spinal fuid (CSF), the gray matter (GM), the white
matter (WM), and the background are available.

Te BrainWeb dataset in our work consists of 9 T1-
weighted MRI images (slice 90) with 181217 pixels. Te MRI
images are corrupted with diferent levels of noise and INU.
Details are shown in Table 2. Tese images are randomly
combined as task groups. Te ground truth images of the
brain MRI images are shown in Figure 2.

4.2. Parameters Setting. λ and c of the objective function
infuence the cluster centers and weight vectors according to
equations (8) and (11). In this study, the optimal parameters
of the proposed algorithm are obtained by the grid search
strategy. λ and c are set from two grids {20, 40, 60, 80,100,
120} and {0.2, 0.4, 0.6, 0.8, 1, 1.2}, respectively. In addition,
all experiments are conducted with the maximum number of
iterations K� 100, termination parameter ε � 0.0001, cluster
index m� 2.

4.3. Evaluation Index. Te quantitative performance com-
parison is performed using the Dice similarity coefcient
(DSC) [37] and segmentation accuracy (SA) [38].

(1) Dice Similarity Coefcient. DSC measures the similarity
between the ground truth and segmentation results.
According to equation (12), S1 represents the segmentation
results. S2 represents the ground truth for a single class. Here

the DSC measures the similarity of CSF, GM, WM, and
background. Te larger value of DSC indicates the better
performance of the algorithm.

DSC �
2 S1 ∩ S2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

S1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 + S2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
. (18)

(2) Average Dice Similarity Coefcient. Te average Dice
similarity coefcient [39] of WM, GM, and CSF is described
as equation (13). Considering the nonbrain tissue back-
ground, we exclude it during the average DSC (DSCav)
calculating.

DSCav �
2 S

CSF
1 ∩ S

CSF
2

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + S
GM
1 ∩ S

GM
2

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + S
WM
1 ∩ S

WM
2

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓

S
CSF
1

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + S
CSF
2

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + S
GM
1

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + S
GM
2

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + S
WM
1

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + S
WM
2

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
.

(19)

(3) Segmentation Accuracy. SA index measures the accuracy
of the algorithm. Given in equation (14), where Ai is the pixel
set of the ith cluster belonging to segmented results, Bi is the
pixel set belongs to ground truth, and K is the number of
clusters. Te closer SA to 1 indicates better segmentation
performance. Te evaluation metric is defned as follows:

SA �
􏽐

C
i�1 Ai ∩Bi

􏽐
C
l�1 Bl

. (20)

Te metrics are an average of ten repeated experiments
since the performance of FCM depends on the random
initialization of the cluster centroids. Select 3 images with
diferent levels of noise and intensity nonuniformity as a task
group randomly. Te inputs are segmented into the fol-
lowing four clusters: background, CSF, GM, and WM. All
experiments are conducted on MATLAB 2019a and exe-
cuted with a PC confgured with a 1.50GHz CPU and 16G
memory Intel Core i7 processor, Windows 10.

5. Results and Discussion

To verify the stability and the antinoise ability improvement
of the WMT-FCM algorithm, this section gives a compari-
son with classical FCM and DMFCM. Tere are nine MRI
images from BrainWeb, as shown in Table 2.

Figure 3 shows the original images of 9 simulated MRI
brain images (slice 90) as well as the corresponding segmen-
tation results of the WMT-FCM algorithm. Segmented images
include the entire image and individual tissues. Figure 2 dis-
plays the ground truth images of simulated MRI images (slice
90). Figure 3 qualitatively reveals that the WMT-FCM algo-
rithm could partition diferent tissues. Te segmented images
overlap well with the ground truth on all tested images.
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Table 3 shows the experimental results of the following
three diferent algorithms: FCM, DMFCM, and the pro-
posed WMT-FCM. Te results include the mean values of
the SA, DSCav of all tissues. Te WMT-FCM segmentation
performance is signifcantly better than FCM. Tis shows
It confrms that the introduction of multitask learning
mechanismmines public information frommultiple tasks.
Compared with DMFCM, the segmentation efect of the
WMT-FCM algorithm in this study is better. Tis dem-
onstrates the efectiveness of the task weight learning
mechanism. To archive the results, the single task exe-
cution time of FCM, WMT-FCM, and DMFCM is about
1 second, 6 seconds, and 600 seconds. Te execution time
of multitask algorithms is higher than classical FCM since
the public partition matrix and the public cluster center
learning require more time. However, even if the exe-
cution time is increased, the execution time of the
WMT-FCM algorithm is still much shorter than DMFCM.

To further compare segmentation performance, the Dice
similarity coefcient of each tissue is calculated. Te result is
presented in Table 4. WMT-FCM provides better results
than FCM and DMFCM in WM, GM, and CSF generally.
Among the three tissues, the performance of WMT-FCM is
the best in WM and relatively poor in GM. However, even
though the WMT-FCM segmentation performance is
slightly inferior in GM. It is still signifcantly superior to
FCM and DMFCM. FCM and DMFCM always fail to dis-
tinguish CSF accurately.

5.1. Robustness toNoise. Figure 4 shows SA and DSCav of the
algorithms on the images with 20% INU and diferent noise
levels. As the images with a higher noise level, the clustering
performance of both clustering algorithms is lower. Te
WMT-FCM clustering performance is better than the
comparison algorithms, even if each algorithm’s perfor-
mance is declining with the noise level increasing. In ad-
dition, with the noise increasing, the WMT-FCM clustering
performance decreases less than FCM and DMFCM, which
indicates that WMT-FCM is more robust to noise.

5.2. Sensitivity to Initialization. Figure 5 displays the SA
variations in repeated trials on image 3. Te SA of FCM
changed dramatically in diferent trials. Since the initiali-
zation of the clustering centroids is random, the FCM
clustering performance depends on the initial values of
cluster centers. Terefore, the results of the fuzzy clustering-
based algorithm are usually inconsistent in repeated trials.
However, the segmentation results of WMT-FCM are al-
most unchanged. In addition, SA values of WMT-FCM are
higher than FCM and DMFCM in almost all trials. Repeated
trials indicate that WMT-FCM is more robust to the ini-
tialization compared with FCM and DMFCM and generates
consistent excellent segmentation performance.

To compare the algorithms’ performance more visually,
the visual results are shown in Figures 6 and 7. Figure 6
displays the segmented images of the frst to fourth trials on

Initialization: set the number of tasks T, the number Ct of private centers, the numberD of public centers, the termination threshold
ε, fuzzy index m, the maximum number K of iterations, and the parameters λ and c.
Results: the fnal partition matrix and cluster centers for each task.
for t� 1,. . ., T do

Randomly initialize cluster centroids and weights for the tth task;
end
Randomly initialize public clustering centroids;
for k� 1,. . ., K do

Update uij,t for each task using equation (11)
Update vj,t for each task using equation (14)
Update pjd,t using equation (12)
Update zd using equation (15)
Update wd,t using equation (17)
Calculate the ftness JWMT− FCM

(k) using equation (5)
if |JWMT− FCM

(k) − JWMT− FCM
(k− 1)|< ε then

break
end if

end

ALGORITHM 1: WMT-FCM.

Table 2: Information about the simulated MRI images.

Image 1 (%) Image 2 (%) Image 3 (%) Image 4 (%) Image 5 (%) Image 6 (%) Image 7 (%) Image 8 (%) Image 9 (%)
Noise 1 5 7 1 7 9 3 3 5
INU 20 20 0 0 20 20 20 0 0

Journal of Healthcare Engineering 7



(a) (b)

(c) (d)

Figure 2: Ground truth images of the simulated brain MRI images: (a) total; (b) WM; (c) GM; (d) CSF.
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Image 1

Image 2

Image 3

Image 4

Image 5

Image 6

Image 7

Image 8

Image 9

Original image Total WM GM CSF

Figure 3: Segmentation results of simulated MRI brain images (slice 90) with diferent noises and INU in the WMT-FCM algorithm.
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Table 3: Te average values in terms of segmentation accuracy and average Dice similarity coefcient on simulated MRI brain images.

Image
SA DSCav

FCM DMFCM WMT-FCM FCM DMFCM WMT-FCM

Image 1 0.8943 0.9531 0.9870 0.8059 0.9230 0.9737
Image 2 0.8668 0.9131 0.9705 0.7425 0.8366 0.9408
Image 3 0.8289 0.8765 0.9537 0.6705 0.7716 0.9081
Image 4 0.9142 0.9630 0.9914 0.8469 0.9390 0.9826
Image 5 0.8268 0.8686 0.9543 0.6752 0.7541 0.9090
Image 6 0.7979 0.8618 0.9237 0.6107 0.7415 0.8495
Image 7 0.8781 0.9164 0.9818 0.7789 0.8521 0.9632
Image 8 0.8905 0.8865 0.9845 0.8089 0.7932 0.9688
Image 9 0.8712 0.8778 0.9737 0.7572 0.7677 0.9472

Table 4: Te average values in terms of the Dice similarity coefcient for a single tissue, including WM, GM, and CSF.

Image
WM GM CSF

FCM DMFCM WMT-FCM FCM DMFCM WMT-FCM FCM DMFCM WMT-FCM
Image 1 0.8989 0.9791 0.9801 0.6555 0.9317 0.9649 0.3901 0.4876 0.9750
Image 2 0.7425 0.9064 0.9550 0.6327 0.7248 0.9219 0.4716 0.5657 0.9424
Image 3 0.7708 0.8851 0.9309 0.5067 0.6615 0.8793 0.2717 0.1815 0.9060
Image 4 0.9303 0.9852 0.9887 0.7525 0.9454 0.9769 0.3915 0.5872 0.9772
Image 5 0.8207 0.8649 0.9306 0.4161 0.5926 0.8818 0.0910 0.2729 0.9090
Image 6 0.7317 0.8583 0.8885 0.3946 0.6271 0.8089 0.1662 0.1662 0.8316
Image 7 0.8933 0.9414 0.9729 0.6328 0.8051 0.9508 0.1927 0.2891 0.9628
Image 8 0.9232 0.8967 0.9773 0.7225 0.6457 0.9583 0.0968 0.2903 0.9672
Image 9 0.8367 0.8375 0.9616 0.7061 0.7137 0.9297 0.2838 0.3784 0.9440
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Figure 4:Te variations of SA and average DSC on images with 20% INU and increasing noise level by FCM, DMFCM, andWMT-FCM: (a)
SA and (b) DSCav.
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Figure 5: SAvariations of FCM, DMFCM, and WMT-FCM on image 3 in repeated trials.

FCM

DMFCM

WMT-FCM

Trial 1 Trial 2 Trial 3 Trial 4

Figure 6: Segmentation results on image 3 in repeated trials (trials 1, 2, 3, and 4). Te black image indicates all tissues are segmented as one
cluster (background).
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Figure 7: Comparison of segmentation results on image 3 in trial 2 between FCM, DMFCM, and WMT-FCM. Te black image indicates
FCM fails to detect the CSF.
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Figure 8: Continued.
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image 3 by FCM, DMFCM, and WMT-FCM. FCM fails to
partition the brain tissues in almost all trials, especially CSF,
except the third trial. In the frst trial, all tissues are seg-
mented as an individual cluster, background. In the second
trial, FCM drops the CSF region and oversegmented GM.
FCM shows a relatively good result in the third trial. In the
fourth trial, FCM fails to detect CSF as well as GM and
oversegmented the WM. DMFCM always tends to lose CSF.
However, in the four trials, WMT-FCM ofers an excellent
overlap with ground truth consistently. A detailed com-
parison is shown in Figure 7, which indicates the proposed
algorithm has superior segmentation performance than
FCM, especially on GM and CSF. It can be concluded that
the WMT-FCM algorithm provides better performance
consistently and is less sensitive to the random initialization.

5.3. Sensitivity to Parameters. Te experiments explore the
sensitivity of theWMT-FCM parameters are conducted.Te
crucial parameters, i.e., the balance parameter λ and regu-
larization coefcients c are involved. Figure 8 shows the
sensitivity of parameters with respect to the two diferent
MRI images (image 4 and image 6). WMT-FCM provides
relatively excellent segmentation results when the core pa-
rameters are located within the proper interval. Overall, the
algorithm performance is slightly sensitive to the parame-
ters, especially on DSCav. Te algorithm is more sensitive to
trade-of parameter λ than the corresponding regularization
parameter c. Terefore, λ plays a major role in obtaining
optimal clustering results. With the λ increasing, the seg-
mentation performance of image 4 (with 1% noise and no
INU) shows a decreasing trend. Image 6 (with 9% noise and
20% INU) shows a tendency to rise frst and fall after.
Excessive trade-of parameter enhances the infuence of
public information on clustering results and leads to un-
desirable efects. Te performance may decrease, especially
on images with a low level of noise and INU. In summary,
although the proposed algorithm is slightly sensitive to

trade-of parameter λ, it obtains relatively good performance
within an appropriate range.

6. Conclusions

In this paper, we propose a new fuzzy clustering algorithm
called WMT-FCM. Multitask learning mechanism is in-
troduced into the FCM algorithm for brain MRI image
segmentation. WMT-FCM makes use of both private in-
formation in a single task and public information among
related tasks. To draw more efective public information
from diferent tasks, we design an adaptive task weighting
mechanism. We take experiments to validate the proposed
algorithm on synthetic MRI images.Te results demonstrate
that the proposed algorithm provides more accurate seg-
mentation results than the FCM and DMFCM algorithms.
WMT-FCM has the following advantages: (1) WMT-FCM is
less sensitive to the initialization of cluster centers; (2) the
robustness to noise is improved; (3) WMT-FCM is adaptive
to the private clustering efect. Tere are two main limita-
tions in the WMT-FCM. Te algorithm requires more
computational time for public information learning and
adaptive weights updating. Although the proposed algo-
rithm obtains a relatively good efect when the trade-of
parameter λ is in the appropriate range, the performance is
slightly sensitive to λ. In later research, we will focus on how
to tackle these problems. In conclusion, the algorithm based
on FCM and multitask learning signifcantly improves the
segmentation performance of brain MRI images. Te main
limitations of the FCM algorithm, that is, the sensitivity to
initialization and noise have been partially improved.

Data Availability

Te public datasets used to validate the study can be ob-
tained from BrainWeb (https://brainweb.bic.mni.mcgill.ca/
brainweb/).
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Figure 8: Average SA and DSCav of WMT-FCM on image 4 and image 6 with trade-of parameter λ and corresponding regularization
parameter c: (a) SA vs. λ; (b) SA vs. c; (c) DSCav vs. λ; (d) DSCav vs. c.
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Low-grade glioma (LGG) is one of the most common brain tumors and often develops into the worst glioblastoma (GBM).
Pyroptosis is related to infammation and immunization. It has been demonstrated to infuence the progression of a variety of
cancers. However, the value of pyrosis-related genes (PRGs) in LGG remains unclear. Public TCGA-LGG data are used to analyze
the diferential expression and genetic variation of PRGs in LGG. Subsequently, this paper identifes pyroptosis-related subtypes
and constructs prognostic models. Tis paper analyzes the expression and function of selected CASP5 in LGG and constructs a
ceRNA regulatory network. Final CASP5-related immune infltration analysis and methylation analysis are performed. Most
PRGs are diferentially expressed and altered in LGG. Subtypes and prognostic models based on PRGs not only have good
functions but also have a great connection with immune infltration. Enrichment analysis of PRGs with prognostic value of LGG
also shows functions correlated mainly with immunity and infammation. CASP5 is signifcantly diferentially expressed in
diferent grades of gliomas and diferent prognoses. Despite fewer mutations, CASP5 has a clear correlation for both immune cells
and immune checkpoint molecules in the LGG microenvironment. Its methylation may also have a role in the prognosis of LGG.
Tis paper shows the association of pyrosis-related subtypes, prognostic models, and genes, with immune infltration.

1. Introduction

Difuse low- and intermediate-grade gliomas constitute low-
grade glioma (LGG, World Health Organization (WHO)
grades II and III), including astrocytomas, oligoden-
drogliomas, and oligoastrocytomas [1, 2]. Compared with
benign WHO I glioma, WHO II and III gliomas are in-
curable by surgical resection and often eventually develop
into glioblastoma [3, 4]. Surgery and adjuvant therapy
(including radiotherapy and chemotherapy) are the basic
strategies for the treatment of LGG, which has also been
demonstrated in many studies to prolong the survival time
of patients with LGG [5–7]. Due to the variability of tumors,
pathological diagnosis cannot accurately predict prognosis
[8]. Clinical decision-making for LGG now relies more on
genetic typing, which is also recommended in glioma
classifcation.

Pyroptosis is a programmed cell death (PCD) charac-
terized by the release of proinfammatory mediators and the

induction of an infammatory response [9]. Pyroptosis is
usually initiated by caspase (CASP) family proteases and is
performed by gasdermin (GSDM) proteins [10]. As cell
death, pyroptosis naturally plays a role in inhibiting tumor
progression. Recent studies have also found that pathways
and infammatory mediators involved in pyroptosis are
associated with drug resistance of tumors. In fact, much
evidence exists that has demonstrated the important role of
pyroptosis in a variety of cancers. However, the role of
pyroptosis-related genes (PRGs) in LGG remains to some
extent unknown.

Since representing tumor and surrounding stromal cells,
the tumor microenvironment (TME) has tumor-specifc
characteristics, especially immune infltration. Te immune
microenvironment infltrated by diferent immune cells can
promote the therapeutic resistance of tumor invasion
through immunosuppression. So, immunotherapy can in-
hibit tumor progression by enhancing the immune system’s
response to tumor cells. Tis requires more biomarkers to
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characterize the prognosis and microenvironment of tu-
mors. We start from the analysis of the LGG data from
TCGA and explored the signifcance and function of
pyroptosis-related genes in LGG by the bioinformatics
analysis.

Te remainder of this paper is organized as follows.
Section 2 presents the construction of the pyroptosis-related
prognostic model. Section 3 provides the experimental result
and Section 4 illustrates data analysis and result discussion.
Finally, the conclusion of this study and some future rec-
ommendations are given in Section 5.

2. Construction of the Pyroptosis-Related
Prognostic Model

Te paper downloads information about the LGG samples as
the tumor group using Te Cancer Genome Atlas (TCGA).
Because TCGA lacks the corresponding normal samples, the
paper obtains brain samples as normal samples at Genotype-
Tissue Expression (GTEx, https://gtexportal.org/home/).
We use R to make statistical analysis and visualize with R
package ggplot2. 32 PRGs are obtained from prior reviews,
which have described and analyzed the members of PRGs in
their studies. We use the integrated database Gene Set
Cancer Analysis (GSCA) to check the other information
about TCGA-LGG, including the mutation frequency, wa-
terfall plot, and the correlation between immune cell type
and GSVA score of PRGs. We use the R package Con-
sensusClusterPlus for consistency analysis to the RNA-se-
quencing (RNA-seq) data from TCGA. Ten, we use the R
package pheatmap for clustering heatmaps and retained
PRGs with standard deviation (SD) >0.1. SIGLEC15, TIGIT,
CD274, HAVCR2, PDCD1, CTLA4, LAG3, and PDCD1LG2
are selected to be immune-checkpoint-relevant transcripts.
We extract transcripts of immune-checkpoint-relevant 8
genes, SIGLEC15, TIGIT, CD274, HAVCR2, PDCD1,
CTLA4, LAG3, and PDCD1LG2, to visualize the diferential
expressions among the 3 LGG subgroups, using R package
ggplot2. With the same visualization methods, we utilize the
R package immunedeconv which integrates many kinds of
algorithms, including TIMER, to make immune infltration
estimations for 3 LGG subtypes. We use the one-class lo-
gistic regression (OCLR) algorithm constructed by Malta to
calculate mRNAsi, based on the characteristics of 11774
genes’ expression profle obtained from TCGA. According
to Spearman correlation, we subtracted the minimum value
and divide it by the linear transformation of the maximum
value to eventually map the dryness index to [0, 1]. Half-
maximal inhibitory concentration (IC50) is an important
indicator for evaluating the therapeutic response of samples.
We predicted the chemotherapeutic response of temozo-
lomide (TMZ) for LGG patients based on the Genomics of
Drug Sensitivity in Cancer (GDSC, https://www.
cancerrxgene.org). Te prediction process is implemented
by R package pRRophetic in which the LGG samples’ IC50 is
estimated by ridge regression. We utilized all default pa-
rameters and summarized duplicate gene expression as a
mean value for statistical comparison.

We performed the log-rank tests and univariate Cox
proportional hazards regression to the expression data and
survival data of LGG from TCGA using R package survival
and visualized ones with p< 0.05 by Kaplan–Meier (KM)
survival curves using ggplot2. We constructed the functional
network of PRGs in Metascape and identifed its functional
subsets and members by MCODE component. Te GO and
KEGG enrichment analyses are performed and visualized
through R package clusterProfler.

We use the least absolute shrinkage and selection op-
erator (LASSO) regression algorithm to perform feature
selection on data of TCGA-LGG with the R package glmnet.
During the development of the regression model, we
screened the factors and reduced overftting by forcefully
changing some coefcients to zero. Te log-rank is used to
test survival diferences in KM. Subsequently, we extracted
the LGG data from CGGA (https://www.cgga.org.cn/index.
jsp) to validate the constructed prognostic model. Te
Spearman’s correlation analysis is used to describe the
correlation between the risk scores and the diferent immune
cell abundances derived by applying the TIMER algorithm.

In the analysis of tumor mutation burden (TMB) and
microsatellite instability (MSI), we perform the Spearman
correlation analysis to discover PRGs’ correlations with
them. We downloaded and merged mRNA expression data
and drug sensitivity data from GDSC. By performing the
Pearson correlation analysis, we obtained the correlation
between the IC50 of the top 30 drugs and the PRG ex-
pression to make the bubble plot.

We search for diferential expression of CASP5 between
tumor and normal samples in the data on diferent tumors
from TCGA at TIMER, a website related to immune infl-
tration. Afterward, we ranked the RNA expression profles
from TCGA-LGG according to the expression values of
CASP5. We selected half of the patients with high CASP5
expression values for GSEA enrichment analysis and syn-
thesized the curves of the top 7 hallmarks. We fnd the data
about the distribution of CASP5 expression and the cor-
responding types of copy number value (CNV) in LGG in
cBioportal and visualized their correlation by R software.

We perform prediction and intersection of target
miRNAs bound to CASP5 in ENCORI and miRWalk, re-
spectively. Te correlation between 15 miRNAs and LGG is
calculated by the processing of TCGA-LGG data through R
software and then we screened the rest genes using the
correlation with CASP5. Eventually, we obtain fve miRNAs,
hsa-miR-16-5p, hsa-miR-15b-5p, hsa-miR-424-5p, hsa-
miR-503-5p, and hsa-miR-3690. ENCORI and LncBase-
Predicted v2 are used to predict lncRNA targets that bind to
miRNAs. Te results of each miRNA in both websites are
intersected, and a total of 63 lncRNAs corresponding to the 5
miRNAs are fnally found. We construct the lnRNA-
miRNA-mRNA triple regulatory network in Cytoscape and
obtained a subnetwork composed of 11 hub genes with the
EPC algorithm in CytoHubba, a Cytoscape plug-in. We
screen 3 lncRNAs which are of prognostic value and dif-
ferentially distributed between normal and LGG samples by
processing data from TCGA-LGG and GTEx-brain using R
software. We acquire lncRNA sequences with LNCipedia
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and performed cellular localization in lncLocator. Te
TCGA-LGG data are processed with R software to explore
the correlation of the selected MCM3AP-AS1 with other
molecules.

We divide LGG patients into 2 groups using the ex-
pression of CASP5 by processing the data from TCGA-LGG.
We investigate the expression diferences of 3 methyl-
transferase genes and 5 DNA repair genes between the
CASP5_high group and the CASP5_low-group. We assess
the methylation level of CASP5 in LGG and normal tissue in
DiseaseMeth 2.0, the human disease methylation database.
We fnd relevant methylation sites on the CASP5 sequence
inMEXPRESS. MethSurv is used to evaluate the scattering of
diferent CpG islands about CASP5.

3. The Experimental Results

3.1. Landscape of Genetic Variation of PRG in LGG. We frst
explore the diferential expression of PRGs in normal and
LGG samples. Except for PJVK, the other 31 genes are all
upregulated or downregulated in LGG, as shown in
Figure 1(a). Accurately, the expressions of GSDMB, ELANE,
NLRP2, and IL6 are decreased in LGG, and the expression of
the remaining PRGs is increased. In LGG, the frequency of
mutation in NLRP2 is the highest, reaching 17%, and all
missense mutations, as shown in Figure 1(b). Te top 10
genes are listed, as shown in Figure 1(c).

Te types of copy number variation (CNV) of PRGs in
LGG are diferent. For example, there is mainly deletion in
NLRP2 and CASP9, but mainly amplifcation in ELANE and
GSDME, as shown in Figure 1(d). We also discover the
correlation between gene expression and CNV. Te results
showed that the expression of CASP3, CASP6, NOD1,
GSDME, SCA11, CASP9, GSDMC, CASP8, TIRAP, ELANE,
IL6, NLRP2, and PLCG1 confrmed a signifcant positive
correlation with CNV (S1). We also calculate gene set ex-
pression (GSVA) score and fnd that of PRGs are mainly
signifcantly positively correlated with macrophages and
negatively correlated with naive CD8+ T cell (S2).

3.2. PRGs-Based LGG Subtype. In order to explore the re-
lationship between the expression of PRGs and LGG sub-
types, we use consensus clustering analysis to classify the
LGG patients. By increasing the clustering variable (k) from
2 to 10, the most appropriate number of classifcations is
observed when k� 3, as shown in Figure 2(a). Te heatmap
demonstrates the expression of PRGs in the 3 groups (S.3A).
We calculated the prognosis of the three clusters and found
that C3 had a signifcantly worse prognosis compared with
C1 and C2, as shown in Figure 2(b). We compare the ex-
pression of eight immune checkpoint genes for three
clusters. Te results show that the expression levels of these
genes in G3 are all the highest, as shown in Figure 2(c). Te
same situation is also observed by immune cell score, except
for CD8+ T cell, as shown in Figure 2(d). Myeloid dendritic
cells are the highest proportion of the six immune cells.
Considering that 3 types may reveal that a worse prognosis
in LGG is associated with the acquisition of stem-like

features, we apply OCLR to fnd the highest score in G1 but
the lowest one in G3, as shown in Figure 2(e). Finally, we
predict the response of the three classes of LGG to treatment
with TMZ and found that the IC50 of G3 is the lowest.
Moreover, we explore the diferential expression of 32 PRGs
among 3 clusters, as shown in Figure 2(f). Except for
SCAF11 and GPX4, we fnd that there are diferential ex-
pressions of all other PRGs among 3 clusters. Most of the
PRGs had the highest expression in G3.

3.3. Functional Enrichment Analysis of Prognostically Rele-
vant PRGs in LGG. By the univariate COX regression, we
fnd 18 genes with prognostic value in PRGs, and the KM
survival curves are shown in Figure 3. High expressions of all
18 PRGs except for CASP9 and GSDMC are associated with
a worse prognosis of LGG. To understand the action
pathway of this part of PRGs on LGG, we perform functional
enrichment analysis on the genes with prognostic value. Top
biological process (BP) is the regulation of cysteine-type
endopeptidase activity, response to lipopolysaccharide, and
response to molecule of bacterial origin. Cellular component
(CC) is mainly enriched in the cytosolic part, and the major
molecular function (MF) is cysteine-type endopeptidase
activity and cysteine-type peptidase activity. We perform the
KEGG enrichment analysis and found that the most relevant
KEGG pathways of PRGs with prognostic value are NOD-
like receptor signaling pathway, legionellosis, and patho-
genic Escherichia coli infection. We synthesize their en-
richment analysis in Metascape and constructed functional
networks, where the subsets and its members of the network
involved the two most signifcant functions. Te associated
P value network shows NOD-like receptor signaling path-
way as the most signifcant functional term (S.4A), which
participated in immune system. Interestingly, the circle
shows that NLRP6, NLRP1, and GSDMD only involve this
term in the top 20 KEGG pathways (S.4B). Eventually, we
visualized the expression correlation of 18 PRGs with
prognostic value. Te results showed that there are often
associations between every 2 PRGs (S.4C). Figure 3 displays
the KM curves of PRGs with the prognostic value in LGG.
Figure 4 shows functional enrichment analysis of prog-
nostically relevant PRGs.

3.4. Construction of a Prognostic PRG Model. By forcing the
regression coefcients of some members of the 32 PRGs to be
reduced to zero and applying cross-validation to avoid over-
ftting, we construct the stable prognostic model. We fnally
identify and screen 10 genes by the LASSO Cox regression
analysis (S. 5A, 5B). Risk score� (0.079)∗PRKACA+
(−0.4102)∗CASP9+ (0.8144)∗PLCG1+ (0.5394)∗CASP4+
(0.0591)∗CASP3+(0.1184)∗ IL8+(0.1916)∗CASP8+(−0.1366)
∗GSDMC+ (−0.2229)∗CASP5+ (0.0314)∗CASP1. We
divide the LGG patients into two groups according to the
risk score and explore their prognostic diference, as shown
in Figure 5(a). Te results demonstrated that patients with
high scores had a shorter survival time, as shown in
Figure 5(b). Te AUC of ROC curves at 1 year, 3 years, and 5
years are 0.885, 0.875, and 0.761, respectively, as shown in
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Figure 1: Continued.
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Figure 5(c). In the validated data from CGGA-LGG, there is
also a signifcant survival diference between patients in the
high-risk and low-risk groups (S. 5C, 5D). Te ROC curves
also validated the predictive value of the model for survival
in patients with LGG (S. 5E). Te combined diagnosis value
of these PRGs is also higher than every member alone as
shown in Figures 5(d) and 5(e). We perform TIMER im-
mune scoring on the prognostic model and fnd that the risk
score is signifcantly correlated with B cell, CD4+ T cell,
neutrophil, macrophage, and dendritic cell, as shown in
Figure 5(f).

3.5.MSI, TMB, andDrug Susceptibility Associated with PRGs.
Tumor mutation burden (TMB) and microsatellite insta-
bility (MSI) have received increasing attention as indicators
that can predict the efcacy of immunotherapy. We explore
the correlation between the expression of PRGs of prog-
nostic models in LGG and TMB andMSI to identify whether
they could be used as markers for immunotherapeutic drug

screening. Te results demonstrated a negative correlation
between the expression of CASP1 and MSI (p � 0.049,
cor� −0.09) and a negative correlation between the ex-
pression of PLCG1 andMSI (p � 0.001, cor� 0.15). GSDMC
(p � 8.49E− 06c, cor� −0.2) is revealed to have a negative
relationship with TMB, which is positively correlated with
the expression of other members of the prognostic models
except for CASP9. To search for possible drugs, we explored
the expression of these 10 genes in relation to the sensitivity
of existing drugs. Figure 6 shows the correlation of PRGs
expression in LGG with TMB, MSI, and sensitivity of
existing drugs.

3.6. Building Relevant Nomogram. Considering the possible
response efect of clinical factors on LGG, we construct a
nomogram involving clinical factors and PRGs expression to
predict overall survival. Te univariate and multivariate
analyses screened out multiple independent factors, as
shown in Figures 7(a) and 7(b). Te factors for the best
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nomogram of the fnal combination include grade and the
expression of CASP9, CASP5, and PLCG1, as shown in
Figure 7(c). However, this nomogram is shown to well
predict the 1-year, 3-year, and 5-year overall survival rate of
LGG patients, as shown in Figure 7(d).

3.7. Expression, Variation, and Functional Analysis of CASP5
in LGG. Te conversion of LGG to GBM is thought to be
one of the reasons for the poor outcome of LGG. We ex-
plored the correlation between the expressions of nomogram
members in glioma. Only CASP5 is revealed to distinguish 3
grades of gliomas, as shown in Figure 8(a). Terefore, we
perform further analysis around CASP5. Similar to LGG,

CASP5 is also signifcantly highly expressed in esophageal
carcinoma (ESCA), head and neck squamous cell carcinoma
(HNSC), and uterine corpus endometrial carcinoma
(UCEC) (S. 6A). To further search for functions associated
with CASP5, we performed GSEA enrichment analysis on
patients with high expression of CASP5 in TCGA-LGG.Te
signifcant hallmarks are a complement, allograft rejection,
as shown in Figure 8(b). Te set containing the 200 genes
most correlated with the expression of CASP5 is shown to be
concentrated in neutrophil activation and neutrophil de-
granulation in BP, secretory granule membrane and MHC
class II protein complex in CC, MHC protein complex
binding, and MHC class II protein complex binding in MF
by the GO enrichment analysis (S. 6B). Te KEGG pathways
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Figure 3: KM curves of PRGs with prognostic value in LGG.
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are mainly focused on Staphylococcus aureus infection,
leishmaniasis, and phagosome (S. 6C). Te heatmap shows
the expression distribution of the top 15 genes in KEGG-
LGG (S. 6D).

We explored the changes of the CASP5 expression
among diferent subgroups of LGG. Te expression of
CASP5 in astrocytoma is signifcantly higher than that in
oligoastrocytoma and oligodendroglioma, as shown in
Figure 8(c). Compared with patients belonging to complete
response (CR), partial response (PR), and stable disease
(SD), the expression of CASP5 is signifcantly higher in
progressive disease (PD) of LGG, as shown in Figure 8(d).
Te LGG patients who have wild IDH status or non-
codeletion of 1p/19q both have higher CASP5 expression, as
shown in Figures 8(e) and 8(f ). Te expression of CASP5 is
associated with the mutation of LGG-related signature
genes. We found that CASP5 is highly expressed in patients
with mutant EGFR, as shown in Figure 8(g), and the same in

patients with mutant P53, as shown in Figure 8(h). Finally,
we also explore the mutation of CASP5 in LGG. Te al-
teration frequency of CASP5 in LGG is low (S. 6E). Although
CASP5 expression is higher in patients with shallow deletion
(S. 6F), it is not found to have a signifcant correlation with
copy number value (S. 6G).

3.8. Construction of CASP5-Related ceRNA Network. By
ENCORI and miRWalk, we predict 5 miRNAs that regulate
CASP5, which had not only prognosis value but also cor-
related expression with CASP5’s (S. 7A, 7B). Afterward, we
identify a total of 63 lncRNAs associated with these 5
miRNAs by ENCORI and lncBase-Predicted v2. To explore
the molecular regulatory mechanism of CASP5, we con-
struct a lncRNA-miRNA-mRNA regulatory network and
selected a subnetwork including 11 hub genes by EPC in
Cytoscape, as shown in Figures 9(a) and 9(b). We fnd
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Figure 4: Functional enrichment analysis of prognostically relevant PRGs.
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Figure 5: Te construction of the prognostic model.
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AGAP2-AS1, LINC00665, and MCM3AP-AS1; all had
prognostic value and were diferentially expressed between
LGG and normal samples among seven hub lncRNA-related
genes, as shown in Figures 9(c) and 9(d). Considering that
cellular localization determines the underlying mechanism
of the molecule, we perform subcellular localization for 3

lncRNAs. Te results show that MCM3AP-AS1 is mainly
located in the cytoplasm, but AGAP2-AS1 and LINC00665
are mainly distributed in exosome and cytosol, as shown in
Figure 9(e). It indicates that MCM3AP-AS1 may act as a
ceRNA to regulate the expression of CASP5 through hsa-
miR-15b-5p/hsa-miR-424-5p/has-miR-16-5p. We discover
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Figure 7: Construction of correlated predictive nomogram.
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correlations between MCM3AP-AS1 and the corresponding
miRNAs and constructed ceRNA network, as shown in
Figures 9(f ) and 9(g).

3.9. Relationship between CASP5 and Immune Infltration in
LGG. Immune infltration has received increasing attention
due to its important role in tumor growth and immuno-
therapy. We performed immune infltration analysis on
TIMER in relation to the expression of CASP5 in LGG. We
frst explore the correlation of CASP5 expression with
diferent immune cells. We found that CASP5 expression

showed a signifcant positive correlation with all 6 immune
cells, as shown in Figure 10(a). In 5 types of copy number
alteration, arm-level deletion and arm-level gain are con-
frmed to be associated with B cell, CD4+ Tcell, macrophage,
neutrophil, and dendritic cell, as shown in Figure 10(b). To
further validate the relationship between immune cell in-
fltration and CASP5 in LGG, we explored the correlation
between CASP5 and the immune marker gene set of 16
immune cells. Te results demonstrated that each gene set
standing immune cell had members that are signifcantly
correlated with CASP5 expression in LGG (S8).We collected
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Figure 8: Expression distribution of CASP5 in diferent subgroups.
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44 immune checkpoint genes and explored the association of
CASP5 with them. We revealed that CASP5 expression
correlates with a variety of immune checkpoint molecules
(S9).

Considering that PRGs-based subtypes are also signif-
cantly associated with immune cells and immune checkpoint
molecules, we explore the expression distribution of CASP5
among the three subtypes and showed that the direction of
change of CASP5 among diferent subtypes is consistent
with the direction of the change of immune checkpoint and
immune cell abundance with 3 subtypes, as shown in
Figure 10(c). It demonstrates that the association of PRGs-
based LGG typing with immunity may be related to CASP5.
We also fnd a high level of 6 immune cells which indicated
worse 3-year, 5-year, and 8-year overall survival, as shown in
Figure 10(d).

3.10. Relationship of CASP5 Expression with Methylation and
DNA Repair in LGG. Methylation of DNA controls gene
expression by regulating DNA structure, DNA stability, and
the interaction between DNA and protein. We explored the
efect of CASP5 expression on the expression of 3 methyl-
transferases and found that DNMT1 andDNMT3A are highly
expressed in the CASP5_high group, as shown in
Figure 11(a). Te information in DiseaseMeth version 2.0
revealed that CASP5 had signifcantly higher methylation
values in normal samples than in disease samples, as shown in
Figure 11(b). In addition, we found the presence of meth-
ylation sites (cg10825847) in the sequence of CASP5, which
negatively correlated with the expression of CASP5, as shown
in Figure 11(d). Te methylated regions associated with
CASP5 are shown as a heatmap (S. 10A). We found an
identical methylation site, cg10825847, which is located in the
open sea region and TSS1500 region. Survival analysis showed
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Figure 10: Association of CASP5 with immune infltration: (a) correlation between expression of CASP5 and immune cell infltration;
(b) gene copy number of CASP5 in relation to immune cells in LGG; (c) distribution of CASP5 in LGG classifcation; (d) KM curves
analyzing the relationship between immune cell levels and overall survival in LGG.
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that it is associated with a better prognosis (S. 10B). Finally, we
also explored the relationship between the expression of
CASP5 and DNA repair genes, and the results showed that
MSH6 is highly expressed in the CASP5_high group, but
PMS2 and EPCAM are opposite, as shown in Figure 11(c).

4. The Experimental Result Analysis

Pyroptosis has been suggested to be a form of regulated cell
death (RCD) due to its dependence on the activation of
infammatory CASP and plasma membrane pores

composed of GSDM protein. RCD plays an important role
in removing abnormal cells and even neural development.
Pyroptosis can kill infected cells and fx bacteria, which will
later be killed and phagocytosed by neutrophils and
macrophages. In neuroscience, pyroptosis has been found
to be involved in a variety of neurological injuries, in-
cluding stroke, traumatic brain injury, and brain infection.
In addition, pyroptosis is also involved in the disease
process of neurological diseases such as Alzheimer’s dis-
ease, epilepsy, and multiple sclerosis due to the pyroptosis
of neurons.Te relationship between pyroptosis and cancer
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Figure 11: Methylation analysis of CASP5 in LGG: (a) correlation between the expression of three methyltransferases and CASP5;
(b) diferent distribution of methylation values between normal samples and LGG samples; (c) correlation between the expression of DNA
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is complex. In addition to the anticancer efect of the
pyroptosis process, the microenvironment constituted by
pyroptosis molecules promotes tumor progression. In our
study, we explored the impact of pyroptosis on the
prognosis of LGG and identifed TME associated with
pyroptosis in LGG, especially the immune microenviron-
ment. Finally, we focused on the analysis of the role of the
pyroptosis-related CASP5 in LGG.

We identify 3 subtypes with signifcant prognostic
diferences by analysis of the expression profle of PRGs in
LGG (P < 0.0001). Te progression of cancer is associated
with the acquisition of stem cell-like features. Glioma stem
cell is an important reason why gliomas remain resistant
and eventually recur. Te discordance between the OCLR
score and the prognostic situation of the 3 subtypes
demonstrates that the prognostic value of glioma subtypes
identifed by PRGs involves fewer factors of cancer stem
cells. An immune microenvironment is also an important
factor afecting tumor progression. Originally, antitumor
immune cells are reprogramed into an immunosuppressive
phenotype in the TME, which can help gliomas suppress,
regulate, or even escape from the immune response. We
found that the GSVA scores for the collection of PRGs are
associated with a variety of immune cells in LGG. Among
the 3 types associated with pyroptosis, the type with a worse
prognosis is often identifed with higher infltration of
immune cells by the TIMER algorithm. Immune check-
points have recently been increasingly recognized as an
important interfering target for cancer immunotherapy
because they are thought to promote the immunosup-
pressive function of TME. For example, CTLA4 can inhibit
T cell activation and promote its exhaustion, while en-
hancing regulatory T cell-induced immunosuppression by
downregulating CD80 and CD86 on antigen-presenting
cells. In our study, the expressions of 8 immune checkpoint
molecules including CTLA4 are all highest in Group3.
Combined with its worst prognosis and lowest temozo-
lomide sensitivity, these reasons suggest that PRGs may
alter TME by afecting immune infltration of LGG, ulti-
mately distinguishing diferent resistance and survival of
the LGG patients.

Functional enrichment analysis of 18 PRGs with prog-
nostic value in LGG showed that they mainly involved in-
fection and infammation. In addition to the involvement of
immune function, infammation has been suggested to in-
duce tumor progression and angiogenesis, which is also the
target of antivascular agents for gliomas. Marinari’s study
also demonstrated that infammation is associated with a
worse prognosis in gliomas. Tese results demonstrate that
these 32 PRGs may play a role in the progression and
prognosis of LGG.

We screen 10 PRGs with prognostic value by the LASSO
regression to construct a prognostic model of LGG. Te
prognostic models have a satisfying predictive efect on the
1-, 3-, and 5-year survival rates of patients with LGG. Te
diference in median survival time between the high-risk and
low-risk groups according to the risk score based on 10
PRGs is approximately 6 years. In addition to this, the great
value of the combined diagnosis to LGG based on 10 PRGs

indicates their potential to distinguish glioma from normal.
Interestingly, we also found a signifcant association of 6
immune cells with a risk score based on the PRGs. However,
high scores always imply an upregulation of immune cell
abundance, which further demonstrates that pyroptosis
afects the prognosis of LGG through immune infltration.

MSI, as a molecular signature in cancers with defcient
DNA mismatch repair, is the marker for the diagnosis and
efective immune checkpoint blocking therapy in a variety of
cancers. TMB has recently been shown to predict immu-
notherapeutic responses in a variety of tumors, also cor-
relates with immune infltration and cancer prognosis. High
TMB frequently predicts a better prognosis after immu-
notherapy. Our study found multiple PRGs associated with
MSI or TMB in LGG. Tese genes have the potential to
predict the immunotherapeutic response of LGG. Subse-
quently, we screened PLCG1, CASP5, and CASP9 as in-
dependent prognostic factors of LGG by the Cox regression,
which constituted a nomogram with glioma grade. Cali-
bration plots show that nomograms can predict survival at 3
years and 5 years relatively well compared to ideal models.

Since CASP5 is found to be the only pyroptosis-related
gene among the individual independent prognostic factors
of LGG that could distinguish grade II, III, and IV gliomas,
we chose CASP5 for subsequent analysis. CASP5 is an in-
fammatory protease involved in infammatory and cell
death processes, which involves a cascade of enzymatic
reactions mediated by multiple members of the CASP
family. CASP5 has a role in a variety of diseases such as
arthritis, psoriasis, and cancer. We also fnd that CASP5 had
high expression similar to LGG in ESCA, HNSC, and UCEC
in our study. However, the mutation frequency of CASP5 is
low, which indicates that the role of CASP5 in LGG is less
associated with mutations.Tis is the same conclusion as the
previous study. We perform the GSEA enrichment analysis
on the highly expressed cohort, while the GO and KEGG
enrichment analysis on the related genes. Te results show
multiple functions regarding immunity and infammation
such as complement, neutrophil activation, MHC class II
protein complex, MHC protein complex binding, and
Staphylococcus aureus infection. Tese imply the correlation
of CASP5-involved pyroptosis with a variety of biological
processes. In addition to diferential expression in diferent
pathological types, CASP5 is also signifcantly highly
expressed in PD, which also confrms the abovementioned
result that the LGG patients with high CASP5expression are
accompanied by poor prognosis. Te LGG patients with
IDH mutation are generally considered to have both ATRX
and TP53 mutations. IDH mutation and 1p/9q codeletion
both are important factors in the poor prognosis of glioma.
Te signifcantly low expression of CASP5 in patients with
IDH mutations and 1p/9q codeletion in our study indicates
the relationship of CASP5 with multiple factors afecting the
prognosis of LGG.

Te ceRNA regulatory network is involved in the pro-
gression of a variety of cancers. In order to further explore
the regulatory process of CASP5, we construct a CASP5-
related ceRNA triple network in LGG. We fnally fnd three
miRNAs and one lncRNA regulating CASP5, hsa-miR-15b-
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5p, hsa-miR-424-5p, hsa-miR-16-5p, and MCM3AP-AS1,
by prediction and screening processes including survival
analysis, correlation analysis, and subcellular localization.
hsa-miR-15b-5p is demonstrated to predict the LGG out-
come and participate in the pathogenesis of intracerebral
hemorrhage. In addition to the association of hsa-miR-424-
5p with thyroid cancer, esophageal cancer, and chol-
angiocarcinoma, it can also be enriched in extracellular
vesicles in patients with Alzheimer’s disease and has diag-
nostic value. As for hsa-miR-16-5p, it involves research on
cancer, immune disorders, and even psychosis. MCM3AP-
AS1 has been shown to be involved in glioma progression
and regulates angiogenesis in glioblastoma through the
ceRNA axis. Our analysis revealed that it also has prognostic
and regulatory value in LGG.

Te immune infltration of cancer can afect the
prognosis of patients. We confrm a signifcant positive
correlation between CASP5 expression in LGG and the
abundance of all six immune cells. Tis is also consistent
with the results of the abovementioned enrichment
analysis focusing PRGs and functional analysis of CASP5-
related genes. We fnd diferential expression of CASP5 in
the LGG subtypes identifed by us. Combined with the
prognostic diference of LGG subtypes and the prognostic
impact of CASP5 on LGG, we speculate that CASP5 may
be the role of immune infltration afected by CASP5 on
LGG subtypes, which needs further experimental con-
frmation. We subsequently also revealed the dramatic
impact of the infltration of six immune cells on the
prognosis of LGG. In addition, we also demonstrate that
CASP5 has diferent degrees of correlation with 16 im-
mune marker gene sets and many immune checkpoints.
Tese all imply the great potential of CASP5 in the im-
munotherapy of LGG. Although there is no experimental
evidence, immunosuppression against CASP5 is theo-
retically feasible, which is similar to the current use of
diferent immune checkpoint inhibitors in diferent
cancers.

Te DNA mismatch repair system maintains genetic
stability and integrity, and we found that the LGG patients
with high CASP5 expression had elevated expression of two
DNA repair genes, PMS2 and EPCAM. DNA methylation
plays an important role in gene regulation. We attempt to
analyze the pattern of CASP5 abnormal expression in LGG
by exploring DNA methylation and found CASP5 hypo-
methylation in LGG samples, which is consistent with the
upregulation of CASP5 observed by analysis to DNA
methyltransferases (DNMT1H and DNMT3A). In addition,
we found that some methylation sites had signifcant as-
sociations with the prognosis of the HCC patients, especially
cg10825847, which is validated in both databases. Its
methylation is associated with a better prognosis in patients
with LGG. Interestingly, all the hypermethylated sites of

CASP5 fall into the open sea region. Tese suggest that
abnormalities in methylation may be associated with the
prognosis of LGG.

5. Conclusion

Although our study demonstrates the great potential ap-
plication value of prognosis in LGG, there are still some
limitations, especially the lack of experimental validation. In
the future, we can experimentally analyze the mechanism of
PRGs’ impact to immune microenvironment in LGG. It is
also necessary to explore the possibility of alleviating or even
reversing the deterioration of the immune microenviron-
ment in LGG by targeting PRGs, ultimately inhibiting the
progression of LGG. Our study can serve as the frst step in
this encouraging process.

In summary, using public TCGA-LGG data, we con-
struct pyroptosis-related subtypes, which may afect prog-
nosis through diferences in immune infltration. We also
construct a prognostic model for PRGs, which also showed a
huge relationship with immunity. Subsequently, we focus on
analyzing the function of pyroptosis-related CASP5 in LGG.
We construct a potential ceRNA network of CASP5 and
revealed the great impact of CASP5 on the immune mi-
croenvironment of LGG. All these imply an important role
of pyroptosis in LGG, which deserves further experimental
investigation.
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A set of semantic similarity calculationmethods combining full-text text and domain knowledge topics is proposed for the current
study of entity association relations such as disease–gene in medical texts combined with topics in knowledge discovery, which is
insufficient to reveal the deep semantic association relations of medical domain knowledge at topic level. Taking urinary infections
in elderly inpatients as the research subject, word embedding representation of word vectors and topic vectors is performed by the
TWEmodel, and similarity calculation is performed by combining text and domain knowledge topics based on Siamese Network
framework. ,e urinary microbiological culture results of both groups were dominated by Escherichia coli, accounting for 34.65%
and 47.92%, respectively; the use of antimicrobial drugs in the symptomatic urinary infection group was 94.19% higher than that
in the asymptomatic bacteriuria group, 77.27% (x2 � 8.158, P � 0.004).

1. Introduction

Urinary tract infection (UTI) is an inflammatory response
produced by the urinary epithelium after pathogens have
invaded the urinary system, usually accompanied by bac-
teriuria and pyuria. ,e infection is classified according to
the site of infection, and there are different sites of infection
such as the kidney, the ureter, the bladder, and the urethra
[1].

Depending on the presence or absence of clinical
symptoms of infection, there are symptomatic urinary in-
fections and asymptomatic urinary infections (also known as
asymptomatic bacteriuria). Urinary infections are common
infectious diseases, accounting for the secondmost common
infections in the community and one of the most important
hospital infections [2], and urinary tract infections account
for about 20.8% to 31.7% of nosocomial infections in China
[3]; urinary tract infections in the elderly account for the
fourth most common hospital infections in the elderly [4].
Urinary tract infections leading to shock or even death are
the 3rd most common among all patients who die from

infections [5]. ,e incidence of urinary infections in elderly
patients is high, and studies have shown that urinary in-
fections account for 25% of all elderly patients with infec-
tions [6], followed by atypical symptoms, diagnosis, and
treatment in the clinic being difficult; acute urinary infec-
tions, if not treated in a timely manner, can easily delay the
disease and transform into chronic urinary infections, and
even cause substantial renal injury and renal failure. Positive
urine microbiological culture is the main indicator for the
diagnosis of urinary infections, but not all positive cultures
require anti-infective treatment, and most patients with
asymptomatic bacteriuria do not require anti-infective
treatment. ,e correct distinction between symptomatic
urinary infections and asymptomatic bacteriuria is the basis
for the rational use of antibacterial drugs. Most past studies
on urinary infections in elderly patients in China [7] focused
on the factors related to the development of symptomatic
urinary infections and the distribution of pathogenic bac-
teria, while the distribution of pathogenic bacteria between
asymptomatic bacteriuria and symptomatic urinary infec-
tions was not categorized and analyzed, with the use of
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antimicrobial drugs and the differential treatments between
them being rare [8].

Cardiology inpatients are generally associated with
cardiac insufficiency, reduced cardiac ejection, decreased
organ function, and inadequate blood supply to tissues and
organs, which, combined with long duration of illness, poor
body immunity, and combined underlying diseases, make
them highly susceptible to nosocomial infections [9]. At the
same time, the immune function and defense mechanisms of
elderly cardiology inpatients are decreasing with age,
making them a high-risk group for nosocomial infections
[10]. In the study, 102 (8.36%) of 1,220 elderly cardiology
inpatients developed nosocomial infections, including
70.59% respiratory infections and 29.41% urinary tract in-
fections, which is similar to some reported results [11]. Once
infections occur in elderly cardiology patients, it not only
increases their physical and mental suffering, but also causes
unnecessary waste of medical resources [12]. ,erefore, it is
imperative to analyze the high-risk factors of nosocomial
infections in elderly cardiology inpatients and explore ef-
fective intervention programs.

,e article found that university andmultivariate logistic
regression analysis showed that cardiac function grade III-
IV, use of ≥2 antimicrobial drugs, use of antimicrobial drugs
for ≥2 weeks, length of stay for ≥2 weeks, invasive opera-
tions, and other cucurbit diseases were independent risk
factors for nosocomial infections in elderly cardiology in-
patients, with statistically significant differences (P< 0.05)
[13]. ,e higher the cardiac function grade, the more severe
the patient’s condition; the presence of poor mobility, in-
adequate tissue blood supply, long hospital stay, and
complex treatment protocols can trigger nosocomial in-
fections. ,e use of many types of antimicrobial drugs for a
long time can increase the resistance of drug-resistant strains
and add drug-resistant strains, interfering with the balance
of the normal flora and causing various pathogenic infec-
tions, resulting in nosocomial infections [14, 15].

,e study of medical text similarity computation focuses
on obtaining the similarity between sentences by computing
word-level similarity, which is then used for knowledge
discovery in the medical domain. Currently, there are three
main types of medical text similarity computation methods,
such as similarity computation based on Gene Ontology GO
(Gene Ontology) [9], similarity computation based on topic
level [16], and similarity computation based on MeSH word
list [17], and other main methods. Among them, [18]
demonstrated that a distributed representation based on
unsupervised learning of sentences from a large biomedical
corpus is not necessarily optimal for domain-specific se-
mantic sentence-level similarity computation, and proposed
a method for sentence semantic similarity computation
incorporating biomedical ontology. To reduce the burden on
clinical researchers and provide decision support, [19] de-
veloped an automated text mining method and tool
(CHAT), which classifies sentences in the literature based on
cancer markers and by calculating the similarity between
them it can finally organize and classify cancer-related lit-
erature. [20] manually annotated PubMed literature ab-
stracts using MeSH terms and calculated potential

associations between terms through co-occurrence rela-
tionships between terms and potential associations between
MeSH.,emethod based on word lists and gene ontology in
the above study poses some difficulties for the imple-
mentation of this method because of the need for pre-tagged
corpus and lexical entries. In contrast, there are various
methods to obtain literature topics with good extensibility
and generalizability.

,erefore, in this study, a deep learning representation
was used to explore the similarity computation at the topic
level for cardiology inpatients. In order to better learn the
information such as words and topics, the semantic infor-
mation of medical literature at the topic level is learned by
the TopicWord Embedding representation model [2] (Topic
Word Embedding, TWE), and then the twin neural network
model (Siamese Network) [3] in deep learning is used for
similarity calculation; the similarity calculation results are
used for knowledge discovery analysis based on clustering
results.

2. Related Work

Deep learning word embedding representation method
represents words as vectors with specific semantic infor-
mation, and deeper semantic association information can be
obtained by similarity calculation. Based on the deep
learning medical literature similarity calculation, [13] pro-
posed a new ontology vector representation method
OPA2Vec, which combines the ontology and ontology
annotation data in PubMed abstracts and obtains the vector
representation of ontology by Word2Vec model training,
which is finally used for the prediction of protein interaction
relationships. [14] Based on the representation of the
medical literature abstracts into semantic triads, adversarial
networks were used to generate threshold criteria for dis-
tinguishing similar texts from more divergent texts, and the
effectiveness of the method in information retrieval appli-
cations of literature in the clinical domain was demonstrated
experimentally. [15] proposed a method for word similarity
computation based on deep learning semantic representa-
tion using subwords and MeSH word lists, and achieved
better results in both sentence similarity computation and
biomedical relationship extraction tasks. ,e above deep
learning semantic representation for similarity exploration
in the medical domain basically uses only abstract-related
information from the literature; however, the study of [1]
showed that incomplete gene and disease association rela-
tionships included in the abstract may affect the accuracy of
the results. Meanwhile, the study of [17] demonstrated that
the extraction and automatic classification performance of
side effect information of anticancer drugs in medical lit-
erature can be effectively improved using the results of drug
side effect markers in full-text medical texts. In addition, few
investigations have applied the deep learning models that
can combine text and topics proposed by [19] and others to
the medical field. [20] showed in their study that word
embedding models trained in medical collections do not
capture well the connections between some specific words,
such as heart and related words mentioned in prescriptions,
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while adding knowledge information to word embeddings
can be better applied to medical text representation com-
putational tasks.

3. Model Construction

3.1. Siamese Network Model-Based Medical Full-Text Simi-
larity Calculation. ,e Siamese Network model-based
medical full-text similarity calculation is divided into the
following three parts: (i) text annotation and extraction
based on domain knowledge; (ii) similarity calculation based
on the Bi LSTM Siamese Network; (iii) text clustering and
target gene knowledge discovery. ,e specific research
framework is shown in Figure 1.

3.2. Research Methodology and Steps

3.2.1. Domain Knowledge-Based Text Annotation and
Extraction. In this study, the full text of the oncology lit-
erature was used for annotation, and the study of [4] showed
that the annotation of domain knowledge such as genes and
drugs in medical literature abstracts can effectively improve
the prediction results of drug indications and side effects.
We refer to the annotation system for medical literature in
the work of [4], and combined with the actual situation of
markup accessibility of the medical full text selected for
analysis, a total of disease, gene, causative factor, and drug
information was selected for markup. ,e need for tagging
of words appearing in academic full-text texts was mainly
based on the word lists in medical databases [7] or on the
normative descriptions obtained in the relevant literature.
Subsequently, information on diseases, genes, causative
factors, and drugs in urinary infections in elderly hospi-
talized patients was manually labeled according to the la-
beling rules in the literature [8]. ,e annotation staff
consisted of experts and graduate students in intelligence
and medicine. To ensure the quality of the annotation re-
sults, manual verification was performed on a case-by-case
basis for annotation inconsistencies on the basis of double

annotation. ,us, “Ki67,” “expression,” and “breast cancer”
were annotated. ,e number of each medical entity labeled
and the statistics of the number of genes labeled in the article
are shown in Figures 2 and 3, respectively.

3.2.2. Similarity Calculation Based on the Bi LSTM Siamese
Network

(1) TWE subject word embedding representation. First, the
extraction of relevant topics in full-text journal texts is
performed based on the LDA model, and the optimal
number of topics is obtained by calculating the perplexity.
,e LDAmodel has been shown to be effective for extracting
and analyzing topics in the medical field. Subsequently, we
perform the word embedding representation of the
word–topic pairs generated by the LDA model using the
topic word embedding representation, TWE, model, which
learns different word embedding representation results for
each word under different topics. ,e specific framework is
shown in Figure 4

,e TWE model learns topic vector Ti and word vector
Wi, respectively, using word–topic pairs 〈Wi, Ti〉 trained in
LDA as input, treating each topic as a pseudoWord, and
incorporating the topic into the basic word embedding
representation by considering that the resulting topic word
embeddings acquire different meanings of a word in dif-
ferent contexts. ,e optimization function of the learning
objective of TWE is shown in equation (1):

L(D) �
1

M
􏽘

M

i�0
􏽘

−k,c,k,c≠0
log Pr Wi+c|Wi( 􏼁 + log Pr Wi+c|Ti( 􏼁.

(1)

In this study, we take the text results of the word–topic
distribution generated from urinary infections in elderly
inpatients as input and generate word embedding vectors
and topic vectors under each tumor topic by training with
the TWE model.
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Figure 1: Research framework.
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(2) Introduction of the Bi LSTM Siamese Network Model. ,e
Siamese Network framework is a neural network framework
for evaluating the similarity of two input samples, and the
framework of the Siamese Network in this study is shown in
Figure 5.

,e Siamese Network has two sub-networks with the
same structure and shared weights W, which receive two
input texts D1 and D2 and the label y between D1 and D2 in
this paper, respectively. ,is network can better achieve the
effective mining of syntactic or semantic association
knowledge of two words. ,e LSTM is composed of four
important elements: memory unit ct, input gate it, output
gate ot, and forgetting gate ft. ,e memory unit ct deter-
mines the memory state based on the current input, the
output gate ot determines howmuch ct should be exposed to
the next node, and the input gate it controls the current
input information wt. ,e forgetting gate ft determines
whether the state information of the previous memory unit
should be forgotten. ,e specific calculation is shown by
equations (2) to (7).

ft � σ Uf ht−1, wt􏼂 􏼃 + bf􏼐 􏼑, (2)

it � σ Ui ht−1, wt􏼂 􏼃 + bi( 􏼁, (3)

ct � σ Uc ht−1, wt􏼂 􏼃 + bc( 􏼁, (4)

ct � ft ∗ ct−1 + it ∗ ct, (5)

ot � σ Uo ht−1, wt􏼂 􏼃 + bo( 􏼁, (6)

ht � ot ∗ tan h ct( 􏼁, (7)

where σ is the logistic regression function; U denotes the
matrix multiplication operation; b is the function bias term;
tanh is the activation function; and ht denotes the state of the
memory cell.

Firstly, the sentence vector is generated by Bi LSTM;
then the text vectorW is generated by one layer of Bi LSTM,
and then the text vectorW and the domain knowledge topic
vector T or the text topic vector V are sequentially stitched
together. A text may contain more than one domain
knowledge, corresponding to more than one domain
knowledge topic vector Ti , and the method of generating the
domain knowledge topic vector T is shown in equation (8).
,e vector order stitching method is shown in equation (9).
,is study expects that a more accurate representation of
medical text vectors can be obtained than using text vectors
alone, and it can be used to improve the text semantic
similarity calculation.

T �
1
m

􏽘

m

1
Ti, (8)

Gw(D) � W, T{ }, Gw(D) � W, V{ }. (9)

,e Siamese Network framework input information is
Ew and the labels y between the texts. ,is study calculates
the distance between vectors Gw (D1) and Gw (D2) by the
cosine similarity method Ew. ,e text labels y are calculated
using the BMA [13] (Best Match Average) method. ,is
method mainly uses the domain knowledge information
obtained from the full text and the domain knowledge topic

Wi-1 Wi+1

Wi ,Ti

Figure 4: TWE model framework.150
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vector obtained from the TWE model. ,e text labels are
calculated as shown in Figure 6.

As shown in Figure 6, assuming that there are two texts,
D1 and D2, the domain knowledge extracted by the mark in
D1 is (A1, A2, A3, . . . , Am) and the domain knowledge
extracted by the mark in D2 is (B1, B2, B3, . . . , Bn).

According to Table 1, the subject distribution and vector
representation of domain knowledge corresponding to each
domain knowledge are obtained. Calculate the label y be-
tween texts D1 and D2 by the BMA method, as shown in
formula (10):

y D1, D2( 􏼁 �
1
2

1
m

􏽘
Am∈D1

maxBn∈D2
cos TAm

, TBn
􏼐 􏼑 +⎛⎝

1
n

􏽘
Bn∈D2

maxAm∈D1
cos TBn

, TAm
􏼐 􏼑⎞⎠. (10)

To further improve the prediction performance of this
study, the above annotation method is compared with the
text topic-based annotation method, assuming that the text
topics of the two articles are v1 and v2, and the text topic-
based label y is calculated by cos(v1, v2). After selecting the
best annotation method, the Siamese Network is used to
learn the similarity measure between the two text vectors,
which is validated by test set data and the similarity matrix
between the texts is obtained for clustering analysis.

,e loss function of the Siamese Network model is
shown in equation (11):

Lw �
1
4

1 − E
2
w􏼐 􏼑y +(1 − y)E

2
w. (11)

4. Case Study

4.1. Source. Patients with urinary infections who had no
indwelling catheters were included. According to the “Di-
agnosis and Treatment of Urinary Infections Chinese Ex-
perts’ Common Knowledge” (2015 Edition) [6], the
diagnostic criteria for asymptomatic bacteriuria, also known
as asymptomatic urinary infection, in which a certain
amount of bacteria is isolated from the urine specimen
without any signs or symptoms of urinary infection in the
patient, are a urine culture bacterial colony count ≥105CFU/
ml for asymptomatic female patients; 1 strain of bacteria
colony count ≥103CFU/ml for clean urine specimens cul-
tured from male patients. Patients with urinary infections

who did not meet the criteria for asymptomatic bacteriuria
were included in the symptomatic urinary infection group.

4.2. Results. ,ere was no statistically significant difference
between the two groups in terms of age and gender. See
Table 1.

,e two groups of patients were mainly distributed in
geriatric-related departments, with 21 cases in geriatric
neurology accounting for 24.42% and 8 cases accounting for
18.18%, and 13 cases in geriatric cardiovascular department
accounting for 15.12% and 10 cases accounting for 22.73%,
respectively. See Table 2.

,e antibacterial drug use rate was 94.19% (81/86) in the
symptomatic urinary infection group than 77.27% (34/44) in
the asymptomatic bacteriuria group, with a statistically
significant difference (χ2� 8.158, P � 0.004); the duration of
antibacterial drug use was 10.5 (6, 17.25) d more in the
symptomatic urinary infection group than in the asymp-
tomatic bacteriuria group (5 (1, 10) d), with a statistically
significant difference (Z� −3.889, P< 0.001).

To further evaluate the diagnostic value of urinary
leukocyte count in differentiating symptomatic urinary in-
fection from asymptomatic bacteriuria, the ROC curves of
urinary leukocytes in the two groups were plotted, and the
area under the curve was 0.767 (95% CI: 0.666–0.869), and
the cut-off value of urinary leukocytes was 231.90, with a
sensitivity of 80.00% and specificity of 67.60%. ,e area
under the curve of serum PCT in both groups was 0.739

W

Ew – y

Bi LSTM Bi LSTM

Word embedding Topic embedding Word embedding Topic embedding

Figure 5: BiLSTM Siamese network framework.
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(95% CI: 0.548–0.930), and the cut-off value of serum PCT
was 0.0405, with a sensitivity of 100.00% and specificity of
57.10%. ,e urinary leukocyte and serum calcitoninogen
ROC curves are shown in Figure 7.

With age, the systemic and local immune function of the
elderly gradually declines, and the mucosa of the urinary
tract and the bladder and other organs become atrophied
and thin, resulting in reduced defense functions and sus-
ceptibility to infection; especially, elderly inpatients often
have one or more chronic underlying diseases such as hy-
pertension, diabetes, tumors, etc., and are at high risk for

Table 2: Composition ratio of the distribution of infected departments in the two groups of patients.

Department
Symptomatic urinary tract infection group

(n� 6) Asymptomatic bacteriuria group (n� 44)

Number of cases Composition ratio (%) Number of cases Composition ratio (%)
Geriatric neurology 21 24.42 8 18.18
Geriatric cardiovascular department 13 15.12 10 22.73
Geriatric nephrology 8 9.3 0 0
Geriatric respiratory department 7 8.14 3 6.82
Geriatric endocrinology department 5 5.81 0 0
Geriatric gastroenterology 0 0 4 9.09
Urology surgery 0 0 3 6.82
Other 32 37.21 16 36.36
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Sequence length
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Figure 7: Urinary leukocytes and serum calcitoninogen ROC
curves.

Figure 8: Analysis of different urinary tracts.

Text D1

Text D2

Domain entity subject
distribution Label y

Subject
distribution 

BMA

Figure 6: Text label calculation method.

Table 1: Clinical data of the two groups of patients.

Clinical data Symptomatic urinary tract infection group (n� 86) Asymptomatic bacteriuria group (n� 44) Statistic P value

0.136Gender (cases) Male 49 19 2.22Female 37 25
Age (years) 81.38 ± 10.75 80.16 ± 10.39 0.391 0.697
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urinary tract infections. Urinary tract infections are usually
differentiated into symptomatic urinary infections and
asymptomatic bacteriuria according to the presence or
absence of urinary irritation symptoms such as urinary
frequency, urinary urgency, and urinary pain; there are
essential differences in their anti-infective treatment mo-
dalities, except for the differences in clinical manifestations.
Studies have confirmed [8] that the probability of asymp-
tomatic bacteriuria in elderly women hospitalized in long-
term care facilities is as high as 25% to 50%, and the
probability of asymptomatic bacteriuria in elderly men is as
high as 15% to 40%, as shown in Figure 8 for the analysis of
different urinary tracts.

Geriatric urinary infection patient units are mainly dis-
tributed in geriatric-related clinical departments, and patients
are mostly hospitalized for a long time. ,e risk of urinary
infection is much higher than that of geriatric patients in
other non-geriatric departments, and clinical work should pay
special attention to the risk of urinary infection in geriatric
patients who are hospitalized for a long time. It is worth
noting that elderly urological patients have a certain proba-
bility in asymptomatic bacteriuria, suggesting that surgical
operations for urological diseases may increase the incidence
of bacteriuria. ,e results of this study showed that the
pathogenic bacteria were predominantly Gram-negative, with
Escherichia coli predominating, which is consistent with the
report [9] and similar to the distribution of pathogens in the
whole population [10, 11]. In this study, after removing
patients with the above indications for antimicrobial drug use,
it was found that the rate of antimicrobial drug use in the
asymptomatic bacteriuria group was as high as 77.27%, in-
dicating that 77.27% of the use was unreasonable. ,e abuse
of antimicrobial drugs not only cannot improve the chronic
genitourinary symptoms of patients, but also increases the
probability of double infection and increase adverse drug
reactions, as shown in Figure 9 for different clustering effects.

5. Conclusions

In recent years, the incidence of cardiovascular diseases has
increased as the number of elderly people in China has
increased. ,e cardiology department is the main place to

admit patients with cardiovascular diseases, which are
characterized by long durations of illness, high age, low
immune status, and many complications, and some patients
need to perform invasive operations, which are very likely to
induce nosocomial infections. ,e TWE model was used to
represent word vectors and topic vectors in the study of
urinary infections in elderly inpatients, and the similarity
was calculated based on the Siamese Network framework
combining text and domain knowledge topics.
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Dendritic cells (DCs) are antigen-presenting cells that can activate T cells and initiate a primary immune response. Personalized
DC vaccines have demonstrated a modest antitumor potential in some clinical pilot studies. However, those vaccines are difficult
to manufacture and have a limited antitumor response. In this study, a lentiviral vector-programmed DC vaccine with high
antitumor responses is developed. By transfecting with a lentiviral vector, the DC vaccine is loaded withMG-7 antigen (MG-7Ag).
,ree representative gastric cancer cell lines, such as KATO-3, MKN45, and SNU16, are used to estimate the in vitro cytotoxic
effect of the MG-7Ag DC vaccine. Furthermore, we examine the in vivo antitumor efficacy of specific cytotoxic T lymphocytes
(CTLs) induced by the MG-7Ag DC vaccine in patient-derived xenograft (PDX) mice models. ,e current data demonstrate that
the MG-7Ag DC vaccine induced a potent CTL activity. ,ose CTLs have a significant cytotoxic effect on both KATO-3 and
MKN45 with high level of MG-7 expression. In addition, MG-7Ag DC vaccine-mediated CTLs significantly inhibit the growth of
tumor xenografts in nude mice. ,e MG-7Ag DC vaccine activate the cytotoxic effect of lymphocytes and can be employed as a
vaccine in gastric cancer immunotherapy.

1. Introduction

As the fifth frequently diagnosed cancer, gastric cancer
causes approximately 783000 deaths and more than 1000000
new cases in 2018, which is regarded as the third most
common cause of cancer-related deaths throughout the
world [1]. ,e incidence rate of gastric cancer is higher in
Eastern Asia (Japan, China, and the Republic of Korea) than
in other regions [2]. In China, about 679100 newly diag-
nosed cases and 498000 deaths from gastric cancer were
estimated in 2015 [3], and this type of cancer is the second
leading cause of cancer-related deaths in China [4]. Tradi-
tional treatment, including surgical resection, radiation
therapy, and chemotherapy, has not increased the 5-year
overall survival rate for gastric cancer patients [5]. ,us, it is
imperative to develop new therapeutic alternatives. Im-
munotherapy is regarded as a promising strategy that
complements the current cancer therapies. Some malignant

tumors, such as nonsmall cell lung cancer and melanoma,
appear to benefit from immunotherapy [6], and a cancer
vaccine is a critical part of this therapy. Dendritic cells (DCs)
activate T cells to become cytotoxic T lymphocytes (CTLs)
and initiate a primary immune response [7].,e current DC
vaccines constitute a tumor therapy strategy that activates
the immune system, and promising results have been ob-
tained [8–10], which are safe and effective [11].

,e current substances for antigen loading in the DC
vaccine comprise DNA, synthetic peptides, whole tumor
RNA, and tumor cell lysates [12]. Among these, the antigen-
loading strategy using whole tumor cells is commonly used;
however, DCs loaded with such lysates have stimulated only
limited responses in a wide range of clinical trials, and these
DC vaccines are difficult to manufacture and industrialize.
Some studies have demonstrated lentiviral vector-pro-
grammed DCs, and this new method has a high potency and
can be automatized [13]. MG-7 antigen (MG-7Ag) is a specific
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antigen of gastric cancer screened by the corresponding an-
tibody, which is highly expressed in gastric cancer tissues but
not in normal tissues [14]. MG-7Ag is a monoclonal antibody
against gastric cancer prepared by immunizing mice with
gastric cancer cell line MKN-46-9 as immunogen. MG-7Ag
recognized by MG-7Ag is a newly discovered gastric cancer-
related antigen. MG-7Ag is a neutral glycolipid.,e epitope is
located on the sugar chain. It is a glycoprotein antigen. It has
the characteristics of secretory antigen, that is, it is synthesized
in cells and then secreted outside cells. MG-7Ag can be
roughly divided into four types in cells: cytoplasmic type,
membrane type, extracellular type, and mixed type. ,e ex-
pression of MG-7Ag in gastric cancer has a relative tendency
of histological type. ,e changes of morphology, biochem-
istry, and antigenicity of gastric mucosal epithelial cells in the
process of carcinogenesis are related to gene damage and
control imbalance [15]. Due to different genetic changes, the
antigen expression order and tissue type of different types of
gastric cancer are also different. Importantly, the prognosis for
those with MG-7Ag-positive gastric cancer is worse than for
those with MG-7Ag-negative gastric cancer.

2. Related Work

Gastric cancer is the fifth most commonly diagnosed cancer
and the third most common cause of cancer-related deaths
worldwide [16].,e incidence rates of gastric cancer are high
in East Asian countries, such as Japan, China, and Korea.
With nearly 500000 deaths annually, gastric cancer is the
second leading cause of death in China.

Traditional surgery, radiotherapy, and chemotherapy
cannot resolve the metastasis and recurrence of these tumors;
therefore, new techniques are needed to break through the
bottleneck of tumor therapy. Because it is safe and clinically
effective, tumor autologous immune cell therapy is the best
systemic therapy for tumor patients [17]. After development
for more than 50 years, immune cell therapy has become the
fourth most used method in tumor treatment after secondary
surgery, radiotherapy, and chemotherapy. A cancer vaccine is
a major part of immunotherapy. It is used to activate the
immune system and induce a specific immune response
against tumor cells. ,e DC vaccine is a cancer vaccine and a
robust antigen-presenting cell because it can stimulate the
proliferation of Tcells. It is the initiator of the body’s immune
response and a natural “immune adjuvant” [18]. DC-based
cancer vaccines aim to stimulate anticancer immunity by
harnessing the capacity of DCs to activate specific T cells to
become CTLs. In 2010, sipuleucel-T (Provenge) was approved
by the United States Federal Drug Administration (FDA) to
treat advanced prostate cancer. ,is was the first and only
FDA-approved DC cancer vaccine [19, 20]. In recent years,
some achievements have been made in the study of a gastric
cancer DC vaccine [21–23].

MG-7Ag is a sensitive and specific antigen for gastric
cancer screened by the corresponding antibody. ,e de-
tection of gastric mucosal tissue by immunohistochemistry
shows that MG-7Ag is highly expressed in superficial gas-
tritis, atrophic gastritis, intestinal metaplasia, atypical hy-
perplasia, and gastric cancer [15], and the positive rate in

gastric cancer is 82.8% [24]. Han et al. [25] used phage
display library technology to successfully screen the mim-
otope peptide of gastric cancer MG-7Ag. In vitro studies
have confirmed that the mimotope peptide mimics the
original antigen and induces immunity against gastric
cancer; the oral DNA vaccine for gastric cancer MG-7Ag-
mimic epitope was developed using attenuated Salmonella
typhimurium, and the immune efficacy of the vaccine was
observed after immunizing mice [26]. Tumor antigens are
critical in the preparation of vaccines, but the presentation of
antigens is also essential [27]. We used lentivirus as a de-
livery vehicle because this vector has many advantages. For
example, the lentiviral vector can transfect cells that divide
slowly and at the end of the division, such as DCs. In ad-
dition, it can transfer gene fragments for target gene ex-
pression, making it difficult to induce an immune response.

In this study, we developed a DC vaccine loaded with
MG-7Ag by transfecting with lentiviral vector. At the cel-
lular level, the DC vaccine was used to stimulate T cells to
form CTLs, and the cytotoxic effects of CTLs were evaluated
on three gastric cancer cell lines. ,e results showed that the
MG-7Ag DC vaccine-mediated CTL had a satisfactory cy-
totoxic effect on both KATO-3 and MKN45 cells, in which
MG-7 was highly expressed. ,e cell killing indicated that
specific monoclonal antigen DC vaccine-mediated CTL had
a better killing effect on high-expression cells. Similarly, the
DC vaccine loaded with MG-7Ag at the animal level also
exhibited a tumor-inhibiting effect. Compared to that in the
control and NC groups, the cytotoxic effect of the MG-7Ag
DC vaccine-mediated CTL was the best. ,e MG-7Ag DC
vaccine-mediated CTLs significantly inhibited tumor
growth. We determined the cytotoxic effect of the MG-7Ag
DC vaccine on gastric cancer. ,us, the DC cell vaccine was
injected intravenously into the subjects, and the clinical
effect was determined by observing and detecting the size of
solid tumors and the specific sensitive antigen content of
gastric cancer in blood. Finally, we obtained an effective DC
cell vaccine for gastric cancer treatment.

3. Proposed Methods

3.1. Cell Lines and Animals. KATO-3, MKN45, and SNU16
cell lines were purchased from Shanghai Enzyme Research
Biotechnology Co., Ltd., China. KATO-3 cells were cultured
in Dulbecco’s modified Eagle’s medium (DMEM, Life
Technologies, San Diego, CA, USA) containing 20% fetal
bovine serum (FBS, Life Technologies) and 1% penicillin-
streptomycin (Sigma-Aldrich, St. Louis, MO, USA). MKN45
and SNU16 cells were cultured in RPMI 1640 medium (Life
Technologies) containing 10% FBS and 1% penicillin-
streptomycin. Male NOD/SCID mice, 8 weeks old, were
purchased from Shanghai SLAC Laboratory Animal Co.,
Ltd. All animal studies were conducted at the Shanghai
Laboratory Animal Center, Shanghai, China.

3.2. Real-Time Quantitative Polymerase Chain Reaction.
,eRNA extraction kit (TaKaRa, Beijing, China) was used to
extract total cell RNA, and a reverse transcription kit
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(TaKaRa) was used to reverse transcribe the total RNA into
cDNA. ,e cDNA concentration was measured on a
microplate reader. ,e forward and reverse primer se-
quences were as follows: 5′-CATACAAAAGGAGGAG
GAAGTAAG-3′, 5′-CAGGTGGCTGTGGGGTTTA-3′.
Glyceraldehyde 3-phosphate dehydrogenase served as an
internal control.

3.3. Patient-Derived Xenograft Models. NOD/SCID mice
were anesthetized intraperitoneally with 50mg/kg pento-
barbital and placed in a stereotactic frame. Gastric cancer
tumor tissue was removed from liquid nitrogen to thaw and
sliced into 4mm3 pieces to subcutaneously inoculate into the
mice. ,e mice were observed and weighed every 2 d.

3.4. Construction of MG-7Ag Lentiviral Vector. A synthetic
fragment of MG-7Ag and carrier shRNA were digested with
AscI and XbaI (TaKaRa) and analyzed by agarose gel
electrophoresis. ,e target gene fragments and shRNA (+)
fragments were excised from the gel. ,e MG-7Ag fragment
was ligated to the vector overnight using T4 DNA ligase at
16°C. ,e ligation product was transformed into Escherichia
coli DH5, and positive clones were screened on ampicillin-
resistance plates and validated by polymerase chain reaction
(PCR) (5′-CGCAAATGGGCGGTAGGCGTG-3′, 5′-CAT-
AGCGTAAAAGG AGCAACA-3′) and sequencing.

3.5. Lentiviral Packaging. HEK-293FT cells were cultured in
a Petri dish 10 cm in diameter. ,e serum-free medium was
replaced 2 h before transfection. ,e DNA (containing ex-
pression plasmids pLVX-MG-7 and packaging plasmid
pLP1, pLP2, and pLP/VSVG) was transfected into the cells
using calcium phosphate [16]. ,e mixture was incubated
under 5% CO2 at 37°C for 6 h, after which the medium was
replaced and incubation continued for 2-3 d. ,e super-
natant was collected by cell centrifugation at 4000×g at 4°C
for 10min, filtered through a 0.45m filter, and centrifuged
again using a Beckman ultracentrifuge (Beckman Coulter,
Brea, CA, USA) at 4°C and 25000 rpm for 2 h. ,e super-
natant was discarded, and the pellet was resuspended in the
virus preservation solution and centrifuged at 10000 rpm for
5min, after which the physical status and sterility were
assessed, and the viral titer of the lentivirus was calculated
using the following formula: virus titer� number of fluo-
rescent cells/amount of virus stock [17].

3.6. Preparation of DC Vaccines. Peripheral blood mono-
nuclear cells (PBMCs) were isolated from patients’ pe-
ripheral blood using Ficoll-Hypaque (Solarbio, Beijing,
China) and cultured in RPMI 1640 containing 5% autolo-
gous plasma, 10 ng/mL hGM-CSF (Miltenyi Biotec, Bergisch
Gladbach, Germany), and 10 ng/mL hIL-4 (Miltenyi Biotec).
,e immature DCs were infected with lentivirus on day 5,
and polybrene (transfection enhancer) was added. Fresh
mediumwas replaced after 24 h of transfection, and poly I : C
was added on day 6 to promote the expression of endog-
enous genes. ,e mature DCs were then collected on day 7.

,e maturation status of DCs was observed through a
microscope (Leica Microsystems Inc., Wetzlar, Germany).
,e expression of CD80, CD83, CD86, and human leukocyte
antigen (locus) DR (HLA-DR) in DCs were measured by
flow cytometry (Beckman Coulter). To assess DC matura-
tion, flow cytometry and enzyme-linked immunosorbent
assay (ELISA) were used to detect secreted cytokines. MG-
7Ag expression in DCs was detected by quantitative PCR
(qPCR) and gel electrophoresis.

3.7. Study Design. T cells were cocultured with DCs (at a
responder-to-stimulator ratio of 10 :1) in the presence of
0.2 ng/mL hIL-2 (Miltenyi Biotec) at 37°C for 48 h. ,en,
CTLs were harvested and used as effector cells to detect CTL
cytotoxicity; gastric cancer cells KATO-3 and MKN45 were
selected as target cells, and CCK-8 (Shanghai Yeasen Bio-
logical Technology Co., Ltd, Shanghai, China) assay was
used to determine the inhibition of CTLs on two gastric
cancer cell lines in vitro.

To further verify the cytotoxic effect of DC vaccine-me-
diated CTL, a PDXmouse model was established and divided
into the following three groups: control, negative control
(NC), andMG-7Ag (n� 6 mice/group).,emice in MG-7Ag
and NC groups were infused with normal saline solution, and
those in the control group were infused with simple normal
saline with CTL through a tail vein once a day for 3 con-
secutive days. ,e diameters of the tumor were measured
using Vernier calipers, the weight of mice was measured, and
the changes in tumor growth and mouse weight were plotted.
Besides, the changes in the tumor were observed for 22 d.

3.8. Statistical Analyses. SPSS 16.0 (SPSS Inc., Chicago,
USA) was used for biostatistical analyses, and the baseline
description analysis was conducted. ,e Kaplan–Meier
method was used to analyze survival, and the differences
among the groups were compared using the log-rank test.
P< 0.05 indicated statistical significance.

4. Results Analysis

4.1. Screened Cell Lines4at Express MG-7Ag Target Antigen.
To reflect how the MG-7Ag DC vaccine inhibited cancer
growth, we measured the content of MG-7Ag in the gastric
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cancer cell lines and found that MKN45 and KATO-3 had
high expressions of MG-7Ag, while cell lines NUGC-4, NCI-
N87, SNU16, and SNU-5 had low expressions, as shown in
Figure 1. Total RNA is isolated from LoVo, NUGC-4, NCI-
N87, SNU16, SNU-5, MKN45, and KATO-3 cell lines, re-
verse transcribed to cDNA, and amplified by qPCR to
evaluate MG-7Ag expression. ,e LoVo (intestinal cancer)
cell line is used as a control.

4.2. DCs Express High Levels of SurfaceMarkers. To cultivate
high-quality DCs, we optimized the DC culture conditions.
Mature DCs were characterized by high expression of MHC
I, MHC II, CD80, CD83, CD86, and other costimulatory
molecules, which process and present antigens for T cell
recognition. Naive T cells could be activated only by mature
DCs to convert them into CTLs that exert an antiinfective
effect. Next, we estimate the surface markers CD80, CD83,
CD86, and HLA-DR of DCs and found that after adopting
our DC culture program, the expression levels of the DC

surface markers markedly improved, as shown in Figure 2.
,ese results further indicated that the DCs cultivated in the
present study could induce CTL responses and regulate
immune responses. ,e mature DCs were collected, washed,
and resuspended in PBS.,e experimental group containing
10 L of HLA-DR, CD80, CD83, and CD86 flow cytometry
antibodies and the blank control group were incubated in
the dark at 4°C for 30min for testing.

4.3. DC Vaccine Can Express MG-7Ag Target at High Levels.
A lentiviral overexpression vector expressing MG-7Ag was
constructed, as shown in Figure 3(a), and the virus was
packaged. After the virus titer was measured, it was trans-
fected into cultured DCs. At 48 h after transfection, total
RNA was isolated from DCs, and MG-7Ag expression was
evaluated by qPCR. Figure 3(b) shows that total RNA was
isolated from the dendritic cell (DC) vaccine, reverse
transcribed to cDNA, and amplified by quantitative poly-
merase chain reaction to evaluate MG-7Ag expression. ,e
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results showed that the expression of MG-7Ag was signif-
icantly high in DCs but not in the control group, which
indicated that our antigen was successfully expressed in DCs.

4.4.Effect ofDCVaccine InVitro. DCs were pulsed withMG-
7Ag and CD3+ T cells were coincubated with MG-7Ag-
loaded DCs or unloaded DCs to induce CTL cells. ,e CTL
cells and the target cells KATO-3 and MKN45 were then
mixed at a ratio of 10 :1, 5 : 1, and 1 :1, respectively, after
16 h, and total CTL cytotoxicity was detected by CCK-8
assay. ,e results showed that CTLs sensitized by the MG-
7Ag DC vaccine had extraordinary cytotoxic effects on both
KATO-3 and MKN45 cells. ,e experimental results at the
cellular level showed that the DC vaccine expressing MG-7
had a marked inhibitory effect on the cell line expressing
MG-7, as shown in Figure 4.

In lactate dehydrogenase-based cytotoxicity assays,
CD3+ T cells stimulated with MG-7 antigen (MG-7Ag)-
loaded DCs or unloaded DCs (NC group) were tested
against KATO-3, MKN45, and SNU16 cells at various ef-
fector-target ratios. Data are expressed as the percentage of
specific lysis ±standard deviation (SD) (n� 3).

4.5. Effect of DC Vaccine In Vivo. To further verify the cy-
totoxic effect of CTLs sensitized by the DC vaccine, we
conducted animal experiments. ,e MG-7Ag-pulsed DC
vaccine or unpulsed DC vaccine was cocultured to induce
CTLs. After the mouse PDX model was constructed, the
mice in each group were administered CTL saline solution
(MG-7Ag-loaded DC vaccine and NC groups) and saline
solution (control group) once a day through the tail vein for
3 consecutive days. ,e mouse tumor volume and mouse
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bodyweight were then measured every 2 d for 22 d. On day
22, the mouse weight and tumor volume were measured to
observe the antitumor effect of CTLs. Compared to the
control and NC groups, the DC vaccine loaded with MG-
7Ag significantly inhibited the growth of tumors, albeit the
weight of the mice was not markedly altered, as shown in
Figure 5.

5. Conclusions

In this study, we develop a lentiviral vector-programmedDC
vaccine with high antitumor responses. By transfecting with
a lentiviral vector, the DC vaccine is loaded with MG-7
antigen (MG-7Ag). ,ree representative gastric cancer cell
lines, such as KATO-3, MKN45, and SNU16, are used to
estimate the in vitro cytotoxic effect of the MG-7Ag DC
vaccine. Furthermore, we examine the in vivo antitumor
efficacy of specific cytotoxic T lymphocytes (CTLs) induced
by the MG-7Ag DC vaccine in patient-derived xenograft
(PDX) mice models. ,e current data demonstrate that the
MG-7Ag DC vaccine induced a potent CTL activity. From
the experimental results, it can be observed that those CTLs
have a significant cytotoxic effect on both KATO-3 and
MKN45 with high level of the MG-7 expression. Also, the
MG-7Ag DC vaccine-mediated CTLs significantly inhibit
the growth of tumor xenografts in nude mice. We suggest
that theMG-7AgDC vaccine can activate the cytotoxic effect
of lymphocytes and can be employed as a vaccine in gastric
cancer immunotherapy.
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Great saphenous varicose vein (GSVV) is a venous reflux disease of the lower extremity. In order to explore the clinical effect of
subfascial endoscopic perforator surgery (SEPS) with endovenous laser treatment (EVLT) in the treatment of GSVV, 80 patients
who underwent unilateral saphenous varicose surgery are analyzed. ,e operation results show that the patients who used
SEPS +EVLT have less operation time and mean blood loss, shorter postoperative active time and hospitalization stay, better
curative effect, and higher notch aesthetics (P< 0.05). SEPS combined with EVLT has a remarkable curative effect in the treatment
of saphenous varicose veins of lower extremity, which can significantly shorten the hospitalization time of patients and improve
the coagulation index and stress index.

1. Introduction

GSVV is a venous reflux disease of the lower extremity that is
caused by the inability of the deep venous valve to close
tightly. GSVV can manifest as superficial varicose veins,
segmental cystic, or columnar dilatation of the main or
branch of the veins, as well as lower extremity swelling, pain,
hyperpigmentation, pruritus, and even ulceration [1, 2].
Factors that can cause increased intraabdominal pressure
such as smoking, long-term standing, or sedentary are all
risk factors for saphenous varicose veins [3]. Relevant
literature reports that the prevalence of GSVV in women
is higher than that in men, with prevalence rates ranging
from 10% to 15% and 20% to 25%, respectively [4, 5]. If
GSVV is not treated in time, complications such as su-
perficial thrombophlebitis, venous heart ulcer, and vari-
ceal bleeding can occur, which seriously affect the work
and life of patients [6].

Surgery is the main method for the treatment of
GSVV. ,rough surgery, it can help patients restore the
venous valve closure function as much as possible and

inhibit venous blood backflow, thereby, improving venous
hypertension and blood stasis, quickly relieving patients’
symptoms and signs, and helping patients restore the
function of the affected limb. High saphenous vein liga-
tion is an effective method for the treatment of GSVV,
which can completely strip the diseased saphenous vein,
but it will cause great trauma to the surrounding tissue
during the stripping process, and it is easy to damage the
saphenous nerve and cause postoperative paresthesia
[7, 8]. In addition, the residual vascular bed after high
ligation is prone to accumulation of blood and fluid, and
the incision often affects the appearance. With the im-
provement of medical technology, the treatment of GSVV
has gradually entered the era of minimally invasive
beauty. Subfascial endoscopic perforator surgery (SEPS) is
to cut the skin to the deep fascia and ligate the com-
municating vein under the guidance of direct vision. SEPS
has the advantages of simple operation, small trauma,
clear visual field, low recurrence rate, and good curative
effect. Endovenous laser treatment (EVLT) is also one of
the minimally invasive methods of endovenous treatment.
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,e principle of treatment is to use the thermal effect
released by the laser to damage the venous endothelium,
damage the vein wall, and deposit thrombosis to occlude
the varicose vein, which in turn obliterates the vena cava
[9, 10]. At present, most patients in clinical practice
generally require combined treatment due to etiology,
symptoms, severity, and other reasons.

,e rest of this study is organized as follows: Section 2
discusses related work and analysis, followed by the clinical
treatment methods and evaluation indicators in Section 3.
Comparative analysis and data statistics are given in Section
4. Section 5 concludes the study with summary and future
research directions.

2. Related Work

Under the guidance of previous studies related to minimally
invasive surgery, this study used SEPS combined with EVLT
to treat patients with unilateral GSVV. Comparing the
changes in perioperative indicators with traditional surgery,
more comprehensive data for the treatment of GSVV can be
supported.

With the progression of the GSVV, it can also lead to
skin pigmentation, eczema, and ulcers, and effective treat-
ment should be implemented in time to relieve the pain of
the patients [11, 12]. Surgical therapy can change the local
hemodynamic state from the anatomical level and prevent
the pathological process. It is the main way of clinical
treatment of severe saphenous varicose veins. With the
further development of minimally invasive technology and
equipment, a series of minimally invasive procedures have
been gradually applied in clinical practice.

,e traditional communicating branch vein ligation is a
destructive treatment method, which requires high seg-
mental dissection of the trunk of the great saphenous vein. In
addition, multiple surgical incisions are required to ligate the
communicating branch veins, and the intraoperative trauma
is large, which may easily cause damage to the skin, veins,
soft tissues, and nerves. ,ese injuries increase patient
distress and prolong postoperative active and hospitalization
time. ,ese injuries increase patient distress and prolong
postoperative active and hospitalization. SEPS is performed
by endoscopic ligation of the deep subfascial communicating
branch vein, and its precise positioning can reduce un-
necessary trauma, thereby shortening the time for patients to
get out of postoperative active and hospitalization stay after
surgery [13, 14]. It is found that SEPS can reduce the oc-
clusion rate of the incidence of ulcers in patients after
surgery. EVLT uses percutaneous puncture to occlude the
superficial varicose vein under the action of cautery, which
can preserve the normal saphenous vein and reduce the
damage caused by ligation [15, 16]. Cavallini and other
scholars believed that EVLT can reduce the risk of saphe-
nofemoral valve regurgitation after ligation and stripping of
the great saphenous vein [17]. ,e results of this study also
show that compared with the patients who used traditional
communicating branch ligation + EVLT, the patients who
used SEPS +EVLT have more significant curative effects and
higher notch aesthetics.

It is worth noting that surgical trauma can cause trau-
matic stress in the body and make blood in a hypercoag-
ulable state, which is not conducive to the postoperative
recovery of patients [18]. In this study, when comparing the
coagulation indexes of patients during the perioperative
period, it is found that the levels of PT and TT in the two
groups postoperative are lower than preoperative, but the
levels in the patients who used SEPS+EVLTare higher than
those who used traditional communicating branch liga-
tion + EVLT. When comparing the stress indicators of the
two groups, it is found that contrast by preoperative, the
levels of IL-6 and hs-CRP in the two groups are increased in
postoperative, and the levels in the patients who used
SEPS +EVLT are lower than those who used traditional
communicating branch ligation + EVLT. Main serological
manifestations of surgical trauma stress response in GSVV
patients with elevated levels of IL-6 and hs-CRP after sur-
gery. Elevated levels of IL-6 and hs-CRP can damage the
vascular endothelial function of patients, promote platelet
aggregation, affect the coagulation system of patients, and
are not conducive to the recovery of postoperative limb skills
[19, 20]. In addition, due to the hypercoagulability of blood
in patients with GSVV, the body damage caused by surgery
may aggravate the disorder of the coagulation system,
resulting in abnormal changes in the levels of PT and TT.

3. Clinical Treatment Methods and
Evaluation Indicators

3.1. Research Object. ,e data of 80 patients who under-
went unilateral GSVV surgery from January 2019 to
January 2021 are retrospectively analyzed. Patients are
selected with the following rules: first, meet the relevant
diagnostic criteria of GSVV and have been confirmed by
imaging. Second, it is unilateral lesions. ,ird, clinical,
etiological, anatomical, pathophysiological classification
(CEAP) grade C5-C6. Finally, the data of preoperative
examination, operation-related parameters, and postop-
erative reexamination are complete. Exclusion criteria is
as follows: first, combined with other vascular diseases.
Second, insufficiency of important organs. ,ird, venous
vascular disease due to congenital factors. Fourth, com-
bined with malignant tumors. Finally, the history of lower
extremity venous surgery.

,e number of patients in the study is 80. In the light of the
surgical methods, the patients are divided into the control
(traditional communicating branch ligation+EVLT) and the
combine group (SEPS+EVLT).

3.2. (erapeutic Methods. ,e combined group is treated
with SEPS +EVLT.,e patient is placed in a supine position
with the head loared and the feet high, the affected limb
flexed and the knee is abducted by 130°, the hip joint is
slightly externally rotated, and the knee is properly elevated.
Routine sterile drape and anesthesia are performed. A
transverse skin incision of about 1 cm in length is made 6 cm
below the tibial tuberosity and 4 cm medial to the tibia, and
the subcutaneous tissue is incised successively until the deep
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fascia. ,e subfascial space is bluntly separated with the
fingers, and the separation range is up to 5 cm medial to
form an operating space.

Between the deep fascia and the muscularis layer along
the incision, a laparoscopic system is placed, and CO2 is
filled under the fascia to maintain a pressure of 12mmHg.
Under the direct vision of the endoscope, a second incision
with a length of about 0.5 cm is made at about 5 cm inside
and about 3 cm below the original incision, and a Trocar and
an ultrasonic scalpel are placed. Blunt dissection of the loose
connective tissue is under the deep fascia, exposure of the
communicating veins, and separation of communicating
veins of varying thickness. ,e communicating veins are
separated one by one using the ultrasonic scalpel, and the
separation range is from the anterior border of the tibia to
the midline, down to the Achilles tendon and medial
malleolus, to avoid missing the communicating veins. ,e
endoscopy system is withdrawn, the residual gas in the cavity
is discharged, and the two surgical incisions are sutured
intermittently.

An incision is made 2 cm anterior to the medial malleolus
and a laser fiber is placed. An 18G trocar is used to puncture the
great saphenous vein at the medial malleolus, and a 5F catheter
dilator is introduced. ,e laser fiber is inserted into the 5F
straight catheter and sent to the saphenofemoral vein, the
catheter is retracted, and the fiber is pushed forward until the
catheter is exposed 3 cm. Connect the semiconductor laser
therapy instrument and adjust the laser wavelength to 810nm
and the laser emission power to 12–15W. Using a continuous
pulse method, the fiber is withdrawn and the laser is cauterized
until the medial malleolus. ,e catheter and fiber are with-
drawn slowly at the same time to close the vein wall. After the
operation, the surgical area of the affected limb is compressed
with an elastic bandage.

,e control group is treated with traditional commu-
nicating branch vein ligation + EVLT: the patient position,
EVLT treatment method, and postoperative treatment are
the same as those in the combined group. Traditional
communicating branch vein ligation: according to the
preoperative color Doppler ultrasound to locate the surface
markings of the communicating branch vein, the commu-
nicating branch vein is separated with a small incision and
ligated in the superficial fascia layer.

3.3. Observation Indexes. Time of operation, mean bleeding
volume, postoperative activity time, hospitalization time,
and other related indicators are recorded. ,e operation
time is from the start of anesthesia to the end of compression
bandage with elastic bandage.

,e clinical efficacy is evaluated according to the pa-
tients’ lower extremity symptoms and vascular color
Doppler ultrasonography 1 month after operation. ,e
clinical symptoms basically disappeared, there is no obvious
varicose veins, and the color ultrasound shows that there is
no regurgitation in the great saphenous vein, and it is
evaluated as curative.,e clinical symptoms are significantly
improved, slight varicose veins are seen, and the color ul-
trasound shows that the partial regurgitation of the great

saphenous vein is evaluated as effective. Patients with no
improvement in clinical symptoms, obvious varicose veins,
and regurgitation of the great saphenous vein still visible on
vascular color ultrasound are evaluated as invalid.

,e self-made incision satisfaction questionnaire is used
to evaluate the patients’ satisfaction with the notch aes-
thetics. ,e incision aesthetics score ranged 0–10, and the
scores are proportional to satisfaction.

Some things are measured 1 day before surgery and 1 day
and 3 days after surgery: prothrombin time (PT), thrombin
time (TT), interleukin-6 (IL-6), and high-sensitive C-reac-
tive protein (hs-CRP) levels.

3.4. Statistical Methods. SPSS 25.0 and GraphPad Prism 8.3
statistical software are used to analyze the research data.
Qualitative data are expressed by frequency and percentage,
and the chi-square test and rank sum test are performed.
Quantitative data conforming to a normal distribution are
expressed in the form of mean± standard deviation, and the t-
test is used. P< 0.05 indicated that the difference is significant.

4. Comparative Analysis and Data Statistics

4.1. Baseline Data. ,e baseline data of patients with dif-
ferent treatment methods are compared before surgery, and
it is found that there is no great difference in the baseline
data of the two groups of patients (P> 0.05). Table 1 pro-
vides the specific data.

4.2. Patient Surgery-Related Indicators. Comparing the op-
eration-related indicators between the two groups, it is
found that the time of operation, mean bleeding volume,
postoperative active time, and hospitalization time of the
patients who used SEPS +EVLT are lower than those who
used traditional communicating branch ligation + EVLT
(P< 0.05), as given in Table 2.

4.3. Curative Effect and Incision Aesthetics. It can be seen
from Table 3 that the results of the rank sum test indicated that
the curative effect of the two groups of patients is significantly
different. Table 3 provides the curative effect and incision.

,e evaluation of the aesthetics of the incision in the
two groups of patients and the patients who used
SEPS + EVLT are significantly more satisfied with the
aesthetics of the incision than the patients who used
traditional communicating branch ligation + EVLT
(P< 0.05). Figure 1 shows the comparison of notch aes-
thetics. In Figure 1, ∗P< 0.05.

4.4. Changes of Related Indexes of the Coagulation System
during the Perioperative Period. Comparing the changes of
blood coagulation system-related indexes between the two
groups, it is found that at 1 and 3 days postoperative, the
levels of PT and TT in the two groups are lower than those
preoperative, as given in Table 4.

,e levels in the patients who used SEPS + EVLT are
higher than those who used traditional communicating
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branch ligation + EVLT (P< 0.05). ,ose results are
plotted as a bar chart, as shown in Figure 2. In Figure 2,
∗P< 0.05.

4.5. Changes in the Level of Stress Indicators. Comparing
the changes of stress indexes in the two groups, it is found that at
1 and 3 days postoperative, the levels of IL-6 and hs-CRP in the

two groups are increased compared with those preoperative.
Table 5 provides the changes in the level of stress indicators.

,e levels in the patients who used SEPS + EVLT are
lower than those who used traditional communicating
branch ligation + EVLT (P< 0.05). ,ose results are
plotted as a bar chart, as shown in Figure 3. In Figure 3,
∗P< 0.05.

Table 1: Baseline data of patients.

Baseline information Control (n� 40) Combine (n� 40) t/χ2 P

Gender
Male 14 (35.00) 17 (42.50) 0.474 0.491Female 26 (65.00) 23 (57.50)

Age 55.26± 5.93 56.31± 6.21 0.773 0.442
Disease duration (years) 6.09± 1.34 6.31± 1.28 0.751 0.455
BMI (kg/m2) 23.05± 0.97 22.98± 1.01 0.316 0.752
Affected limb
Left 18 (45.00) 21 (52.50) 0.45 0.502Right 22 (55.00) 19 (47.50)

CEPA grade
C5 31 (77.50) 29 (72.50) 0.267 0.606C6 9 (22.50) 11 (27.50)

Table 2: Surgery-related indicators of patients.

Group Time of operation (min) Mean bleeding volume (mL) Postoperative activity time (d) Hospitalization time (d)
Control (n� 40) 92.13± 9.15 41.26± 7.59 5.84± 1.13 9.25± 1.31
Combine (n� 40) 67.58± 8.06 19.26± 6.28 3.59± 0.95 6.74± 0.95
t 12.731 14.122 9.639 9.81
P ＜0.001 ＜0.001 ＜0.001 ＜0.001

Table 3: Curative effect and incision aesthetics.

Group Curative Effective Invalid Notch aesthetics
Control (n� 40) 15 (37.50) 18 (45.00) 7 (17.50) 7.31± 1.25
Combine (n� 40) 22 (55.00) 17 (42.50) 1 (2.50) 8.14± 0.97
Z/t −2.029 3.318
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Figure 1: Comparison of notch aesthetics.
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Table 4: Changes of related indexes of the coagulation system during the perioperative period.

Index Group Preoperative 1 day Postoperative 1 day Postoperative 3 day

PT (s)

Control (n� 40) 11.79± 1.29 8.16± 0.94 9.51± 0.98
Combine (n� 40) 12.03± 1.31 9.75± 1.02 10.82± 1.14

t 0.826 7.250 5.511
P 0.442 ＜0.001 ＜0.001

TT (s)

Control (n� 40) 15.22± 1.97 12.17± 1.06 14.22± 1.21
Combine (n� 40) 15.83± 1.92 13.84± 1.11 15.68± 1.27

t 1.402 6.882 5.264
P 0.165 ＜0.001 ＜0.001
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Figure 2: Changes of related indexes of the coagulation system in patients during the perioperative period: (a) changes of related indexes of
the coagulation system in patients from 0 to 15; (b) changes of related indexes of the coagulation system in patients from 0 to 20.

Table 5: Changes in the level of stress indicators.

Index Group Preoperative 1 day Postoperative 1 day Postoperative 3 day

IL-6 (ng/L)

Control (n� 40) 13.02± 1.26 30.25± 2.59 26.77± 2.05
Combine (n� 40) 12.85± 1.31 24.33± 2.47 19.32± 5.16

t 0.592 10.460 8.486
P 0.556 ＜0.001 ＜0.001

hs-CRP (mg/L)

Control (n� 40) 18.26± 3.52 38.22± 4.59 32.02± 4.16
Combine (n� 40) 18.97± 3.84 31.15± 4.05 26.55± 3.45

t 0.862 7.305 6.401
P 0.391 ＜0.001 ＜0.001
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5. Conclusions

,e therapeutic effect of SEPS + EVLT and traditional
communicating branch vein ligation + EVLT on GSVV
patients are compared in this study. ,e results show that
SEPS + EVLT could significantly reduce the operation
time and mean bleeding volume of patients and shorten
the postoperative active time and hospitalization time. In
addition, due to the hypercoagulability of blood in GSVV
patients, the body injury caused by surgery can aggravate
the disorder of the coagulation system, which will lead to
abnormal changes in the levels of PT and TT. ,e tra-
ditional communicating branch vein ligation can cause
great damage to the vein wall, strong stress in the body,
and the function of vascular endothelial cells. At the same
time, the traditional communicating branch vein ligation
has many incisions, and a large number of bandages are
used to wrap the wound after surgery, which limits the
movement of the body and may aggravate blood coag-
ulation. ,e surgical operation of SEPS combined with
EVLT is more precise, which can effectively avoid damage
to the surrounding normal veins and soft tissues,
maintain the stability of the vascular endothelium, and
reduce the stress response. ,e treatment mode of SEPS
combined with EVLT therapy can reduce the postoper-
ative stress response of patients and is not easy to have
serious adverse effects on the coagulation system, so that
a higher clinical effect can be obtained.

To sum up, SEPS combined with EVLT has a sig-
nificant curative effect in the treatment of saphenous
varicose veins of lower extremity. It can significantly
shorten the hospitalization time of patients, improve the
treatment effect and notch aesthetics, and improve the
coagulation index and stress index.
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Figure 3: Changes in the level of stress indicators: (a) changes of related indexes of the coagulation system in patients from 0 to 40; (b)
changes of related indexes of the coagulation system in patients from 0 to 50.
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Deep learning has been extensively applied to segmentation in medical imaging. U-Net proposed in 2015 shows the advantages of
accurate segmentation of small targets and its scalable network architecture. With the increasing requirements for the per-
formance of segmentation in medical imaging in recent years, U-Net has been cited academically more than 2500 times. Many
scholars have been constantly developing the U-Net architecture. *is paper summarizes the medical image segmentation
technologies based on the U-Net structure variants concerning their structure, innovation, efficiency, etc.; reviews and categorizes
the related methodology; and introduces the loss functions, evaluation parameters, and modules commonly applied to seg-
mentation in medical imaging, which will provide a good reference for the future research.

1. Introduction

Interpretation of medical images such as CT and MRI re-
quires extensive training and skills because the segmentation
of organs and lesions needs to be performed layer by layer.
Manual segmentation means a heavy workload to the
doctors, which can introduce bias if it involves the subjective
opinions of doctors. To analyze complicated images, it
usually requires doctors to make a joint diagnosis, which is
time consuming. Furthermore, automatic segmentation is a
challenging task, and it is still an unsolved problem for most
medical applications due to the wide variety connected with
image modalities, encoding parameters, and organic
variability.

According to [1], medical imaging increased rapidly
from 2000 to 2016. As illustrated in Figure 1(a), retrospective
cohort study of patterns of medical imaging between 2000
and 2016 was conducted among 16 million to 21 million
patients. *ese patients were enrolled annually in 7 US
integrated and mixed-model insurance health care systems
and for individuals receiving care in Ontario, Canada.
Relative imaging rates by different imaging modality, such as

computed tomography (CT), magnetic resonance imaging
(MRI), and ultrasound that are used by adults [18–64 years]
annually in US and Ontario are also illustrated in
Figures 1(b)–1(d), respectively. *e imaging rates (per 1000
people) of CT, MRI, and ultrasound use continued to in-
crease among adults, but at lower pace in more recent years.
Whether the observed imaging utilization was appropriate
or was associated with improved patient outcomes is
unknown.

Nowadays, the application of deep learning technology
in medical imaging has attracted extensive attention. How to
automatically recognize and segment the lesions in medical
images has become one of the issues that concern lots of
researchers. Ronneberger et al. [2] proposed U-Net at the
MICCAI conference in 2015 to tackle this problem, which
was a breakthrough of deep learning in segmentation of
medical imaging. U-Net is a Fully Convolutional Network
(FCN) applied to biomedical image segmentation, which is
composed of the encoder, the bottleneck module, and the
decoder. *e widely used U-Net meets the requirements of
medical image segmentation for its U-shaped structure
combined with context information, fast training speed, and
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a small amount of data used. *e structure of U-Net is
shown in Figure 2.

Containing many slices, biomedical images are often
blocky in a volume space. An image processing algorithm of
2D is often used to analyze a 3D image [3–7]. But when the
information is sorted and trained one by one, it would result
in increased computational expenses and low efficiency.
*erefore, it is difficult to deal with volume images in many
cases. A 3D U-Net model derived from the 2D U-Net is
designed to address these problems. To further target on
architectures of different forms and dimensions, Oktay et al.
[8] proposed a new attention gate (AG) model for medical
imaging analysis. *e model trained with AG indirectly
learns to restrain irrelevant regions in an input image and
highlight striking features suitable for specific tasks. *is is
conducive to eradicating the inevitability of applying overt
exterior tissue/organ localization units of cascading con-
volutional neural networks (CNNs) [8, 11]. AG could be
combined with standard CNN structure like U-Net, which
increases the sensitivity and the precision of the model. To
get more advanced data and retain spatial data aimed at 2D
segmentation, Gu et al. in 2019 [12] proposed the context
encoder network (CE-Net), using pretrained Res-Net blocks
as fixed feature extractors. It is mainly composed of three
parts—feature encoder, context extractor, and feature de-
coder. *e context extractor is composed of a newly in-
troduced dense atrous convolution (DAC) block and a

residual multikernel pooling block (RMP). *e introduced
CE-Net is widely applied to segmentation in 2D medical
imaging [11] and outperforms the original U-Net method.

To further advance the segmentation, UNet++, a novel
and greater neural network structure for image segmenta-
tion was proposed by Zhou et al. [13]. Moreover, it is a
deeply supervised encoder-decoder network connected by a
series of nested and dense hopping paths to narrow the
semantic gap between the encoding and decoding subnet-
work feature maps. Later, to improve more accuracy, es-
pecially for organs of different sizes, a new version UNET 3+
was designed by Huang et al. [14]. It utilizes full-scale skip
links and deep supervisions, which combines low-level
details and high-level semantics mapped at different scales of
features and learns hierarchical representation from full-
scale aggregated feature maps. *e suggested UNet 3+ could
increase computational productivity by decreasing network
parameters.

Framework regarding nnU-Net (“no-new-Net”) is de-
veloped by Isensee et al. [15] as a robust self-adaptive
framework from U-Net. It was designed by making slight
alterations to the 2D and 3D U-Net, where 2D, 3D, 2D, and
3D links were proposed to work together and form a net-
work pool. *e nnU-Net could not only automatically adapt
its architecture to the given image geometry, but thoroughly
define all the other steps including image preprocessing, data
training, testing, and potential postprocessing.
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Figure 1: Illustration of relative rates of imaging for United States compared with Ontario from year 2000 to year 2016. CT indicates
computed tomography; MRI indicates magnetic resonance imaging. All US data are shown as solid curves; Ontario data are shown as dashed
curves [1]. (a) All examinations. (b) CT. (c) MRI. (d) Ultrasound.
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U2-Net as a simple and powerful deep network archi-
tecture developed by Qin et al. [16] consists of a two-level
nested U-shaped structure applied to salient target detection
(SOD). It has the following advantages: (1) due to the mixed
receptive fields of various sizes in the proposed residual
U-shaped block (RSU), it could capture a larger amount of
contextual data at various scales. (2) *e pooling operation
used in the RSU block increases the depth of the entire
structure without substantially pushing up the computa-
tional cost.

TransUNet designed by Chen et al. [17] encodes tokenized
image patches and extracts global contexts from the input
sequence of CNN feature map; the decoder upsamples the
encoded features and combines with the high-resolution
CNN feature maps for precise localization. It uses trans-
formers as a powerful encoding structure for segmentation.
Due to the inherent locality of convolution operations, U-Net
usually shows limitations in clearly modeling dependencies.
*e transformer designed for sequence-to-sequence predic-
tion has become an alternative architecture with an innate
global self-attentionmechanismwhile localization capabilities
of the transformer frame may be limited due to insufficient
low-level details.

Since U-Net was proposed, its encoder-decoder-hop
network structure has inspired a large amount of segmen-
tation means in medical imaging. Such deeplearning tech-
nologies as attention mechanism, dense module, feature
enhancement, evaluation function improvement, and other
basic U-Net structures have been introduced into medical
image segmentation and become widely adopted. *ese
variations of U-Net-related deep learning networks are
designed to optimize results by improving the accuracy and
computing efficiency of medical image segmentation
through changing network structures, adding new modules,
etc. However, most of the existing literature related to U-Net
focused on introducing isolated new ideas and rarely gave a
comprehensive review that summarizes the variations of the
U-Net structure for deep learning of segmentation in
medical imaging.*is paper discussed some of these ideas in
more depth.

To sum up, the basic motivation behind this work is not
to elaborate into new ideas in U-Net-related deep learning
networks but to use effectively U-Net-related deep learning
networks techniques into the segmentation of multidi-
mensional data for biomedical applications. *e presented
method can be generalized to any dimension and can be
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Figure 2: Illustration of U-Net convolution network structure.*e left side of the U-shape is the encoding stage, also called contraction path
with each layer consisting of two 3∗ 3 convolutions with ReLu activation and a 2∗ 2 maximum pooling layer. *e right side of the U-shape,
also called expansion part, consists of the decoding stage and the upsampling process that is realized via 2∗ 2 deconvolution to reduce the
quantity of input channels by half [2].
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used effectively to other types of multidimensional data as
well.

*is paper is organized as follows. Section 2 addresses
the current challenges faced by medical image segmentation.
Section 3 reviews these variations of U-Net-related deep
learning networks. Section 4 collects various experiment
results in literature in relation to different U-Net networks,
along with the validation parameters for optimized network
structure through the associated deep learning models. *e
future development in the U-Net-based variant networks is
analyzed and discussed. Finally, Section 5 concludes this
paper.

2. Existing Challenges

*is section presents the current challenges faced by medical
image segmentation which make it inevitable to improve
and innovate U-Net-based deep learning approaches.

First, medical image processing requires extremely high
accuracy for disease diagnosis [18–23]. Segmentation in
medical imaging refers to pixel-level or voxel-level seg-
mentation. Generally, the boundary between multiple cells
and organs is difficult to be distinguished on the image [3].
Moreover, the data obtained from the image are usually
preprocessed, the relevant network is built, which continues
to be run by adjusting the parameters even though a certain
level of accuracy is reached by using the relevant deep
learning model [24].

Second, medical images are acquired from various
medical equipment and the standards for them and anno-
tations or performance of CT/MRI machines are not uni-
form. Hence deep-learning-related trained models are only
suitable for specific scenarios. Meanwhile, the deep network
with weak generalization may easily capture wrong features
from the analyzed medical images. Furthermore, significant
inequality always exists between the size of negative and
positive samples, which may have a greater impact on the
segmentation. However, U-Net could afford an approach
achieving better performance in reducing overfitting [25].

*ird, interpretable deep learning models applied to
analyze medical images are highly required, but there is a
lack of confidence in its predicted results [26, 27]. U-Net is a
CNN showing poor interpretability. Segmentation in
medical imaging could reflect the patient’s physiological
condition and accurate disease diagnosis. It is not easy for
the segmentation lacking interpretability and confidence to
be trusted and recognized by professional doctors for clinic
application. Although disease diagnosis mainly relies on
images, combined with other supplements, which has also
increased the complexity. It is a challenge to realize the
interpretability and confidence of medical image segmen-
tation via perceiving and adjusting these trade-offs.

3. Methodology

Various medical image segmentation methods have been
developed very quickly based on U-Net for performance
optimization. U-Net is improved in the areas of application
range, feature enhancement, training speed optimization,

training accuracy, feature fusion, small sample training set,
and generalization improvement. Various strategies are
applied in the designing of different network structures to
address different segmentation problems.

*is section is focused on variations of U-Net-based
networks, with the description of U-Net framework, fol-
lowed by the comprehensive analysis of the U-Net variants
by performing (1) intermodality and (2) intramodality
categorization to establish better insights into the associated
challenges and solutions. *e main related work is sum-
marized from the aspects of the improved performance
indicators and the main structural characteristics.

3.1. Traditional U-Net. *e traditional U-Net is two-di-
mensional network architecture whose structure is shown in
Figure 2. U-Net modifies and extends the Fully Convolu-
tional Network (FCN), making it work with very few
training images and produce more accurate segmentation.
*e major idea is to replace the general shrinkage network
with sequential layers and the pooling operation is related to
downsampling operator, which is supplemented by
upsampling operator. Hence the output’s resolution is raised
by these layers. *e high-resolution of the contracted path is
combined with the upsampled output for localization.
Hence sequential convolutional layers could study fine
features and result in a more accurate segmentation.

An important modification in the U-Net architecture lies
in the upsampling section, where there are huge amounts of
feature channels allowing the network to spread contextual
data to higher-resolution layers. *erefore, the expansion
path is roughly symmetrical to the contraction path, forming
a U-shaped structure. *e network applies the effective part
of every convolution—the map of segmentation contains
mere pixels, and the complete context of the pixels could be
obtained in the input image. *is method allows seamless
segmentation in arbitrarily large imaging using crucial
overlapping tiling strategies, without which the resolution
will be limited by GPU memory [1].

*e traditional CNN is usually connected to several fully
connected layers after convolution and the feature map
produced by the convolutional layer is mapped into a feature
vector with a fixed length for image-level classification. An
improved FCN structure, however, identifies the image at
the pixel level, thereby facilitating the task of segmentation
in imaging at the semantic level [28].

U-Net could be applied to the segmentation due to its
large measurement size of medical images. It is impossible to
input the large medical images into the network when they
are segmented and required to be cut into small pieces.
Overlapping-tilling strategies are suitable for small pieces
cutting using U-Net due to its network structure. *us, it
could accept images of any size as inputs [29].

3.2. 3D U-Net. Biomedical imaging is a set of three-di-
mensional images composed of slices at different locations.
Biomedical image analysis involves dealing with a large
amount of volume data. Annotating these data labeled by
segmentation could cause difficulties because only two-
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dimensional slices can be displayed on computers. *ere-
fore, low efficiency and loss of contexts are common during
3D-image processing by traditional 2D image models. To
solve this, Ozgun Cicek et al. [30] put forward a 3D U-Net
with a shrinking encoder part for analyzing the entire image
and a continuous expansion decoder part for generating full-
resolution segmentation on the basis of the previous U-Net
structure. *e structure of 3D U-Net is similar to 2D U-Net
in many aspects, except that all operations in the 3D network
are replaced with corresponding 3D convolution, 3D
pooling, and 3D upsampling. Batch normalization (BN) [31]
is used to prevent the network bottlenecks.

Just like the standard U-Net, there is an encoding path
and a decoding path with 4 parsing steps in every layer in the
encoding path. It contains two 3× 3× 3 convolutions fol-
lowed by a corrected linear unit (ReLu) and then a 2× 2× 2
maximum pooling layer with 2-step size of each. Every layer
in the synthesis path is composed of 2× 2× 2 upper con-
volutions with two steps in each dimension and two sub-
sequent 3× 3× 3 convolutions with a ReLu active layer
behind each.*e skip connections from the equal-resolution
feature map in the encoding path provide the necessary
high-resolution features for the decoding path. In the last
layer, 1× 1× 1 convolution decreases the quantity of output
channels to that of labels standing at 3. *e structure has
19069955 parameters in total.

In addition to the rotation, scaling, and gray value in-
crease, smooth dense deformation fields are applied to the
data and ground truth labelers before training *erefore,
random vectors are sampled from a general distribution
whose standard deviation is 4 in a grid spaced 32 voxels in
each direction, followed by the application of B-spline in-
terpolation. *e softmax with weighted cross-entropy loss is
used to compare the network output and the ground truth
label, to reduce the weight of the common background,
increase the weight of internal tubules, and realize the
balance effect of small blood vessels and background voxels
on the loss.

*is end-to-end learning strategy could use semiauto-
matic and completely automatic methods to segment 3D
targets from sparse annotations. *e structure and data
enhancement of this network allow it to learn from a small
number of labeled data and to obtain good generalization
capabilities. Appropriate rigid transformation and minor
elastic deformation applications could generate reasonable
images, rationalize its preprocessing method, and enable the
network structure to be extended to any size of the 3D data
set.

3.3. Attention U-Net. Attention could be considered as a
method of organizing computational resources to interpret
the signal informatively. Since its introduction, the attention
mechanism has become more and more popular in the deep
learning industry. *is paper summarizes a method in the
application of the attention mechanism onto the U-Net
network. Given the small lesions and large shape changes,
the attention module is generally added in image segmen-
tation before the encoder- and decoder-related features are

stitched or at the bottleneck of U-Net to reduce false-positive
predictions.

*e Attention U-Net put forward by Oktay et al. [8] in
2018 adds an integrated attention gate (AG) before U-Net
splices the corresponding features in the encoder and de-
coder and readjusted the output features of the encoder.*is
module facilitates generation of gating signal to eliminate the
response of irrelevant and noisy ambiguity in the skip
connection, emphasizing the salient features transmitted via
the skip connection. Figure 2 displays the inside structure of
the attention module.

*e salient features useful for specific tasks are stressed
in the model trained by AG, which indirectly learns and
suppresses unconcerned areas of the input image. *us,
obvious exterior tissue/organ positioning modules are not
necessarily used in the Cascaded CNN. Without extra
computational cost, the forecast precision and sensitivity of
the model could be improved by AG due to its compatibility
in standard CNN architectures like U-Net. To estimate the
attention U-Net structure, two big CT abdominal data sets
were used for multiclass segmentation in imaging. *e re-
sults show a significant enhancement of U-Net’s prediction
performance by AG under different data sets and training
scales, and the computational efficiency is maintained as
well.

*e structure of attention U-Net, as shown in Figure 3, is
a U-Net-based structure with two stages: encoding and
decoding. *e coarse-grained map of the left structure
captures information in the context and highlights the type
and position of foreground objects. Subsequently, feature
maps extracted from numerous scales are fused via jump
links to merge coarse-grained and fine-grained dense pre-
dictions. As for the method put forward in the paper, the
attention gate mechanism is to add an AG to each skip
connection layer to spread the attention coefficient. AG has
two inputs, x from the feature map of the shallow network
on the left and g from that of the lower network, which will
be output from AG.*en the feature fusion is performed on
the feature map after sampling on the right.

*is method makes it unnecessary to utilize external
object positioning models. It is a convenient tool not only
used in natural image analysis and machine translation but
also in image classification and regression. Studies showed
that the algorithm is very useful for the identification and
positioning of tissues/organs, and a certain degree of ac-
curacy could be achieved in the use of smaller computing
resources, especially for small-sized organs such as the
pancreas [32].

3.4. CE-Net. A fusion of features with different scales serves
as a crucial approach to optimizing segmentation perfor-
mance. Due to fewer convolutions, the low-level features
experience lower semantics and more noise despite of their
higher resolution and more position. In addition, the res-
olution is considerably low and the detail perception is poor
despite that high-level features contain more intensive se-
mantic information. It is of huge significance to efficiently
combine the advantages of these two to improve the
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segmentation model. Feature fusion includes the contextual
features’ fusion of the network and the fusion of different
modal features in a larger sense. Gu et al. [10] designed a new
network called CE-Net, which adopts new modules of dense
atrous convolution block (DAC) and residual multikernel
pooling block (RMP) to offer fused information like the
fusion of contextual features from the encoder, to get higher-
level information with a decrease in the feature loss [33], for
example, to retain spatial information for 2D segmentation
in medical imaging and classification [34].

*e overall framework of CE-Net is shown in Figure 4.
*e DAC block could identify broader and more in-depth
semantic features via injecting four cascaded branches with
multiscale dense hole convolution. *e remaining connec-
tions are used to prevent the gradient from disappearing. In
addition, the RMP block is a residual multicore pool based
on the spatial pyramid pool, which encodes the multiscale
context features of the object extracted from the DAC
module without extra learning weights using various size
pool operations. In summary, the DAC block extracts rich
feature representations through multiscale dense hole
convolution and then uses the RMP block to extract more
context information through multiscale pooling operations.
*e joint use of newly proposed DAC block and RMP block
with the backbone codec structure is unprecedented in CE-
Net’s context encoder network.*is allows the enhancement
of the segmentation by further collecting abstract features
and maintaining more spatial information.

3.4.1. Feature Encoder Module. In the U-Net structure, each
encoder block includes two convolutional layers and a
maximum pooling layer. As for the CE-Net network
structure, a pretrained ResNet-34 is used in the feature
encoding module and the first four feature extraction
blocks are retained without mean pooling and full

connection. Res-Net adds a shortcut mechanism to avoid
gradient disappearance and improve the network conver-
gence efficiency, as shown in Figure 4(b). It is a basic method
to improve U-Net segmentation performance using pre-
trained Res-Net.

3.4.2. Context Extraction Module. *e context extraction
module, composed of DAC and RMP, extracts contextual se-
mantic information and produces more advanced feature maps.

(1) Hollow Convolution. As for semantic segmentation and
object detection, deep convolutional layers have displayed
superiority in image feature representation extraction. But
the pooling layer might cause loss of image semantic in-
formation, which is solved by applying dense hole convo-
lution [35] to dense image segmentation. *e hole
convolution has an expansion rate parameter which implies
that the size of the expansion and the convolution kernel is
the same with the ordinary convolution. It means param-
eters remain unchanged in the neural network, but the hole
convolution has a larger receptive field, which refers to the
size involved by the convolution kernel on the image. *e
size of the receptive field is related to stride, the number of
convolutional layers, and padding parameters.

(2) DAC. Inspired by Inception [36, 37], Res-Net [38], and
hole convolution, dense hole convolution blocks (DAC) [11]
are used for encoding high-level semantic feature maps. *e
DAC has four branches cascading down, with the acceptance
field of each branch being 3, 7, 9, and 19, respectively and a
gradual increase in the number of atrous convolutions. DAC
uses different receptive fields like the inception structure. In
each hole convolution branch, a 1× 1 convolution is applied
to ReLu. *e shortcut links in Res-Net are used directly to
add the original features. Generally, the convolution of the
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large receptive field could extract and produce a larger
number of abstract features for the large target and vice
versa.*eDAC block can extract features from the targets of
various sizes through the combination of hole convolutions
and different expansion rates.

(3) RMP. One of the challenges in medical image seg-
mentation lies in the significant change in target size [39, 40].
For instance, an advanced tumor is usually much bigger than
the early one [41]. An RMP [11] is proposed to solve this
problem, by which targets with various sizes could be de-
tected by applying numerous effective fields of view. *e
proposed RMP utilizes four receptive fields with different
size to encode global context information. To reduce the
dimensionality of the weights and the computational cost, a
1× 1 convolution is used after each pooling branch. Af-
terwards, the upsampling of the low-dimensional feature
map is performed to obtain the same size of features as an
original feature map through bilinear interpolation, allowing
extraction of features of various scales.

3.4.3. Feature Decoder Module. *e feature decoder module
allows the recovery of the high-level semantic features
extracted from the context extractor module and the feature
encoder module. Continuous pooling and convolution
operations often lead to the loss of information, which,
however, can be remedied by conducting a quick connection
from the encoder to the decoder. In U-shaped networks, the
two basic operations of decoder are simple upsampling and

deconvolution. *e image can be enlarged by conducting
upsampling through linear interpolation. Deconvolution
(also known as transposed convolution) uses convolution to
expand the image. Adaptive mapping is used in transposed
convolution to recover more comprehensive information.
*erefore, transposed convolution is implemented to
achieve a higher resolution in the decoder. Based on the
shortcut connection and the decoder block, the feature
decoder module produces a mask of the same size as the
original input.

Unlike U-Net, CE-Net applies a pretrained Res-Net
block in the feature encoder. *e integration of DAC
module, RMP module and Res-Net into the U-Net archi-
tecture allows it to retain more spatial information. It was
suggested that this approach could optimize segmentation in
medical imaging for various tasks of optic disc segmentation
[42], retinal blood vessel detection [11], lung segmentation
[11], cell contour segmentation [35], and retinal OCT layer
segmentation [43]. *is approach could be extensively
utilized in other 2D medical image segmentation tasks.

3.5. UNET++. Variants of encoder and decoder architec-
tures such as U-Net and FCN are found to be the most
advanced image segmentation models [44]. *ese seg-
mentation networks share a common feature—skip con-
nections that link the depth, semantics, and coarse-grained
feature maps from the decoder subnetwork together with the
shallow, low-level, and fine-grained feature mapping from
the encoder subnetwork. More pinpoint precision is needed
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Figure 4: CE-net network structure diagram. (a) *e original U-Net encoder block is first supplemented by the ResNet-34 block, shown as
(b), to be pretrained by ImageNet. A dense convolution (DAC) block and a RMP block were contained in the bottleneckmodule. Eventually,
the features are withdrawn and gathered in the decoder module. *e feature size is enlarged by a decoder block (c), including 1× 1
convolution and 3× 3 deconvolution operations, to supplement the original upsampling operation [11].
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in segmentation of lesions or abnormalities in medical
images needs than regular images. Edge segmentation faults
in medical imaging may cause some serious consequences in
clinic. *erefore, a variety of methods to improve feature
fusion have been proposed to address that. In addition, Zhou
et al. [13, 45] improved the skip connection and proposed
UNet++ with deep monitoring nested dense jump con-
nection path.

As for U-Net, the feature map of the encoder is received
by the decoder. But UNet++ uses a dense convolutional
block and the quantity of convolutional layers relies on that
of the U-shaped structure. In essence, the dense convolution
block connects the semantic gap between the encoder and
decoder feature maps. It is assumed that when the received
encoder feature map and the related decoder feature map are
similar at the semantic level, the optimizer can easily tackle
the problems it encounters. *e effective integration of
U-Nets of different depths is used to alleviate unknown
network depths. *ese U-Nets could share an encoder in
part and simultaneously learn together through deep su-
pervision, which will allow the model to be pruned and
improved. *is redesigned skip connection could aggregate
semantic features of different scales on the decoder subnet,
thereby automatically generating a highly flexible feature
fusion scheme.

3.6. UNET 3+. UNet++, an improvement based on U-Net,
was designed by developing a structure with nested and
dense skip connections. But it does not express enough
information from multiple scales and the network param-
eters are numerous and complex. UNet 3+ (UNet+++) is an
innovative network structure proposed by Huang et al. [46],
which uses full-scale skip connections and deep supervi-
sions. Full-scale jump connection combines high-level se-
mantics with low-level semantics from feature maps of
various scales. Deep supervision learns hierarchical repre-
sentations from feature maps aggregated at multiple scales.
*is method uses the newly proposed hybrid loss function to
refine the results, particularly suitable for resolving organs of
different sizes. It not only improves accuracy and compu-
tational efficiency, but also reduces network parameters after
fewer channels compared to U-Net and UNet++. *e net-
work structure of UNet 3+ is shown in Figure 5.

To learn hierarchical representation from full-scale ag-
gregated feature maps, UNet 3+ further adopts full-scale
deep supervision. Different from UNet++, each decoder
stage in UNet 3+ has a side output, which uses standard
ground truth for supervision. To achieve in-depth super-
vision, the last layer at each decoder stage is sent to an
ordinary 3× 3 convolutional layer, followed by a bilinear
upsampling and a sigmoid function to enlarge it to full
resolution.

To further strengthen the organ’s boundary, a multiscale
structural similarity index loss function is proposed to give
more weight to the fuzzy boundary. Facilitated by this, UNet
3+ will focus on fuzzy boundaries. *e more significant the
difference in regional distribution is, the greater the MS-
SSIM value becomes [47].

In segmentation of most nonorgan images, false posi-
tives are inevitable. *e background noise information most
likely stays at a shallower level, causing oversegmentation.
UNet3++ solves this problem by adding classification-
guidance module (CGM) designed to foresee whether the
input image has organs to realize more accurate segmen-
tation.With the largest number of semantic information, the
classification results could further direct each segmentation
side to be output in two steps. With the help of the argmax
function, the two-dimensional tensor is converted into a
single output of {0, 1}, which represents the presence/ab-
sence of organs. Subsequently, the single classification
output is multiplied with the side segmentation output.
Given the simplicity of the binary classification task, this
module could easily obtain accurate classification by opti-
mizing the binary cross-entropy loss function [48] and re-
alize the direction of oversegmentation of nonorgan images.

In summary, UNet 3+ maximizes the application of full-
scale feature maps and achieves precise segmentation and
efficient network structure with fewer parameters and deep
supervision. It has been extensively validated, for example,
on representative but demanding volumetric segmentation
in medical imaging: (i) liver segmentation from 3D CTscans
and (ii) whole heart and big vessels segmentation from 3D
MR images [49]. *e CGM and the hybrid loss function are
further applied to obtain a higher level of accuracy in lo-
cation-aware and boundary-aware segmented images.

3.7. nnU-Net. It has been designed for different tasks since
U-Net was first proposed, with its different network
structure, preprocessing, training, and inference. *ese
options are dependent on each other and significant to the
final result. Fabian et al. [15, 50] proposed nnU-Net, namely
no new-Net.*e network is based on 2D and 3DU-Net with
a robust self-adaptive framework. It involves a set of three
relatively simple U-Net models. Only slight modifications
are made to the original U-Net, and no various extension
plug-ins were used, including residual connection, dense
connection, and various attention mechanisms. *e nnU-
Net gives unexpectedly accurate results in applications like
accurate brain tumor segmentation [51]. Since medical
images are often three-dimensional, the design of nnU-Net
considers a basic U-Net architecture pool composed of 2D
U-Net, 3D U-Net, and U-Net cascade. 2D and 3D U-Net
could generate full-resolution results. *e first stage of the
cascaded network produces a low-resolution result and the
second stage optimizes it.

Now that 3D U-Net is widely used, why is 2D still useful?
*is is because the author proves that when the data are
anisotropic, the traditional 3D segmentation method be-
comes very poor in resolution.*e 3D network takes up a lot
of GPUmemory.*en you could use smaller image slices for
training, but for images of larger organs such as livers, this
block-based method will hinder training. *is is caused by
the limited size of the receptive field; the network structure
cannot collect enough contextual information to identify the
target objects. A cascade model is used here to overcome the
shortcomings of 3DU-Net on data sets with large image size.
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First, the first-level 3D U-Net is trained on the downsampled
image and afterward the result is upsampled to the original
voxel interval arrangement. *e upsampling result is sent to
the second-level 3D U-Net as an additional input channel
(one-hot encoding) and the image block-based strategy is
used for training on the full-resolution image.

*e structure of U-Net has negated most of the new
network structures in recent years. It is believed that the
network structure has been advanced.*emore complex the
network, the greater the risk of overfitting. More attention
should be paid to other factors such as preprocessing,
training, reasoning strategies, and postprocessing.

3.8. U2-Net. Salient object detection (SOD) [52] was
designed to segment the most visually attractive objects in
the image. It is extensively applied to eye-tracking data [53],
image segmentation, and other fields. *e recent years have
seen a progress in deep CNN especially the emergence of
FCN in image segmentation, which substantially enhances
the performance of salient target detection. Most SOD
network designs share a common pattern, which is to focus
on the application of deep features extracted from the
present backbone networks, e.g., AlexNet [54, 55], VGG
[56], Res-Net [57], ResNeXt [39, 58], and DenseNet [59]. But
these backbone networks were proposed for image classi-
fication, which extract features that represent semantics
instead of local details and global contrast information that
are crucial for saliency detection. *ey must pretrain on the
data-inefficient ImageNet data, especially when the target
data follows a different distribution from ImageNet.

U2-Net [16, 60] is an uncomplicated and powerful deep
network used for salient target detection. It does not use a
pretrained backbone model for image classification and
could receive training from scratch. It could capture more
contextual information because it uses the RSU (ReSidual
U-blocks) structure [60, 61], which combines the charac-
teristics of different scales of receptive fields. Meanwhile, it

enhances the depth with entire architecture but without
significantly increasing computational cost when the pool-
ing operations are applied to these RSU blocks.

RSU structure: as to SOD and other segmentation tasks,
both local and global context information is of great sig-
nificance. As to modern CNN designs, VGG, Res-Net,
DenseNet, 1× 1 or 3× 3 small convolution filters are the
most commonly used feature extraction components. De-
spite its high computational efficiency and small storage size,
its filter experience is too small to capture global informa-
tion; hence, the shallow output feature map only contains
local features. To obtain more global information on the
shallow high-resolution topographic map [62, 63], the most
direct method is to expand the receiving field.

*e existing convolutional block with the smallest re-
ceptive field fails to obtain global information, and the
output feature map at the bottom layer only contains local
features. To obtain richer global information on high-res-
olution shallow feature maps, the receptive field must be
expanded. *ere are attempts to expand the receptive field
by using hole convolution to extract local and nonlocal
features. However, performing multiple extended convo-
lutions on the input feature map of the original resolution
(especially in the initial stage) requires a large amount of
computing andmemory resources. Inspired by U-Net, a new
RSU is proposed to obtain multiscale features within the
stage. RSU is mainly composed of three parts as follows.

(1) Input convolutional layer: convert the input feature
map x(H × W × Cin) into an intermediate image
F1(x) with the number of Cout channels to extract
local features.

(2) Use the intermediate feature map F1(x) as input and
learn to extract and encode multiscale context in-
formation U(F1(x)). U refers to U-Net. *e greater
the L, the deeper the RSU and the more pooling
operations, the bigger the receptive field and the
more local and global features.

(a) UNet

Down–sampling Up–sampling Conventional
skip connection

Full–scal inter
skip connection

Full–scal intra
skip connection

Sup Supervision by
ground truth

(b) UNet 3+ (c) UNet++
(Nested and dense skip connections) (Full-scale skip connections)(Plain skip connections)

Figure 5: A graphic overview of UNet, UNet++, and UNet 3+. By optimizing jump connections and using full-scale depth monitoring,
UNet 3+ integrates multiscale features and produces more precise location perception and segmentation maps with clarified boundaries,
regardless of the fewer parameters provided [14, 46].
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(3) *rough the summation of F1(x), local features and
multiscale features are merged.

Hence the residual U-block RSU about how to stack and
connect these structures is proposed. It results in a completely
different method from previous cascade stacking: Un-Net. *e
exponential notation here means a nested U-shaped structure
rather than a cascaded stack. In theory, the index n could be
adjusted to any positive integer to realize a single-layer or
multilayer nested U-shaped structure. However, to be applied
to practical applications. n is set to 2 to form the two-leveled
U2-Net. *e top layer of it is a large U-shaped structure in-
cluding 11 stages with each filled with a well-configured RSU.
*erefore, the nested U structure could extract the multiscale
features in each stage and the multilevel features in the ag-
gregation stage with higher efficiency. Unlike those SOD
models which are built on present backbones, U2-Net is
constructed on the proposed RSU block that allows training
from scratch and different model sizes to be configured
according to the constraints of the target environment.

3.9. TransUNet. Due to the inherent locality of convolution
operations, U-Net is usually limited in explicitly modeling
remote dependencies. Recently, the transformer designed
for sequence-to-sequence prediction has emerged as an
alternative architecture with a global self-attention mecha-
nism. However, its positioning capabilities are limited by its
insufficient underlying details. TransUNet with the advan-
tages of transformer [64] and U-Net was proposed by Chen
et al. [17] as a powerful alternative to medical image seg-
mentation.*is is because the transformer treats the input as
a one-dimensional sequence and only focuses on modeling
the global context of all stages, which results in low-reso-
lution features and a lack of detailed positioning informa-
tion. Direct upsampling to full resolution cannot effectively
recover this information, which results in rough segmen-
tation results. In addition, the U-Net architecture provides a
way to achieve precise positioning by extracting low-level
features and linking them to high-resolution CNN feature
maps, which could adequately complement for fine spatial
details. An overview of the framework is shown in Figure 6.

*e transformer could be used as a powerful encoder for
medical image segmentation and combined with U-Net to
enhance finer details and restore local spatial information.
TransUNet has achieved excellent performance in multi-
organ segmentation and heart segmentation. In the design of
TransUNet, the issue is how to encode the feature repre-
sentation directly from the decomposed image patch using
the transformer.

In order to complete the purpose of segmentation, that
is, to classify the image at the pixel level, the most direct
method is to upsample the encoded feature map to predict
the full resolution of the dense output. To restore the spatial
order, the size of the coding function should first reshape the
size of the image from HW/P2 to H/P × W/P. *e next step
is to use 1× 1 convolution to decrease the channel size of the
reshaped feature to the number of classes. Afterward, di-
rectly upsampling the feature map to full resolutionH×W is
performed to predict the final segmentation result.

In summary, TransUNet mixes CNN and transformer as
an encoder and allows the use of medium and high-reso-
lution CNN feature maps in the decoding path, hence more
context information can be involved. TransUNet not only
uses image features as a sequence to encode strong global
context but also makes good use of low-level CNN features
through a U-shaped hybrid frame design.

4. Overview of Validation Methods of
Resultant Experiments

4.1. Evaluation Parameters. *e several U-Net-based ex-
tended structure networks introduced above possess dif-
ferent improved structures and characteristics, and their
effects in real-world applications vary. *erefore, this paper
summarized the corresponding advantages of each by
comparing the parameters. *e segmentation evaluation
parameters play a crucial part in the evaluation of image
segmentation performance. *is section mainly lists several
commonly used evaluation parameters in image segmen-
tation neural networks and illustrates the characteristics of
each network in various experiments.

True positive (TP), true negative (TN), false positive
(FP), and false negative (FN) are mainly used to count two
types of classification problems. *ere is no doubt that
multiple categories could also be counted separately. *e
samples are divided into positive and negative samples.

4.2. Performance Comparison. *e related methods pro-
posed in this paper use almost different data sets including
retinal blood vessels, liver, kidney, gastric cancer, and cell
sections. *e data sets used by various methods are not the
same; hence, it is difficult to compare different methods
horizontally. *is paper listed the data sets to provide an
index of data set names. *e performance comparison is
listed in Table 1.

4.3. Future Development. Medical image segmentation is a
popular and developing research field. As an implementa-
tion standard of medical segmentation, the U-Net network
structure has been in use and improved for many years.
Although the work and improvements of U-Net in recent
years have begun to solve the challenges presented in Section
2, there are still some unsolved problems. In this part, some
promising research discussing those problems will be out-
lined (accuracy issues, interpretability, and network training
issues) and other challenges that may still exist will be
introduced.

4.3.1. Higher Generalization Ability. *e model is not only
required to have a good fit (training error) to the training
data set but also to have a good fit (generalization ability) to
the unknown data set (prediction set). As for tasks like
medical image segmentation, small sample data are usually
more prone to overfitting or underfitting. *erefore, the
frequently used methods such as early stopping, regulari-
zation, feedback, input fuzzification, and dropout have

10 Journal of Healthcare Engineering



RE
TR
AC
TE
D

RE
TR
AC
TE
D

improved the generalization problem of neural networks to
varying degrees. But in general, the essence of the neural
network is instance learning and the network has the cog-
nition of most instances through limited samples. However,
recently it has been suggested to seek innovation and
abandon the long-used input vector fuzzification processing
method.

4.3.2. Improved Interpretability. As for Interpretability or
Explainable Artificial Intelligence (XAI), what always con-
cerns researchers engaged in machine learning is that many
current deep neural networks cannot fully understand the
decision-making models from human’s perspective. We do

not know when there will be an error and what causes it in
medical images. Medical images reflect on people’s health;
hence, interpretability is crucial. Now, people often use
sensitivity analysis or gradient-based analysis methods for
interpretability analysis. *ere are many attempts to im-
plement interpretability after training such as surrogate
models, knowledge distillation, and hidden layer
visualization.

4.3.3. Resolution and Processing of Data Imbalance. Data
imbalance often occurs due to inconsistent machine models
in medical image segmentation. But in fact, many common
imbalance problems can be avoided. Nowadays, the
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Figure 6: Overview of TransUNet’s framework. (a)*e transformer layer’s structure and (b) the entire TransUNet’s structure. After the U-Net
encoding stage of the network, a transformer structure composed of 12 layers of transformers is added to process the corresponding processed
image sequence. *en the number of channels and dimensions of the picture are unified to the standard by redetermining the size [17].

Table 1: Performance contrast of the networks listed in this article. Different methods use different data sets for evaluation, which makes it
hard to compare various approaches horizontally.

U-net type Medical image data base Evaluation parameters Values

U-Net [1] DRIVE [1] Accuracy 0.955± 0.003 [1]
Amazon data set IoU 0.9530 [64]

3D U-Net [29] Xenopus kidney embryos IoU 0.732 [29]

Attention U-Net [7] Gastric cancer [7] Dice coefficient 0.767± 0.132 [7]
Amazon data set [64] IoU 0.9581 [64]

CE-Net [10] DRIVE [10] Accuracy 0.975± 0.003 [10]
Lung segmentation CT IoU 0.9495 [65]

U-Net++ [12] Cell nuclei [12] Jaccard/IoU 0.9263 [12]
Lung segmentation CT [65] IoU 0.9521 [65]

UNET 3+ [13] ISBI LiTS 2017 Dice coefficient 0.9552
nnU-Net [14] BRATS challenge Dice coefficient 0.8987± 0.157

U2 Net [15] Vienna reading [15] Dice coefficient 0.8943± 0.04 [15]
CVC-ClinicDB IoU 0.8611 [66]

TransUNet [16] MICCAI 2015 Dice coefficient 0.7748
CVC-ClinicDB IoU 0.89 [66]
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common ways to solve them include expanding the data,
using different evaluation indicators, resampling the data
set, trying artificial data samples, and using different algo-
rithms. It was suggested in a recent ICML paper that the
increased amount of data could increase the error of the
training set with a known distribution and destroys the
original training set’s allocation, thereby improving the
classifier’s performance. *is paper implicitly used mathe-
matical methods to increase the data without changing the
size of the data set. However, we believe that destroying the

original distribution is beneficial for dealing with
imbalances.

4.3.4. A New Exploration of Transformer and Attention
Mechanism. *is paper introduced attention and trans-
former methods that afford an innovative combination of
these two mechanisms and U-Net. So far, some research has
explored the feasibility of using the Transformer structure
which only works on the self-attention mechanism as an

Extend Unet to 3D images

Add attention module to
the jump connection

Add a transformer layer to the encoder

Attention U–net

TransU–net

CE–net

Concatenation of a series of nested dense
convolutional blocks

Full–scale jump connection and deep supervision

U2–net

nnU–net

TransUNet

U–net ++

U–net 3++

Add DAC and RMP modules between encoder and decoder

Improvements at skip connections

Use RSU block instead of general encoding structure

Use 2D and 3D–based network pools

Add a transfotmer stmcture to encoder

Add new modules

3D Unet

U–net Improve the fusion method
of contextual features

Improve encoder structure

Change the network usage
without changing the structure

Combine the advantages of
transformer and U–Net

Figure 7: U-Net-based extension structure summary diagram.

Table 2: *e summary of the changes in network structures and adjusted parameters. *e number of parameters for a K×K(×K) size
convolution kernel, Ci input channels, and Co output channels is a K×K(×K)×Ci ×Co and is given below for a few U-Net variants.

Model
structure Dimension Improved structure Highlights #Params Kernel size

U-Net 2D Fully connected layer (relative
to CNN)

Fully connected layer changed to
upsampling layer 30M [67] 3× 3; 2× 2; 1× 1

3D U-Net 3D Encoder, decoder 2D convolution operation replaced
with 3D 19M [68] 1× 1× 1; 2× 2× 2;

3× 3× 3
Attention U-
Net 2D Skip connection Add the attention module to the skip

connection 123M [65] 1× 1

CE-Net 2D Bottleneck between encoder
and decoder DAC and RMP structure 110 [65] 3× 3; 1× 1

UNET++ 2D Skip connection Use dense blocks and in-depth
supervision 35 [65] 3× 3; 1× 1

UNET 3+ 2D Skip connection Full-scale jump connection and deep
supervision 26.97 [69] 3× 3; 3× 3× 3

nnU-Net 2D/3d Network organization Multiple ordinary U-Nets form a
network pool 4× 4× 4

U2-Net 2D Encoder and decoder Use RSU as the decoding and
encoding unit 176M [70] 3× 3

Trans-U-Net 2D Encoder Add the transformer module after the
decoder

2.93M
[66, 71] 1× 1
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encoder for medical image segmentation without any pre-
training. In the future, more novel models will be proposed to
solve different problems in medical segmentation with con-
tinuous breakthroughs in attention and transformermethods.

4.3.5. Multimodal Learning and Application.
Single-modal representation learning is to express infor-
mation as numerical vectors that could be processed by the
computer or further abstracted into higher-level feature
vectors, while multimodal representation learning is to
eliminate intermodality by taking advantage of the com-
plementarity between multiple modalities. In medical im-
ages, multimodal data with different imaging mechanisms
could provide information at multiple levels. Multimodal
image segmentation is used to fuse information among
different modalities for multimodal fusion and collaborative
learning. Research on multimodal learning is becoming
more popular in recent years and the application of medical
images will grow more sophisticated in the future.

5. Discussion and Conclusion

*is paper introduces several classic networks with im-
proved U-Net structures to deal with different problems that
are encountered in medical image segmentation. We review
the paper.

A summary of the technical context based on the U-Net
extended structure introduced above is shown in Figure 7.

*is paper summarized U-Net network dimensions,
improved structure, and structure parameters, along with
kernel size. Table 2 summarized these aspects.

U- Net couldmeet the high-precision segmentation of all
lesions with its differentiation of organ structures and the
diversification of lesion shapes. With the development and
improvement of attention mechanism, dense module,
transformer module, residual structure, graph cut, and other
modules, different modules based on U-Net have been used
recently to achieve precise segmentation of different lesions.
Based on the various U-Net extended structures, this paper
classifies and analyzes several classic medical image seg-
mentation methods based on the U-Net structure.

It is concluded that U-Net-based architecture is indeed
quite ground-breaking and valuable in medical image
analysis. However, although U-Net-based deep learning has
become a dominant method in a variety of complex tasks
such as medical image segmentation and classification, it is
not all-powerful. It is essential to be familiar with key
concepts and advantages of U-Net variants as well as lim-
itations of it, in order to leverage it in radiology research with
the goal of improving radiologist performance and, even-
tually, patient care. Despite the many challenges remaining
in deep learning-based image analysis, U-Net is expected to
be one of the major paths forward [72–80].
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Mayer-Rokitansky-Küster-Hauser (MRKH) syndrome is characterized by congenital malformations of Müllerian structures,
including the uterus and upper two-thirds of the vagina in women. Until now, the etiology of this disease has remained unknown.
We hypothesized that EMX2 (the human homologue ofDrosophila empty spiracles gene (2) might be a candidate gene for MRKH
syndrome because it plays an important role in the development of the urogenital system. +rough sequence analysis of EMX2 in
forty patients with MRKH syndrome and one hundred and forty healthy women controls, we identified eleven variations in total.
Four novel variations were only found in MRKH patients, and seven single nucleotide polymorphisms were identified in both
patients and controls. In silico analyses suggested that the novel variations in the 5′UTR (untranslated region) and 3′UTR might
affect transcriptional activity of the EMX2 promoter or posttranscriptional processing. In conclusion, our study suggests an
association between noncoding variations in the EMX2 gene and MRKH syndrome in a Chinese Han population.

1. Introduction

Mayer-Rokitansky-Küster-Hauser (MRKH) syndrome is
characterized by congenital malformations of Müllerian
structures, including the uterus and upper two-thirds of the
vagina. It is also referred to as CAUV (congenital absence of
the uterus and vagina) or MA (Müllerian aplasia). +is
syndrome is a rare disease, affecting 1 in every 4500 female
live births [1]. MRKH patients usually have a 46, XX kar-
yotype, normal secondary sexual characteristics and normal
ovaries with no sign of androgen excess. Primary amen-
orrhea is the most prominent feature in these patients [2].
Other malformations that are often associated with this

disorder include renal malformations, skeletal abnormali-
ties, hearing defects, and heart malformations [3].

Although the majority of MRKH cases are sporadic,
familial occurrence suggests a genetic cause. +us, a can-
didate gene approach has been adopted based on genes
involved in Müllerian duct development during embryo-
genesis or other genetic diseases that share characteristics
similar to MRKH syndrome. +ese candidate genes, such as
WNT family members [4–6], HOXA family members [7, 8],
TCF2 [9], PAX2 [10], and LHX1 [6], have been studied in
patients with MRKH syndrome. Unfortunately, these results
are unproductive, and the molecular basis of MRKH syn-
drome remains to be elucidated. AlthoughWNT4mutations
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were identified in certain patients, all of these patients
presented with uterovaginal aplasia and hyperandrogenism,
which is considered to be distinct from MRKH syndrome
[6, 11, 12]. Moreover, heterozygous mutations of LHX1 were
detected in two patients, and it was suggested that LHX1
mutations might be the cause of MRKH syndrome in a
subgroup of patients [13]. Additionally, it has been widely
accepted to date that MRKH syndrome might occur due to
polygenic/multifactorial inheritance [3, 14].

Molecular expression analyses of targeted mutagenesis in
mouse models have helped to identify several genes that are
involved in the development of the urogenital system. Emx2
(empty spiracles homeobox (2) is a divergent homeobox-con-
taining gene orthologous to theDrosophila empty spiracles gene
(ems) and is involved in the development of the mammalian
brain and urogenital system. Mammalian embryos have both
Wolffian ducts and Müllerian ducts, and Müllerian ducts
normally develop in parallel with Wolffian ducts approximately
13.0 dpc (day after coitum) in both male and female wild-type
mice [15]. Müllerian ducts then differentiate into the oviducts,
uterus, cervix, and upper portion of the vagina in females, while
they degenerate inmales. Emx2 is expressed in the epithelial cells
of Wolffian and Müllerian ducts [16]. In homozygous Emx2
mutant mice, the kidneys, ureters, gonads, and genital tracts are
completely absent, and Müllerian ducts never form. +e phe-
notype of Emx2 mutant mice is similar to that of MRKH pa-
tients. We therefore postulated a connection between the EMX2
gene and MRKH syndrome. We performed a sequence analysis
of EMX2 variants in a case-control study. To the best of our
knowledge, our study was the first to examine whether MRKH
syndrome occurs due to variations in the EMX2 gene in hope of
elucidating the pathogenesis of MRKH syndrome.

2. Materials and Methods

2.1. Subjects. Forty Han Chinese patients with sporadic
MRKH syndrome and one hundred and forty randomized
matched female controls with a normal reproductive history,
i.e., at least one normal pregnancy without history of genital
abnormalities, were analyzed. All patients were included in
this study according to the following criteria: 46, XX kar-
yotype, normal secondary sexual characteristics, primary
amenorrhea, and absence of uterus, cervix, and proximal
vagina documented by ultrasonography and laparoscopy.
Six patients presented with renal abnormalities, including
unilateral renal aplasia (five patients) and renal ectopia (one
patient). Of the patients with renal abnormalities, one had
inguinal hernia and another had thoracic vertebral mal-
formations. +is study was approved by the local ethics
committee, and informed consent was obtained from each
participant before entry into the study.

Total genomic DNA from all participants was isolated
from peripheral blood using a QuickGene DNAwhole blood
kit S (Fujifilm, Japan).

2.2. Polymerase Chain Reaction (PCR) and Sequencing.
All three exons and exon-intron boundaries of the human
EMX2 gene [reference sequence NM_ 004098.3, hg 19/GRCh

37] were amplified by PCR. +e primers were designed using
Primer Premier 5 software and are presented in Table 1. Each
PCR reaction was performed in a total volume of 25μl con-
taining 20–50ng of genomic DNA, 0.4μM each primer,
10× LA PCR buffer II (Mg2+ plus), 0.4mM dNTP mixture,
and 1.25U of LA Taq DNA polymerase (TaKaRa, Japan). A
touchdown PCR program was used to amplify exon 1, whereas
conventional PCR reactions were used for exon 2 and exon 3.
+e PCR conditions are shown in Table 1. PCR products were
subsequently sequenced and analyzed using an ABI 3730XL
Genetic Analyzer (Applied Biosystems, USA). To verify
whether the detected variations were located in conserved
regions, Genome Browser of UCSC (http://genome.ucsc.edu/)
was used to render sequence alignments in different species,
and constraint scores were calculated by genomic evolutionary
rate profiling (GERP) [17, 18].+e DataBase of Transcriptional
Start Sites (DBTSS, http://dbtss.hgc.jp) and the MatInspector
programwere used for transcriptional start site analysis and the
identification of binding sites for transcription factor predic-
tion, respectively [19]. Moreover, we determined the effect of
genetic variations on RNA folding using GeneQuest and an-
alyzed possible microRNA binding sites using TargetScan-
Human 6.2 (http://www.targetscan.org).

2.3. Statistical Analysis. All statistical analyses were con-
ducted using the SPSS statistical package (version 17.0). +e
Hardy-Weinberg equilibrium for each of the variations in
controls was assessed based on a goodness-of-fit χ2 test. +e
differences of allelic and genotypic distributions between
patients and controls were measured using a χ2 test. Logistic
regression analysis was used to calculate the odds ratio and
95% confidence interval (95% CI) values. +e level of sig-
nificance was taken as P< 0.05. Primers and PCR conditions
for EMX2 gene amplification ARE shown in Table 1.

3. Results

By sequencing the entire coding region, exon-intron
boundaries, 5′UTR and 3′UTR of EMX2, we identified a
total of eleven variations; the results are shown in Tables 2
and 3.

Four of these variations were only detected in patients,
and the others were present both in patients and controls.
+e allele and genotype frequencies for all the variants were
determined based on the Hardy-Weinberg equilibrium.

We identified four heterozygous variations (c.-621G>C,
c.-433_-432insC, c.252A>G, and c.∗950C>T) that were only
present in MRKH patients, each with an allelic frequency of
1.25%; the results are shown in Table 2. All of these variations
were novel and were not annotated in dbSNP141.+e first two
variations (c.-621G>C and c.-433_-432insC) were located in
the 5′UTR of exon 1.+e sequence change c.-621G>C (GERP
score: 5.04) is located in a highly conserved region, as verified
using the UCSC Genome Browser tool. According to DBTSS,
the position of this variation was a possible transcriptional start
site of the EMX2 gene. Analysis using the MatInspector
program revealed that the region was possibly associated with
several transcriptional factors, such as homeobox transcription

2 Journal of Healthcare Engineering

http://genome.ucsc.edu/
http://dbtss.hgc.jp
http://www.targetscan.org


RE
TR
AC
TE
D

factors.+e second variation, c.-433_-432insC, was not located
in a highly conserved region, although the region was predicted
to interact with at least one of the three specific transcription
factors: HMX2,MSX1, andMSX2.+e synonymous nucleotide
substitution, c.252A>G, was also not located in a conserved
region. Another change, c.∗ 950C>T, is located in the 3′UTR
of exon 3, and analyses using the UCSC Genome Browser tool
and GERP test (GERP score: 3.94) suggested that the locus of
this variation was conserved among mammals. Analysis using
GeneQuest showed that this variation would result in dis-
tinctive RNA folding compared with the reference sequence.

Moreover, seven previously reported polymorphisms
were found both in patients and controls: one deletion and
six single nucleotide polymorphisms, none of which were in
coding regions; the results are shown in Table 3. However,
no statistically significant associations were found for theses
polymorphisms at the allele or genotype levels. We identified

six single nucleotide polymorphisms: rs12777466 in exon 1,
rs8192644 and rs142080828 in intron 1, rs202171958 in
intron 2, and rs187010704 and rs41284394 in exon 3. +e
first variation, rs12777466, is located in a highly conserved
region, and its GERP score of 5.07 was an indication of
evolutionary conservation. However, the intronic variations
rs8192644, rs142080828, and rs202171958 were not within
highly conserved sequences and had GERP scores of 2.04,
1.23 and, −6.74, respectively.

+e UCSC Genome Browser tool showed that the po-
sition of rs187010704 (c.∗ 925C>T) was conserved in other
mammals, except for mouse and rat and that of rs41284394
(c.∗1201T>C) was highly conserved in various species,
such as zebrafish and Xenopus tropicalis. Both of these
variations had high GERP scores of 4.88 and 5.79, respec-
tively. Additionally, TargetScanHuman 6.2 analysis pre-
dicted that rs41284394 was within the possible binding site

Table 1: Primers and PCR conditions for EMX2 gene amplification.

Primer Primer sequence (5′-3′) PCR conditions
Exon1F CGCTAGGCTAGAGGAATCTGTCTGT 3min at 97°C; 30 s at 97°C, 30s at 68°C (−0.5 °C per cycle), 90 s at 72°C (30 cycles), and

3min at 97°C; ‘30 s at 97°C, 30 s at 61°C, 90 s at 72°C (5 cycles), and 10min at 72°CExon1R CAACTTCTCCGTTCGCACCC
Exon2F GAGCAGGCGTTCCCTTCGT 3 min at 94°C; 1min at 94°C, 1min at 63.4°C, 1min at 72°C (35 cycles), and 10min at

72°CExon2R GGGCAGATTGGCACTTACAGC
Exon3F GCTGGGTCTTTGCTGAGTC 3 min at 94°C; 1min at 94°C, 45s at 67.3°C, 2min at 72°C (35 cycles), and 10min at

72°CExon3R TGAGGAGCCTGGGTTTCTT

Table 2: EMX2 variations detected only in MRKH patients.

Exon/intron Position Genotype No. (%) in patients

Exon 1 c.252A>G AG 1 (2.5)
AA 39 (97.5)

Exon 1 c.-433_-432insC insC/wt 1 (2.5)
Wild/wt 39 (97.5)

Exon 1 c.-621G>C GC 1 (2.5)
GG 39 (97.5)

Exon 3 c.∗ 950C>T CT 1 (2.5)
CC 39 (97.5)

Table 3: EMX2 variations detected both in MRKH patients and controls.

Exon/intron dbSNP Position GERP score Genotype No. (%) in patients No. (%) in controls

Exon 1 rs12777466 c.-674G>A† 5.07
AA 2 (5) 14 (1)
AG 16 (40) 37 (26.4)
GG 22 (55) 89 (72.6)

Intron 1 rs8192644 c.406 + 113G>A 2.04
AA 0 (0) 1 (0.7)
GA 4 (10) 9 (7.5)
GG 36 (90) 130 (91.8)

Intron 1 rs142080828 c.407–104G>A 1.23 GA 1 (2.5) 3 (2.1)
GG 39 (97.5) 137 (97.9)

Intron 2 rs202171958 c.591+6T>C −6.74 TC 1 (2.5) 1 (0.7)
TT 39 (97.5) 139 (99.3)

Exon 3z rs66710107 c.∗ 317_∗ 320del — del/del 40 (100) 40 (100)AGAG wt/wt 0 (0)

Exon 3 rs187010704 c.∗ 925C>T 4.88 CT 1 (2.5) 1 (0.7)
CC 39 (97.5) 139 (99.3)

Exon 3 rs41284394 c.∗1201T>C 5.79
CC 2 (5) 3 (2.1)
CT 0 (0) 5 (3.6)
TT 38 (95) 132 (94.3)
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for miR-181abcd/4262. Additionally, the variation might
change the RNA-folding process, according to the Gene-
Quest results. However, rs187010704, the other variation in
the 3′UTR, was neither within any possible binding sites for
microRNAs nor had an effect on RNA folding. In addition,
we detected one deletion, rs66710107 in exon 3, that was not
located in a conserved region based on the analysis of
multiple sequence alignments.

4. Discussion

Patients with MRKH syndrome suffer from infertility and
psychological distress. +e disease results in high costs not
only to the patient herself but also the whole family. Un-
fortunately, the etiology, prenatal diagnosis, and effective
treatment of MRKH syndrome are currently unavailable. To
identify genetic risk factors in MRKH patients, potential
pathogenic mechanisms and susceptibility to the disease
must be investigated.

+ere have been many unsuccessful attempts to identify
genetic risk factors, and to the best of our knowledge, the
implication of EMX2 variations inMRKH syndrome has not
been studied. Emx2 plays an important role in urogenital
development [15, 20]. In addition, Emx2mutant mice do not
haveMüllerian ducts and present a phenotype similar to that
observed in MRKH patients. Moreover, Emx2 is also crucial
in the morphogenesis of the central nervous system and
inner ear development [21, 22]. +ere are reports of MRKH
patients with learning disabilities, mental impairment,
hearing loss, and endometriosis, reinforcing the link be-
tween the EMX2 gene and MRKH syndrome [3, 23, 24]. To
investigate the possibility of a link between EMX2 variations
and MRKH syndrome, we screened forty patients with
MRKH syndrome and one hundred and forty healthy fe-
males for variations in the EMX2 gene. A total of eleven
variations were identified.

We detected four heterozygous variations (c.-621G>C,
c.-433_-432insC, c.252A>G, and c.∗ 950C>T) in MRKH
patients. +e allele frequency of these variations was 1.25%
in MRKH patients, and none of these variations were found
in our matching control cohort or dbSNP141. It should be
noted that all of these variations are reported in our study for
the first time.+e 5′UTR variations c.-621G>C and c.-433_-
432insCmight affect the transcriptional regulation of EMX2.
According to in silico analysis using MatInspector, c.-
621G>C is located within the potential binding sites for
transcriptional factors (including HOXA1, HOXA5,
HOXA7, HOXB1, HOXB4, HOXB5, HOXC6, HOXD3,
HOXD4, EN2, GSX2, and VAX1), and c.-433_-432insC
might be associated with transcription factors of HMX2,
HOX7, or HOX8. Interestingly, EMX2 is negatively regu-
lated by HOXA10 binding to a 150 bp EMX2 regulatory
element [25, 26]. Furthermore, HOX genes are known to
encode transcription factors that play crucial roles in the
development of the female reproductive tract. +ese two
5′UTR variations are not located within the known binding
site for HOXA10, although their locations were predicted to
interact with other transcriptional modulators, including
HOX genes. +e HMX2 gene plays an important role in

organ development during embryogenesis, especially in
inner ear formation [27, 28]. Moreover, bioinformatic
analysis showed that c.-621G>C is located in a highly
conserved region.

Based on the conservation analyses, this region might be of
great importance to the function of the HMX2 gene. It is also
possible that the c.-621G>C variation might change the
transcriptional start site of the EMX2 gene based on the DBTSS
analysis. +ese variations may change the promoter function
and therefore affect the expression of the EMX2 protein.
Another synonymous variation, c.252A>G, is not located in a
conserved region and is therefore unlikely to be pathologic.
Currently, the important role of the 3′UTR in posttranscrip-
tional regulation, such as mRNA stability and degradation, is
well understood [29].+e 3′UTR variation in the EMX2might
also have an effect on gene function. +e variation
c.∗ 950C>T is located in a highly conserved region according
to the bioinformatic analysis. When compared with the ref-
erence sequence, c.∗ 950C>T resulted in a distinct RNA-
folding process. Overall, these variations in regulatory domains
might alter the transcriptional activity of the EMX2 promoter
or have posttranscriptional effects. Although the low frequency
of these variationsmay be due to small sample size, it should be
validated in larger MRKH patient groups.

We also detected seven other previously reported
polymorphisms (rs12777466, rs8192644, rs142080828,
rs202171958, rs66710107, rs187010704, and rs41284394).
+e variation rs12777466 is located in the 5′UTR, 674 bp
before the start codon in the EMX2 gene. UCSC Genome
Browser and GERP score analyses showed that this variation
occurs in a conserved region. Its locationmight be associated
with another transcription factor, but not the known binding
site for HOXA10. We could not exclude the possibility that
the associated transcription factor plays a crucial role during
reproductive tract development. Variations in the 5′UTR
might affect gene expression at the translational level, and a
high level of conversation indicates that this nucleotide
residue might be quite important. +ree variations
(rs8192644, rs142080828, and rs202171958) in the introns
and one deletion rs66710107 (c.∗ 317_320delAGAG) in the
3′UTR were not found to be located in conserved regions.
However, the bioinformatic analysis showed that two var-
iations in the 3′UTR of exon 3, rs187010704, and
rs41284394, are located in highly conserved regions. It was
predicted that rs41284394 lies within the possible binding
site for miR-181abcd/4262. Interestingly, previous studies
suggested important roles of miR-181 in osteoblastic dif-
ferentiation and the immune system [30, 31]. Additionally,
skeletal abnormalities, such as scoliosis and vertebral
anomalies, are associated with MRKH syndrome [1]. +us,
miR-181 might be a link between EMX2 and MRKH syn-
drome. +e GeneQuest analysis also suggested that
rs41284394 might alter RNA folding, which might be in-
volved in posttranscriptional regulation. However, the allele
and genotype frequencies of all of these variations were not
significantly different between MRKH patients and controls.
+is might be due to our small sample size, and further
experimental investigations are needed to determine
whether these variations are linked to MRKH syndrome.
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5. Conclusions

In conclusion, four variations were reported for the first time
in our study, all of which were absent in our control group
and dbSNP141. According to in silico analyses, two of these
variations (c.-621G>C and c.∗ 950C>T) in the EMX2 gene
might be associated with an increased susceptibility to
MRKH syndrome in a Chinese Han population. +is study
provides the first insight into the involvement of the EMX2
gene in genetic predisposition to MRKH syndrome. Our
results do not suggest associations between coding variations
in the EMX2 gene and MRKH syndrome. However, we
cannot exclude the possibility that regulatory variations in
the 5′UTR and 3′UTR might contribute to the polygenic/
multifactorial pathogenesis of MRKH syndrome. +ese
findings should be confirmed in large-scale studies, and in
vitro functional studies are needed for further evaluation of
the association of EMX2 variations with MRKH syndrome.
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Tourniquet has emerged as an important role in surgical procedures, sixty patients undergoing elective total knee arthroplasty are
randomly divided into the nerve block group and adductor duct block group in this paper. *e changes of mean arterial pressure
(MAP) and heart rate (HR) at different time points during operation, the changes of VAS scores at resting pain and exercise pain,
and the changes of quadriceps femur muscle strength at different time points after operation are observed in 2 groups. *e
experimental results show that compared with adductor duct block, femoral nerve block can better relieve the intraoperative
tourniquet reaction without affecting the postoperative analgesic effect and the muscle strength of quadriceps femurs.

1. Introduction

As a simple and practical method of hemostasis, tourniquet
plays a very important role in surgical procedures, with the
advantages of significantly reducing patient bleeding, providing
the surgeon with a clear surgical field, and facilitating surgical
operations [1–3]. Presently, it is commonly applied in total
knee arthroplasty (TKA) [4]. However, the ischemic pain of the
limb caused by the tourniquet also brings some pain and risk to
the patient at the same time [5]. When the tourniquet has been
used for a long period of time, patients may experience
symptoms such as high blood pressure and increased heart beat
rates. After the tourniquet is released, there are adverse re-
actions such as blood pressure drop or shock [6].*erefore, it is
often recommended for doctors to sedate patients with an-
esthesia, increase the dosage of opioids or other analgesics, or
even add vasoactive drugs to alleviate such tourniquet reac-
tions. In addition, for patients with coronary atherosclerosis
and other cardiovascular diseases, the tourniquet reaction is
more likely to cause myocardial ischemia and arrhythmia
[7–9]. Similarly, radicals available in the limb ischemia can
cause reperfusion injury which can also cause lung injury,
which is not conducive to postoperative recovery of patients.

Simple nerve blocks are often used in anesthesia for
lower extremity surgery, but the surgical site does not co-
incide with the tourniquet binding site and involves different
nerves that are innervated by it [10, 11]. Studies shows that a
lower limb nerve block can reduce tourniquet response, but
the effect of various nerve blocks on tourniquet response is
still inconclusive. Both the myocardial blockage and nerve
blockage are common measures to control pain during and
after TKA surgery.

*e rest of this paper is organized as follows: Section 2
discusses related work and analysis, followed by the patient
information and research methods in Section 3. Data sta-
tistics and comparative analysis are discussed in Section 4.
Section 5 concludes the paper with summary and future
research directions.

2. Related Work

TKA is an effective surgical procedure for the treatment of
advanced knee disease, but TKA often results in severe
postoperative pain and impairs early functional exercise.
However, TKA often leads to severe postoperative pain,
which affects early functional exercise of the knee joint and
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increases the risk of postoperative complications such as
knee stiffness and deep vein thrombosis, thus affecting the
outcome of the surgery [12, 13]. *erefore, adequate post-
operative analgesia after TKA is particularly important. *e
use of a single opioid analgesic dose is large and not ideal.
Femoral nerve block and collecting duct block at the time of
surgery can significantly reduce the amount of opioids used,
which can obtain good analgesic effects and facilitate early
postoperative movement of patients [14].*e adductor canal
is located from the anterior superior iliac spine to the an-
terior medial aspect of the middle 1/3 of the patella, between
the deep surface of the suture muscle, the greater trochanter
and the medial femoral muscle. After the femoral nerve
branches from the femoral triangle to innervate the quad-
riceps, it continues as a sensory branch of the saphenous
nerve, which enters the collecting duct at the base of the
femoral triangle and travels down the medial side of the knee
after exiting the collecting duct and divides into the infra-
patellar branch and the sutures muscle branch.*e former is
distributed on the anterior medial side of the knee joint, and
the latter on the medial side of the calf and ankle [15]. When
compared with femoral nerve blockage, the advantage of the
adductor canal block does not affect quadriceps’ muscle
strength, which makes it to be a more preferred analgesic
method.

*e adductor canal is located from the anterior superior
iliac spine to the anterior medial aspect of the middle 1/3 of
the patella, between the deep surface of the suture muscle,
the greater trochanter, and the medial femoral muscle. After
the femoral nerve branches from the femoral triangle to
innervate the quadriceps, it continues as a sensory branch of
the saphenous nerve, which enters the collecting duct at the
base of the femoral triangle and travels down the medial side
of the knee after exiting the collecting duct and divides into
the infrapatellar branch and the sutures muscle branch. *e
former is distributed on the anterior medial side of the knee
joint and the latter on the medial side of the calf and ankle
[16].

*e current tourniquet reaction can be considered as a
systemic reaction which is caused by the ischemia-reperfusion
injury as a result of the tourniquet compression of local tissues
and the transmission of the injury signal through the local
peripheral nerves.*e results of this study show that theMAP
change in the femoral nerve block group has a higher stability
rate as compared to that of the adductor tube block group.
*is may be due to the fact that the effect of the adductor tube
block is lower than the tourniquet binding site, so the
compression effect of the tourniquet cannot be relieved. *e
femoral nerve block can more effectively block the upward
conduction of stimulation there, thereby alleviating the
tourniquet response. In addition, there is still a difference in
MAP between the femoral nerve block group and the ad-
ductor tube block group. *ere is a corresponding change in
MAP with the change of the tourniquet time, indicating that
the femoral nerve block or the adductor muscle alone cannot
completely eliminate the influence of tourniquet reaction.
Studies shows that even with sufficient sensory levels in spinal
cord and epidural anesthesia, tourniquet pain and high blood
pressure will also occur, and the peripheral nerve block has

not been proven to be completely effective in preventing
blood bands [17, 18]. *erefore, the mechanism of tourniquet
reaction remains to be further studied.

Patients with TKA need to start rehabilitation exer-
cises and get out of bed as soon as possible after surgery in
order to facilitate their knee function recovery. However,
50% to 60% of patients have severe postoperative pain that
interferes with early postoperative functional exercise,
which in turn affects the functional recovery of the knee
and also increases the risk of deep vein thrombosis and
pulmonary embolism. *e pain is mainly due to muscle
ischemia-reperfusion injury which is caused by quadri-
ceps spasm, intraoperative tourniquet binding, and re-
lease of inflammatory mediators. *erefore, effective
analgesic treatment after TKA is essential for the recovery
of knee function.

3. Patient Information and Research Methods

3.1. Patients and Treatment. Clinical trials are performed on
patients undergoing knee arthroplasty who are admitted to
the Department of Orthopedic Surgery in the First Affiliated
Hospital of Suzhou University from July 2020 to March
2021.

(1) Entry criteria: *e American Society of Anes-
thesiologists (ASA) created two groups, grade
I∼II, and age 51–80 years old. In the end, about 60
cases are included, and they are randomly divided
into the femoral nerve block group and the ad-
ductor carnal block group by the random number
table method, with 30 cases in each group. *ere is
no statistically significant difference between the
two groups of patients in general data such as
gender, age, BMI index, and length of operation
(P> 0.05), and they are comparable, as shown in
Table 1.

(2) Exclusion criteria: there are some patients who refuse
to participate in this trial, these patients either have
medical-related problems such as cognitive dys-
function, poor communication, peripheral neurop-
athy or potential peripheral neuropathy, local skin
infection, clotting dysfunction, drug allergy, and
drug addiction. Table 1 shows the comparison of the
femoral nerve block group and adductor tube block
group.

All patients did not use preoperative medication
before entering the room. After a patient enters the room,
the peripheral vein is opened, and the monitor is con-
nected to monitor blood oxygen saturation, electrocar-
diogram, non-invasive blood pressure, and the radial
artery puncture method is used to monitor the invasive
arterial blood pressure. *e patients were administered
general anesthesia with endotracheal intubation. *e
patients are pumped with dexmedetomidine 0.5 µg/kg for
10 minutes before induction. Propofol 1.5–2 mg/kg,
sufentanil 0.4–0.6 µg/kg, and cis-atracuron besylate were
used at 0.15–0.2mg/kg for anesthesia induction, sevoflurane
inhalation. Anesthesia is maintained by intermittent bolus
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monitored by inhalation anesthetic concentration moni-
toring (MAC0.8-1.2Vol%).

After induction, B-ultrasound (Wisonic Huasheng,
model: Navi S) guides the nerve block. *e patients in the
femoral nerve block group are placed in a supine position,
and a high-frequency ultrasound probe is placed along the
horizontal axis near the groin of the lower extremity on
the operating side. *e femoral nerve is located outside
the femoral artery. *e needle is inserted into the outside
of the thigh by the in-plane method, and the needle tip
reached around the femoral nerve. After confirming that
the blood vessel is not inserted, 20ml of 0.2% ropivacaine
is injected. In the adductor tube block group, the inferior
sartorius approach is often used. *e patient’s affected
limb is slightly externally rotated. *e ultrasound high-
frequency probe is placed horizontally on the middle of
the thigh on the operating side to confirm the position of
the sartorius muscle. 20ml of 0.2% ropivacaine is injected.
*e space between the sartorius muscle and its fascia and
the artery.

3.2. Observable Indicators

3.2.1. Intraoperative Hemodynamic Changes May Occur in
Two Groups of Total Knee Arthroplasty Patients

Observing the intraoperative steps: T0 means before
anesthesia, T1means upper tourniquet immediately, T2
means upper tourniquet for 30min, and T3 means
upper tourniquet for 60min.
*e changes of mean arterial pressure MAP and heart
rate HR in patients with:T4 means 90 minutes from the
upper tourniquet, T5 means the tourniquet is loosened,
and T6 means 10 minutes after the tourniquet is
loosened.

3.2.2. Postoperative Pain of the Two Groups of Total Knee
Arthroplasty Patients. *e resting VAS (visual analog scale)
score and exercise VAS score of patients at 6 h and 24 h after
operation was observed. 0 is painless, (1–3) is mild pain,
(4–7) is moderate pain, and (8–10) is severe pain.

3.2.3. Quadriceps Muscle Strength of the Two Groups of
Patients Undergoing Total Knee Arthroplasty. It was ob-
served that the quadricepsmuscle strength of the patients are
affected limb at 6h and 24h after surgery that no muscle
contraction at all is level 0. Only muscle contraction cannot.
*e resulting movement is level 1. *e affected limb can

move in the horizontal direction but cannot resist gravity is
level 2. It can be lifted off the bed surface but cannot resist
resistance is level 3. *e resistance that can resist is not
completely level 4, and the muscle strength is normal level 5.

3.3. Statistical Processing. *e research uses data collection
packages such EXCEL2016 and SPSS23.0 for research data
analysis. *e measurement data in the research data all pass
the normality test and are described by the mean X± SD.*e
comparison between the two groups is the group t-test or the
adjusted Test (statistic is T), and the before and after
comparison within the group is the paired t-test (statistic is
t). Repeated measurement analysis of variance (statistics is
F) + LSD-t test for comparison between two groups (sta-
tistics is LSD-t) + pairwise time comparison difference t test
(statistics is t). *e count data are described by the number
of cases, and the comparison between the two groups is the
chi-square test or the adjusted chi-square test (the statistic is
χ2). *e statistical test level α� 0.05, both are two-sided tests.
*emultiple comparisons of repeated measurement analysis
and segmentation test are adjusted according to the Bon-
ferroni correction method, α′� 0.05/n, n is the number of
multiple comparisons.

4. Data Statistics and Comparative Analysis

4.1. Changes in Mean Arterial Pressure (MAP) at Different
Time Points in the Two Groups of Patients. *e mean arterial
pressure MAP data and data of the two groups of patients at
different time points during the operation are listed in the
table below. *e overall comparison (two-factor repeated
measurement variance) shows that between groups
(grouping latitude), within groups (time latitude), and in-
teraction (between groups× time), all have a significant
significance (P< 0.05). Two-by-two fine comparison com-
bined with main data analysis: there is no statistically sig-
nificant difference in basic MAP between the two groups
(P> 0.05). *e upper tourniquet immediately, 30min,
60min, 90min, the tourniquet immediately, and 10min at
each time point of the two groups of patients *e difference
in MAP is statistically significant (P< 0.05). *e MAP
during the upper tourniquet in the femoral nerve block
group is lower than that in the adductor tube block group.
After the tourniquet is released, the MAP is higher than that
in the adductor tube block group. In comparison within the
group, with the extension of the tourniquet time, the MAP is
increased. After the tourniquet is released, the MAP is
decreased, which is significantly different from the T0 time
point (P< 0.008, X±SD, n� 30), as shown in Table 2.

Table 1: Comparison of the two groups of patients.

n Age Height (cm) Weight (kg) BMI
(kg/m2)

Operation time
(h)

Sex ratio
(M : F)

ASA group index
I/II

Femoral nerve block group 30 66.37± 10.70 158.93± 6.59 68.67± 10.98 27.15± 3.61 2.89± 0.90 7/23 10/20
Adductor tube block group 30 68.40± 6.84 160.50± 7.07 68.40± 12.43 26.49± 4.17 2.90± 0.88 8/22 7/23
t (χ2) 0.876 0.890 0.089 0.655 0.044 0.089 (0.739)
P 0.386 0.377 0.929 0.515 0.965 0.766 0.390
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*e overall comparison is a two-factor repeated mea-
surement analysis of variance. *e fine comparison between
groups in latitude is LSD-t test, and the significance markers
and b are P< 0.05 compared with groups A and B, re-
spectively. *e fine comparison in time latitude is the dif-
ference t-test, and the significance mark t is PP<α′ compared
with the first time point in the group. α′� 0.05/6� 0.008, 6 is
the number of multiple comparisons (Bonferroni correction
method).

4.2. Changes of HR in the Two Groups of Knee Patients at
Different Times during the Operation. *e overall compar-
ison of the simulation upward shows that only within the
group (time latitude) has a significant meaning (P< 0.05).
Two-by-two fine comparison combined with main data
analysis: there is no statistically significant difference in heart
rate at each time point between the two groups of patients
(P> 0.05); within each group, there is no change in the snack
rate of patients in the femoral nerve block group at each time

Table 2: Mean arterial pressure MAP (mmHg) changes at different time points in the two groups of patients during operation.

Femoral nerve block group Adductor tube block group
T0 107.878± 11.904 108.573± 16.352
T1 91.287± 8.516t 98.918± 13.423at
T2 88.490± 10.571t 96.924± 12.668at
T3 91.389± 13.203t 102.555± 9.743a
T4 93.785± 12.603t 106.302± 10.069a
T5 87.672± 13.444t 75.638± 10.565at
T6 85.000± 13.329t 73.539± 10.826at
HF factor is given as 0.9833, P is 5.378 of groups F, P is 40.686 of F in the group, and P is 10.644 of correlations.

Table 3: HR changes at different time points during the operation of the two groups of patients (bpm).

Femoral nerve block group Adductor tube block group
T0 71.965± 11.755 72.580± 8.940
T1 59.169± 8.534t 59.614± 8.133t
T2 59.440± 10.254t 60.708± 9.314t
T3 63.061± 12.079t 63.464± 11.201t
T4 65.996± 11.916t 65.030± 8.646t
T5 66.154± 11.162t 67.748± 11.779t
T6 65.086± 10.470t 68.498± 9.541t
HF coefficient is given as 0.9601, P is 0.763 of groups F, P is 11.468 of F in the group, and P is 0.263 of correlations.

Table 4: Pain scores and quadriceps muscle strength of the two groups of patients 6 hours after surgery.

Resting VAS score Exercise VAS score Quadriceps muscle strength

Femoral nerve block group
n� 30

Postoperative 6 h 1.63± 0.56 2.40± 0.56 2.80± 0.76
Postoperative 24 h 1.40± 0.56 1.97± 0.62 3.53± 0.51

Difference −0.23± 1.21 −0.43± 0.47 0.73± 0.21
Paired test, P 1.041, 0.306 5.011, <0.001 19.040, <0.001

Adductor tube block group
n� 30

Postoperative 6 h 1.60± 0.62 2.20± 0.81 2.77± 0.68
Postoperative 24 h 1.38± 0.57 2.13± 0.78 3.57± 0.50

Difference −0.22± 0.94 −0.07± 1.72 0.80± 1.13
Paired test t, P 1.282, 0.210 0.223, 0.825 3.878, 0.001

Comparison Postoperative 6 h 0.197, 0.845 1.112, 0.271 0.161, 0.873
(Group test t, P) Postoperative 24 h 0.137, 0.892 0.880, 0.382 0.307, 0.760

Table 5: Comparison of sports VAS scores and resting VAS scores in each group.

Resting VAS score Exercise VAS score t P

Femoral nerve block group Postoperative 6 h 1.63± 0.56 2.40± 0.56 5.325 <0.001
n� 30 Postoperative 24 h 1.40± 0.56 1.97± 0.62 3.737 <0.001
Adductor tube block group Postoperative 6 h 1.60± 0.62 2.20± 0.81 3.222 0.002
n� 30 Postoperative 24 h 1.38± 0.57 2.13± 0.78 4.252 <0.01
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significant difference (P> 0.05), the difference of HR over
time in the adductor tube block group (compared with T0) is
statistically significant (P< 0.008), as shown in Table 3.

4.3. VAS Pain Score and QuadricepsMuscle Strength Changes
in the Two Groups of Patients at Different Time Points after
Surgery. *ere is no statistically significant difference in the
VAS scores of resting pain between the two groups of pa-
tients at 6 h and 24 h after surgery (P> 0.05), and there is no
significant difference in the VAS scores of exercise pain
between the two groups at 6 h and 24 h after surgery
(P> 0.05). *ere is no statistically significant difference in
quadriceps muscle strength between the group of patients at
6 h and 24 h after surgery (P> 0.05). However, the sport VAS
score and quadriceps muscle strength of the femoral nerve
block group at 24 hours after operation are significantly
changed. Compared with 6 hours after operation, the dif-
ference is statistically significant. Table 4 shows the pain
scores and quadriceps muscle strength of the two groups of
patients 6 hours after surgery.

4.4. Comparison of Sports VAS Scores and Resting VAS Scores
in Each Group. *e sports VAS scores of each group are
higher than the resting VAS scores, and the difference is
statistically significant (P< 0.05), as shown in Table 5.

5. Conclusions

*is article intends to comprehensively compare the effects
of two nerve block methods on tourniquet response and
postoperative analgesia and explore a more favorable nerve
block method for TKA patients. *ere is no significant
difference in intraoperative HR changes between the femoral
nerve block group and the adductor tube block group, and
both are relatively stable, which may be related to the use of
dexmedetomidine. Studies show that tourniquet reaction is
related to increased sympathetic tone, so the antisympathetic
effect of dexamethasone can help alleviate tourniquet re-
action. Comparing the two groups, there is no significant
change in HR in the femoral nerve block group, and there
are statistical differences in HR changes in the adductor tube
block group, indicating that the femoral nerve block group
could better control the increase in heart rate caused by the
tourniquet reaction.

Presently, the adductor tube block is more used for
postoperative analgesia after TKA, and the main consid-
eration is that the femoral nerve block will cause the decrease
of quadriceps muscle strength and affect postoperative re-
covery. *eoretically, low concentrations of ropivacaine
have little effect on the muscle strength of the blocked area,
but studies show that ropivacaine can achieve sufficient
analgesic effects within the concentration range of 0.1%–
0.2%, so it with 0.2% ropivacaine for femoral nerve block,
there is no significant difference in the analgesic effect and
quadriceps muscle strength between the two groups of
patients after surgery, which is consistent with the results of
the previous study. *erefore, the use of low-concentration
ropivacaine for femoral nerve block has no significant

decrease in quadriceps muscle strength compared with
adductor tube block, and it will not affect the early functional
exercise of patients after knee arthroplasty.

Data Availability
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Aiming to explore the correlation between preoperative serum oxidative stress level and serum uric acid and prognosis of hepatitis
B-related liver cancer, the clinical data of 712 patients with hepatitis B-related liver cancer from January 2019 to December 2020
were retrospectively analyzed. By using the receiver operating curve, the optimal critical values of preoperative superoxide
dismutase (SOD), malondialdehyde (MDA), and serum uric acid (SUA) are determined. +e single-factor and multifactor Cox
models are applied to screen out the suspicious factors affecting the prognosis of patients with hepatitis B-related liver cancer.
According to the survival status of patients, the optimal thresholds of SOD, MDA, and SUA before operation were 58.055/mL,
10.825 nmol/L, and 312.77 nmol/L, respectively. +e results of univariate analysis show that the prognosis of patients is sig-
nificantly correlated with preoperative SOD, MDA, and SUA levels and TNM staging (P< 0.05). Additionally, multivariate
analysis demonstrates that preoperative SOD < 58.055U/mL and SUA ≥ 312.770mmol/L and TNM stage III-IV are independent
risk factors for postoperative prognosis (P< 0.05). Our study suggests that SOD, SUA, and TNM staging have certain value in
judging the early prognosis of patients with hepatitis B-related liver cancer. Patients with high preoperative SOD level and low
preoperative SUA level can obtain better prognosis.

1. Introduction

Hepatocellular carcinoma (HCC) is one of the common
malignant tumors in the Chinese population. According to
the 2014 World Health Organization report, the number of
new cases and deaths of HCC in China is huge, and it has
been ranked first in the world for many years. China has a
large population and a high rate of HBV infection, leading to
about half of the new cases of liver cancer each year [1]. At
present, the staging system of hepatocellular carcinoma
(HCC) is not ideal for predicting the prognosis of patients
with liver cancer after surgical resection, and the recurrence
rate after 5 years is more than 50% [2]. An epidemiological
survey showed that patients with hepatitis B-related liver
cancer had a lower 5-year survival rate of only 20%, with

poor prognosis and a serious threat to their lives and health
[3]. +erefore, early detection and identification of these
patients with postoperative recurrence and targeted inter-
vention are essential. In recent years, the role of oxidative
stress in tumors has gradually attracted attention.

Studies have shown that patients with cancer have de-
tected an increase in oxidative stress level before treatment,
and it is also related to postoperative prognosis, which is
conducive to the development of appropriate individualized
treatment for patients [4]. In addition, serum uric acid is
another important indicator to evaluate the prognosis of
cancer. Related studies have confirmed that elevated serum
uric acid levels are associated with the incidence and
mortality risk of various diseases such as gastric cancer,
colon cancer, renal cell carcinoma, and liver cancer [5].
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Clinical studies have confirmed that hyperuricemia not only
causes gout but also is closely related to kidney disease,
cardiovascular disease, and endocrine and metabolic dis-
eases. Hyperuricemia is an important and independent risk
factor for cardiovascular disease and cardiovascular risk
factors, such as hypertension, hyperlipidemia, type 2 dia-
betes, obesity, insulin resistance, and metabolic syndrome
[6]. Many studies have shown that the increase of SUA level
is an independent risk factor for malignant tumor occur-
rence and poor prognosis [7, 8]. +e proinflammatory
properties of SUA may play an important role in the oc-
currence and development of cancer [9].

+erefore, the analysis of serum oxidative stress and uric
acid levels in patients with hepatitis B-related lung cancer is
of great significance to understand the occurrence and
development of the disease. In this study, the serum oxi-
dative stress and uric acid levels in patients with hepatitis
B-related lung cancer before operation were detected to
analyze the relationship between the two and the prognosis
and survival of patients after operation, so as to use them as
effective indicators for prognosis judgment in clinical
practice.

2. Related Work

Existing works demonstrate that the infection of hepatitis B
virus (HBV) in patients with chronic infection is an im-
portant reason for the transformation of liver cirrhosis into
hepatocellular carcinoma. China is a big country with
hepatitis B, in which 60% to 80% of liver cirrhosis is caused
by HBV infection and 45% of patients with liver cancer
caused by HBV infection [10]. Although many new treat-
ments, such as transcatheter arterial chemoembolization,
have been developed in recent years, surgical resection of
tumor lesions in recent decades is still the first choice for
patients with primary liver cancer. However, the prognosis
of patients remains unsatisfactory due to the high rates of
postoperative recurrence and metastasis. Determined
prognostic biomarkers facilitate the development of indi-
vidualized treatment strategies for patients. In recent years,
with the continuous development of biomedicine and im-
munopathology, the markers used for diagnosis, disease
evaluation, and prognosis have gradually increased. Among
them, alpha-fetoprotein (AFP) is a commonly used serum
tumor marker, although it has certain specificity. However,
there is still a phenomenon of underdiagnosis [11]. Some
existing works found that the dynamic changes of immune,
nervous, and endocrine systems in patients from HBV in-
fection to tumor formation play an important role [12].
Above achievements lay a theoretical foundation for finding
meaningful markers.

Oxidative stress is the state of imbalance between cell
oxidation and antioxidation, excessive promotion of oxides,
exceeding the scavenging capacity of antioxidants, leading to
the accumulation of free radicals in cells and the oxidative
damage of biological macromolecules such as proteins,
lipids, and DNA, resulting in cell or tissue damage [13]. In
previous studies, they found that oxidative stress is involved
in the formation of a variety of diseases, such as cancer,

diabetes, and cardiovascular and neurological diseases, and
in cancer research, others found that oxidative stress may
have a high probability of joining in the formation of HCC
[14, 15]. Interleukin 6 (IL-6) can inhibit tissue inflammation
and cell apoptosis [16], and one of the important functions of
tumor necrosis factor α (TNF-α) is to activate the cell ap-
optosis pathway. Oxidative stress can induce hepatocyte
injury, produce multiple cytokines and chemokines such as
IL-6 and TNF-α, promote the occurrence of fibrosis, and
affect liver inflammation and cell apoptosis [17]. In addition,
mitochondrial dysfunction caused by oxidative stress can
affect many important functions of hepatocytes, leading to
the development of cells towards cancer. Mitochondria are
the main endogenous source of ROS in human body. Ex-
cessive ROS in human body will directly attack mito-
chondria. Because mitochondrial DNA (mtDNA) lacks
histone protection and complete repair mechanism, mtDNA
is sensitive to oxidative stress and vulnerable to ROS in-
terference, resulting in mtDNAmutations, respiratory chain
complex degeneration, and oxidative phosphorylation
dysfunction. In addition, mitochondrial dysfunction caused
by oxidative stress can affect many important functions of
hepatocytes, leading to the development of cells towards
cancer. A large amount of ROS accumulation would increase
the deposition of oxidized lipids, thereby inducing more
lipid peroxidation, inhibiting the respiratory electron
transport chain, and forming a vicious cycle [18]. +e ex-
cessive ROS generated in the body attacks the lipid and
oxidizes the lipid on the cell membrane surface, resulting in
changes in the structure and properties of the cell mem-
brane. MDA is the lipid peroxide formed by ROS attacking
the lipid and oxidizing the lipid on the cell membrane
surface. Its level can reflect the oxidative stress state of the
body. As a natural free radical scavenging system in human
body, SOD maintains a dynamic balance with oxygen free
radicals under normal conditions and changes with the
change of oxygen free radical level and membrane lipid
peroxidation under pathological conditions. Uric acid is the
product of hydrolysis, deamination, and oxidation of purine
nucleotides in human body. Its content is related to the
catabolism rate of nucleic acid and excretion function of
kidney. Acute kidney injury after advanced liver disease is a
common syndrome in clinical practice. Relevant research
evidence shows that there is a complex correlation between
the liver and kidney [19].

3. Object and Method

3.1. Source of Research Object. +e patients with hepatitis
B-related liver cancer treated in our hospital from January
2019 to December 2020 were retrospectively analyzed. +e
following criteria were included. +e pathological diagnosis
of liver cancer was confirmed after operation. +e patient
had a history of hepatitis B and had no other causes of liver
cancer such as hepatitis C and alcoholic liver disease. +e
biochemical indexes of the patient were detected within one
week before operation, and the radical resection of liver
cancer was performed in our hospital, with complete clinical
data and follow-up data. Exclusion requirements combined
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with the following criteria, patients with severe underlying
diseases and other tumors, received other antitumor treat-
ment. All the contents of this study are with the informed
consent of patients.

3.2. Data Collection and Specific ResearchMethods. +e data
collected contain basic information of patients, gender, age,
tumor size, tumor number, TNM stage, and BCLC stage.
Next, the last blood biochemical examination within a week
before surgery, including superoxide dismutase (SOD),
malondialdehyde (MDA), and serum uric acid (SUA) are
selected as laboratory indicators. +e preoperative blood
biochemical examination and corresponding clinical path-
ological data of the patients were collected and included
through the hospital case data system.+e receiver operating
characteristic curve (ROC) was used to analyze and calculate
the blood indexes before treatment, followed by the optimal
cutoff value for survival prediction. With the cutoff value as
the critical value, it was divided into two categories of
variables. Single-factor Cox regression model was used to
screen the factors affecting the overall survival (OS) of
patients and construct the survival curve. +e survival
differences at different levels of indicators were compared.
Finally, multivariate Cox regression analysis was performed.

3.3. Follow-UpMethod. All cases included in the study were
followed up, including outpatient follow-up and telephone
follow-up. Liver ultrasound, chest X-ray examination, serum
AFP detection, and CT comparison were performed every
6months after operation [20, 21]. Tumor recurrence and
death were recorded within 3 years. Patients who lost follow-
up or died for other reasons are defined as deletion. Tumor
recurrence is defined by clinical, radiological, or pathological
diagnosis [22]. Follow-up continued until death or the
deadline for follow-up was December 2021. OS is defined as
the time to start treatment to any cause of death [23]. +e
time of survival or loss of follow-up at the end of follow-up
was counted as the final deadline for statistical analysis.

3.4. Statistical Methods. +e specific steps of statistical
methods are as follows.

(i) Step 1: SPSS 21.0 is applied to analysis data. +e
collected data that conform to the normal distri-
bution are expressed as mean± standard deviation.
In order to meet the comparison between the
standard groups, t-test is used.

(ii) Step 2: after K–S test, M(P25, P75) should be
adopted to deal with the measurement data that do
not conform to the normal distribution. +e enu-
meration data will be replaced, and chi-square (χ2)
test can be used for comparison between groups of
those data.

(iii) Step 3: the cutoff values of SOD, MDA, and SUA
will be selected as binary variables for Cox re-
gression analysis.

(iv) Step 4: univariate and multivariate Cox regression
analysis on the prognostic factors of patients will be
performed, and Kaplan-Meier method and log-rank
correction test were used. P< 0.05 was used as the
criterion for statistical difference in the whole study.

4. Results and Discussion

4.1. Clinical Data of Included Patients. Finally, the study
collected 712 patients, including 520 males and 192 females.
+e age range was 39–73 years old, and the average age was
(51.36± 8.23) years old. +e number of tumors in patients
was multiple (≥2), and the average tumor size was
(5.12± 1.49) cm.+e overall survival rates of patients 1 and 3
years after operation were 68.56% and 53.09%, and the total
survival time was 2–36 months. +e median survival time of
patients with large logarithm was 24 months. As of the
follow-up date, there were 363 patients with disease re-
currence, of which 334 died. +ere were 323 patients who
did not appear the outcome of this study, 26 patients were
lost, and the loss rate was 3.65%, as shown in Table 1.

4.2. Determination of Optimal Cutoff Values for Preoperative
SOD, MDA, and SUA. Referring to the patient’s final sur-
vival status, the optimal cutoff values of preoperative SOD,
MDA, and SUA were 58.055U/mL, 10.825 nmol/L, and
312.77 nmol/L, respectively. +e sensitivity is 0.844, 0.838,
and 0.719, respectively. +e specificities were 0.778, 0.761,
and 0.701, respectively, as shown in Table 2 and Figure 1.
According to the preoperative SOD, MDA, and SUA cutoff
values, they were divided into high SOD group (≥58.055U/
mL), low SOD level group (<58.055U/mL), and MDA high
level group (≥10.825 nmol/mL), MDA low level group
(<10.825 nmol/L), SUA high level group (≥312.77 nmol/L),
and SUA low level group (<312.77 nmol/L).

4.3. Univariate Analysis of Patient Prognostic Factors.
Univariate analysis showed that preoperative TNM stage,
SOD< 58.055U/mL, MAD≥ 10.825 nmol/L, and
SUA≥ 312.770mmol/L were the main factors affecting the
OS of patients (P< 0.05), as shown in Table 3.

4.4. Comparison of Survival Curves between Groups. In NM
stage group, high and low SOD, MDA group, and high and
low SUA group, compared with Log-rank test, we found that
the overall survival time was statistically significant among
them (χ2 �17.213, χ2 � 26.433, χ2 � 7.548, χ2 � 26.683). Fig-
ures 2 and 3 show the results of OS comparison by SOD
stratification and results of OS comparison by MDA
stratification, respectively. In Figure 4, the results of OS
comparison in 712 patients with TNM classification can be
observed. Besides, Figure 5 demonstrates the results of OS
hierarchical comparison by SUA.

4.5.PrognosticFactorsof712PatientsScreenedbyMultivariate
Cox Regression Model. Cox multivariate analysis showed that
the survival time of patients with SOD< 58.055U/mL was
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shorter than that of patients with SOD≥ 58.055U/mL, and the
survival time of patients with SUA≥ 312.770mmol/L was
shorter than that of patients with SUA< 312.770mmol/L. It
was confirmed that patients with low levels of SOD and high

levels of SOD had worse prognosis. At the same time, TNM
staging also had a certain impact on the prognosis of liver
cancer.+e larger the staging is, the shorter the survival time of
patients after operation will be, as shown in Table 4.
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Figure 1: ROC curve of preoperative SOD, MDA, and SUA as data variables.

Table 1: Clinical data of 712 patients.

Factors (χ ± s)/n(%)/M(P25, P75)
Sexuality
Males 520 (73.03)
Female 192 (26.97)

Age (years old) 51.36± 8.23
Tumor size (cm) 5.12± 1.49
Number of tumors
1 164 (23.03)
≥2 548 (76.97)

TNM staging
I∼ II 413 (58.01)
III∼ IV 299 (41.99)

BCLC staging
0∼A 85 (11.94)
B 313 (75.97)
C 314 (12.09)

SOD (U/mL) 60.12± 14.36
MDA (nmol/L) 8.89± 1.02
SUA (mmol/L) 312.45± 89.36
OS (month) 24 (11, 36)

Table 2: ROC curve parameters of preoperative SOD, MDA, and SUA prompting the prognosis of patients.

Factors AUC Sensitivity Specificity Youden index Cut-off P value
SOD 0.844 0.851 0.778 0.629 58.055 <0.001
MDA 0.838 0.842 0.761 0.603 10.825 <0.001
SUA 0.719 0.683 0.701 0.390 312.770 <0.001
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Table 3: Univariate analysis of overall survival of patients.

Factor HR 95% CI P value
Sexuality
Male 1
Female 1.094 0.816, 1.467 0.548

Age (years old)
<51 1
≥51 1.033 0.770, 1.387 0.828

Tumor size(cm)
<5 1
≥5 1.494 1.110, 2.013 0.066

Number of tumors
1 1
≥2 1.715 1.011, 2.654 0.062

TNM staging
I∼ II 1
III∼ IV 1.830 1.109, 3.020 0.018

BCLC staging
0∼A 1
B 1.997 0.432, 9.242 0.376C

SOD (U/mL)
<58.055 1
≥58.055 4.471 2.217, 9.017 <0.001

MDA (nmol/L)
<10.825 1
≥10.825 1.704 1.014, 2.863 0.044

SUA (mmol/L)
＜312.770 1
≥312.770 1.874 1.108, 3.170 0.019
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Figure 2: Results of OS comparison by SOD stratification in 712
patients.
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Figure 3: Results of OS comparison by MDA stratification in 712
patients.
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Figure 4: Results of OS comparison in 712 patients with TNM classification.
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Figure 5: Results of OS hierarchical comparison by SUA in 712 patients.

Table 4: Prognostic factors of 712 patients screened by multivariate Cox regression model.

Factor HR 95% CI P value
TNM staging (I∼ II are controls) 1.555 1.172, 2.063 0.002
SOD (<58.055U/mL are controls) 1.533 1.154, 2.036 0.003
MDA (<10.825 nmol/L are controls) 1.300 0.978, 1.728 0.071
SUA (<312.770mmol/L are controls) 1.612 1.215, 2.138 0.001
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5. Conclusions

In this study, the ROC curve was used to analyze the optimal
truncation values of MDA, SOD, and SUA, which were
10.825 nmol/L, 58.055U/m, and 312.77mmol/L, respec-
tively. +e patients were analyzed according to different
truncation points. From the survival curve, it can be found
that the postoperative survival time of patients with
MDA< 10.825 nmol/L and SUA< 312.77mmol/L was
higher than that of patients with MDA≥ 10.825 nmol/L and
SUA≥ 312.77mmol/L. +e overall survival time of patients
with SOD≥ 58.055U/mwas higher than that of patients with
SOD< 58.055U/m. Single-factor results showed that MDA,
SOD, SUA, and TNM staging were correlated with prog-
nosis, and Log-rank test results confirmed that the above
indicators were correlated with the prognosis of patients.
+e results of multivariate analysis also showed that pre-
operative SOD< 58.055U/mL and SUA≥ 312.770mmol/L
and TNM staging III-IV were independent risk factors af-
fecting the postoperative prognosis of patients, indicating
that the prognosis of these liver cancer patients after radical
resection may be poor and the survival time may be
shortened.

In general, the preoperative oxidative stress level and
serum uric acid are closely related to the death of patients
with hepatitis B-related liver cancer after surgical resection.
In the future, it is worth paying attention to the preoperative
oxidative stress level and serum uric acid in clinical work.
Research and detection of SOD and SUA levels in patients
before surgery have been carefully evaluated and selected
treatment options, which have important clinical signifi-
cance for judging the prognosis of liver cancer after surgery.
It should be noted that more prospective large sample
studies are also needed to further explore the optimal
predictive thresholds of SOD and SUA for predicting the
death of patients and postoperative so as to further improve
the predictive efficiency.
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To investigate the effects and mechanisms of resveratrol on glucolipid metabolism in diabetic humans. In this paper, we in-
troduced the knowledge discovery theory into the data processing of the factors related to the pathogenesis of type 2 diabetes for
the first time, and identified valid, potentially useful, and understandable pathogenesis patterns from a large amount of measured
data. A data mining C4.5 algorithm was used to classify 17072 validated cross-sectional health survey data from the whole
population according to the characteristics of type ρ diabetes data. A humanmodel of diabetes mellitus was prepared by high sugar
and high fat diet plus low dose streptozotocin (STZ, 35mg/kg) and randomly grouped into four groups: the normal control group,
the model group, the resveratrol group, and the pioglitazone group. 8 animals in each group were treated with the corresponding
drugs for 8 weeks. Hepatic steatosis and damage were significantly reduced compared with the model group as observed by HE
staining. Resveratrol has obvious effects on regulating glucolipid metabolism, and its mechanism of action is associated with its
ability to increase the antioxidant activity of the body, activate the Akt signaling pathway, and improve liver pathological damage.

1. Introduction

With socioeconomic progress and development, the spec-
trum of diseases that threaten human health is changing.
Chronic noncommunicable diseases are a growing threat to
the health of the population, especially the elderly, and most
notably, the prevalence of type 2 diabetes mellitus is on the
rise in a near epidemic worldwide. Type 2 diabetes mellitus
occurs due to a combination of genetic and environmental
factors, and the interplay of these factors is complex [1].
Many factors associated with the onset of diabetes have been
proposed by applying current research tools, but it is difficult
to establish further linkages and identify patterns among
these factors. In the face of the limitations of traditional
statistical studies with huge and complex data, this paper
attempts to investigate this problem through bioinformatics.
Knowledge discovery is one of the main techniques in
bioinformatics. It is an advanced process of identifying valid,

potential, and understandable patterns from large amount of
data and is a class of deep data analysis methods [2, 3]. It can
extract the regular content hidden behind the data from
large-scale data and is widely used in decision support and
scientific research. Based on the database and data prepa-
ration, we introduced the knowledge discovery theory into
the data processing of type 2 diabetes, and used the data
mining C4.5 algorithm to automatically build a decision
classification tree according to the characteristics of the data.
*e system was trained to identify the relationship between
the prevalence factors of type 2 diabetes and determine
whether the disease was present [4, 5].*e application of this
algorithm laid the foundation for further exploration of the
pathogenesis of type 2 diabetes and the development of
disease prediction models.

GSK-3β is a key enzyme involved in hepatic glucose
metabolism, inhibiting its activity by phosphorylating gly-
cogen synthase, decreasing hepatic glycogen synthesis and

Hindawi
Journal of Healthcare Engineering
Volume 2022, Article ID 9705144, 8 pages
https://doi.org/10.1155/2022/9705144

mailto:yunmanwang2217@shutcm.edu.cn
https://orcid.org/0000-0003-2589-0532
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/9705144


RE
TR
AC
TE
D

increasing blood glucose concentration in the body, with
abnormally high expression in diabetic and obese humans
[6]. -3β is a downstream signaling molecule directly regu-
lated by Akt, and when the upstream Akt signaling molecule
is activated, GSK-3β is inhibited, preventing its inhibition of
hepatic glycogen synthesis and thus facilitating the con-
version of glucose uptake by the body after meals. Inhibition
of GSK-3β activity plays a crucial role in glycogen synthesis
[7, 8].

Hepatic glycogen is the main form of glucose storage in
the body, and the body converts excess glucose in the blood
into glycogen stored in the body through a series of enzy-
matic reactions mediated by signaling pathways, thus re-
ducing blood glucose concentration. *erefore, increased
hepatic glycogen synthesis facilitates the reduction of hepatic
glycogen output for the purpose of lowering blood glucose.
*e experimental results showed that resveratrol could
promote hepatic glycogen synthesis and lower blood glucose
levels by increasing Akt phosphorylation activity, inhibiting
downstream GSK-3β phosphorylation activity, and pro-
moting downstream GCK protein levels in diabetic model
animals [9, 10]. It is suggested that resveratrol may achieve
the effect of lowering blood glucose by upregulating Akt
activity.

Diabetic fatty liver is a common and frequent chronic
complication that seriously endangers the health of diabetic
patients during the onset, development, and treatment of
diabetes. Some clinical studies have confirmed that liver
lesions can be as high as 46% in diabetic patients. Patients
who develop fatty liver can further aggravate the patho-
logical conditions such as insulin resistance and glucose
metabolism disorders, which in turn promote the deterio-
ration of diabetes. Abnormal liver function, which affects the
normal glucose metabolism function and the inability to
convert excess blood glucose into hepatic glycogen for
storage, can result in persistently high blood glucose levels
and aggravate diabetes [11, 12]. Resveratrol can significantly
regulate the body’s disorders of glucose and lipid meta-
bolism, improve the body’s antioxidant activity, delay liver
damage, and improve the formation and development of
diabetic complications. Resveratrol has obvious anti-
oxidative stress effects and can avoid oxidative stress damage
induced by high sugar and high fat, thus playing an im-
portant role in the prevention and treatment of diabetes and
its chronic complications, especially in the early stages of
diabetes to delay the development of diabetic complications
and protect other organ tissues. It can play an important role
in the prevention and treatment of diabetes and its chronic
complications, especially in the early stages of diabetes to
delay the development of diabetic complications and protect
other organ tissues [13–15]. Resveratrol is a natural drug
with great potential, and the prospect of clinical application
needs further study.

2. Data Sources, Scale, and
Preprocessing Methods

*e measured data were obtained from a cross-sectional
survey of a whole cohort sample of 17,946 people in our

hospital, from which 17,072 valid data were selected. Each
data record was divided into five sections: general personal
data, living and working habits, past and family medical
history, physical examination data, and laboratory test data.
*e investigators who participated in the data collection
were trained in a standardized way and used a standardized
questionnaire to collect personal data; life and work habits;
and medical history to determine height, weight, abdominal
circumference, and blood pressure by a standardized
method. Blood glucose and lipids (cholesterol, triglycerides,
LDL, and HDL) were measured in a strictly quality-con-
trolled laboratory. *e diagnostic criterion for diabetes
mellitus was fasting blood glucose >7.0mmol/l [16].

*e abovementioned raw data were entered into the
computer and a database was established. Raw data pre-
processing was used to improve the quality of the data for
incomplete, noisy, and inconsistent raw data, and thus
improve the quality of the excavation results. *e data
preprocessing process used in this paper mainly includes
data cleaning, data transformation, and data statute (the
specific method is published in a separate paper). *e data
(11,400 items) were randomly extracted from the pre-
processed data by the C4.5 algorithm as the training data of
the C4.5 algorithm, and the rest of the data were used as the
test data. *e operating system is Solaris8, and the C++
compiler is c.

In order to make the program run on the laris platform, a
Makefile file for the Solaris platform was written in addition
to the ANSI C implementation. After compiling and linking
with cc, the executable version for the Solaris platform is
generated.

3. Choice of Algorithm

*e data in this paper are characterized by the predictive and
continuous nature of the classifications, and it is known
whether each set of data corresponds to a classification of
diseased or undiseased data. *e main task of this paper is to
learn the classification patterns in the data. Based on the
categorical nature of the mining task, the decision tree al-
gorithm, which is least affected by the record fields, easy to
understand the model, easy to train the model, easy to
implement the model, has the most generality, and highest
usefulness, was selected for mining. *e C4.5 algorithm is a
very effective decision tree algorithm, which can handle
continuous data items. *erefore, the C4.5 algorithm is the
preferred algorithm for data mining in this work [17].

4. C4.5 Principle of the Decision Tree
Classification Algorithm

C4.5 is an algorithm for constructing decision tree classifiers,
which is an extension of the ID3 algorithm. While the I3
algorithm can only handle discrete descriptive attributes, the
C4.5 algorithm can also handle cases where the descriptive
attributes are continuous. *is algorithm uses a comparison
of the magnitude of the information gain value of each
descriptive attribute to select the attribute with the largest
gain value for classification. If there are continuous
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attributes are first divided into different zones, i.e., “dis-
cretized”. *e method of “discretizing” continuous attri-
butes is as follows:

Ai � MIN +
MAX − MIN

N
× i, i � 1, 2, . . . , N. (1)

AK, the largest F57C value, is selected as the breakpoint
for this continuous attribute, and the attribute value to
[MIN,AK] and (AK, MAN) interval values is set[18].

S � − 􏽘
I

p
∗
i log pi( 􏼁( 􏼁. (2)

*e information gain described in the paper is the ef-
fective reduction of information entropy, according to which
it is possible to determine what variables at what level to
classify the algorithm in the application by two processes a
training process to derive the classification algorithm, and a
testing process, i.e., to derive the correct recognition rate.
*e experiment is to select about two-thirds of the 17072
valid data, i.e., 11400 as training data and the remaining 5672
as test data.

5. Case Study

5.1. General Materials. Healthy Wistar male rats, SPF class,
50 rats, body weight (120± 15) g, were purchased from the
Guangdong Experimental Animal Center, and the experi-
ments were performed in an SPF class laboratory at 20–25°C,
40%–70% relative humidity, and 10–15 air changes/h.
Resveratrol (purity� 95.1%, HPLC) was provided by Shaanxi
Saide Hi-Tech Biological Co. Ltd. High-fat and high-sugar
feed formula: 0.5% bile salt, 1% cholesterol, 1% egg yolk
powder, 10% lard, 20% sucrose, 67.5% common feed.

5.2. Main Reagents. Trace malondialdehyde (MDA), liver
glycogen, and other measurement kits were purchased from
Nanjing Jiancheng Institute of Biological Engineering;
concentrated sulfuric acid (AR) was purchased from
Guangzhou Chemical Reagent Factory; p-Akt, p-GSK-3β,
GSK-3β, and GAPDH antibodies were purchased from Cell
Signaling, USA; Akt and GCK antibodies were purchased
from Santa Cruz, USA; and streptozotocin (STZ) was
purchased from Sigma, USA.

5.3. Results. Compared with the normal group, the diabetic
humans showed the typical symptoms of diabetes, such as
fasting blood glucose, serum TC, TG, and LDL-C levels, and
the difference was statistically significant (P＜0.05). After
8weeks of treatment, the symptoms of “three more and one

less” in all diabetic groups were improved, and the levels of
fasting blood glucose, TC, TG, and LDL-C were significantly
reduced, and the levels of HDL-C were increased in each
group, and the difference was statistically significant (P＜
0.05) [19]. It is suggested that resveratrol has the effect of
lowering blood glucose and also has a certain effect on lipid
regulation (Table 1).

*e liver of the model group showed a significant de-
crease in liver glycogen content compared with the normal
group, and the difference was statistically significant
(P< 0.05). In the resveratrol and pioglitazone groups, the
liver glycogen content increased significantly compared with
the model group, and the difference was statistically sig-
nificant (P< 0.05) [20].*is suggests that resveratrol has the
effect of significantly increasing the liver glycogen content
and promoting the storage of glycogen in the body, which
not only promotes the utilization of blood sugar but also
plays an important role in preventing the occurrence of
multiorgan complications in the body (Figure 1).

*e level of SOD activity reflects the ability of the body
to scavenge oxygen free radicals, while the level of MDA
content reflects the severity of free radical attack on the
body cells. *e results of SOD activity and MDA content
were used to analyze the ability of the organism to resist
oxygen stress. In the model group, SOD activity decreased
and MDA content increased compared with the normal
group, and the difference was statistically significant
(P< 0.05); in the drug administration group, SOD activity
increased and MDA content decreased compared with the
model group, and the difference was statistically significant
(P< 0.05) [21]. *e effect of the resveratrol group has
significantly improved the level of oxidative stress in the

Table 1: Comparison of glycolipid metabolic indexes in each group after drug administration and treatment (x ± s, n� 8).

Group FBG TC TG LDL-C HDL-C
Normal group 4.52 ± 0.44 1.32 ± 0.19 0.73 ± 0.25 0.27 ± 0.13 0.59 ± 0.04
Model group 24.6 ± 2.31 12.1 ± 0.68 3.48 ± 0.43 7.13 ± 3.65 0.54 ± 0.2
Resveratrol group 14.3 ± 3.4 2.71 ± 0.41 1.08 ± 0.31 0.75 ± .33 0.81 ± 0.12
Pioglitazone group 13.6 ± 3.01 2.42 ± 0.52 0.92 ± 0.49 0.69 ± 0.15 0.91 ± .13
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Figure 1: Effect of liver glycogen content in liver tissue.
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body, thus controlling the occurrence of diabetic compli-
cations (Figure 2).

*e protein expression of phosphorylated Akt was sig-
nificantly reduced in the model group rats relative to total
Akt, and the phosphorylated expression of Akt protein was
inhibited, while resveratrol and pioglitazone could effec-
tively increase the phosphorylated expression level of Akt
protein in the livers of model animals (Figure 3).

*e active form of GSK-3β in the model group, phos-
phorylated-GSK-3β relative to total-GSK-3β protein ex-
pression level, was significantly higher than that in the
normal group, and the difference was statistically significant
(P< 0.05). *e resveratrol group could significantly reduce
the protein expression of p-GSK-3β compared with the
model group, and the difference was statistically significant
(P< 0.05), suggesting that resveratrol could effectively in-
hibit the phosphorylated expression level of GSK-3β protein
in the liver (Figure 4).

*e protein expression level of glucokinase in the model
group was significantly decreased compared with the normal
group, and the difference was statistically significant
(P< 0.05). *e resveratrol group could significantly increase
the protein expression of GCK in the diabetic human liver,
and the difference was statistically significant (P< 0.05). *e
difference was statistically significant (P< 0.05) [22], sug-
gesting that resveratrol could effectively increase the protein
expression level of GCK in the diabetic human liver based on
the activation of liver Akt protein phosphorylation ex-
pression (Figure 5).

In the resveratrol group, the morphology of hepatocytes
was normal, the nuclei were clear, small lipid droplets were
still visible in the plasma of some hepatocytes, and the
boundaries of local cells were unclear. *e hepatocyte cords
were arranged neatly and radially, the hepatic sinusoids were
normal, and some of the hepatic cords were disordered. *e
degree of hepatic steatosis and damage was significantly re-
duced compared with that of the hyperlipidemic diabetic
human model group. In the pioglitazone group, the degree of
hepatic steatosis and damage was reduced compared with that
in the hyperlipidemic diabetic humanmodel group, but a large
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Figure 2: Effect of resveratrol on SOD activity andMDA content in
diabetic human serum.
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Figure 3: Effect of resveratrol on the phosphorylation level of Akt
in diabetic human liver.
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Figure 4: Effect of resveratrol on GSK-3β activity in diabetic
humans.
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Figure 5: Effect of resveratrol on diabetic human glucose kinase
(GCK) protein expression.
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number of fat vacuoles of different sizes and uneven cyto-
plasmic staining were still visible in the hepatocytes (Figure 6).

6. Experimental Results

By using the C4.5 algorithm, the following decision classifi-
cation tree was derived, where N indicates no disease and Y
indicates disease (the main reason for giving this type of
classification decision tree is that the values in the classifi-
cation can be directly observed, such as the blood glucose
value (GLU) of 5.85, as the threshold value of the main
classification is very important, the value tends to be con-
sistent with the medical understanding), as shown in Figure 7.

As shown in Figure 7, a total of 31 nodal parameters
entered into the decision tree accounted for 66% of all

investigated parameters, classified according to the larger
information gain value (information gain value) determined
by this algorithm. Among them, there were 10 node pa-
rameters in the first 5 levels, including age, family history of
diabetes, dietary habits, hyperlipidemia, etc. *e nodal
parameters in the first 10 levels were 30, including ab-
dominal circumference, body weight, blood pressure, and
lipids. *e composition of these parameters tended to be
consistent with the known risk factors in medicine, es-
pecially the threshold value of 5.85 for the classification of
blood glucose, which is of great importance for the
classification of risk factors of diabetes in medicine. Fi-
nally, the classification accuracy was tested by randomly
dividing the given data into two independent sets, i.e., the
training set and the test set, and specifically, 5672 test
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samples were used in the experiment, including 340
diseased samples.

As shown in Figure 8, this is consistent with the domestic
report of Geng [4], and also with the foreign study of Young
et al. [3] in diabetic rats in vivo. And they found that the
cause of the proliferation of diabetic glomerular tract cells
was related to the paracrine secretion of PDGF and bFGF. In
contrast, studies in the commonly used high glucose model
(normal glomerular thylakoid cells in culture stimulated by
high glucose) showed that high glucose promoted ECM
secretion but inhibitedMC proliferation.*is suggests that a
brief high glucose stimulation (a few days) cannot mimic the
glomerular thylakoid cells in vivo (there are other patho-
genic factors besides high glucose, and it is a chronic
pathological process), which also suggests that a diabetic
model followed by MC culture is a good way to study
glomerular thylakoid cells in DM.

7. Conclusions

*e common approaches to knowledge discovery mainly
include techniques such as artificial neural networks, de-
cision trees, genetic algorithms, nearest neighbor algorithms,
rule derivation, fuzzy theory methods, and visualization.
Although almost all data mining techniques can be described
as data-driven rather than user-driven, i.e., the user only
needs to give the data when using these algorithms and does
not have to tell the algorithm what to do and what results to
expect; everything is found by the algorithm itself from the
given servant data. Based on the ID3 algorithm, a variety of
decision tree algorithms have been developed, and the C4.5
algorithm is one of them. It is an extension of the I3
algorithm.
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In order to probe into the impact of high-flux dialysis and hemodiafiltration on patients with chronic rental failure, this paper
selects in total 92 cases with chronic renal failure receiving hemodialysis from November 2018 to July 2021, allocating them into
two groups based on the random table, each with 46 cases. *e control group received hemodiafiltration, the observation group is
given high-flux hemodialysis, and we compared serum inflammatory factor level and antioxidant factor level before and after
treatment, as well as cellular immune factor level (CD3+, CD4+) and humoral immune factor level (IgE) before and after
treatment in the two groups; the renal function, serum total calcium ion level, and serum phosphorus ion level in the two groups
were compared before and after treatment, as well as the proportion of metabolic abnormalities in calcium and phosphorus ion
levels during treatment; the trend of changes in axillary temperature during treatment in the two groups is analyzed. After
treatment, serum inflammatory factor level (hs-CRP & TNF-α) is lower than that in the control group (P< 0.05), antioxidant
factor level (MDA) is lower than that in the control group (P< 0.05), and SOD level is higher than that in the control group
(P< 05). After treatment CD3+ and CD4+ levels in the observation group are higher than those in the control group (P< 0.05).
For patients with chronic renal failure, high-flux hemodialysis is available to better reduce inflammatory response, improve
antioxidant and immune capacity in the body, and help maintain calcium and phosphorus metabolic balance.

1. Introduction

Chronic kidney-related diseases will inevitably result in
rental failure with the end of the course of disease research
[1]. Under the current medical conditions, the most effective
way to improve life quality for patients with chronic renal
failure is kidney transplantation, but which is difficult to find
and expensive, and most patients are still receiving long-
term hemodiafiltration [2]. Studies have said that for those
with chronic renal failure receiving long-term hemodiafil-
tration, combined with exogenous microorganisms and even
endotoxin, immune complexes accumulated in the body by
chronic kidney disease will activate the mononuclear
macrophage system as well as other immune systems,
resulting in the body a long-term obvious state of chronic

inflammatory response and reduced antioxidant capacity
[3, 4]. Long-term hemodiafiltration will also have a certain
impact on the patient immune function, calcium, and
phosphorus metabolism in the body [5].

In recent years, as people increasingly apply PS mem-
brane for high-flux dialysis machine, they can better co-
ordinate the balance between hydrophilicity and
hydrophobicity, effectively improving the compatibleness
between molecular biofilms and blood. In comparison with
the conventional hemodiafiltration in the past, it has a
greater ultrafiltration coefficient, while having a stronger
adsorption capacity, which can better remove the endo-
toxins, inflammatory metabolites, and immuno-complexes
in patients [6]. Although high-flux hemodialysis has been
applied and popularized in patients with chronic renal
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failure, the research on inflammation, oxidative stress, and
immunity of patients after high-flux hemodialysis needs to
be further studied, and no study has been seen on the impact
of high-flux dialysis on changes in body temperature [7].
*erefore, our work mainly explores the clinical effect of
high-flux hemodialysis on patients with chronic renal failure
and its impact on inflammation, oxidative stress, immune
function, and body temperature.

2. Information and Methods

2.1. General Information. Our team selected 92 patients
receiving hemodialysis for chronic renal failure from No-
vember 2018 to July 2021 as our research subjects; they
signed a consent form before joining the experiment, and we
declared for the Ethics board approval.

Inclusion criteria include diagnosed of chronic renal
failure clear and renal failure over 1 year; need to receive
regular hemodialysis; 40–60 years old [8–11].

Exclusion criteria include those who combined with
blood system-borne diseases, malignant tumors, blood-
stream infections, chronic cardiopulmonary dysfunction,
hepatic insufficiency, receiving immunosuppressants
1month before joining the group, allogeneic blood trans-
fusion within 3months before joining, mental illness, during
fever phase for body infection, pregnancy, and lactation
[12–14].

In accordance with random table, we allocated them into
two groups, 46 cases each. Observation group includes 22
male, 24 female, 40–60 years old, average (50.2± 1.5), and
history of chronic renal failure lasting for 1–3 years, average
(2.3± 0.2) [15–17].

Causes are as follows: 10 cases with nephrotic syndrome,
10 cases with obstructive kidney failure, 5 cases with im-
munoglobulin A (IgA) nephropathy, 16 cases with diabetic
nephropathy, and 5 cases with interstitial nephritis.

Control group includes the following: 23 male, 23 fe-
male, 40–60 years old, average (50.3± 1.6), and history of
chronic renal failure lasting for 1–3 years, average (2.4± 0.2).

Causes include the following: 10 cases with renal syn-
drome, 10 cases with obstructive kidney failure, 4 cases with
IgA nephropathy, 16 cases with diabetic nephropathy, and 6
cases with interstitial nephritis. *ere is no statistically
significant difference between the two groups in comparing
sex, age, chronic renal failure history, and causes (P> 0.05).

2.2. Method. All participants received low molecular weight
heparin sodium anticoagulant, with dehydration volume of
3000 to 6000ml/time, and the sodium concentration in
dialysis solution is 14mmol/L, with flow rate set at 500ml/
min. *e control group received hemodiafiltration, using
dialysis machine 4008S and its matched hemodialysis FX80
from Fresenius Medical Care (USA), with the parameters
setting as follows: ultrafiltration coefficient of 59ml/(h
mmHg), filter membrane area of 1.8m2, and blood flow of
200–250ml/min. *e observation group received high-flux
hemodialysis, using dialysis machine 4008B and its matched
hemodialysis 18UC from AsahiKASEI (Japan), with the

parameters setting as follows: ultrafiltration coefficient of
60ml/(h mmHg), filter membrane area of 1.8m2, and blood
flow of 280–360ml/min. Our team performed the above
treatment for 4 h each time every 2 to 3 days.

2.3. Observational Indicators. Our team compared serum
inflammatory factor level and antioxidant factor level before
and after treatment, as well as changes in cellular immune
factor level (CD3+, CD4+) and humoral immune factor level
(IgE) before and after treatment. Later, we compared the
changes in renal function, total serum calcium ion level,
serum phosphorus ion level before and after treatment, as
well as the proportion of metabolic abnormalities in calcium
and phosphorus ion levels during treatment, and analyzed
the trend of changes in axillary temperature and the
remaining clinical manifestations in the two groups after
treatment.

2.4. Standard. Our work is based on the changes in serum
inflammatory factors as the standard, like hypersensitive
C-reactive protein (hs-CRP, ELISA, <100 ng/L) and tumor
necrosis factor-α (TNF-α, ELISA, 5 ng/L–100 ng/L). Oxi-
dative stress indicators included malondialdehyde (MDA,
3.52mmol/L-4.78mmol/L) and superoxide dismutase
(SOD, 0.242 U/L–0.620 U/L). Cellular immune indicators
included CD3+T (flow cytometry, reference value for adult:
955–2860/UL) and CD4+Tcount (flow cytometry, reference
value for adult: 450–1440/0 UL). Humoral immune indi-
cators mainly included IgE (flow cytometry, reference value
for adult: 277 U/ml–759 U/ml); L) and serum creatinine
(reference value for adult: 2.86mmol/L–7.14mmol/L); se-
rum electrolyte level determination included serum total
calcium ions (reference value for adult: 2.08mmol/
L–2.60mmol/L) and serum phosphorus ions (reference
value for adult: 0.97mmol/L–1.61mmol/L). Changes in
body temperature during treatment are represented by
axillary temperature (reference value for adult:
36.0°C∼37.0°C). Clinical manifestations during treatment
mainly included pruritus, renal osteoporosis, nausea and
vomiting, abdominal distention and pain, and restless leg
syndrome.

2.5. Statistical Processing. *rough SPSS 20.0, our team
expressed the data as mean± standard deviation (SD) and
compared the mean between the two groups via t-test, and
the intergroup rate through χ2 test. P< 0.05 mean difference
is significant.

3. Results before and after Treatment

3.1. Comparison of Serum Inflammatory Factor Level and
Antioxidant Factor Level before and after Treatment.
*ere is no statistical significance in comparing serum
inflammatory factor level (hs-CRP &TNF-α) with anti-
oxidant factor level (MDA & SOD) between the two
groups before treatment (P> 0.05). After treatment, se-
rum inflammatory factor (hs-CRP and TNF-α) level in the
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two groups is lower than that before treatment (P< 0.05),
serum inflammatory factor (hs-CRP and TNF-α) level in
the observation group is lower than that in the control
group (P< 0.05), antioxidant factor (MDA) level in the
two groups is lower than that before treatment (P< 0.05),
SOD level is higher than that before treatment (P< 0.05),
antioxidant factor (MDA) level in the observation group is
lower than that in the control group (P< 0.05), and SOD
level is higher than that in the control group (P< 0.05), as
shown in Table 1. Figure 1 is the comparison of serum
inflammatory factor and antioxidant factor levels before
and after treatment.

3.2. Comparison of Cellular Immune Factor Level (CD3+,
CD4+) and Humoral Immune Factor Level (IgE) before and
after Treatment. *e difference between CD3+ and CD4+
levels and IgE level is not significant (P> 0.05); CD3+ and
CD4+ levels are higher than those before treatment
(P< 0.05); IgE level is lower than that before treatment
(P< 0.05). After treatment, CD3+ and CD4+ levels in the
observation group are higher than those in the control group
(P< 0.05) and IgE level is lower than that in the control
group (P< 0.05), as shown in Table 2. Figure 2 presents the
comparison of CD3+, CD4+ levels, and humoral immune
factor IgE level before and after treatment.

3.3. Comparison of Renal Function before andafter Treatment.
*e differences in urea nitrogen and creatinine levels in the
two groups before treatment are not significant (P> 0.05);
urea nitrogen and creatinine levels in the two groups after
treatment are lower than before (P< 0.05); and the levels of
urea nitrogen and creatinine levels in the observation group
after treatment are lower than those in the control group
(P< 00.05), as shown in Table 3. Figure 3 displays the
comparison of renal function before and after treatment
between the two groups.

3.4. Comparison of Serum Total Calcium Ion and Serum
Phosphorus Ion Levels between the Two Groups after
Treatment. *e serum total calcium ion level in serum is
higher than that in the control group (P< 0.05), and the
serum phosphorus ion level is lower than that in the control
group (P< 0.05), as shown in Table 4.

Proportion of hypercalcemia, hypocalcemia, hyper-
phosphatemia, and hypophosphatemia in the observation
group during treatment is lower than that in the control
group (P< 0.05), as shown in Table 5.

3.5. Changes in Axillary Temperature during Treatment in the
Two Groups. *e difference in pretreatment temperature is
not significant (P> 0.05). Axillary temperature during
treatment and after treatment in 30min in the observation
group is normal and higher than that in the control group, as
shown in Table 6. Figure 4 illustrates the axillary temperature
in the two groups during treatment.

3.6. Comparison of Clinical Manifestations 9at Still Existed
after Treatment between the Two Groups. *e proportion of
pruritus, renal osteoporosis, nausea and vomiting, abdom-
inal distension, and pain as well as restless leg syndrome in
the observation group is signally lower than that in the
control group (P< 0.05), as shown in Table 7.

4. The Clinical Result Analysis

Chronic renal failure, a clinically universal nephrology-related
disease, with the progress of renal dysfunction, will result in
metabolic abnormalities in hydrolytic electrolytes and alkaloid
and increase in immunological complexes, inflammatory
factors, endotoxins, and microorganisms. If not timely and
effective treated, it even results in death. At present, giving
hemodialysis to patients with chronic renal failure is the most
effective intervention to prolong the survival time of patients
other than kidney transplantation, in which hemodiafiltration
and high-flux hemodialysis are the most universally applied
methods, both of which have certain clinical efficacy. Among
them, hemodiafiltration is mainly to disperse the impact of
removing metabolic products in the blood but with limited
impact on removing the molecular products in macromolecule
nucleus so that it cannot effectively reduce the body’s in-
flammatory response and improve antioxidant capacity. Long-
term hemodiafiltration also has certain damage to patient’s
immune function. Convection and dispersion are the basic
function mechanism of high-flux hemodialysis, which is
available to remove endotoxins, immune complex and other
medium-molecule and large-molecule substances more effec-
tively than conventional hemodiafiltration, thus improving the
clinical effect.

For patients receiving hemodialysis for chronic renal
failure, the observation group in this work received high-flux
hemodialysis, in comparison with hemodiafiltration given to
the control group. Our team compared the serum inflam-
matory factors, antioxidant factors, CD3+ and CD4+, and
IgE levels before and after treatment of the two groups; we
found that after treatment, inflammatory factors hs-CRP
and TNF-α levels in the t observation group are lower than
those in the control group, antioxidant factor MDA level in
the observation group is lower than that in the control
group, SOD level is higher than that in the control group,
CD3+ and CD4+ levels are higher than those in the control
group, and IgE level is lower than that in the control group.
It is suggested that applying high-flux hemodialysis for
patients with chronic renal failure can more effectively re-
duce inflammatory response, improve antioxidant ability,
and reduce the damage to immune function in comparison
with conventional hemodiafiltration. Additionally, the
changes in renal function before and after the treatment in
the two groups are compared. After treatment, urea nitrogen
and creatinine levels in the observation group are lower than
those in the control group. Although both groups had
improved renal function after treatment, the impact of high-
flux hemodialysis is more pronounced in the observation
group. At the same time, our team compared the total serum
calcium ion and serum phosphorus ion levels after treatment
and the proportion of metabolic abnormalities in calcium
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Table 1: Comparison of serum inflammatory factor level and antioxidant factor level before and after treatment (x ± s).

hs-CRP (mg/L) TNF-α (g/L) MDA (mol/L) SOD (U/L)
Observation group Before treatment 12.5± 1.4 135.6± 10.2 6.6± 0.4 0.4± 0.1

After treatment 6.9± 0.5▲★ 41.2± 4.3▲★ 2.6± 0.1▲★ 1.1± 0.2▲★
Control group Before treatment 12.6± 1.5 135.7± 10.1 6.7± 0.5 0.5± 0.1

After treatment 9.6± 1.1▲ 60.4± 5.1▲ 4.2± 0.2▲ 0.8± 0.1▲
▲ Compared with pretreatment, P< 0.05; ★in comparison with the control group, P< 0.05.
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Figure 1: Comparison of serum inflammatory factor and antioxidant factor levels before and after treatment.

Table 2: Comparison of CD3+, CD4+ levels+, and IgE level before and after treatment x ± s.

CD3+ (%) CD4+ (%) IgE (U/ml)
Observation group Before treatment 24.5± 1.5 14.7± 1.0 475.9± 38.8

After treatment 51.5± 3.5▲★ 42.3± 2.9▲★ 158.7± 12.4▲★
Control group Before treatment 24.6± 1.6 14.8± 1.1 475.8± 38.9

After treatment 40.4± 2.0▲ 25.5± 1.6▲ 323.8± 22.6▲
▲ Compared with pretreatment, P< 0.05; ★in comparison with the control group, P< 0.05.
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Figure 2: Comparison of CD3+, CD4+ levels, and humoral immune factor IgE level before and after treatment.
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and phosphorus ion level during treatment. It is found that
the serum total calcium ion level in the observation
group is higher than that in the control group, the serum
phosphorus ion level is lower than that in the control

group, and the total proportion of hypercalcemia, hy-
pocalcemia, hyperphosphatemia, and hypophosphatemia in
the observation group during treatment is lower than that in
the control group. It is explained that applying high-flux

Table 3: Comparison of renal function before and after treatment between the two groups (x ± s).

Urea nitrogen (mmol/L) Creatinine (mmol/L)
Observation group Before treatment 35.5± 3.8 447.9± 15.2

After treatment 5.8± 0.7▲★ 88.8± 6.3▲★
Control group Before treatment 35.6± 3.9 448.0± 15.3

After treatment 12.5± 2.7▲ 119.8± 18.7▲
▲ Compared with pretreatment, P< 0.05; ★in comparison with the control group, P< 0.05.
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Figure 3: Comparison of renal function before and after treatment between the two groups.

Table 4: Comparison of serum calcium ion level with serum phosphorus ion level before and after treatment (mmol/L, x ± s).

Serum total calcium ion Serum phosphorus ion
Observation group 2.21± 0.04 1.28± 0.04
Control group 1.91± 0.03 1.69± 0.05
T 111.503 43.428
P 0.000 0.000

Table 5: Proportion of metabolic abnormalities in calcium and phosphorus ion levels occurring during treatment in both groups (cases, %).

Hypercalcemia Hypocalcemia Hyperphosphatemia Hypophosphatemia Total occurrence
Observation group 1 0 1 0 2 (4.3%)
Control group 7 2 6 1 16 (34.8%)
χ2 — 11.673
P — 0.001

Table 6: Changes in axillary temperature in the two groups during treatment (°C, x ± s).

Before treatment During treatment After treatment in 30min
Observation group 36.6± 0.3 36.8± 0.2 36.7± 0.2
Control group 36.5± 0.2 35.5± 0.7 36.1± 0.6
T 1.881 12.111 6.434
P 0.063 0.000 0.000
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hemodialysis for patients with chronic renal failure, in
comparison with conventional hemodiafiltration, has a
positive impact on maintaining calcium and phosphorus
metabolic balance, improving the total calcium ion level
after hemodialysis, as well as reducing serum phosphorus
ion level. Moreover, the research also compared the changes
in axillary temperature in the two groups during treatment
and found that the axillary temperature during treatment
and 30min after treatment in the observation group is
normal and higher than that in the control group. It is
suggested that applying high-flux hemodialysis for patients
with chronic renal failure is of great value for maintaining
the body temperature during treatment. Finally, our group
compared the clinical manifestations that still existed after
the treatment in the two groups; it is found that the pro-
portion of pruritus, renal osteoporosis, nausea and vomiting,
abdominal distension, and pain and restless leg syndrome is
signally lower than that in the control group after treatment.
It is further explained that applying high-flux hemodialysis
for patients with chronic renal failure can better improve the
clinical symptoms, ensure the clinical effect, and improve life
quality for patients after treatment in comparison with
conventional hemodialysis.

In the past, the hemodiafiltration used small aperture
membrane and low-flux dialysis machine, with a certain filter
impact on small molecular substances such as uric acid, urea
nitrogen, and creatinine in the blood, but for medium and large
molecular substances, such as inflammatory factors, immune
complex, its filter effect is limited, and long-term repeated
application also has a significant negative impact on immune
function and antioxidant capacity. High-flux dialysis is through

high-flux dialysis machine, using Helixone nanocontrolled
filament dialysis membrane, with higher biocompatibility and
molecular mechanical effect. And, its pore membrane diameter
is relatively large, combinedwith the new cover seamless design,
significantly improves adsorption effect for layer cracking
turbulence substances, and has important value reduce blood
leakage rate. *rough the diffusion-convection-absorption
circulating mode, it effectively filtrates and removes large,
middle, and small molecular toxins in the blood at the same
time. In contrast to conventional hemodialysis, it promotes the
removal range of toxin species in the body to expand, especially
for the effective removal of largemolecular toxins withweight of
32M and above, thus preventing their accumulation, further
reducing kidney load, and improving renal function.

5. Conclusion

Applying high-flux hemodialysis for patients with chronic
renal failure, in comparison with conventional hemodia-
filtration, can better reduce inflammatory response and
improve antioxidant capacity and immunity in the body. It is
conducive to maintaining the calcium and phosphorus
metabolic balance, with a small impact on the body tem-
perature during treatment, thus have a positive impact on
improving clinical symptoms.

Data Availability

*e simulation experiment data used to support the findings
of this study are available from the corresponding author
upon request.
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Figure 4: Axillary temperature in the two groups during treatment.

Table 7: Comparison of clinical manifestations that still existed after treatment between the two groups

Pruritus Renal osteoporosis Nausea and vomiting Abdominal distension and pain Restless leg syndrome
Observation group 11/46 8/46 5/46 7/46 3/46
Control group 28/46 26/46 29/46 20/46 18/46
χ2 12.863 15.116 26.872 8.859 12.094
P 0.000 0.000 0.000 0.003 0.001

6 Journal of Healthcare Engineering



Retraction
Retracted: The Impact of a Knowledge Discovery-Based
Psychoanalytic Intervention in the Treatment of Tuberculosis in
University Students with Different Doses of Isoniazid

Journal of Healthcare Engineering

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Journal of Healthcare Engineering. Tis is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Tis article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. Tis in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and

the research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

Te presence of these indicators undermines our con-
fdence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

Te corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] Z. Xia, Y. Tan, and Y. Yang, “Te Impact of a Knowledge
Discovery-Based Psychoanalytic Intervention in the Treatment
of Tuberculosis in University Students with Diferent Doses of
Isoniazid,” Journal of Healthcare Engineering, vol. 2022, Article
ID 5610469, 8 pages, 2022.

Hindawi
Journal of Healthcare Engineering
Volume 2023, Article ID 9831793, 1 page
https://doi.org/10.1155/2023/9831793

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9831793


RE
TR
AC
TE
DResearch Article

The Impact of a Knowledge Discovery-Based Psychoanalytic
Intervention in the Treatment of Tuberculosis in University
Students with Different Doses of Isoniazid

Zhihui Xia,1 Youping Tan,2 and Yumei Yang 3

1North China Electric Power University Hospital, Health Care Department, Changping, Beijing 102206, China
2Department of Hematology, Guangdong Second People’s Hospital, Guangzhou, Guangdong 510310, China
3Medical and Nursing College, Wuhan Railway Vocational and Technical College, Wuhan, Hubei 430205, China

Correspondence should be addressed to Yumei Yang; meiziyz23@sina.com

Received 21 January 2022; Revised 9 February 2022; Accepted 14 February 2022; Published 21 March 2022

Academic Editor: Hangjun Che

Copyright © 2022 Zhihui Xia et al. +is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Tuberculosis (TB) is an infectious disease that poses a serious threat to the health of the population in China, and TB outbreaks in
universities have aroused great concern in society. Psychological emotions have a large impact on the academic lives of university
students, and nowadays it is not only labour-intensive but also slow to monitor and analyse and deal with the psychology of
university students’ daily lives in a uniform manner. If psychological problems are not detected and given feedback in a timely
manner, they can have a series of negative effects on the individual university student. In this paper, we apply the Bi-LSTMmodel
and the CNNmodel neural network algorithm to learn the text data, and finally have 95.55% and 90.03% accuracy in the sentiment
analysis experiment, respectively, which provides a feasible solution to solve the batch rapid analysis of the psychological changes
reflected in the daily text of university students. Risk communication for TB emergencies should emphasize public participation,
timely release of information about the epidemic, and good monitoring of public opinion.

1. Introduction

Tuberculosis (TB) is a chronic respiratory infectious disease.
It ranks second in China in terms of the incidence of in-
fectious diseases and has become one of the major diseases
that seriously affect the health of the population [1]. In recent
years, the prevention and control of tuberculosis in schools
has attracted a great deal of attention from all sectors of
society, especially from university students, who have a high
incidence of tuberculosis and the potential for outbreaks due
to factors such as relocation, changes in the social envi-
ronment, and increased pressure from studies and em-
ployment [2].

+e important role of risk communication [3] in
emergency situations has gradually been recognized by the
society in recent years. Knowledge discovery is included in
the Ministry of Health document: “Strengthen risk com-
munication and crisis communication. +e importance of

risk communication in daily work and information dis-
semination in the management of emergencies should be
fully recognized” [4]. +e purpose and significance of risk
communication in the management of university tubercu-
losis outbreaks are as follows: in the event of a public health
emergency, focusing on the reactions of all parties to the risk
of disease and disseminating strategic measures for pre-
vention and control by government or health management
departments [5]. +e most important purpose of risk
communication is to build trust between the parties involved
in an epidemic. +is is where risk communication differs
from general mass communication; the establishment and
strength of trust is mutually dependent on the success or
failure of risk communication and ultimately plays an im-
portant role in the development of effective risk decision-
making, risk management, and risk early warning [6].

In the case of university TB outbreaks, the role of risk
communication is to enable universities, education
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authorities, health authorities, students, staff, parents, the
media, and the public to understand the facts of the incident,
form a common understanding, establish a relationship of
mutual trust, and work together to overcome risks. Risk
communication is an integral part of the management of a
TB outbreak and is important for the effectiveness of the
management measures [7].

Identify the stakeholders in the management of a TB
outbreak at the university so as to define the scope for the
selection of communication targets. Risk communication
can be divided into the following: internal communication,
media communication, and public communication [8–10].
Internal communication is mainly aimed at medical and
nursing staff, disease prevention and control staff, and health
administration staff. Health administrative departments are
responsible for organising internal communication, clari-
fying their respective responsibilities and scope of work in
epidemic management, and coordinating conflicts, while
medical workers should make full use of their professional
advantages to audit the accuracy of the information released
[11].

Sentiment analysis [12], also known as sentimental
disposition analysis, is a direction of natural language
processing, which is the process of analysing, generalizing,
and reasoning through subjective texts with emotional
overtones. In recent years, the development of the Internet
has brought a large amount of data, making the advantages
of natural language processing in terms of extracting fea-
tures, classification speed, etc., increasingly significant. It is
widely used in areas such as bulk user prediction and
opinion induction. Deep learning is a type of machine
learning that analyses and predicts data by using multiple
nonlinear transformation structures to abstract the data at a
higher order from large amounts of data. Convolutional
neural network (CNN) [13] has been improved from image
recognition and speech recognition to natural language
processing in recent years and has achieved great success in
processing short segments of speech. Gradient disappear-
ance is based on bidirectional processing that can be ana-
lysed in conjunction with the context. In this paper, we
compare and analyse the advantages and disadvantages of
Bi-LSTM models and CNN models, and find a number of
feasible features [14].

2. Theoretical Background

+e dissemination of health information in advance will not
only give all parties at the university sufficient time to make
psychological adjustments in the event of an epidemic, but
will also prepare public opinion and lay the groundwork for
prevention and control of the epidemic in advance [15]. A
good system of morning and afternoon check-ups and in-
formation sharing on the management of student sick leave
registration should be implemented, and information be-
tween the universities should be shared.

+e establishment of daily communication channels and
mechanisms for health information between doctors and
class teachers, between class teachers and class cadres, and
between department heads and university leaders also has a

positive effect on the early detection and reporting of epi-
demics, while the development and rehearsal of emergency
plans should also incorporate risk communication to lay a
good foundation for public health emergency work [16].

After a university tuberculosis outbreak, risk com-
munication should be closely focused on the actual aspects
and specific measures of university tuberculosis outbreak
management, in line with the implementation of various
prevention and control measures [17]. +e development of
strategies for risk communication in university TB epi-
demics; the timely release of epidemic information in
university TB epidemic management; risk communication
should also do a good job of monitoring public opinion
and using monitoring data as an important basis for
strategy development; paying attention to the amount of
information released and the frequency of information
release; and risk communication should make use of all
possible means of communication. +e epidemic man-
agement always also needs to deal with the following two
contradictions: first, dealing with the timeliness and ac-
curacy of risk; and second, the contradiction between
timeliness and accuracy of information dissemination. On
the basis of timeliness, acknowledging the uncertainty of
the development of the epidemic, efforts should be made to
ensure the relative accuracy of information in order to
avoid filling the information vacuum before the release of
“official” information with misinformation on the one
hand, and to leave room for future policy adjustments on
the other [18].

3. Related Technologies

3.1.WordVectors. Computer deep learning requires the text
to be segmented and then transformed into a vector form.
One-hot representation [19] represents a word as a vector of
length equal to the size of the lexicon, with only one padded
1 on the vector, indicating the position in the lexicon, and all
the rest padded 0. +e Euclidean distance between each
vector is √2. One-hot encoding is simple to set up, but
results in slow training due to an explosion of parameters in
the text. One-hot encoding is simple to set up, but results in
an explosion of parameters in the text, which leads to slow
training. Moreover, discrete representation cannot represent
the relationship between two words, and each word is
isolated from each other, resulting in the inability to dis-
tinguish between synonyms in natural language processing
work [20].

3.2. Neural Network Models. Neural networks are machine
learning algorithms that mimic the human brain and are
highly expressive and good fits for data. By setting up
multiple hidden layers, it can automatically learn from the
bottom features of the training data to the top features, as
shown in Figure 1 [21].+e expression of the neural network
is as follows:

y � NN(x), (1)

where x is the input vector, and y is the task-related output.

2 Journal of Healthcare Engineering



RE
TR
AC
TE
D

4. Models in This Paper

+emodel will be trained by the above process to obtain the
final neural network parameters suitable for the needs of this
paper. (1) +e text is transformed into one-hot encoding
using Python’s Jieba library; (2) the one-hot encoding is
pretrained by word2vec and transformed into word em-
bedding vectors as input to the neural network; (3) the
model is trained by Bi-LSTM network or CNN model to
obtain; and (4) multiplying by fully connected layers and
multiclassifying by software function to obtain sentiment
tendency results. In this paper, we summarize the com-
parison between Bi-LSTM and CNN models on the basis of
this process, as shown in Figure 2.

5. Case Studies

5.1. Information. In this study, 85 patients with TBM with
mild anxiety symptoms admitted to our hospital between
August 2016 and August 2019 were selected as the main
study subjects. Inclusion criteria were as follows: patients
with meningeal enhancement on cranial CT or MRI, con-
firmed by cerebrospinal fluid (CSF) and clinical features, and
meeting the diagnostic criteria for tuberculous meningitis in
the 2003 edition of Tuberculosis [22]; with a mean SAS score
of 54.67± 1.85 and a mean SDS score of 57.31± 1.60. 42
patients had different degrees of headache, 42 patients had
increased cranial pressure, and 40 patients had meningeal
irritation.

Patients in both groups were treated according to the
WHO recommended antituberculosis quadruple regimen
and given oral paroxetine tablets at 20mg/d, which could be
increased to 40mg/d depending on the patient’s condition.
INH 200mg+ dexamethasone 5mg intrathecally in the low-
dose group and INH 200mg+ dexamethasone 5mg in the
high-dose group.

Intrathecal injections were administered at the time of
infusion. Once a week, the number of injections was ad-
justed according to the level of cerebrospinal fluid bio-
chemical parameters. Both groups were treated
continuously for 3 months, and the treatment effects were
compared.

According to the modern hospital practice, the effect of
TBM treatment in this study was evaluated [23, 24]. Clinical
signs and symptoms of TBM improve slightly, and CSF
levels improve to some extent on cerebrospinal fluid ex-
amination, but are not satisfactory.

6. Results

At the end of 3months of treatment, the clinical efficacy was
evaluated according to the “Modern Hospital Treatment
Practice.” 18 cases were clinically cured, 12 cases were ef-
fective, 7 cases were effective, and 5 cases were ineffective in
the small-dose group; 21 cases were clinically cured, 15 cases
were effective, 6 cases were effective, and 1 case was inef-
fective in the high-dose group. +e total effective rate of the
high-dose group was 97.67% (42/43), higher than that of the
small-dose group, which was 88.10% (37/42) (χ2� 0.9417,
P< 0.05).

6.1. Comparison of SAS and SDS Scores between the Two
Groups. After treatment, the SAS and SDS scores of patients
in both groups were significantly lower than before, and the
scores of patients in the high-dose group were significantly
lower than those in the low-dose group (P< 0.05), as shown
in Table 1.

Before treatment, there was no statistically significant
difference in the cell count, chloride level, protein content,
and glucose of the cerebrospinal fluid between the two
groups (P> 0.05). After treatment, the cell count, chloride
level, protein content, and glucose in both groups improved
significantly compared with before, and the improvement in
biochemical indexes was better in the high-dose group than
in the low-dose group (P< 0.05), as shown in Table 2.

During the treatment period, one case each of electrolyte
abnormality, mild liver injury, and mild peripheral neuritis
occurred in the low-dose group; two cases of electrolyte
abnormality, and one case of mild hearing impairment, one
case each of mild peripheral neuritis and liver injury oc-
curred in the high-dose group.+e incidence of drug-related
adverse reactions was 9.30% in the high-dose group and
7.14% in the low-dose group, with no statistically significant
difference (x2 �16910, P> 0.05).

7. Experiment

7.1.Experimental Setup. In this paper, the dataset is obtained
from the public dataset of IMDB, with 50,000 items and a
positive to negative sample ratio of 1 :1. After preprocessing,
it is divided into a training set of 20,000 items, a develop-
ment set of 5,000 items, and a test set of 25,000 items. +e
training set was used to train the neural network model.
+en, the data from the development set were used for
model selection and parameter tuning, and finally, the test
set was used to evaluate the generalisation ability of the
model [25, 26].

+e experimental parameters directly affect the experi-
mental results of the models. In this paper, we compare the
number of hidden layers, the optimisation function, the
dropout, filter size, and filter number of the CNN for

W (t) sum
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W (t+1)

W(t+2)

Input layer
Mapping layer

Output layer

Figure 1: Skip-gram model.
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different Bi-LSTMs after repeated experiments to arrive at
the optimal initial parameters for the two models. Table 3
shows the parameters of the Bi-LSTM, and Table 4 shows the
parameters of the CNN.

7.2. Experimental Results. +is paper not only compares the
accuracy of the Bi-LSTM and CNN models, but also trains
the classical RNN model and the LSTM model to help
analyse the strengths and weaknesses of the models for the
application in this paper.+e experimental results are shown
in Table 5.

It can be seen that the Bi-LSTM has a better result than
the LSTM in terms of contextual analysis and a 5.52% higher
accuracy than the CNN model. +e prediction is that CNN
does not have a high accuracy rate in the analysis of long
passages due to the varying sentence lengths in the dataset.
+e LSTM is better than the RNN but still cannot make
accurate predictions due to the inability to incorporate the
following content.+e results of this paper indirectly suggest
that the daily textual expressions of university students are
scattered among the segments, which is likely to be missed if

manual analysis is conducted. +e 95.55% accuracy of Bi-
LSTM is good enough for batch text processing [27, 28].

+is paper presents a comparative study of the perfor-
mances of Bi-LSTM models, CNN models, and traditional
neural network models to solve the psychological problem of
batch analysis of university students. A feasible solution is
proposed for the back analysis of daily texts of university
students. For daily sentiment analysis, this paper starts with
the natural language processing aspect of text, but can also
be evaluated comprehensively with various aspects such as
image and speech processing. In the future, the image lit-
eracy algorithm will be invoked to filter out some suitable
computational nodes and then sort them so as to select an
optimal node host, as showed in Figure 3 Different senti-
ment analysis effects.

+e performance test is based on the response time and
throughput of creating one virtual machine instance and the
maximum number of virtual machines that can be suc-
cessfully created by a single server, as shown in Figure 4.

In the current environment, up to 32 virtual machines
can be created; it takes 320s to create the first instance of a
virtual machine, and thereafter about 15 to 20 s to create

...

...

Full
connection

layer
Emotional
tendency

Output
layer

...

...

...

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

Depression
reservoir

... ... ...

...

... ...

... ...

...

... ... ...

Embedding
layer

Word2vec

...

...

Input
layer

ę

ę

Figure 2: Flowchart of our model.

Table 1: Comparison of SAS and SDS scores before and after treatment between the two groups (x ± s, scores).

Group Number of cases
SAS score SDS score

Before treatment After treatment Before treatment After treatment
Low-dose group 42 54.67± 1.85 44.92± 1.67 57.31± 1.6 43.27± 1.55
High-dose group 43 54.62± 1.81 39.33± 1.65 57.29± 1.59 36.81± 1.56

Table 2: Comparison of cerebrospinal fluid biochemical indicators between the two groups before and after treatment (x ± s).

Group Number
of cases

Cell count (106/L) Chloride level (mmol/L) Protein content (g/L) Glucose (mmol/L)
Before

treatment
After

treatment
Before

treatment
After

treatment
Before

treatment
After

treatment
Before

treatment
After

treatment
Low-
dose
group

42 436.25± 55.19 177.49± 39.92 97.71± 10.31 102.99± 10.54 6.65± 1.27 4.88± 1.19 1.11± 0.25 1.49± 0.28

High-
dose
group

43 436.33± 55.26 115.07± 36.22 98.75± 5.66 97.78± 10.29 116.43± 10.63 6.67± 1.28 1.12± 0.24 1.94± 0.29
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virtual machines of the same image, as shown in Figure 5 for
mental comfort when creating virtual machines in bulk. +e
first virtual machine takes longer as it needs to be found and

copied when it is created. After the first VM is created, VMs
are created quickly and the time remains relatively constant
[29].

Table 3: Bi-LSTM parameters.

Parameter Value Parameter Value
Batch size 64 Learning rate 0.001
Unit num 32 Loss function Cross entropy
Bi-LSTM 32 Optimization function Random gradient descent
Epoch 6 Word vector dimension 256
Activation function LeakyReLU

Table 4: CNN parameters.

Parameter Value Parameter Value
Filter size 3∗ 3 Dropout rate 0.5
Number of filters 100 Epoch 6
Activation function ReLU L2 3
Pooling method Max Word vector dimension 256

Table 5: Comparison of experimental results.

Model Acc
Bi-LSTM 95.55
CNN 90.03
LSTM 85.07
RNN 81.33

Selected GMM: full model, 2 components
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Figure 3: Effect of different sentiment analysis.
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8. Discussion

Modern medicine has confirmed [30] that TBM is highly
infectious, disabling, and fatal, and that if intervention is
not timely during the acute phase, it can easily turn into
chronic meningoencephalitis, with pathological changes
such as basal ganglia exudate and hydrocephalus causing

lesions to be deposited at the base of the skull and
eventually causing permanent neurological complica-
tions, especially when symptoms of parenchymal damage
appear at 4–8 weeks of onset, manifesting as mental de-
pression, apathy, indifference, delirium, or delusions.
Delirium or delusions, and even varying degrees of
anxiety, depression, lethargy, confusion, or partial
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epilepsy. +erefore, treatment of patients with TB men-
ingitis with anxiety and depression should be initiated
early with antituberculosis and antianxiety and depres-
sion treatment.

Isoniazid (INH), a commonly used antituberculosis
drug, can rapidly penetrate the blood-brain barrier and
penetrate into the cerebrospinal fluid regardless of
whether the patient has meningitis. Modern pharmaco-
genetics studies have shown that high concentrations of
INH can kill Mycobacterium tuberculosis in the repro-
ductive phase and that it is equally effective against
Mycobacterium tuberculosis in the stationary phase if the
blood concentration is increased or the contact time with
the bacteria is prolonged. In this study, the total effective
rate was 97.67% (42/43) in the high-dose group, which
was higher than the total effective rate of 88.10% (37/42) in
the low-dose group (P< 0.05). It was suggested that the
INH 200mg + dexamethasone 5mg regimen was more
effective than the INH 100mg + dexamethasone 5mg
intrathecal injection, which was generally consistent with
the results of [25] studies.

+e mental status of patients with TBM is closely re-
lated to tuberculosis intoxication, meningeal irritation,
increased cranial pressure, cerebral nerve injury, and brain
parenchymal damage. INH was considered the first anti-
depressant, but was withdrawn from the market because of
its high hepatotoxicity [27]. In this study, both treatment
regimens reduced the SAS and SDS scores of patients after
treatment, but the high-dose group reduced the SAS and
SDS scores to a greater extent than the control group
(P< 0.05), suggesting that oral paroxetine tablets combined
with intrathecal INH could significantly improve the pa-
tients’ mental status.

In conclusion, INH 200mg intrathecal injection com-
bined with paroxetine tablets significantly improved the
mental status, cerebrospinal fluid cell count, chloride level,
protein level, and glucose level in patients with TBM with
anxiety and depression, which is important in improving the
prognosis.

9. Conclusion

+e university will play an important role in the man-
agement of the tuberculosis epidemic. With the substantial
increase in computer computing power, deep learning
natural language processing can help people analyse and
solve previously unsolvable problems in productive life.
Psychological emotions have a large impact on the aca-
demic lives of university students. Nowadays, unified
monitoring and analysis of the psychology of university
students’ daily lives is not only labour-intensive but also
slow. +is paper applies the Bi-LSTM model and CNN
model neural network algorithm to learn text data, and
finally has a 95.55% and 90.03% accuracy rate, respec-
tively, in the sentiment analysis experiment, which pro-
vides a feasible solution to solve the batch rapid analysis of
the psychological changes reflected in the daily text of
university students.
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[3] J. F. Garćıa-Goez, G. A. Munera, V. Rojas, R. Pacheco,
J. A. Cayla, and J. M. Miro, “Tuberculosis in recipients of
solid-organ transplants during 1995–2015 in Cali, Colombia,”
8e International Journal of Tuberculosis and Lung Disease,
vol. 21, no. 11, pp. 1155–1159, 2017.

[4] M. Smolovic, D. Pesut, M. Bulajic, and M. Simic, “Knowledge
and attitudes towards tuberculosis in non medical students
University of Belgrade,” Pneumologia, vol. 61, no. 2, pp. 88–91,
2011.

[5] A. Manoharan, V. G. Chellaiyan, J. Maruthappapandian, and
F. Liaquathali, “Impact of educational intervention on the
tuberculosis knowledge among the medical students, Chen-
nai,” International Journal of Community Medicine and Public
Health, vol. 6, no. 12, Article ID 5317, 2019.

[6] D. M. Castaeda-Hernández, A. Mondragón-Cardona,
C. F. Campo-Betancourth, and D. Tobon-Garcia, “Impact of a
training activity in knowledge, attitudes and perceptions on
tuberculosis of medical students from the University of
Risaralda, Colombia,” Gaceta Medica de Caracas, vol. 120,
no. 1, pp. 40–47, 2012.

[7] B. J. Cohler and D. H. Friedman, “Guidelines: updated
guidelines for the use of rifamycins for the treatment of tu-
berculosis in HIV-infected patients taking protease inhibitors
or non-nucleoside reverse transcriptase inhibitors,” Southern
African Journal of HIV Medicine, vol. 13, no. 2, pp. 237–254,
2005.

[8] K. Dua, V. K. Rapalli, S. D. Shukla et al., “Multi-drug resistant
Mycobacterium tuberculosis & oxidative stress complexity:
emerging need for novel drug delivery approaches,” Bio-
medicine & Pharmacotherapy, vol. 107, pp. 1218–1229, 2018.

[9] G. F. Araj, R. S. Talhouk, L. Y. Itani, W. Jaber, and
G.W. Jamaleddine, “Comparative performance of PCR-based
assay versus microscopy and culture for the direct detection of
Mycobacterium tuberculosis in clinical respiratory specimens
in Lebanon,” International Journal of Tuberculosis & Lung
Disease, vol. 4, no. 9, pp. 877–881, 2000.

[10] E. Shorter, “Anxiety: a short history by allan V. Horwitz,”
Bulletin of the History of Medicine, vol. 88, no. 2, pp. 375-376,
2014.

[11] O. Bottasso, Y. M. L. Ba, H. Besedovsky, and A. del Rey, “+e
immuno-endocrine component in the pathogenesis of tu-
berculosis,” Scandinavian Journal of Immunology, vol. 66,
no. 2-3, pp. 166–175, 2010.

[12] J. R. Furnal, “Film, lacan and the subject of religion: a psy-
choanalytic approach to religious film analysis - by steve
nolan,” Reviews in Religion and 8eology, vol. 18, no. 1,
pp. 117–120, 2011.

Journal of Healthcare Engineering 7



Retraction
Retracted: Application of a Nursing Data-Driven Model for
Continuous Improvement of PICC Care Quality

Journal of Healthcare Engineering

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Journal of Healthcare Engineering. Tis is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Tis article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. Tis in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and

the research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

Te presence of these indicators undermines our con-
fdence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

Te corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] J. Zhou and L. Wang, “Application of a Nursing Data-Driven
Model for Continuous Improvement of PICC Care Quality,”
Journal of Healthcare Engineering, vol. 2022, Article ID
7982261, 8 pages, 2022.

Hindawi
Journal of Healthcare Engineering
Volume 2023, Article ID 9764290, 1 page
https://doi.org/10.1155/2023/9764290

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9764290


RE
TR
AC
TE
DResearch Article

Application of a Nursing Data-Driven Model for Continuous
Improvement of PICC Care Quality

Juzhen Zhou1 and Lihua Wang 2

1Department of Oncology,Dushu Lake Hospital, Soochow University, Suzhou 215000, Jiangsu, China
2Department of Oncology, %e First Affiliated Hospital of Soochow University, Suzhou 215000, Jiangsu, China

Correspondence should be addressed to Lihua Wang; lemonwlh2@sina.com

Received 18 January 2022; Revised 10 February 2022; Accepted 24 February 2022; Published 19 March 2022

Academic Editor: Man Fai Leung

Copyright © 2022 Juzhen Zhou and Lihua Wang. *is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

A PICC catheter maintenance network was established and managed to monitor the maintenance of catheters in placed patients
throughout the process, providing homogeneous PICC catheter continuity of care for patients. Model-driven thinking is an idea
for simulation system development. Model-driven architecture (MDA) is a design methodology that implements model-driven
thinking and is widely used in simulation system development. Based on the requirements of nursing, the data-driven model is
mainly divided into interface layer and functional service layer; this study adoptsMDA technology which can detach the functions
of the system from the platform, based on domain knowledge, and the metamodel adopts XSD-based data model to generate the
PIM model, which is stored in the model library. *e results showed that the number of nurses at maintenance sites increased
from 79 to 232, the PICC placement rate for oncology patients increased from 35.0% to 76.0%, the nurse maintenance operation
pass rate increased from 53.9% to 88.4%, and the maintenance default rate decreased from 40.0% to 10.9%.

1. Introduction

Peripherally inserted central catheters (PICC) are catheters
placed via peripheral venous puncture into the superior or
inferior vena cava at the tip. PICCs are widely used in clinical
practice because they can avoid repeated punctures, reduce
patient pain, reduce the occurrence of mechanical phlebitis,
reduce the impact of chemotherapeutic drug extravasation
on peripheral vessels, are simple and safe to operate, and
provide intravenous access to oncology patients for me-
dium-to long-term chemotherapy [1]. Catheter maintenance
needs to be performed locally, and if timely and correct
PICC maintenance cannot be achieved during discharge, it
will cause complications such as blockage, phlebitis, and
infection and prolong the PICC retention time, resulting in
an increased rate of unplanned extubation [1].

PICC catheters have important application value for
patients who need to receive long-term treatment such as
intravenous injection, which can effectively reduce the
number of venipuncture of patients, thus appropriately

reducing the pain caused by frequent punctures and to a
certain extent reducing the workload of nursing staff [2],
which has high feasibility and efficiency in clinical care.
However, in the actual application, patients are prone to
various accidents during intubation, resulting in adverse
events and complications, which have a serious impact on
their therapeutic effects and physical and mental health.
*erefore, continuous quality improvement of care during
PICC placement is necessary and has a positive clinical effect
on the effectiveness and safety of clinical treatment [3].

PICC not only effectively avoids direct contact between
drugs and arm veins but also has become an important way
of clinical treatment and parenteral nutrition because of its
simple operation, easy maintenance, and long retention time
[4]. However, in practice, improper care is likely to lead to
the occurrence of accidents such as catheter blockage and
dressing dislodgement, resulting in complications such as
prolonged retention time and mechanical phlebitis, which
seriously affects the clinical treatment of patients [5]. In this
study, we applied the management method of intravenous
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therapy care team to the continuous quality improvement of
PICC care, and the results showed that the observation
group had a significantly higher rate of successful primary
puncture and a significantly shorter retention time and
lower complication rate than the control group. *is shows
that the intravenous therapy nursing team has significant
application effect in continuous improvement of PICC
nursing quality and is worth promoting [6].

As a typical nursing information application system, the
development of simulation software for nursing data-driven
model faces many problems such as uncertain requirements
and rapid changes in the application environment [7], and
new software development ideas and methods need to be
explored. At present, the range constructs multiple sets of
nursing data-driven models, which are applied to different
simulation implementation platforms, such as RT-Space
platform and DWK platform [8], resulting in serious waste
of resources and increasing many repetitive tasks, and the
main reason for this phenomenon is because the system does
not have portability and reusability [9].

*erefore, in order to ensure the effectiveness and safety
of PICC treatment, this study applies the intravenous
therapy care team to the continuous improvement of PICC
care quality and discusses the effect of its application.

2. Knowledge Background

2.1. PICC Catheter Maintenance Behavior. After the place-
ment of PICC catheters, catheter maintenance can take
several to dozens of times and weeks [10], and the safety and
standardization of catheter maintenance is related to the
length of catheter retention. Many patients need to travel
long distances to return to our hospital for catheter main-
tenance after catheter placement, so it is especially important
to establish a PICC maintenance site for patients nearby.

*e regional collaborative care model of PICC main-
tenance, which was found during the preliminary piloting
process, is a phased establishment of an integrated urban-
rural PICC maintenance network, which, on the one hand,
facilitates maintenance in the vicinity of patients (the return
maintenance rate decreased from 71.9% in 2014 to 29.2% in
2017), and on the other hand, reduces catheter maintenance
costs, reduces discomfort caused by long-distance travel,
alleviates patient pain, and protects patient safety. For
medical workers, it can realize the rational division of
nursing work, improve work efficiency, enhance operational
skills, decrease the rate of missing PICC maintenance
(P< 0.01), increase the rate of qualified PICC maintenance,
increase team cohesion, and improve nursing quality; for
hospitals, it can reduce the incidence of nursing disputes,
improve the rate of PICC placement, improve patient sat-
isfaction, and enhance the overall brand image of hospitals;
for society [11], it can reduce the incidence of nursing
disputes, improve the rate of PICC placement, and improve
the overall brand image of hospitals. For the hospital, it can
reduce nursing disputes, improve PICC placement rate,
improve patient satisfaction, and enhance the overall brand
image of the hospital; for the society, it can effectively build a
medical regional collaboration network, provide a reference

for subsequent medical regional collaboration, alleviate the
problem of concentration and uneven distribution of
medical resources today, and achieve a win-win situation for
both economic and social benefits [12].

2.2. PICC Maintains Regional Collaborative Care Model.
Facilitating catheter maintenance for patients between
treatments PICC reduces the number of venipunctures,
avoids PICC has been widely accepted and used by oncology
chemotherapy patients because it reduces the number of
venous punctures, avoids damage to blood vessels from
extravasation of chemotherapy drugs, reduces patients’
psychological stress, and provides a safe intravenous access
for treatment [13]. And the maintenance of catheters is
related to whether patients can safely complete their
treatment. *e use of online platforms such as WeChat can
strengthen the connection between nurses and between
nurses and patients and ensure the continuity of care [14].
Before the catheter is placed, the PICCmaintenance network
allows for quick and easy access to the location of each
maintenance site and informs patients of the maintenance
site near their place of residence; after the catheter is placed,
patients can receive efficient and standardized homogeneous
nursing services at the nearest maintenance site through the
regional nursing collaboration model, saving patients’ time
and expenses such as travel and accommodation costs so
that patients can enjoy “home” maintenance services. At the
same time, patients can enjoy “doorstep” maintenance
services, reduce their economic burden and psychological
pressure, receive homogeneous services, reduce the risk of
catheter-related complications, indirectly promote their
physical recovery, and meet the needs of discharged patients
for extended care services [15, 16], which is a safe and
feasible nursing service model. *is model improves patient
satisfaction and win-win situation for both nurses and pa-
tients and promotes the development of the out-of-hospital
care model [17].

2.3. PICC Maintains Regional Collaborative Care Model.
*e regional resource allocation was optimized by building a
PICC maintenance network, leading from point to point,
expanding the coverage of PICC maintenance to a certain
extent, and breaking through the limitations of the original
method; at the same time, through the development of
relevant systems, the workflow of nurses at maintenance
points was standardized, their knowledge of PICC was
strengthened, the safety of nursing services was ensured, the
qualification rate of catheter maintenance was improved,
and the maintenance of catheters was improved. Quality
prolongs the service life of PICCs, promotes the clinical
application of PICC technology in oncology chemotherapy
patients, and promotes the development of PICC specialist
nurses [18]. In addition, the use of this nursing model has
saved nurses’ PICC maintenance time in tertiary hospitals,
allowing nurses to have more energy to take care of inpa-
tients, further improving inpatient satisfaction, enhancing
the quality of departmental care and the overall image of
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hospitals, and also promoting the promotion of the graded
diagnosis and treatment system.

3. Data-Driven Model Development Ideas

As a typical nursing information application system, the
development and exploitation of its simulation software
faces many problems such as uncertain requirements and
rapid changes in the application environment [5], and new
software development ideas and methods need to be ex-
plored. At present, the range constructs multiple sets of
nursing data-driven models, which are applied to different
simulation implementation platforms, such as RT-Space
platform and DWK platform, resulting in serious waste of
resources and increasing many repetitive tasks, and the
main reason for this phenomenon is because the system
does not have portability and reusability. *e application of
data model-driven development technology can realize the
separation of application logic and underlying changes of
the care data-driven model and increase the reuse of ap-
plication logic and even application subsystems at large
granularity, thus enhancing the adaptability and change-
ability of the software system and realizing that one
modeling can be applied to different technical environ-
ments [7].

*e requirements of the nursing data-driven model are
mainly divided into the interface layer and the functional
service layer. In this study, MDA technology can be used
to detach the functions of the system from the platform,
based on domain knowledge, and the metamodel is used
to generate PIM models based on the XSD data model,
which is deposited in the model library. *e models
proposed in the model library can all be mapped to dif-
ferent platforms, including RT-Space platform, DWK
platform, HLA, and other specific platforms, and realize
automatic code generation and rely on component
technology to finally realize the development of the whole
system; the main implementation framework is shown in
Figure 1.

*e combat system interface protocol-aided design tool
was introduced in [6], which proposed a model-driven
approach by converting the stored relevant combat system
interface protocol unit data into an XML schema file (XSD).
*erefore, the realization of a data model-centric simulation
system development method in the MDA environment and
the construction of a care data-driven model data model is a
very important element.

4. Nursing Data-Driven Model

*e nursing data-driven model is a very complex system,
and the data model of the system plays a crucial role in
the simulation development. During the development of
the system using a model-driven approach, modifications
to the data model can be automatically reflected in all
phases of the design, such as updating system object
properties, updating system interface protocols, updating
the simulation model, and updating the implementation
code of the simulation system.

4.1. XSD-Based System Data Model. In the development
process of the nursing data-driven model, even though there
is a better top-level design, the system design will still be
adjusted as the user needs keep changing, the interface will
keep changing, and the interface parsing needs to be ad-
justed significantly. *e use of XML Schema definitions
(XSD) to build the data model can solve the problem of
adapting to such interface changes in the system develop-
ment process, in order to improve the system development
efficiency, reduce development costs, and make the interface
with strong adaptability.

For the information units and related data fields defined
in the nursing data-driven model interface protocol, the
XSD is used to build a data model, which mainly describes
the basic information of the model, the data types, and the
component information of the model and describes the
structural relationships between the information elements
and the detailed information used to constrain each element,
for example, the name, type, length, maximum value, and
minimum value of the data fields. *e information structure
of the nursing data-driven model data model is shown in
Figure 2.

4.1.1. Model Basic Information. *e basic information of the
model describes the management class information such as
the name of the nursing data-driven model simulation
program model in English, the development language of the
model, and the model development platform, and its in-
formation structure is shown in Figure 3.

4.1.2. Model Component Information. Model component
information describes model information such as model
component description information, desired initialization
parameters, attribute class input information, attribute class
output information, event class input information, and event
class output information of the care data drive model. *e
information structure is shown in Figure 4.

Among them, thought initialization information is used
to describe the inherent properties of the simulation objects,
such as the heading and speed of the target trajectory object
of the care data-driven model. Attribute class information is
used to describe the object class information of the inter-
action between simulation objects, such as the target tra-
jectory information reported by radar. Event class
information is used to describe the interaction class infor-
mation between simulation objects, such as hard weapon
target indication messages and radar status reporting
messages [14].

4.2. Application of the Data Model in Interface Description.
Combined with SOA thinking, the concept of service is
introduced. A service can accept requests and send re-
sponse results, and the format of the received request
messages and the feedback response messages are defined
from the XSD-based data model. When implementing a
specific service, the distribution of that service over the
network needs to be bound to a specific network
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communication protocol. *e data model mainly describes
the format and content of the messages in the interface, but
it is necessary to add a description of the service interface
information, i.e., a description of the operation, port, and
protocol binding information.

5. A Data-Driven Model Approach to Nursing
Data-Driven Model Development

Generally speaking, software code can be divided into three
parts: generic code, personality code, and structural repet-
itive code. In the nursing data-driven model simulation
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Figure 1: Block diagram of the simulation development of the nursing data-driven model.
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software, the generic code is the basic code that contains the
basic framework of the software and implements the sim-
ulation system; the personalized code is the code that im-
plements the specific functions of the nursing data-driven
model, and the structural repetitive codemainly contains the
code that describes the specific format of the nursing data-
drivenmodel informationmessages and themessage parsing
procedure, and through further research, it is found that this
part of the code is the structural repetitive code which
contains code that describes the specific format of the
nursing data-driven model messages and the message
parsing procedure.

In the previous sections, the data model of the nursing
data-driven model describes mainly the information related
to messages. During the development process, there will be
many structural repetitive codes in the nursing data-driven
model, which can be generated by the conversion of the data
model of the system. By establishing a mapping relationship
between the data model and the structural repetitive codes
and applying model-driven ideas to guide the automatic
generation of this part of the code, the development effi-
ciency of the nursing data-driven model can be greatly
improved.

5.1. XSD-Based Message Parsing Code Generation. In order
to realize the data-driven model code development, it is
actually the realization of the conversion from PIM to actual
code in MDA idea.

*e XML file is defined in a tree-like structure, which is
characterized by good structure and facilitates program
analysis, and can be processed by tree traversal and gen-
eration algorithms. In order to improve the efficiency of the
interface code development, the idea is based on the one
shown in Figure 5. After reading the XSD file, the XSD file
structure is first analyzed and the parsing code is generated
according to the file structure.

5.2. PIM to PSM Conversion. *e platform-independent
model (PIM) is designed without considering the middle-
ware platform on which the final implementation is made or
the platform on which the final code will run; it is a model
that describes the functions and structure of the system and
does not include any platform technologies. *e design of
the platform-related model (PSM) is closely related to the
specific platform, which depends on the functions and
services provided by the platform and involves the imple-
mentation details of the system on the platform.

Examples of platforms include HLA, CORBA, and
DWK, which are used in the simulation of the data-driven
model of care. Converting PIM to PSM, that is, from a
conceptual analytical model to a computer simulation, the
implementation of the model can be automated by the PSM
automatic conversion tool.

*e conversion from a nursing data-driven model PIM
to a PSM that satisfies the DWK platform implementation
protocol requires the PIM to achieve the conversion to PSM
in accordance with the object model structure, simulation

drive method, service acquisition method, and exception
mechanism and parameter type specified by DWK.

6. Case Study

6.1. PICC Maintenance Point Quality Control. *e nursing
department arranges for members of the sedation team to be
assigned to the PICC maintenance sites in each region of
Suzhou, forming one-to-one hospital commissioner-to-
hospital contact, understanding the training needs of local
nurses through PICC exchange groups, making training
plan, and going to local hospitals to organize training every
year. Every six months, the nursing department of the
hospital takes the lead in conducting network theoretical and
operational assessments for the nurses of PICCmaintenance
sites to ensure the correctness of nursing operations of the
nurses at the maintenance sites and to ensure that the
maintenance sites can provide quality services to patients.
① Network theory assessment: the theory assessment scores
100 points, 90 points, and makes up those who fail to pass
the test. *e system automatically closes after the time is up,
and the test taker submits the test paper and the system
automatically scores it to avoid the errors in the manual
correction of the paper.*ose who fail the examination have
a chance to make up the

6.2. Effectiveness of PICC Maintenance Network
Implementation. According to the statistics of the Depart-
ment of Medical Oncology of our hospital, the establishment
of the regional PICC maintenance network has led to the
increase in the number of PICC insertion year by year, and
the triage of maintenance points has realized the mainte-
nance of patients in the vicinity, which effectively reduces
the rate of patients returning to the hospital for mainte-
nance.*e triage of maintenance points has enabled patients
to be maintained close to each other and effectively reduced
the rate of patients returning to the hospital for mainte-
nance, as shown in Table 1.

*e operation of nurses at maintenance sites in 2019 (the
initial stage of PICC maintenance network construction)
and 2020 (the middle stage of PICC maintenance network
construction) was compared, and PICC maintenance videos
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Figure 5: Code generation parsing method.
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Table 1: PICC placement rate and return maintenance rate in medical oncology department.

Particular year Actual number
of catheters

Catheterization Maintain
Number of persons

to be placed
Catheterization

rate (%)
Number of returned

maintenance personnel
Return to hospital

maintenance rate (%)
2014 432 1235 35 311 71.9
2015 480 942 51 245 50.1
2016 521 766 68 188 63.1
2017 589 775 76 172 29.2

Table 2: PICC maintenance point and nurse maintenance operation assessment pass rate.

Particular year Number of nurses Qualified persons (person) Pass rate (%)
2019 78 42 53.9
2020 232 205 88.4
x2 42.948
P <0.001

Table 3: PICC with tube patient maintenance absence rate and satisfaction survey.

Particular year Number of patients examined
Maintenance missing Satisfaction

Number of cases Incidence (%) Number of cases Satisfaction rate (%)
2015 195 78 40 124 63.6
2016 238 26 10.9 229 96.3
x2 49.651 79.756
P <0.001 <0.001
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were filmed by one to two nurses qualified in PICC
maintenance at maintenance sites by means of online op-
eration assessment. All participating nurses signed the in-
formed consent form, and the operation videos were rated
by our PICC specialist nurses, and the results showed that
the operation level of nurses at the PICC maintenance site
improved and the operation assessment pass rate increased
(P< 0.01), see Table 2.

By comparing the rate of missing PICCmaintenance with
the rate of patient satisfaction, we surveyed patients who
returned to the hospital formaintenance after PICC discharge
in the medical oncology and radiotherapy departments, and
the results showed that the rate of missing catheter main-
tenance decreased, various catheter-related complications
decreased, and patient satisfaction increased year by year
during the interval between treatments (Table 3).

Extended care service refers to the provision of nursing
care and health guidance services for discharged patients
with nursing needs, which is an extension of inpatient
services [19]. *e establishment of PICC maintenance
network has solved the worries of discharged patients and
provided patients with “home” care services. *e “Health
China 2030” plan outlines the establishment of information
sharing and interconnection mechanisms, the continuous
improvement of service networks, the improvement of the
treatment-rehabilitation-long-term care service chain, and
the standardization and promotion of “Internet + health
care” services to realize the Health China Cloud Health Plan.
*e service plan is shown in Figure 6.

Although the establishment of PICC maintenance
network based on regional nursing coordination has

achieved the above results, there are still shortcomings;
the regional distribution of PICC maintenance points has
not yet fully covered all hospitals, especially some more
remote areas. *e effect of different PICCs is shown in
Figure 7, and the future should strengthen the publicity,
optimize the management of PICC maintenance network,
gradually strengthen the maintenance team, while
strengthening their own strength, and further expand the
coverage of PICC maintenance network to further meet
the needs of patients in rural areas. *is model provides a
reference for the subsequent implementation of graded
diagnosis and treatment, incorporating more nursing
content and medical models and realizing the sharing of
medical and nursing resources.

7. Conclusions

*e effectiveness of an intravenous therapy care team is
continuously improving the quality of PICC care. A PICC
catheter maintenance network was established and
managed to monitor the maintenance of catheters in
patients with catheters placed throughout the process,
providing homogeneous PICC catheter continuity of care
for patients. At the same time, PICC quality management
standards are formulated for the actual situation, and the
quality of placement is regularly supervised and evaluated;
at the same time, the team is responsible for organizing
training and assessment of relevant staff, conducting
comprehensive discussions on difficult cases, proposing
solutions, and conducting joint consultations when
necessary.
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To achieve intelligent grading of hepatic steatosis, a deep learning-based method for grading hepatic steatosis was proposed by
introducing migration learning in the DenseNet model, and the effectiveness of the method was verified by applying it to the
practice of grading hepatic steatosis. )e results show that the proposed method can significantly reduce the number of model
iterations and improve the model convergence speed and prediction accuracy by introducing migration learning in the deep
learning DenseNet model, with an accuracy of more than 85%, sensitivity of more than 94%, specificity of about 80%, and good
prediction performance on the training and test sets. It can also detect hepatic steatosis grade 1 more accurately and reliably, and
achieve automated and more accurate grading, which has some practical application value.

1. Introduction

)e liver, as an important organ of the body, is the key to
regulating lipid metabolism in the body. When the body’s
lipid metabolism is abnormal, it will lead to lipid accu-
mulation in the liver and liver steatosis. Severe liver steatosis
is irreversible and threatens human life and health, while
milder liver steatosis can be completely cured by treatment.
)erefore, early screening for hepatic steatosis is of clinical
importance. At present, the degree of hepatic steatosis is
mainly determined by manual grading, in which the imaging
physician analyzes the patient’s imaging data to score the
grade of hepatic steatosis. )is approach suffers from sub-
jective grading bias and low efficiency. In recent years, with
the widespread use of deep learning in medicine, new op-
portunities for intelligent grading of hepatic steatosis have
been presented. For example, Qiblawey Yazan andMontalbo
Francis Jesmar P. proposed a cascade system to detect, lo-
calize, and quantify COVID-19 infection from CT images
using encoder-decoder convolutional neural networks (ED-
CNNs), UNet, and feature pyramid network (FPN) [1, 2].
Ben Jabra Marwa used 16 deep learning classifiers to di-
agnose the validity of COVID-19 from chest X-ray images

and found that the combination of deep learning models and
integrated classification techniques resulted in the highest
confidence level for class 3 classification [3]. Liu Zhenguo
et al. identified patients with myasthenia gravis effectively
based on the 3D DenseNet deep learning (DL) model of
preoperative CT of patients as a complement to the con-
ventional diagnostic criteria for identifying thymoma-as-
sociated MG [4]. Riasatian Abtin et al. used a DenseNet
topology with four dense blocks, fine tuned and trained with
different structures to propose a KimiaNet histopathology
image recognition model, and tested KimiaNet using three
publicly available datasets of TCGA, endometrial cancer
images, and colorectal cancer images to verify the effec-
tiveness of the model [5]. )e model has certain search and
classification performance when used for image represen-
tation. Considering the correlation of multilead ECG, sys-
tematically mining the correlation of interlead signals, and
enhancing the multiplexing of feature information between
interlead and intralead signals by using the dense connection
of DenseNet, Xiong Peng et al. proposed a novel multilead
myocardial infarction localization method based on a
densely connected convolutional network (DenseNet),
which automatically captures valid myocardial infarction,
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improves its recognition rate, and can be introduced into
clinical practice to assist in the diagnosis of myocardial
infarction [6]. Albahli Saleh et al. proposed three different
BiT models: the DenseNet, InceptionV3, and Inception-
ReNetV4 for the diagnosis of coronavirus pneumonia pa-
tients by X-ray chest radiographs, and the results showed
that the pretrained DenseNet model had the highest clas-
sification efficiency of 92%, the accuracy of Inception V3 was
83.47% and that of Inception-ResNetV4 was 85.57%. )is is
sufficient to show the advantages of the DenseNet algorithm
[7]. Wang Gaihua et al. proposed an image classification
model with a residual attention mechanism based on the
improved DenseNet, extracting image features from the
training set, which can improve the accuracy of
DenseNet algorithm by 8.89% [8]. It can be seen that deep
learning has been effective in identifying various diseases in
medicine, and it has certain auxiliary functions for physi-
cians to diagnose diseases. )erefore, based on the above
research studies, this paper combines the
DenseNet algorithm of deep learning with transfer learning
to propose a migration learning-based method for grading
hepatic steatosis with the improved DenseNet model.

2. Basic Methods

2.1. Introduction to DenseNet Algorithm. )e
DenseNet algorithm is a neural network that uses feature
combinations and set bypasses to improve the performance
of the network, which enables the summation of the features
of the two pathways before and after the block by means of
dense connections [9], which in turn improves the reuse of
the features by the network. One L-layer DenseNet network
includes L(L + 1)/2 connections to ensure that model
short-circuit values occur in blocks. However, to ensure no
short circuiting between blocks, the model adds a pooling
layer to approximately reduce the parameters, while en-
suring a relatively small model size. )e DenseNet model
block is shown in Figure 1. )e input of layer i is Xt, which
can be expressed as

Xt � Ht X0, X1, ..., Xt−1􏼂 􏼃( 􏼁, (1)

where H is the nonlinear transform, usually a combination
of BN+ReLU+Conv(3∗ 3); X0 and Xt−1 are all layers
before the i-th layer; [ ] is the stitching, indicating that all
outputs from X0 to Xt−1 are stitched.

2.1.1. DenseNet Algorithm Improvements. )e DenseNet
model extracts features by training from scratch, which
tends to lead the model fall into local optimum. In addition,
to obtain the best prediction, the model often needs a large
amount of data support, which leads to a deepening net-
work, and a too deep network will reduce the learning ability
of the model, which in turn is prone to overfitting. At the
same time, the radio image used for liver steatosis grading is
usually small compared to conventional image datasets so
that the model is less effective in classification recognition.
To solve the above problems, the DenseNet model is im-
proved in this paper. According to the literature [10, 11], if

two domains have commonality, their “knowledge” can be
transferred; i.e., the knowledge learned from one domain
can be used in the other domain. )erefore, this paper
improves the DenseNet model by combining transfer
learning. In this paper, we improve the training accuracy of
the model by transferring the pretrained model from the
world’s largest image recognition library (ImageNet dataset)
into the DenseNet model [12].

When training a DenseNet model based on transfer
learning, the amount of data (batch-size) fed into each it-
eration is only a small fraction of all the data, and the larger
the batch-size, the less time it takes to train themodel for one
round (epoch). After increasing the batch size n times, the
time per batch is

��
n

√
. Considering the existence of a local

minimum in the design training, the objective of the training
is to minimize the softmax function. During the training
process, the learning rate determines the update step of the
iterations, and if its value is too large, it tends to cause the
loss function not to converge, too small to fall more slowly.
)e best value can be selected by observation.

)e regular model gradient descent update weight is as
follows [13]:

w′ � w − a · ∇c, (2)

where w′ and w denote the connection weights after and
before the update, a denotes the learning rate, and ∇c de-
notes the backpropagation gradient. After adding the mo-
mentum, the above equation can be rewritten as

v′ � momentum · v − a · ∇c, (3)

w′ � w + v′, (4)

where v denotes the iterative gradient cumulative infor-
mation and momentum is the momentum coefficient, which
usually takes the value of 0.9 to 0.99 [14].

3. Deep Learning for Liver Steatosis
Grading Practice

Based on the above analysis of the DenseNet model related
to transfer learning, the specific method of using deep
learning for liver steatosis grading study in this paper is as
follows:

(1) Dataset construction. All patients’ clinical infor-
mation is concealed, the grade of hepatic steatosis is
labeled and used as a tag, and the dataset with their
corresponding ROI is constituted.

(2) Data preprocessing. To improve the convergence
speed of the network, the datasets are dealed with
normalization, the patient MRI image pixels are
normalized to [0, 1] without changing the stored
information of images, and the training set and test
set are divided in a certain ratio [15].

(3) Model construction and training. Based on the basic
structure of DenseNet, a DenseNetmodel is built and
transfer learning feedforward and backpropagation
algorithms are trained on low-level weights and
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high-level weights, respectively, to identify the fea-
tures of the discovered structures and specific images
in the images. In this paper, 1.28 million natural
images from the ImageNet dataset are selected for
pretraining the model.

(4) Model fine tuning. Model fine tuning usually in-
cludes by training the whole network, freezing the
convolutional base, and freezing some layers to train
some layers [16]. Considering the difference in data
volume between the experimental dataset and the
ImageNet dataset on the hepatic steatosis study in
this paper, it was decided to choose the approach of
freezing some layers to train some layers for model
fine tuning[17]. After the model is pretrained, the
fully connected layer is removed, 2 dense blocks are
frozen, and 1 untrained dense block and the fully
connected layer are added immediately afterwards,
with the aim of extracting and classifying advanced
features, which then connected by batch normali-
zation and pooling layers [18]. Ultimately, the model
structure used in this paper for liver steatosis grading
study is shown in Figure 2. In the figure, Dense
Block1, Dense Block2, and Dense Block3 are densely
connected in 4, 4, and 32 layers, respectively.

4. Simulation Experiments

4.1. Experimental Environment Setup. )e experiments were
conducted on an Nvidia GeForce RTX 2080 Ti GPU,
implemented through the Keras deep learning framework,
and programmed in Python 3.6.

4.2. Data Source and Preprocessing. )e data of this ex-
periment were obtained from abdominal MR imaging data
and clinical information of 50 patients from June to July
2020 in a hospital in Beijing. Among them, hepatic fat grade
grading was done independently by two professional im-
aging physicians based on patient imaging data, and he-
patocellular steatosis was divided into four degree scores,
noting hepatocellular adipocyte deformation 0–5% as 0,
5–33% as 1, 34%–66% as 2, and more than 66% as 3, re-
spectively [19]. )e statistics of patients’ hepatic steatosis
grade shows that there were 38 patients with grade 0, 24male
patients and 14 female patients; 12 patients with grade 1, 6
male patients and 1 female patient; there were no patients
with grade 2 or 3.

Figure 2 shows an example of anMR abdominal mDixon
imaging slice of a patient. Six square ROI regions were set for
each MR sequence of DICOM images under the premise of
avoiding large blood vessels, focal liver lesions, and signif-
icant liver artifacts [20]. Four of the ROIs were located in the

parenchyma of the right lobe of the patient’s liver, i.e.,
segments V, VI, VII, and VIII of the liver, and the other two
ROIs were located in the parenchyma of the left lobe of the
patient’s liver, i.e., segments II and III of the liver. Each
region of the liver parenchyma has 16∗16 pixels.

Considering the small amount of experimental data, only
300 ROIs of 50 patients, it is difficult to meet the demand of
deep learning data volume, so the experiment uses panning,
rotation, mirroring, and other enhancement processing on
the data [21]. In addition, since the difference in the number
of data between samples with liver fat deformation as grade 0
(38 cases) and grade 1 (12 cases) is more obvious, if directly
input into the depth model, it will easily lead to the neglect of
the minority class samples, which are of important research
value inmedical image analysis.)erefore, to avoid the effect
of unbalanced data samples on the results, the experiments
combined the actual number of minority class samples and
majority class samples and used the method of oversampling
minority class samples to deal with unbalanced data samples
[22, 23]. )e 648 ROIs with grade 1 hepatic steatosis were
amplified twice with 2-fold data to obtain a total of 2,592
cases of grade 1 hepatic steatosis ROI data. Finally, 2,052
cases of grade 0 ROI data and 2,592 cases of grade 1 ROI data
of hepatic steatosis were obtained in this experiment, where
3,766 and 878 ROIs were used for model training and
testing, respectively, and Adam was selected as the opti-
mization algorithm during the modeling process.

4.3. Evaluation Indexes. In this experiment, precision,
sensitivity, specificity, and AUC were chosen as the indexes
to evaluate the model performance. Precision reflects the
probability that the model predicts correctly for all samples
and is calculated as in equation (5). Sensitivity is a measure
of the probability that the model predicts correctly for
positive class samples and is calculated as in equation (6).
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Figure 1: Dense connection of DenseNet blocks.

Figure 2: Example of mDixon slice image.

Journal of Healthcare Engineering 3



)e specificity is a measure of the probability that the model
correctly predicts the negative class samples and is calculated
as in equation (7). )e higher the values of precision,
sensitivity, and specificity, the better the model performance.
AUC, the probability of predicting a positive case before a
negative case, is an important index of the predictive ef-
fectiveness of a dichotomous classification model. )e closer
its value is to 1, the better the model performance is indi-
cated [24].

precision �
TP

(TP + FP)
, (5)

sensitivity �
TP

P
, (6)

specificity �
TN

N
, (7)

where TP denotes true positive; FP denotes false positive; P
denotes all positive; TN denotes true negative; N denotes all
negative. )e accuracy and the loss function were selected to
evaluate the metrics for evaluating the change of the model
during training and testing. )e accuracy rate reflects the
probability of correct prediction during the model iteration
and is calculated as in equation (8). )e closer its value is to
1, the higher the model prediction accuracy is. )e loss
function reflects the difference between the predicted label
and the true label, and is calculated as in equation (9). )e
closer its value is to 0, the better the model prediction is, and
the closer the predicted value is to the true value [25].

accuracy �
TP + TN

P + N
, (8)

loss � [y log 􏽢y +(1 + y)log(1 − 􏽢y)]. (9)

In equation (9), y and 􏽢y denote the true label and the
predicted label, respectively.

4.4. Experimental Results

4.4.1. Model Validation. To verify the effectiveness of the
proposed model transfer learning for model improvement,
the experiments compare the training error of the model
before and after the transfer learning with the test set ac-
curacy, and the results are shown in Figure 3, where a and b
are the model training error and test set accuracy before
transfer learning, with the number of iterations, respectively,
and c and d are the model training error and test set accuracy
after transfer learning, with the number of iterations, re-
spectively. As can be seen from the figure, before transfer
learning, the model reached convergence at about 100,000
iterations and its accuracy on the test set was 80%; after
transfer learning, the model converged at about 30,000 it-
erations and its accuracy on the test set was 83.4%. It shows
that transfer learning can improve the model convergence
speed and prediction accuracy.

To further validate the effectiveness of transfer learning,
the confusion matrix of the model’s prediction of each grade

of hepatic steatosis after transfer learning was experimen-
tally analyzed, as shown in Figure 4, where the horizontal
and vertical coordinates are the sample prediction and the
true grade, respectively, and the diagonal line is the pro-
portion of correct predictions. As can be seen from the
figure, the proposed model has a high accuracy in predicting
the grade of hepatic steatosis, which is more than 80%.

In addition, the experiments also compared the pre-
diction effects of the proposed model with other models
before and after transfer learning, and the results are shown
in Table 1. As can be seen from the table, the accuracy of the
model after transfer learning is improved in different degrees
on the test set compared with the model before transfer
learning; the proposed model has a higher accuracy of 83%
on the test set compared with other transfer learning models,
and the smaller the model size is, the shorter the time to
predict a single image, which shows that the proposed model
has certain superiority.

4.4.2. Model Prediction Results. To verify the validity of the
proposed model for liver steatosis grading practice, the
accuracy, sensitivity, specificity, and AUC values of the
model on the training and test sets were collected experi-
mentally, and the results are shown in Table 2. As shown in
the table, the accuracy of the model on the training and test
sets was more than 85%, the sensitivity was more than 94%,
the specificity was about 80%, and the AUC value was more
than 0.8, which is closer to 1.)is indicates that the proposed
model has good predictive performance and can predict the
grade of hepatic steatosis of patients more accurately. )e
sensitivity and specificity indicate that the model has a
strong ability to detect positive cases, indicating that the
model can detect hepatic steatosis grade 1 more reliably and
has some practical application value.

Figure 5 shows the changes of loss and accuracy curves
on the training and testing sets during the iterations of the
model. From the figure, it can be seen that with the increase
of iterations, the loss and accuracy curves gradually leveled
off and reached a stable state after 400 iterations; the model
did not show any overfitting phenomenon during the whole
training and testing process, which indicates that the pro-
posed model exhibits good prediction performance through
transfer learning.

4.4.3. Statistical Analysis. Spielman correlation analysis was
performed using MATLAB R2018b on the obtained clinical
information, such as gender and age of the patients, and the
grade of hepatic steatosis, and the results are shown in
Table 3, where P< 0.05 indicates a statistically significant
difference, and ∗ indicates a significant correlation at the
0.05 level. )e table shows that the p value of pancreatic
steatosis grade and hepatic steatosis grade was 0.003, and the
correlation between them was significant; the p value of
other clinical information such as patient age and gender
and hepatic steatosis grade was larger than 0.05, indicating
that the correlation between them was not significant.

Correlation analysis between clinical information and
hepatic steatosis grade in patients of different genders
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revealed significant correlations between hepatic steatosis
grade and metabolic syndrome and pancreatic steatosis
grade in female patients P � 0.007 and P � 0.002, while there
was no correlation between hepatic steatosis grade and its

clinical information in male patients. )e change in liver fat
content with age of the patients was analyzed, and the results
are shown in Figure 6. As can be seen from the figure, there
was no correlation between liver fat content and the age of
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Figure 3: Performance comparison before and after model transfer learning.
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Table 1: Comparison of prediction results of different models.

Network name
Testing set accuracy

Model size (MB) )e time of predicting single image(s)
Nontransferable learning (%) Transfer learning (%)

ResNet52 68.34 70.33 235 0.2447
VGG16 77.25 79.48 521 0.0630
VGG19 77.31 80.27 561 0.0704
SqueezeNet 73.09 77.36 2.77 0.0072
GoogleNet-inception
V1 78.42 80.46 39.4 0.0221

DenseNet 16 80.27 83.46 101 0.2721

Table 2: Model performance.

Items Accuracy (%) Sensitivity (%) Specificity (%)
Training sets 88.49 95.44 81.6
Test sets 85.79 94.55 79.82
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Figure 5: Model performance iteration curve.

Table 3: Analysis results of clinical information and hepatic steatosis grade of patients.

Clinical information Correlation coefficient P value
Age 0.003 0.959
Gender 0.035 0.570
Pancreatic steatosis grade 0.702∗ 0.003
Metabolic syndrome 0.890 0.147
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the patients, but there was a peak between the ages of 50 and
60 years for women and one peak each between the ages of
40 and 50 years and 70 to 80 years for men.

5. Conclusion

In summary, applying deep learning to liver steatosis time
can achieve automated and more accurate grading, and by
introducing transfer learning into the deep learning Den-
seNet model, the number of model iterations can be sig-
nificantly reduced and the model convergence speed and
prediction accuracy can be improved, which has some
potential application value. Applying it to the practice of
liver steatosis grading, the accuracy of the proposed model
on the training and test sets reached more than 85%, the
sensitivity exceeded 94%, the specificity was about 80%, and
the AUC value reached more than 0.8, which is closer to 1. It
has good predictive performance and can detect liver
steatosis grade 1 more accurately and reliably, which has
some practical application value. Statistical correlation
analysis shows that hepatic steatosis correlates significantly
with pancreatic steatosis and has some correlation with
metabolic syndrome; hepatic steatosis was correlated with
age and metabolic syndrome in women only. However, due
to the limitations, there are still some shortcomings in this
paper; the amount of patient data is too small, the pre-
liminary results obtained need to be further validated, and
among the 50 patients with hepatic steatosis, there are no
patients with grade 1 or higher, which leads to the accuracy
and generalization ability of the model to be demonstrated.
)erefore, the amount of hepatic steatosis imaging data will
be further collected and expanded in the next study.
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Medical devices are items used directly or indirectly in the human body and are a prerequisite for hospital treatment of patients,
and their quality can have a direct impact on the health of patients, so strengthening the quality control of medical device use is a
hot spot of concern in the clinic. Current medical device testing can reduce the occurrence of adverse events, but it cannot be
completely avoided, and its work still needs to be further strengthened. In this paper, we design a two-way feature selection
algorithm based on PSO_RF. We use random forest to calculate the importance of the feature attributes of the sample data and
sort the results in descending order, where a particle swarm algorithm is introduced to optimize the parameters of the random
forest algorithm. (e 245 medical device adverse event reports received by the testing center were selected, the occurrence and
types of adverse events were analyzed retrospectively, and quality control countermeasures for medical device use
were formulated.

1. Introduction

With the rapid development of science and technology in the
medical field, the medical equipment used is becoming more
and more sophisticated and complex and the normal and
stable operation of the equipment becomes more and more
important in the process of using the instruments and
equipment. (e problem of accidental failure of the
equipment will cause a great loss of scientific research results
and reduce the efficiency of using the equipment [1].

Now, most universities, in the actual experiments,
mostly use the way of regular testing and maintenance.
Such testing cannot be based on the state of the equipment
itself for maintenance and repair but according to people’s
own experience, which means that the equipment’s po-
tential failure points cannot be accurately maintained and,
at the same time, will lead to a serious waste of funds and
time [2–4]. With the development of complex and so-
phisticated instruments and equipment, the traditional
manual detection method becomes infeasible and the
manual fault detection method has the problems of dif-
ficult fault detection, time consumption, inaccuracy, and

high cost. In addition, especially for some precision in-
struments, it is more difficult for the management per-
sonnel of the equipment to accurately understand the
operation of the equipment, so that the equipment is not
timely maintained and repaired, which may have certain
impact on the resulting experimental outcomes, affecting
the final results of the experiment [5, 6]. At the same time,
this also caused the low utilization rate of instruments and
equipment, maintenance and repair costs, and other
problems. (erefore, traditional testing methods have
become difficult to adapt to the development of current
instrumentation.

For the aforementioned problems, equipment failure
detection technology was proposed. As early as the 1960s,
the National Aeronautics and Space Administration of the
United States set up a failure prediction team, specializing in
data collection and calculation, etc., so as to make up for the
shortcomings of the traditional manual mode to a certain
extent [7]. (en, the United Kingdom and other countries
also followed the research of equipment failure detection
technology. With the continuous development of technol-
ogies, the stability of the equipment becomes more andmore
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high and the fault detection technology is constantly moving
forward. Nowadays, the computing power of computers has
been improved as never before, and the data from the op-
eration of the equipment are constantly collected, so how to
use the collected information to achieve effective manage-
ment of the operation of equipment has become a popular
issue [8–11].

Most of those who use medical devices are clinical
healthcare workers, so those in control of their quality
should actively communicate with clinicians to understand
the potential problems that exist in their use and put
forward certain adjustment suggestions [12]. At the same
time, it is necessary to establish a perfect quality of medical
equipment use rules and regulations, requiring that each
contact with the use of medical equipment can follow the
rules and regulations to reduce the adverse events of
medical devices caused by human factors [13]. Routine and
regular maintenance of equipment can prolong the service
life of hospital equipment. For example, after clinicians use
it, maintenance personnel needs to fill in maintenance
records [14]. (e contents of the records can dynamically
grasp the use of medical equipment, analyze the adverse
events that may occur, and exclude failures in the dan-
gerous period, which in turn can ensure the normal op-
eration of the instruments and equipment [15]. At the same
time, the equipment should be regularly dusted and
cleaned, its performance should be tested, the vulnerable
parts should be replaced in a timely manner, and all records
should be made. And a direct responsible person for
medical devices should be established, so that adverse
events that occur during maintenance or use can be traced
directly by the individual, which in turn improves the
requirements of each person in contact with medical
equipment for themselves [16].

In summary, analysis of medical device adverse events
and strengthening control over the quality of their use can
reduce the occurrence of adverse events.

2. Related Work

Fault detection methods can be broadly classified into three
categories: model-based, knowledge-based, and data-driven.
Among them, model-based fault detection methods can
provide a deeper understanding of the system nature and
more real-time fault detection. In [17], a generalized
graceless Kalman filter algorithm was used to detect and
separate faults in the phase current and rotor position
sensors of a three-phase permanent magnet synchronous
motor, which handled the nonlinear data well [18]. By using
the fault identification model of a knowledge vector ma-
chine, a hybrid reasoningmodel of knowledge reasoning and
information fusion can be obtained.(e authors of [19] used
least squares support vector machine for fault detection and
classification of regulating valves. Firstly, cleaning the ex-
perimental data and then using LS-SVM multiplicative for
classification experiments on regulating valve samples
achieved better results.

(e machine learning method is a method that gives a
computer a human way of thinking so that it can have the

ability to process complex data, by training the algorithm
model, using test data to verify the accuracy of the algorithm,
and finally using the trained model to make effective de-
cisions. In [20], the original data were subjected to feature
extraction by PCA algorithm to obtain the feature vector of
the original data, and finally, a multiclassification algorithm
combining binary tree and SVM was used to achieve fault
detection during vibration sensor operation, whose exper-
imental results showed that the improved method not only
increased the accuracy of fault detection but also accelerated
the classification speed. In [21], a multimodal SVM learning
method was proposed and applied to the fault detection
problem of gearboxes, and the effectiveness of the method
was verified in experiments on gearboxes with two struc-
tures: straight gearboxes and helical gearboxes.

3. Fault Detection Based on Random Forest
and LightGBM

3.1. Analysis of Equipment Failure Detection Problems.
LightGBM is chosen for its higher efficiency and accuracy,
lower memory usage, and support for parallelized learning,
so it is chosen to build the equipment fault detection model
and to test the effectiveness of the PSO_RF-based bidirec-
tional feature selection method based on the accuracy and
precision of the confusion matrix [22]. (e data after feature
selection are then input to the LightGBM algorithm for
learning, and a grid search method is used to optimize the
parameter search process to produce the final classification
results. In this paper, an equipment fault detection model is
developed through the following steps:

Step 1: data preprocessing, including the deletion of
sample data with problems such as missing and du-
plicate data, data transformation, and other operations
Step 2: feature selection using PSO_RF’s bidirectional
feature selection method
Step 3: Initializing the parameters of LightGBM, in-
putting the processed data into the model for training,
and performing parameter optimization using the grid
method
Step 4: inputting the test data into the model and then
evaluating and analyzing the final output results

(e flow chart of the model is shown in Figure 1.

3.2. Data Acquisition and Normalized Preprocessing. To
detect equipment failure problems, the first thing to do is to
conduct a comprehensive study of the equipment’s failure
information and the factors that affect it. (e first step is to
conduct a comprehensive study of the equipment fault in-
formation and its influencing factors. However, there are
various problems in the data that do not meet the re-
quirements as input variables for the model [23]. (e data
are preprocessed according to the following four steps.

Data collection: the real data used in themodel come from
the laboratory’s independent project “Large-Scale instrument
sharing platform,” which mainly solves the problem of low
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utilization rate of instruments in universities and is currently
servingmany universities.(e data set contains 1200 pieces of
X-ray camera usage information, including 955 pieces of
faulty data and 245 pieces of normal data. (ere is more
information in the design, and although there are many
factors to consider [24], there are some uncontrollable and
other reasons that cannot be considered, such as improper
human operation and other factors that are not included in
the study. In summary, this data set can be used for the
training of the equipment fault detection model.

Based on the analysis of the intuitive factors affecting the
equipment, a total of 16 attribute values, E, F, G, H, I J, K, L,
M, N, O|, P, Q, R, S, and T, are extracted as influencing
factors [25].

(e data in the sample have problems such as missing and
duplicate data. Due to the relatively small amount of data, this
paper fills in the values of the missing attributes by calculating
the mean values of the attributes, and for the duplicate data,
they are deleted because there are few duplicates. (e same
method of calculating the mean value of attributes is used to
fill in the case of handling abnormal values.

Although the features are reduced using intuitive factors
such as knowledge and experience in the previous section,
there is still redundancy among the features. Redundant
features can have a great impact on the model results and
training efficiency during the model building process, so it is
necessary to analyze the data and remove the useless in-
formation in this step. If an attribute value has a large range
of values, then it will have a certain impact on the training of
the model, so the transformation of the data is needed. In the
experiments for E, F, G, H, I, J, K, L, M, N, O, P, Q, R, S, and
T, data were normalized using the Max-Min (maximum-
minimum) approach to normalize their attribute values. (e

attribute values are normalized to the interval from 0 to 1.
For the fault types, Err1, Err2, Err3, Err4, and Err5 are used
for power failure, dome failure, heat dissipation failure,
imaging failure, and cable failure, respectively. Normal is N.

After the above four steps, the problems of data du-
plication, missing values, and inconsistency in the original
data are solved. (is improves the quality of the data to a
large extent, which is important for the subsequent per-
formance improvement of the model [26].

3.3. Bidirectional Feature Selection Algorithm for Random
Forests. (emain idea is to add noise to a relevant feature and
then judge the importance of a feature based on the change of
the result before and after adding noise to the feature. (e main
idea is to add noise to a relevant feature and then judge the
importance of a feature based on the change of the result before
and after adding noise [27]. (e procedure for calculating the
importance of the random forest attribute X is as follows:

Step 1: for each tree, use its corresponding out-of-bag
(OOB) data.
Step 2: among all samples of out-of-bag (OOB) data,
randomly select the feature attribute X, add some noise
to it, then calculate the out-of-bag error once again, and
record it as errOOB.
Step 3: if the random forest is composed of N trees,
then the importance of the feature X is

importance �
􏽐(errOOB2 − errOOB1)

N
. (1)

If the accuracy of attribute X is significantly lower after
adding noise than before, then it can be said that feature X
has a great influence on the learning effect of the model.

(e random forest algorithm has many parameters, but
there is no fixed method of parameter selection for different
sample data. In order to solve this problem, this paper uses
particle swarm algorithm to optimize the parameter search
process of the random forest algorithm, so that the random
forest can find the optimal combination of parameters more
quickly and efficiently and the algorithm can further im-
prove the performance of the model; the process of the
algorithm is as follows:

Step 1: initialize the parameters of the random forest
and particle swarm based on experience
Step 2: Generate a decision tree by randomly selecting k
samples from the sample data according to the boot-
strap algorithm
Step 3: Compute the output of the model
Step 4: (e above classification results are used as the
fitness values, and the particle swarm algorithm is used
to continuously iterate, perform parameter optimiza-
tion, and compare with historical results to finally
output the optimal model parameters
Step 5: Based on the obtained model parameters, the
random forest is trained and the importance score of
feature attributes are finally derived

Start

Data preprocessing

Feature selection 
(bidirectional 

feature selection 
based on pso_rf)

Set model
parameters 

LightGBM

Is the model parameter
optimal 

Model prediction

Result analysis

End

Y

N

Figure 1: Flow chart of equipment fault detection algorithm.
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In this paper, a two-way feature selection algorithm
based on PSO_RF is used to calculate the importance of the
feature attributes of the sample data using random forest and
the results are sorted in descending order. (en, the search
starts from the full set of sample features, and each time, the
features with the lowest degree of importance are removed
from the current subset of features to form a new subset;
finally, the part of backward selection is performed, and the
accuracy of the current subset of features is calculated using
LightGBM based on the confusion matrix; if the accuracy of
the final result decreases after removing the features, the
features just removed are recycled and so on until the end of
the cycle. In this way, we can reduce the volatility of feature
attributes and ensure that the selected subset has less re-
dundancy and does not lose classification accuracy by
adding the prediction results of the current subset as a
factor to evaluate the feature subset on top of the feature
importance [28].

4. Case Study

4.1. General Information. 245 cases of medical device ad-
verse event reports received by the testing center were se-
lected for retrospective analysis of the occurrence and types
of adverse events and implementation of quality control
countermeasures for medical device use. (ese included five
major categories of medical devices: nonwoven surgical
gowns, mercury thermometers, monitors, single-use sterile
syringes, and OCU intrauterine devices, and all personnel
involved in testing, maintenance, and quality control were in
the same group.

245 cases of medical device adverse events were ana-
lyzed, including nonwoven surgical gowns, mercury ther-
mometers, monitors, single-use sterile syringes, and OCU
IUDs, and the total number of medical device adverse events
from September 2018 to August 2019 and from September
2019 to August 2020 was counted [29].

4.2. Results. Among the 245 medical device adverse events,
nonwoven surgical gowns accounted for 22.1%, mercury
thermometers accounted for 35.5%, monitors accounted for
14.7%, single-use sterile syringes accounted for 16.7%, and
OCU IUDs accounted for 10.4%, as shown in Table 1. (e
number of cases of medical device adverse events after the
implementation of quality control in September
2019∼August 2020 was significantly less than the number of
cases that occurred in September 2018∼August 2020. (e
number of cases occurring without implementation from
September 2019∼August 2019 (P< 0.05) is shown in
Table 2.

5. Fault Detection Model Training
and Evaluation

In this paper, a particle swarm algorithm is used to opti-
mize the bidirectional feature selection based on random

forest and LightGBM for device fault detection. In this
paper, we use the bidirectional feature selection algorithm
based on the particle swarm optimization random forest
described in this paper for feature selection. After col-
lecting and preprocessing the original data in the above
section, the processed data are input to the model as the
input variables, 70% of the data set is used as training data
for model training, and the remaining data are used as test
data for model testing. In the experiments, CFS (correla-
tion-based feature selection) is used as a comparison ex-
periment, the search strategy of CFS for feature subsets is
best-first search, the respective feature subsets are selected
by both the feature selection algorithm and CFS, and then
the results are predicted using LightGBM. Table 3 shows
the results of the feature selection process using the two
algorithms to select subsets separately and then using
LightGBM for training, where Xnum indicates the number
of features.

As shown in Figure 2, the curves in the figure specifically
represent the line graph of the variation of the accuracy of
the fault detection model constructed from the data pro-
cessed by the two feature selection algorithms with the
number of features.

As can be seen from Table 3, the classification accuracy of
the fault detection model built by the particle swarm op-
timized random forest bidirectional feature selection
method selected in this paper is 89.73% and the F1 value is
90.26%, which is higher than that of the CFS feature se-
lection method in terms of accuracy and F1 value, and the
time cost of the feature selection algorithm used in this paper
is smaller in terms of model time overhead. Finally, 12
features that have an impact on the device are selected as the
input of the final model, including 12 features such as
temperature, tube voltage, current, half-valence layer, and
output repeatability.

(e optimal feature subset was selected through the
above experiments, then the fault detection model was
constructed using the LightGBM algorithm and trained and
tested in groups using the ten-fold cross-validation method,
LightGBM, GBDT, and random forest were used for training
and testing, and the average value was taken as the final
result.

Figure 3 shows the accuracy of random forest, GBDT,
and LightGBM algorithms using cross-validation each time,
where the horizontal coordinates indicate the serial number
of cross-validations and the vertical coordinates indicate the
classification accuracy.

As shown in Table 4 and Figure 3, LightGBM achieves a
good level of accuracy and F1 value in prediction results, which
are better than the other twomodels, and the training efficiency
of the model is also better than the other two models. In
summary, the equipment fault detection method used in this
paper is more accurate and reliable in terms of results through
feature selection and fault model building and it effectively
improves the computational efficiency of the fault detection
model and improves the performance of the model.
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Group Number of cases
2018.9–2019.8 245
2019.9–2020.8 184
X2 4.894
P <0.05

Table 3: Analysis of the operation results of different feature selection algorithms.

Xnum Accuracy rate F1 value
CFS 13 0.8625 0.8589
Bidirectional feature selection based on PSO RF 12 0.8972 0.9025

Table 1: 245 medical device adverse event occurrence comparison.

Group Number of cases %
Nonwoven surgical garment 55 22.1
Mercury thermometer 87 35.5
Monitor 36 14.7
Disposable sterile syringe 41 16.7
OCU IUD 26 10.4
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Figure 2: Effect of the number of features of the two algorithms on the results.
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6. Conclusions

(is paper presents the complete process of building a fault
detection model for equipment, firstly preprocessing the
data, then selecting the optimal feature subset by a two-way
feature selection method based on PSO_RF, finally using the
selected feature subset as input to build a fault detection
model, and verifying that the fault detection model used in
this paper is realistic and effective by comparing and ana-
lyzing with other algorithms.
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In this paper, we present rule-based fuzzy inference systems that consist of a series of mathematical representations based on fuzzy
concepts in the filtering structure. It is crucial for understanding and discussing different principles associated with fuzzy filter
design procedures. A number of typical fuzzy multichannel filtering approaches are provided in order to clarify the different fuzzy
filter designs and compare different algorithms. In particular, in most practical applications (i.e., biomedical image analysis), the
emphasis is placed primarily on fuzzy filtering algorithms, with the main advantages of restoration of corrupted medical images
and the interpretation capability, along with the capability of edge preservation and relevant image information for accurate
diagnosis of diseases.

1. Introduction

From a biomedical image reconstruction perspective, fuzzy
filtering is particularly useful because it enables the
denoising of extremely corrupted color images [1]. As a
result, future knowledge-based systems for biomedical im-
aging are likely to incorporate fuzzy operators in their
software [2]. Various noise forms impair color pictures in
various approaches, and this poses a major challenge to the
design of multichannel filters [3–6].

In order to successfully address the problem of color
image denoising, the challenge is to (a) trace the origins and
account for the diversity of the noise characteristics and (b)
take into consideration the nonstationary statistics of the
underlying image structures [7]. +e above considerations
have fueled current academic exertions aimed at merging
structure or noise estimation approaches alongside filtering
techniques regarding color image restoration. +ere are
three main objectives that need to be fulfilled when de-
signing filters for color image restoration: noise attenuation,
chromaticity retention, and edge detail preservation [8].

Numerous signal processing issues, particularly those
involving the nonlinearities of the picture creation process,
cannot be successfully treated using linear approaches.
Additionally, one must consider the human visual system’s
nonlinear nature [9]. Fuzzy modelling provides a bridge
between linear and nonlinear techniques by integrating
conventional linear and nonlinear filters with fuzzy logic.
Since information extracted from datamay also be corrupted
by noise, a precise mathematic model of a nonlinear system
is more difficult to establish because it requires a deter-
ministic component in the model and a separate stochastic
one, increasing the number of parameters that need to be
evaluated. Fuzzy reasoning is particularly well suited from
this perspective as it enables the choice of soft thresholds that
can adapt better to the nonlinearities in the model inputs
[9, 10].

+e method of applying fuzzy logic to formulate a
mapping to an output from a given input is fuzzy inference.
+is mapping then serves as a foundation for decision-
making and pattern recognition [11]. In modelling, the fuzzy
rule-based method considers orally defined rules that
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overlap in the parameter space [12, 13]. In the fuzzy
modelling process, the aim is to derive a fuzzy rule base that
is appropriate for the task at hand. As a fuzzy filter takes into
account selected patterns in the neighbourhood of the el-
ement to be processed, the filtered output is capable of
adapting to information present in the vicinity of the pixels
being processed. To restore and correct a corrupted pixel
locally, a window-based fuzzy filter is normally used, where
the fuzzy rule acts directly on the signal elements within the
operational window.

However, a significant number of rules is often needed,
and the designer must strike a balance between rule count
and performance because even a modest processing window
frequently requires a huge number of rules [14]. To address
these issues, data-dependent filters based on fuzzy reasoning
have been developed. To derive fuzzy rules automatically,
two fundamental problems concerning fuzzy system mod-
elling should be addressed: one is fuzzy rule parameter
optimization and the other is the identification of an ap-
propriate system structure in relation to the number of
membership functions and fuzzy rules [15]. A three-step
approach is applied to achieve the fuzzy inference process;
this involves the right choice of membership functions, fuzzy
logic operators, and if-then rules [11].

Concluding, the basic motivation behind this work is not
to elaborate into new ideas in fuzzy logic theory but to use
effectively fuzzy logic techniques into the filtering of mul-
tidimensional data and color images with biomedical ap-
plications. +e presented method can be generalized to any
dimension and can be used effectively to other types of
correlated multidimensional/multichannel data as well.

+is paper is organized as follows. Section 2 addresses
the generation of suitable membership functions for fuzzy
variables. Identification of optimized equation parameters
through fuzzy rule modelling is also reviewed in this section.
Section 3 discusses the use of a membership function to
restore the corrupted pixels in a color image. Section 4
contains various fuzzy filter construction through fuzzy
inferences. Section 5 discusses how the fuzzy reduction
approach may be used to analyze, restore, and repair bio-
medical imaging. Finally, Section 6 provides a concise
summary of the most important aspects in each section.

2. Fuzzy Variables and Fuzzy Rules for a
Color Image

It is widely accepted that color conveys additional infor-
mation beyond that conveyed in greyscale imaging. As a
result, color and multispectral imaging systems are used in
most scientific applications. +e origins of such advantage
may be traced to Fellgett’s multiplex advantage in astron-
omy, which states that a multispectral system has an ad-
vantage over its monochromatic counterpart because of
higher throughput per unit time associated with the different
separate channels conveying the acquired information.
Within the context of acquiring information from different
channels, noise filtering is one of the most common image
processing tasks and forms an essential part of any image
processing system [16, 17].

Instead of adopting traditional vector filters for a fixed
amount of smoothing or noise removal [3], it is possible to
adapt the smoothing criterion to local image statistics. Two
basic assumptions play an important role in filtering tech-
niques development [18]. One is that a noise-free image
should be locally and smoothly varying while at the same
time also separated by edges [19].+e other is that, normally,
a noise pixel possesses a gray value that is much more or
lesser than that of its neighbors [20]. Any fuzzy rule is
associated with a local representation over a region defined
in the input space [21]. A particular window, as illustrated in
Figure 1, can thus be designed to define a region with pixels
corrupted by impulse noise.

To design a fuzzy filter, it is important to clarify where
and how a particular membership function arises, how it is
used and its effect is quantified, and how it can be tailored
according to the imaging problem at hand in order to
provide meaningful results. Different interpretations of
fuzziness result in a multiplicity of solutions to graded
membership and membership definition problems [22]. +e
following sections review some basic concepts and defines
fuzzy (logic) variables concerning color images.+e adopted
approaches to calculating specific fuzzy variables are rep-
resented as special cases tailored to specific problems. +ey
lead to relevant membership functions suitable for achieving
the outputs of the ruled fuzzy filters.

2.1. Adaptive Fuzzy Hybrid Approaches. +e adaptive fuzzy
hybrid multichannel (AFHM) filter [23] provides the generic
framework that incorporates the ideas from the following
three filters: the vector median (VM) filter, the vector di-
rectional (VD) filter, and the identity filter [23].

Let dVM and dξ,VM denote the aggregated Euclidean
distances corresponding to yVM and yξ (the central vector-
valued pixel), respectively. In addition, let dBV D and dξ,BV D

denote the aggregated angular distances corresponding to
yBV D and yξ , respectively. It is obvious that dVM <dξ,VM and
dBV D < dξ,BV D.

Let μ and ] denote two measures as fuzzy varieties for
detecting the possibility whether the central vector-valued
pixel is contaminated or not. A big μ-value suggests the
substantial probability of contamination of the center vec-
tor-valued pixel. A big ]-value indicates the center vector-
valued pixel’s direction to be more possibly a directional
outlier [24]. We define μ and ] as fuzzy varieties, which
satisfy the following equations, respectively.

μ � dVM − dξ,VM

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌,

] � dBV D − dξ,BV D

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌.

(1)

When both μ and ] are large, this indicates that the
chance of corrupting the center vector-valued pixel yξ is
significantly high. +e aggregated distance between a cor-
rupted vector-valued pixel and the median vector should be
large [23]. When only μ is small, this indicates that yξ is
regarded as an uncorrupted vector by the VM filter but a
corrupted vector by the BVD filter. When only ] is small, the
situation is opposite. When both μ and ] are small, there is
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high possibility that the center pixel is not corrupted by
noise.

2.2. Applications of the Fuzzy Derivative. It has been shown
that fuzzy derivatives are useful for fuzzy filtering. A simple
derivative at the central pixel position (k1, k2) in the di-
rection D(DεDIR � NW,W, SW, S, SE,E,NE,N{ }) is de-
fined as the difference between the pixel at (k1, k2) and its
neighbor in the direction D. +is derivative value is denoted
by ∇D(k1, k2). +is can be expressed as follows:

∇D k1, k2( 􏼁 � x k1 − 1, k2 − 1( 􏼁 − x k1, k2( 􏼁. (2)

+e fuzzy derivative’s principal idea considers this ob-
servation. Assume an edge that runs in the SW − NE di-
rection across the neighborhood of a pixel (k1, k2). +e
derivative gains a big value. Additionally, the derivative
values of nearby pixels perpendicular to the direction of the
edge might be rather considerable. To carry out the edge
detection procedure, one basic gradient value and two as-
sociated gradient values (specified in the same direction) are
generated for each direction. +ese correspond to the two

parameters
∇D(k1, k2),∇D(k1 + 1, k2 − 1),∇D(k1 − 1, k2 + 1), respec-
tively; see Figure 1(b). +e objective is to cancel out the
influence of a single high derivative value caused by noise.
+us, if two of the three derivative values are small, it is
generally reasonable to believe that the considered direction
lacks an edge. +e stated assumption is considered when the
fuzzy rule for computing fuzzy derivative values is developed
[25]. For an overview of how the pixels are used to calculate
the fuzzy derivative for each direction, one can refer to [25].
Figure 1(a) illustrates the neighborhood of a central pixel
(k1, k2). In Figure 1(b), pixel values indicated in gray are
used to compute the “fuzzy derivative” of the central pixel
(k1, k2) for the NW-direction [25].

In [26], the fuzzy gradient (derivative) value, associated
with a noisy component of a center pixel (e.g., the red
component), ∇F

DCR(k1, k2) can be defined according to a
fuzzy fusion function which has a span between the basic
gradient value and the two related gradient values in the
direction D.

∇F
DCR k1, k2( 􏼁

noise

� ∇DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
S ∩ ∇

.

DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
L
∩ ∇

..

DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
L
∪ ∇DCR k1, k2( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
L ∩ ∇

.

DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
S
∪ ∇

..

DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
S
.

(3)

+is way, it is possible to obtain the fuzzy gradient
(derivative) value regarding the free noisy (red) component
of a center pixel in the direction D.

∇F
DCR k1, k2( 􏼁

noisefree

� ∇DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
L ∩ ∇

.

DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
L
∩ ∇

..

DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
L
∪ ∇DCR k1, k2( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
S ∩ ∇

.

DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌􏼌
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S
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S
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(4)
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Figure 1: (a) Illustration of the neighborhood of a central pixel (k) within a 3 × 3 window demonstrated by a thick solid black line. (b)
Illustration of centers for the calculation of the basic and related gradient values in the NW-direction and an example of an edge related to
the local area inside the window. +e latter is represented by a thick dash line.
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+e sign ∇DCR(k1, k2) is the basic gradient value (for the
red component); ∇

.

DCR(k1, k2) and ∇
..

DCR(k1, k2) are the
two related gradient values in the direction D. +e fuzzy sets
large and small are denoted as | · |L and | · |S, respectively.

+e fuzzy gradient (derivative) value regarding the noisy
red component of a center pixel, ∇F

DCR(k1, k2) can also be
defined using a fuzzy set large, small, big positive and big
negative, denoted as |.|L and | · |S, respectively.

∇F
DCR k1, k2( 􏼁

L

� ∇DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
L ∩ ∇

.

DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
S
∪ ∇DCR k1, k2( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
L

∩ ∇
..

DCR k1, k2( 􏼁
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
S
∪ ∇DCR k1, k2( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
BP ∩ ∇

.

DCRCR k1, k2( 􏼁∩∇
..

DCR k1, k2( 􏼁􏼐 􏼑
BN

∪∇DCRCR k1, k2( 􏼁
BN ∩ ∇

.

DCRCR k1, k2( 􏼁∩∇
..

DCR k1, k2( 􏼁􏼐 􏼑
BP

.

(5)

Further details on the formulation of these fuzzy sets can
be found in [27].

Using fuzzy rules, the red component of a central pixel
CR(k1, k2) can therefore be identified as being corrupted
with impulse noise, if more than half of the fuzzy gradient
values (more than four for a nonborder placed pixel) are part
of a α ∈ (0, 1] (weak) level of the fuzzy set large [28]. +e
application of local directional gradients using fuzzy logic to
detect an outlier pixel and calculate the outputs of such a
fuzzy filter is also discussed by [9].

+e fuzzy derivative method mentioned above can be
used to achieve perform uniformly distributed (random
valued) impulse noise detection [26, 27]. Another approach
for identifying random valued impulse noise pixels is to
investigate the state of the neighborhood around a pixel. +e
detection process requires the construction of suitable fuzzy
sets’ noise for each color component at each position of an
image [26, 27]. +is method achieves random valued im-
pulse noise detection.

In the current method, the mean difference in a H × S

window denoted as g(k1, k2) is calculated:

g k1, k2( 􏼁 �
􏽐

H
h�− H 􏽐

S
s�− S x k1 + h, k2 + s( 􏼁 − x k1, k2( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

(2H + 1)(2S + 1) − 1
. (6)

Corrupted impulse noise pixels generally cause large
g(k1, k2) values because impulse noise pixels normally occur
as outliers in a small neighborhood around the pixel. On the
other hand, the g(k1, k2) value could be relatively large in the
case of an edge pixel. +erefore, the following two values
denoted as obs1(k1, k2) and obs2(k1, k2) are considered:

obs1 k1, k2( 􏼁 �
􏽐

H
h�− H 􏽐

S
s�− S g k1 + h, k2 + s( 􏼁

(2H + 1)(2S + 1)
, (7)

obs2 k1, k2( 􏼁 � g k1 + h, k2 + s( 􏼁. (8)

If both values obs1(k1, k2) and obs2(k1, k2) are large,
then the pixel can be considered as an edge pixel instead of a
noisy one. So, when the two values obs1(k1, k2) and
obs2(k1, k2) are very similar, it is concluded that the pixel is
noise free. Otherwise, if the difference between obs1(k1, k2)

and obs1(k1, k2) is large, then the pixel is considered as
noisy.

Agrawal et al. [29] conducted fuzzy derivative and fuzzy
smoothing based on fuzzy rules, which make use of
membership functions for removal of narrow-tailed and
medium narrow-tailed noise in medical images. Iteratively
applying the filter significantly reduces background noise.
+e form of the membership functions is modified
depending on the residual level of noise following every
iteration, taking use of the image’s homogeneity distribu-
tion. A statistical model for noise distributionmay be used to
connect the homogeneity of the membership functions to
their adaptation method. Experiments are conducted to
demonstrate the practicality of the suggested technique.
Additionally, these findings are compared to those obtained
from other filters using numerical metrics and ocular
examination.

In addition, Ma et al. [4] proposed an improved version
of the partition filter that takes advantage of partition-based
trimmed vector median, instead of center-weighted vector
median as a fuzzy reference estimate can be considered.
Partition-based trimmed vector median is different from
center-weighted trimmed vector median in that the latter
replaces the threshold value of center-weighted trimmed
vector median with (N − 1)/2. +e resultant algorithm of
this improved version of the fuzzy partition filter simplifies
computation and adapts well to the local properties of image
structures.

As an important extension of fuzzy derivative, the fuzzy
nth-order derivative and fuzzy differential equations of
fractional order using Laplace and integral transforms are
investigated by Ahmadi et al. [30] and Salahshour et al. [31],
respectively. +e most important advantage of this fuzzy
differential procedure is the significantly reduced compu-
tational complexity in dealing with the fractional/nth-order
derivative.

3. Membership Function

One of the most difficult aspects of designing fuzzy systems
is generating appropriate fuzzy variables’ membership
functions [32]. A fuzzy constraint to single parameter is
normally defined by a fuzzy membership function with
values within [0,1] [33]. Each response input and output has
a unique membership function.
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Generally, the membership function μA(x) describes the
membership of the elements x of the base setX in the fuzzy
set A, whereby for μA(x) a large class of functions can be
taken assumed. In other words, a fuzzy set is formed on the
basis of a membership function that generates the mem-
bership degree [34]; this enables the progressive evaluation
of the membership of set components [35].

Membership functions with reasonable membership are
typically piecewise linear functions, including trapezoidal or
triangular functions. Certain applications require continu-
ously differentiable curves and, consequently, smooth
transitions. Smoothness is often achieved using Gaussian
and other bell-shaped membership functions. In addition,
for certain applications, it is also important to define
asymmetric membership functions. Asymmetric and closed
sigmoidal membership functions can be generally synthe-
sized using two sigmoidal functions.

For many other applications, these membership func-
tions mentioned above are insufficient because they are not
accurately representative of the linguistic terms being
modelled; thus, they must be elicited directly from experts,
either through a “statistical” way or through an automatic
generation of specific pass- and reject-band filter shapes.
+is is an emergent topic in the current artificial intelligence
literature, as the aim is to develop automated fuzzy inference
engines. Before discussing such approaches, however, it is
worthwhile to consider traditional (manual) approaches.

3.1. SimilarityMeasurements. Consideration of membership
values as similarity indicators is typically utilized in pro-
totype theory, where membership is defined as the state of
being similar to a category’s representative [36]. +erefore, a
membership function value may be utilized to measure an
element’s degree of resemblance to a given set [22].

3.1.1. Adaptive Color Pixel Similarity Function. Based on [7],
in robust signal processing, sample rank ordering is often
utilized. Recent breakthroughs in fuzzy set theory have
integrated sample rank ordering in the temporal domain or
the spatial ordering of observations [37–41]. Given two color
pixels, x and y, there exists a wide range of functions
[5, 17, 38, 42, 43], μ(x, y), which can be used to assess their
physical similarity and meet the constraints of a fuzzy
membership function; that is,

(i) μ(x, y)⟶ 1 if ‖x − y‖⟶ 0
(ii) μ(x, y)⟶ 0 if ‖x − y‖⟶∞
(iii) μ(x1, y1)≥ μ(x2, y2), ∀

����(x1 − y1)≥ ‖x2 − y2‖

+e objective is to choose an acceptable Gaussian
function to express similarities between two color pixels,
which is facilitated by the exponential nature of perceptual
distance measurements [5, 44]. +e ideal sample spread
associated with each kind of Gaussian function may be
determined using the mean absolute error (MAE) criteria as
described in [45]. Additionally, in [7, 46], a resolution to
noise deviation estimates is proposed.+is strategy is used in

[7], which compares two different forms of Gaussian
functions. +e first is a scalar Gaussian function μ1 based on
the vectors’ Euclidean distance, and the second is a vector of
component-wise Gaussian functions μ2 in the YCbCr or
RGB color space. Compared to the simpler μ1 scalar
function, the μ2 function provides additional flexibility in
modelling the similarity membership, but its performance in
various color spaces is weak in the RGB space, running a risk
of an expensive computation cost due to its component-wise
sample spread. As new expanded color spaces are introduced
by industry, this can be an interesting approach.

3.1.2. A Self-Adaptive Algorithm. A new way of defining the
similarity function is introduced in [17]. +ere is an attempt
to achieve nonascending, convex similarity measures, with
the use of a natural normalization of the similarity function,
satisfying μ(0) � 1, μ(∞) � 0.

+e convex membership functions for the similarity
measures can be treated as kernels of nonparametric density
estimation, as illustrated in [17, 47, 48]. +e expression in
(10) is shown to be particularly effective as discussed in
[17, 49, 50].

μ xi, xj􏼐 􏼑 �
1, −

ρ xi, xj􏼐 􏼑

h
for ρ xi, xj􏼐 􏼑< h,

0, otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(9)

where ρ xi, xj􏽮 􏽯 � ‖xi − xj‖.
+e parameter h is determined on the basis of the image

structure and noise statistics. It influences the severity of the
filtering process so that a decreasing function of h related to
the fraction of pixels is replaced. Compared with the vector
median filter (VMF), corresponding to h � 0, the resultant
filter shows enhanced performance. Performance can be
tuned by specifying positive values of h, compelling the filter
to maintain uncorrupted original pixels to a greater or lesser
extent, while still enabling the removal of corrupted ones.

Using the L2 norm of the Euclidean distance between
two pixels in the RGB color space, it is possible to estimate
the fraction of corrupted pixels. +us, among eight neigh-
boring pixels around a center pixel, there exists at least m

pixels that have a L2 norm less than a predefined constant d.

3.1.3. Fuzzy Color Correlation. An alternative approach to
traditional vector-based approaches is the idea by [51],
which achieves similarity measurements in each color
component between the central pixel x0 and each color
neighbour xk, separately, the approach also assesses whether
the local differences in one, for example, the R component,
neighborhood corresponds to the differences found in the G
and B components. We denote these two memberships with
S1 and S2.

+e aim is to first to develop membership function that
may be used to check these differences of neighbor com-
ponent, which can be represented through a fuzzy set small.
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1 − S(x) � S1 �

1, x≤ α1,

1 − 2
x − c1

c1 − α1
􏼠 􏼡

2

, α1 < x<
α1 + c1

2
,

2
x − c1

c1 − α1
􏼠 􏼡

2

,
α1 + c1

2
< x< c1,

0, x> c1,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

where α1 � 10 and c1 � 70 can achieve experimentally
satisfying results of noise filtering. +e second item element
of equation (10) shows a large membership degree with a
relatively small difference and a slow decrease in the
membership degree. +e third item element is a parameter
used to decrease the membership degree faster for each
larger difference after a certain point. As a result, the
membership function defined in equation (10) is also utilized
to calculate the absolute value of the membership degree
differences in the fuzzy set S1 for the green and red com-
ponents, as well as the blue and red components. If one
denotes the relevant membership function as S2, the
membership function equation (10) is calculated, with α1 �

0.01 and c1 � 0.15.
A further interest in this work is that it enables the

identification of noise-free center pixels in a different color
channel. +e noise-free degree of xR

0 , denoted as NFxR
0
, is

calculated as follows by utilizing the product triangular
norm representing both the fuzzy OR (disjunction) operator
and the fuzzy AND (conjunction) operator.

NFxR
0

� μRμRGμG
+ μRμRBμB

− μRμRGμGμRμRBμB
, (11)

where the standard negation operation is used to derive the
membership degree in the fuzzy set noise free for each color
component. Here, μR and μRG are the conjunction of
S1(ΔFR

k ) and μRG
k in the distance measurement of a red

component and the difference between the membership
degrees in the fuzzy set S1 for the red and the blue com-
ponents. A similar computation can be performed for the
other color components. +e noise-free degrees of blue
NFxB

0
and green NFxG

0
components of the center pixel can

thus be achieved.

3.2. Histogram-Based Approaches. In order to establish
connections among different smaller membership functions,
in [52], it is proposed to calculate the slope difference of each
selected intensity value from a color image. +is approach
uses the histogram approach described earlier to establish a
separate membership function (denoted as μnoise

pk
). Given

each selected integer value pk, the membership function can
be expressed as follows:

μnoisepk

0, ∀x≤ ak( 􏼁 or ∀x≥dk( 􏼁,

2
x − ak

bk − ak

􏼠 􏼡

2

, ∀x ∈ ak,
ak − bk

2
􏼠 􏼣,

1 − 2
x − bk

bk − ak

􏼠 􏼡

2

, ∀x ∈
ak + bk

2
, bk􏼠 􏼡,

1, ∀x≥ bk, ck􏼂 􏼃,

1 − 2
x − ck

dk − ck

􏼠 􏼡

2

, ∀x ∈ ck,
ck + dk

2
􏼠 􏼣,

2
x − dk

dk − ck

􏼠 􏼡

2

, ∀x ∈
ck + dk

2
, dk􏼠 􏼡.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

+e membership function impulse noise (for the red
component) μR

impulse then becomes

μimpulse CR k1, k2( 􏼁( 􏼁 � max
k∈ 1,...,n{ }

μnoise/pk
CR k1, k2( 􏼁( 􏼁. (13)

+e parameters used in expression (13) are related to the
slope of each the selected intensity value. +ere exist two
different types of noise histograms. +e histograms con-
taining only peaks normally have a very small slope and the
histograms containing peaks with some other features
normally have a larger slope. +ese are treated as a relation
with the low estimated standard deviation and large esti-
mated standard deviation, respectively. Based on the edge
image produced by the Sobel operator [53], the following
expressions are proposed to calculate these parameters:

ak � p
k

− ϑa,

bk � p
k

− ϑb,

ck � p
k

+ ϑc,

dk � p
k

+ ϑd,

ϑb �
2

3ϑa,
,

ϑc �
2
3ϑd

ϑa � ϑd � min(25, ⌊σ⌋),

(14)

where ⌊σ⌋ is the largest integer value that is smaller than the
standard deviation (variance) σ. +is method of parameter
selection is especially well suited for denoising pictures that
have been damaged by a combination of impulse and
Gaussian noise. When ⌊σ⌋> 20, to prevent overfiltering, ϑa

and ϑd are then restricted to be a value of 20. Further

6 Journal of Healthcare Engineering



discussion regarding the histogram based methods can be
found in [26].

Based on [26], with existing fixed-value impulse noise,
histograms are initially created from most likely corrupted
impulse noise color components. Since pixels that have been
damaged by fixed-value impulse noise are often very dis-
similar to their neighbors, they are usually identified in a
local window by their minimum and maximum intensity
values, denoted as pmax or pmin. In order to calculate his-
tograms for each image component, a two-step process is
involved: (a) the corrupted greyscale images are divided into
small blocks from each color channel, with a suggested block
size of 5 × 5; and (b) the determination of the values of the
two intensity levels pmax or pmin to be adopted for the
calculation of the histogram depends on the following
conditions being simultaneously satisfied:

(i) If pmax is involved, then |m1 − pmax|> |m1 − m2| or
|m2 − pmax|> |m1 − m2|

(ii) If pmin is involved, then |m1 − pmin|> |m1 − m2| or
|m2 − pmin|> |m1 − m2|

(iii) Defining the membership degrees μnoise(pR) for the
intensity value pk

R of a red component in the fuzzy
set noise, if (hnoise

R (k)/􏽐255
l�0hnoise

R (l)), then k is a noise
red intensity

In the case of fixed-value impulse noise, at least a single
intensity value with a membership degree of one in the fuzzy
set noise is anticipated; or else, the picture is not damaged by
fixed-value impulse noise. +e random valued impulse noise
detection technique does not need to be used in this
circumstance.

In the case of a random valued impulse noise, the color
difference, between, for example, the red and green com-
ponents, in each direction D of this window around the
center position is calculated and denoted as ϱDRG. For each
color difference ϱDRG, D ∈ [1, 8], bell-shaped membership

functions are defined as ηsmall, ηmedium, and ηlarge that rep-
resent the degree of membership in the corresponding fuzzy
sets small, medium, and large:

ηsmall ϱ
D
RG􏼐 􏼑 �

1, if ϱDRG ≤ c1,

1

1 + ϱDRG − c1/a1􏼐 􏼑
2
b1

, if ϱDRG > c1k � 1, 2, . . . , 9.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ηmedium ϱ
D
RG􏼐 􏼑 �

1

1 + ϱDRG − c2/a2􏼐 􏼑
2
b2

, k � 1, 2, . . . , 9,

ηsmall ϱ
D
RG􏼐 􏼑 �

1

1 + ϱDRG − c3/a3􏼐 􏼑
2
b3

, if ϱDRG ≤ c3k � 1, 2, . . . , 9,

1, if ϱDRG > c3.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(15)

Histogram adaptive filtering in [54, 55] is applied to
achieve a solution to the parameter space. +e parameters
b1 � b2 � b3 � 17 are adopted and experimentally validated.
+ey are set to be excessively larger than c1, c2, and c3,
respectively, in order to adaptively filter out impulsive noise
by the membership functions. +e calculation of the pa-
rameters (a1, c1), (a2, c2), and (a3, c3) takes advantage of
statistics of the estimated histograms, in relation to intensity
differences between red and green values. +e calculation of
the parameters for the other color differences is very similar.
+e following calculations of fuzzy sets regarding centroids
small (denoted as CENRG

small), medium (denoted as
CENRG

medium), and large (denoted as CENRG
large) are the

functions of the total histogram hRG, and two divided his-
tograms P DFRG

part1 and P DFRG
part2 by the splitting point

M � [2(2m − 1) · CENRG
medium − (2m − 1)], where [x] is the

largest integer value smaller than x.

PDFRG(z) �
hRG(z)

􏽐
2m− 1
k�− 2m − 1( ) hRG(k)

,

CEN
RG
medium(z) � 􏽘

2m − 1

k�− 2m − 1( )

k

2m+1
− 1

P DFRG(k), CEN
RG
small(z) � 􏽘

M

k�− 2m− 1( )

k

2m+1
− 1

P DF
RG
part1(k), CEN

RG
large(z) � 􏽘

2m − 1

k�M+1

k

2m+1
− 1

P DF
RG
part2(k),

(16)

where P DFRG(z) is the potential density function of the
histogram hRG for index z(z ∈ [− (2m − 1), 2m − 1]) (with
mbeing the amount of bits used to store a single intensity
value (mostly m � 8)). +e index k varies from 1 to H × S in
order to select one of the window values.

+e calculation of the mass that corresponds to the
support of a fuzzy set is a function of the subdivided his-
togram hRG with three equal parts.

MASSRGsmall �
􏽐

M1
k�− 2m − 1( ) hRG(k)

􏽐
2m− 1
k�− 2m − 1( ) hRG(k)

,

MASSRGmedium �
􏽐

M2
k�M1+1 hRG(k)

􏽐
2m − 1
k�− 2m− 1( ) hRG(k)

,

MASSRG
large �

􏽐
2m − 1
k�M2+1 hRG(k)

􏽐
2m − 1
k�− 2m− 1( ) hRG(k)

,

(17)
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where M1 � [2(2m − 1) ·CENRG
medium +CENRG

small/2 − (2m − 1)]

and M2 � [2(2m − 1) · (CENRG
medium +CENRG

large/2) − (2m − 1)].
+e values MASS and CEN obtained from the estimated

histogram hRG are, respectively, used for the parameters a

and c, with c1 � CENRG
SMALL, c2 � CENRG

MEDIUM ,
c3 � CENRG

LARGE and a1 � MASSRGSMALL , a2 � MASSRGMEDIUM ,
a3 � MASSRGLARGE. +us, the membership functions are
completely specified.

+e procedure of the histogram estimation hRG can be
used to estimate the histograms of all the other color dif-
ferences (red-green, red-blue, and green-blue). +e histo-
gram estimation ranges between − 255 and +255. Each red-
green difference (i.e., RG(i, j)), for example, is included in
the histogram hRG if and only if the membership degree in
the fuzzy set noise for both components is zero, in other
words if μnoise(CR(i, j)) � 0 and μnoise(CG(i, j)) � 0.

+e fuzzy set noise μnoise is represented by a membership
degree as follows:

μnoise CR(i, j)( 􏼁 �
ηnoise CR(i, j)( 􏼁, if cond1,

0, otherwise,
􏼨 (18)

with

cond1 � 􏽘
D∈ N,...,S{ }

τD
noise ≥ τ

D
free. (19)

+e overall membership degrees to the fuzzy sets
τD
noise(CR(i, j)) and τD

noise(CR(i, j)) are calculated on the
basis of the eight membership degrees in the relevant fuzzy
sets impulse noise-free for the eight directions around a
certain central pixel position (i, j), respectively. +e
membership function of a fuzzy set τnoise(CR(i, j)) is il-
lustrated in Figure 2. +e parameters a and b are equal to

a �
􏽐

H
h�− H 􏽐

S
s�− S g k1 + h, k2 + s( 􏼁􏼐 􏼑 − g k1, k2( 􏼁

(2H + 1)(2S + 1) − 1
, (20)

where g satisfies (6).

b � 1.2a. (21)

+e standard negatorNs(x) � 1 − x is used to calculate a
fuzzy set impulse noise-free.

If cond1 is satisfied, the membership function
ηnoise(CR(i, j)) has a similar shape to Figure 2, but with
minh∈ − H,...,H{ };s∈ − S,...,S{ }g(i + h, j + s). +is is used to define a
central pixel CR(i, j) with fuzzy set large, and define ηnoise;
that is, ηnoise(CR(i, j)) � μlarge(obs1 − obs2). In this figure,
the horizontal axis corresponds to all possible differences
between obs1 and obs2. Detailed explanation regarding
(obs1 − obs2) can be found in equations (7) and (8).

+emost homogeneous region around CR(i, j) results in
the g(i + k, j + l) value, which corresponds to a. +is region
has the smallest amount of impulse-noise corrupted pixels.
Experimental results have shown that the best choice for
parameter b is b � 1.2a, the larger the parameter ais, the
larger the uncertainty interval (a, b) should be.

Several fuzzy rules are used in the aforementioned
algorithm:

(i) Membership degrees for the elements ϱDRG in the
fuzzy set noise-free:

IF (CRD is not noise) AND ((CRD is not noise)
THEN ϱDRG is noise-free

(i) A corrupted central pixel CR(i, j) with impulse noise:

IF obs1 − obs2 is large
THEN the central pixel CR(i, j) is an impulse noise
pixel

Two additional fuzzy rules related to the central pixel
CR(i, j) that is defined as an impulse noise and impulse free
pixel in the direction D are represented in equations (3) and
(4). +e other two noise-corrupted color channels have
analogous fuzzy rules. +e second fuzzy rule can be trans-
ferred used to calculate the third via fuzzy rule from the
evaluation of the relevant histograms.

Histogram-based fuzzy color filter is particularly effec-
tive for reducing high-impulse noise in digital images while
preserving edge sharpness. Different from applying a
greyscale algorithm on each color component separately,
vector-based filtering methods can overcome artefacts in-
troduced especially on edge or texture pixels when dealing
with noisy color images [26]. +e major improvement
achieved by the histogram-based fuzzy color filter (HFC) is
demonstrated in Figure 3. +is figure illustrates the visual
performance of a magnified part of the “Lena” image with
20% salt-and-pepper noise. It is clearly observed that HFC
shows the best performance in the noise removal and detail
preservation; meanwhile, it does not introduce new colors
(especially in texture elements of an image) in contrast to
many of the compared filters, including the fuzzy impulse
noise detection and reducing method (FIDRM), the adap-
tive-weighted fuzzy mean filter (AWFM) from [56], the
histogram adaptive fuzzy filter (HAF), dual-step fuzzy in-
ference ruled by else-action filter (DSFIRE) [57], the tristate
median filter (TSM) from [58], and vector mean filter
(VMF). An objective evaluation is performed using the peak
signal-to-noise ratio (PSNR) (Figure 4).

3.3. Fuzzy Peer Group-Based Algorithms. Following the
traditional peer group filters, the authors in [59] claim that
traditional methods adopt crisp ways to calculate distance
threshold d; however, the similarity measurements are not
that easy. Furthermore, the number of peer group members
is determined using Fisher’s linear discriminant (FLD),
which often turns out not to be a desired peer group since

1

0 a b

large

membership degree

Figure 2: Illustration of the membership function large.
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more than the necessary number of clusters is always
obtained.

To overcome this problem, a similarity membership
function μ is introduced:

μ1 xi, xj􏼐 􏼑 � e
− xi − xj

����
����/Ψ􏼐 􏼑

, for i, j � 0, . . . , n
2

− 1􏽮 􏽯, (22)

where Ψ> 0 is a fuzzy matrix [60, 61], and μ1 � 1 if x0 � x(i)

so that

μ1(x0, x(0))≥ μ1(x0, x(1))≥ · · · ≥ μ1(x0, x(n2− 1)). And an
accumulated similarity (fuzzy distance) metric dPG(x0, x(i))

between x0 and xi is used:

dPG x0, x(i)􏼐 􏼑 � 􏽘
i

k�0
μ1 x0, x(k)􏼐 􏼑, for i � 0, . . . , n

2
− 1􏽮 􏽯,

(23)

where 1≤ dPG(x0, x(i))≤ n2, for i � 0, . . . , n2 − 1􏼈 􏼉.

(a) (b) (c)

(d) (e) (f)

Figure 3: (a) Original image, (b) classical error diffusion (MSE� 67.4), (c) fuzzy error diffusion (MSE� 48.3), (d) L-filter with common
memberships (MSE� 50.5), (e) L-filter with four fixed membership values (0.82, 0.14, 0.03, and 0.01) (MSE� 49.8), and (f) L-filter with two
fixed membership values (0.85 and 0.15) (MSE� 51.8) [65].

(a) (b) (c) (d) (e)

(f ) (g) (h) (i)

Figure 4: From top left to bottom right, (a) a part of the original colored Lena image and (b) the part corrupted with 20% salt-and-pepper
noise (PSNR: 12.29). (c) After the proposed HFC (PSNR: 46.84). (d) After the FIDRM (PSNR: 34.97). (e) After the AWFM (PSNR: 30.58). (f )
After the HAF (PSNR: 29.19). (g) After the DSFIRE (PSNR: 30.75). (h) After the TSM (PSNR: 28.05). (i) After the VMF (PSNR: 29.12) [26].
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A fuzzy set large (·)L is used to represent the fuzzy
variable dPG(x0, x(i)) large:

dPG x0, x(i)􏼐 􏼑􏼐 􏼑
L

� μ2 dPG x0, x(i)􏼐 􏼑􏼐 􏼑

� −
1

n
2

− 1􏼐 􏼑
2 dPG x0, x(i)􏼐 􏼑 − 1􏼐 􏼑

× dPG x0, x(i)􏼐 􏼑 − 2n
2

+ 1􏼐 􏼑􏼐 􏼑,

for i � 0, . . . , n
2

− 1􏽮 􏽯.

(24)

In order to better distinguish between noisy and noise-
free pixels, it is more appropriate in establishing peer group
cardinality differences. A quadratic function is normally
used as it shows sensitivity in low values of cardinality more
than in the high values. In the determination of membership
function, there is no need to adjust further the parameter of
the membership function.

A further idea discussed in that work is to calculate the
parameter r of the peer group of the filter using fuzzy logic.
So, the best number of members 􏽥r corresponds to the value
r � 0, . . . , n2 − 1􏼈 􏼉 that maximizes the certainty of the
resulting expression. By using the product T-norm as the
conjunction operator, the certainty C(r) of r that corre-
sponds to the best number of members for P(x0, r, d)

satisfies the following fuzzy reasoning argument:

C(r) � μ1 x0, x(r)􏽮 􏽯 dPG x0, x(r)􏼐 􏼑􏼐 􏼑
L

, (25)

where C(r) represents the certainty of “x0 is similar to x(r)”;
μ1 x0, x(r)􏽮 􏽯 represents the extent to which the farthest pixel
in P(x0, r, d) is similar to the center pixel x0; and
(dPG(x0, x(i)))

L gives the certainty of “(dPG(x0, x(r))) is
large”.+e best number 􏽥r of members forP(x0, r, d) is given
by the function

􏽥r � argmax
r∈ω

, forω � 1, . . . , n
2

− 1􏽮 􏽯. (26)

+is reasoning is used to check for each value r, whether
the increment from (dPG(x0, x(r− 1))) to (dPG(x0, x(r))) is
sufficiently large to include in the fuzzy peer group. Since the
proposed method allows the operator to ignore the number
of clusters in the particular neighborhood, which are always
the results from Fisher’s linear discriminant approach, this is
in its essence a statistics based algorithm for designing peer
group filters.

Finally, the fuzzy peer group is formulated by a similarity
fuzzy set fP(x0, x(i)) � μ1( x0, x(i)􏽮 􏽯), with peer group
members x(0), x(1), . . . , x(􏽥r).

For summarization, membership functions characterize
the fuzzy sets. In a fuzzy logic system (FLS), membership
functions are associated with terms that appear as the ante-
cedents or the consequences of fuzzy rules. FLS is one of the
tools used to model a multi-input, multioutput system. Type-1
membership functions have been the focus in this paper.

One important issue is the derivation of membership
functions that achieve fuzzy similarity measurements of the
color pixels of an image. According to [7], the rank ordering

of samples approach is a good starting point. A Gaussian
function may be used to describe the similarity between two
color pixels; this approach is more commonly adopted
mainly due to its extensive use in fuzzy ranked filters.

Another way of evaluating the similarity function is
introduced by [17]. A number of convex membership
functions for evaluating the degree of similarity have been
introduced in their works. A simple linear similarity func-
tion with parameter h is only required to be determined,
which reflects the similarity of image structure. Compared to
the vector median filter (VMF) approach, the resultant filter
shows enhanced performance.

Exploring color similarity measurements is discussed in
[51]. It is claimed that a membership function is applied to
firstly achieve color component correlation; this includes
both the Euclidean distance measurements associated with
each color component and the measurements of the Eu-
clidean distance difference from different pairs of color
components.

As mentioned, histogram-based approaches have been
developed to also derive membership functions. One interest
is to link small membership function depending on slope
varieties of each selected intensity value [52]. Another ap-
proach in [26] has the following two focal points: one is to
establish a membership function with adaptation to a fixed-
value impulse-noise, and the other is to establish a mem-
bership function to random-value impulse-noise. In the
fixed-value impulse-noise case, the extreme values are
compared with mean values for noise detection. For a
random-value impulse-noise, the histogram algorithm
achieves parameter estimation for membership function
constructions.

4. Fuzzy Filters’ Design

If a color pixel or component is considered noisy (not noise-
free), it should be filtered or smoothed proportionally. +e
estimated value is computed using the information of its
local neighbourhood or the other color components of the
filtered pixel in order to better estimate the original value
while preserving edge information without introducing
color artefacts.

4.1. Proposed L-Filter. +e work carried out by [62] presents
a switching rule-based filter that can be switched between the
identity filter (denoted as yξ) and a modified L-filter design
(denoted as yLmod

). Following the detecting method, this is
utilized to calculate the ideal output for the pixel’s intensity
and color. +e suggested filter is distinguished from most
L-filters because it integrates just two pixels from the vector
ordered set; this significantly decreases the time required for
both output calculation and coefficient training. +e fol-
lowing is the expression for the switching scheme filter.

yi �
yξ , if clean,

yLmod
, otherwise,

⎧⎨

⎩ (27)

where yi denotes the intermediate output with index i in a
color image, corresponding to intensity or color. +e
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switching operation is finally carried out by a combination of
the outputs between intensity |υ| and color θ with optimal
magnitude and optimal direction:

􏽥yi � υi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌θi, (28)

where

υi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 � y

2
Ri + y

2
Gi + y

2
Bi􏼐 􏼑

1/2
,

θi � cos− 1 yRi · yGi · yBi

υi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼠 􏼡,

(29)

where yRi, yRi, and yRi denote the red, green, and blue
components of the intermediate pixel vector.

+e suggested L-filter is constructed by combining two
pixels from the vector median ordered set linearly.

yLmod
� 􏽘

2

i�1
ci􏽥yji

. (30)

Here ci corresponds to the i th coefficient in the vector
median ordered set. +e subscript j denotes the index of the
pixel selected from the ordered set. For a n × n filter window
with the center position at C � (n × n + 1)/2, j1 will be C − 2
and j2 will be C − 1. In the calculation, the center pixel is
considered to be noise from the detection result, without
being included as a possible output.

+e constrained least mean square (LMS) algorithm
optimized the coefficients using a set of target and purposely
distorted pictures supplied by the user [63]. Optimization is
performed to reduce the direction and amount of the
inaccuracy in the color and intensity values, respectively. For
more details related to the LMS algorithm, one needs to refer
to [63].

In [64], through the fuzzy model, an l2 − l∞ filter has
been constructed for nonuniformly sampled nonlinear
systems. Compared with the classical filter (i.e., Kalman
filter), the l2 − l∞ filter is more applicable because the
requested peak value of the estimation error for the external
noise is less than a certain level that often requires to be
satisfied. Hence, it shows the advantage of the fuzzy mod-
elled filter in achieving a prescribed noise attenuation level.

While the error-diffusion dither produces a relatively
high-quality image, it is computationally expensive. In [65],
a new approach to error diffusion dithering through a fuzzy
error diffusion algorithm is proposed. To speed up the fuzzy
error diffusion process, an L-filter approach is developed by
determining a fixed set of membership values. +e fuzzy
error diffusion algorithm is performed to achieve drastic
improvements of color images quality, resulting in superior-
quality dithered images and significantly lower mean
squared error values (MSE). Figure 3(c) illustrates the result
of fuzzy error diffusion and compares it with the classical
approaches in Figures 3(d) and 3(e) along with classical error
diffusion that has been used to produce the image in
Figure 3(b). +e original image is given in Figure 3(a). Color
impulses are observed as white dots on uniformly gray
colored regions. +e result of the fuzzy error diffusion al-
gorithm is given in Figure 3(c), where fuzzy error diffusion

reduces the occurrence of color impulses drastically. A
significantly lower MSE value for the fuzzy error diffusion
algorithm is 48.3 for Figure 3(c) versus 67.4 for Figure 3(b).

4.2. Fast Adaptive Similarity Filter. Considering the infor-
mation associated with the central pixel, [17] proposed the
design of nonlinear filters to establish similarity measures in
a fast, adaptive manner on the basis of the correlation be-
tween the different image channels. +e algorithm benefits
from a lower computational complexity than that of the
vector median filter.

Following Section 3.1.2, according to equation (9), a
modified cumulative distance functionRk can be established:

Rk �

− h + 􏽘
n

j�1
ρ xk, xj􏼐 􏼑, for k � 0,

􏽘

n

j�1
ρ xk, xj􏼐 􏼑 for k � 1, . . . , n.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(31)

For convenience of representation, here we relabel the
center pixel as x0 in this equation. +e filter construction is
quite similar to the standard VMF. +e major difference is
the omission of the central pixel x0 when calculating xk,
k> 0.

+e condition for retaining the original image pixel is
R0 <Rk, k � 1, . . . , n, which leads to the condition

− h + 􏽘
n

j�1
ρ x0, xj􏼐 􏼑≤ 􏽘

n

j�1
ρ xk, xj􏼐 􏼑. (32)

+at means

R0 ≤Rkifh≥ 􏽘

n

j�1
ρ x0, xj􏼐 􏼑 − ρ x0, xj􏼐 􏼑􏽨 􏽩, (33)

where k � 1, . . . , n.
+is technique, which is based on the basic leave-one-out

strategy, is the new algorithm’s most significant feature. +e
central pixel is only replaced when it is really noisy; this
approach aims to preserve as much as possible the original
information in the images.

As is commonly known, the VMF method has the
problem of replacing an excessive number of uncorrupted
picture pixels. +is problem is addressed in the existing filter
design by specifying positive h values, compelling the filter to
retain as many uncorrupted, original pixels as possible while
still allowing for the removal of corrupted ones. Addi-
tionally, h may be fine-tuned further based on noise statistics
and image structure.

+e filtering process follows three steps. (a)+e fractions
of corrupted pixels are estimated. As mentioned in Section
3.1.2, it is possible to find two “close” pixels among its eight
neighbors and a filtered center located pixel, according to a
predefined L2 distance constant d and the number of pixels
m within the distance range. Outside that distance range, the
pixel is considered noisy. (b) An optimal value of his found.
Consequently, the constant h is established to the value that
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results in the filter changing the same proportion of pixels as
the predicted noise fraction p.

To quickly create a filter, the well-known bisection ap-
proach may be employed [66]. +is approach permits the
root of an equation g(x) � 0 in [a, b] to be determined,
provided that g(x) is continuous and g(a)g(b)< 0. In the
case considered here,

g(h) � λ(h) − p, (34)

where λ(h) is the fraction of pixels changed by the filter,
depending on h. For the majority of standard color images, a
sufficiently long interval is considered as [0, 4], where
g(0)g(4)< 0. (c) Filtering of an image using the obtained
optimal value of h is subsequently performed.+e algorithm
incorporates the following steps: (1) Set r: � a, s: � b. (2)
Set z: � (r + s)/2. (3) If g(z) � 0, then output β � z and
exit. In any other case, (a) if g(z)g(r)< 0, then set s: � z

and go to 2. (b) If g(z)g(r) > 0, then set r: � z and go to 2.
Although the described process may be of infinite length and
may not give an exact value, it provides a sufficiently good
approximation of β, after a limited number of iterations.

4.3. Histogram-Based Fuzzy Color Filter. Referring to his-
togram adaptive filtering in [54, 55], the differences between
intensity values in the different components can be trans-
formed from the unit interval into the [− (2m + 1), +(2m +

1)] interval for a real gray intensity distribution. We denote
this as △′. +e filtering procedure only processes those
components that have a nonzero membership degree in the
fuzzy set noise (i.e., for the red components
μnoise(CR(k1, k2))> 0). +e filtering method distinguishes
four different cases, which can be illustrated for a noisy red
component pixel (CR(k1, k2)) (i.e., μnoise(CR(k1, k2))),
where yR(k1 ,k2) denotes the filtered output value.

Case 1. μnoise(CG(k1, k2))> 0 and μnoise(CB(k1, k2)>
0yR(k1,

k2)) � (􏽐
9
k�1(1 − μnoise(CGk))CRk/􏽐

9
k�1(1 − μnoise(CGk))).

Case 2. μnoise(CG(k1, k2)) � 0 and μnoise(CB(k1, k2)) > 0yR
(k1, k2) � CG(k1, k2) +△RG′C(k1, k2).

Case 3. μnoise(CG(k1, k2))> 0 and μnoise(CB(k1, k2)) � 0yR
(k1, k2) � CB(k1, k2) +△RB′C(k1, k2).

Case 4. μnoise(CG(k1, k2)) � 0 and μnoise(CB(k1, k2)) � 0yR
(k1, k2) � 0.5(CG(k1, k2) +△RG′C(k1, k2)) + 0.5(CB(k1,

k2) +△RB′C(k1, k2)).
In the first case it is possible that 􏽐

9
k�1(1 − μnoise(CRk)) �

0 (which is exceptional). In this situation, the output value
FR(k1, k2) is assumed to be equal to the median of all the
associated pixel intensity values.

Additionally, Fotinos et al. [67] designed a multidi-
mensional filtering technique using fuzzy logic ideas and
based on local statistics, the maximum and minimum of the
histogram as parameters for signal shape description. Ex-
perimental results, conducted in true color images, show
improved performance in the suppression of different types

of noise and the preservation of the image details compared
with other popular filtering techniques in literature, such as
the arithmetic mean filter (AMF), vector median filter
(VMF), the mean filter, and the fuzzy multichannel filter
[68].

5. Fuzzy Filters in the Restoration of Medical
Images and Signals

+e large number of sensors and hyperspectral imaging
modalities adopted in medical imaging leads to different
types of noise [69, 70], which may coexist when the images
are the result of data fusion procedures. Noise that is not
informative may impair visual interpretation process and
affect the fidelity of automated analysis source [71]. Nu-
merous fuzzy techniques have been investigated for re-
storing corrupted magnetic resonance imaging (MRI) data,
including those from the brain and the heart [72–77].

5.1. Filtering Heart MRI Data. In [72], a unique post-
processing approach is introduced via considering phase-
contrast magnetic resonance imaging. Automatic vessel
segmentation is accomplished using active contours [78, 79],
while the segmented velocity field is filtered by applying
multidimensional fuzzy adaptive vector median filtering.
Accordingly, the processed MRI data is from children born
with congenital single-ventricle heart abnormalities. +e
study demonstrates the algorithm’s capability of visualizing
and quantifying hemodynamics, as well as identifying pa-
tients with heart failure risks.

Random noise is introduced during segmentation as a
consequence of a fuzzy vessel edge. A hybrid multichannel
filter architecture is suggested to identify and replace this
noise.

y( k
→

) � μ( k
→

)x( k
→

) +(1 − μ( k
→

))M( k
→

), (35)

where x denotes the input vector, k
→

(k1, k2) signifies the
pixel coordinate vector, M is the selected filter value to
replace the vector’s noisy component, and μ denotes a
continuous fuzzy membership determining the extent of x

being a flow pixel. Vector median filtering is presented for
the analysis of a segmented PC MRI dataset, a vector field
having three components for each data point. Due to the
physical properties of flow and noise, the parameters used to
establish these rules are as follows: (i) VDH or vector di-
rection homogeneity; (ii) DVM or the distance of the given
pixel from the vector median within the interrogation
window; (iii) MI or magnitude image intensity; and (iv) SD
or the standard deviation of the vector field. As a result, a set
of generic principles for characterizing flow and noise may
be defined as follows.

(i) Rule 1. DVM is high for noise and low for flow
(ii) Rule 2. VDH is low for noise and high for flow
(iii) Rule 3. SD is high for noise and low for flow
(iv) Rule 4. MI is low for noise and high for flow
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+en, using fuzzy fusion, a membership function μ is
assessed to estimate the chance of a pixel being noise.
Figure 5 shows an example of noise used in active contour-
based segmentation. Along the vessel walls, noise vectors are
readily visible inside this segmented vessel, as shown by the
oval [72].

5.2. Filtering Brain MRI Data. Additionally, [80] included a
switch mode fuzzy adaptive median filter (SMFAMF), which
is used to reduce noise in MR images distorted by significant
impulse (salt and pepper) noise without damaging picture
edges and features. +e authors next examined the same
issue using a fuzzy adaptive median filter with adaptive
membership parameters (FAMFAMP) [81]. It was discov-
ered that it outperformed the SMFAMF when it came to
suppressing salt-and-pepper noise and other noise of im-
pulse type.

Bappy and Jeon [82] restored medical X-ray pictures
using total variation (TV) minimisation and a hybrid me-
dian filter (HMF), with the goal of preserving edges and
essential image information for accurate illness identifica-
tion by doctors or radiologists. +e resulting experiment
demonstrates increased convergence speed and the resto-
ration of high-quality medical X-ray pictures, with the
staircase effect and spurious edges erased.

5.3. Filtering Multimodality Medical Images. Today there
have been several medical imaging modalities, including
structural modalities and functional modalities. Functional
modalities include single-photon emission CT (SPECT),
positron emission tomography (PET), and functional
magnetic resonance imaging (fMRI) images that provide
more information about functional tissues like blood flow in
a vein. On the other hand, structural modalities include
magnetic resonance imaging (MRI) and computed to-
mography (CT) that render high-resolution structural in-
formation about an organ. Each modality has its respective
advantages and disadvantages.

Ullah et al. [83] coupled Sum-Modified-Laplacian (SML)
algorithms and local featured fuzzy sets in the non-
subsampled Shearlet Transform (NSST) domain to develop
color medical picture fusion that effectively restrains color
distortion and improves visual quality. +e technique in-
volves decomposing two registered pictures of the same
scene into a single Low-Frequency Subband (LFS) and
numerous High-Frequency Subbands (HFS). On the LFS,
the weights of each pixel are determined using Fuzzy Pixel-
based fusion algorithms. To extract more meaningful in-
formation, merged HFS coefficients are chosen based on the
SML coefficients of each HFS. Finally, the appropriate fused
picture is obtained using inversed NSST. To evaluate per-
formance, 256 × 256 MRI, PET, and SPECT images are
picked for the fused MRI/PET and MRI/SPECT images. +e
obtained results demonstrate that the proposed approach is
not only better in terms of contour and edge detection, visual
feature recognition, and computing performance, but also in
terms of quantitative parameters when compared to other
state-of-the-art offered systems, such as Fuzzy Transform

with uniform sinusoidal membership fusion [84], PCNN
model [85, 86] for the fusion of LFS and HFS, local Laplacian
filtering (LLF) [87] for image decomposition, contourlet
transform (COT) [88], nonsubsampled contourlet trans-
form (NSCT) [88], moving frame based decomposition
framework (MFDF) [89], and sparse representation (SR)
based approach [90].

5.4. Fuzzy Rule-Based Methods for Earlier Cancer Diagnosis.
Currently, Fuzzy rule-based systematic approaches have
been developed for early cancer diagnosis with the analysis
of medical images. Mammogram images are being acquired
to aid the breast cancer diagnosis of the suspected patients.
Rao et al. [91] implemented fuzzy rules with minimum
phases for the analysis of mammographic images that consist
of 320 images coming from 160 patients with each of 1024 ×

1024 resolutions. We calculate statistical metrics such as the
Correct Detection Ratio (CDR), the Undersegmentation
Error (USE), and the Similarity Index (SI). +e suggested
method gives quicker, more accurate findings that are more
helpful in diagnosing and classifying aberrant tumors or
masses while incurring less processing costs.

Tiwari et al. [92] defined medical entities as fuzzy sets and
reasoning as rule-based systems in order to explore the like-
lihood of incidence of lung infection. It is regarded to be a safe
and cost-effective method of treating lung disorders. Addi-
tionally, fuzzy logic implementation gives a set of approaches
for obtaining dependable solutions. Kumar et al. [93] created a
Combined Fuzzy-Rough-Set-Based F-Information and Water
Swirl Algorithm with the goal of automating the discovery of
cancer-associated genes (FRFI-WSA). +ere are two phases of
gene selection: filtering and embedding, which are used to
identify prospective genes and the most important cancer
genes. +e suggested technique is assessed on 9 binary and 13
multicategory cancer gene expression datasets. In the global
cancer map with repeated measurements (GCM-RM) dataset,
FRFI-WSA identified the 16 most significant genes linked with
cancer with the fewest possible compact rules and the maxi-
mum classification accuracy of 96.45%.

Figure 5: An example of noise being embedded into active con-
tour-based segmentation [72].
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For an extended application in biomedicine, Harsha and
Vajpai [94] illustrate a Fuzzy Inference System that is used
for the analysis and classification of electroencephalogram
(EEG) signals. Statistical analysis of dynamical properties of
the EEG signals is performed and the outcome of this
analysis is used to create a fuzzy inference model. +e final
aim is to differentiate between brain states and zones they
belong to, for example, healthy zone, epileptic zone, and
nonepileptic zone. Encouraging results have been obtained
from this pilot project. Further generalization of the rules is
possible with the help of more data and inputs from neu-
rophysiological experts.

6. Conclusion

+is paper is focused on fuzzy filtering with type-I fuzzy
reasoning, using some well-known fuzzy filter design ap-
proaches. Different fuzzy variable designs using different
fuzzy rules were considered. Furthermore, different mem-
bership functions with optimized parameters were also
discussed. Advances in the design of multichannel hybrid
filters originally proposed in [23] have been considered, and
their evolution all the way until the development of fuzzy
peer group filter designs, which were introduced in 2009
[59], has been summarized. +ese designs have over the
years been gradually simplified and evolved to variants
requiring less computational complexity. What must be
stressed out, however, is that these ideas form an important
intellectual scaffolding for further developments in this field.
Finally, within the context of biomedical imaging applica-
tions, what is particularly attractive is that these filters can be
adapted to provide resilient energy-to-peak filter designs for
each pixel or voxel, when nonlinearities in the image need to
be preserved after assuming a Takagi–Sugeno fuzzy model
where the designed filter is assumed to have additive gain
variations [95]. Furthermore, these designs complement well
existing wavelet parametrizations with adaptive filtering
[96, 97], so it is thus envisaged that the fuzzy filtering
techniques may also be soon applied to wavelet parame-
trizations (at different decomposition levels) so as to sig-
nificantly improve filtering and signal reconstruction. Fuzzy
filters are especially promising in MRI image denoising and
have applications to hyperspectral imaging, and in cases
when combining terahertz (THz) imaging with images from
different parts of the electromagnetic spectrum (e.g., near
infrared, visible, or ultraviolet parts of the spectrum). In
addition, they have applications in magnetic resonance
imaging (MRI) [73, 75, 97–103], retinal fundus photography
[104, 105], face recognition [106], and video analysis [107].

Furthermore, they have important applications in optical
coherence tomography and fundus imaging [108], in elec-
troencephalogram (EEG) analysis [109, 110], and in other
tomographic applications (e.g., in 3-dimensional recon-
struction of brain images [111] or X-ray computed axial
tomography [112] or ultrasound [113, 114]). +e collective
discussion of the various fuzzy filtering approaches in this
article should lead to a better understanding of what has
been achieved so far by the fuzzy filtering community and
provides some further directions for research. From an

applications perspective, an adaptation and evaluation of
these algorithms for the different biomedical imaging mo-
dalities mentioned is urgently needed.
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[81] I. Güler, A. Toprak, A. Demirhan, and R. Karakiş, “MR
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To improve the accuracy of clinical diagnosis of severe patients with advanced liver cancer and enhance the effect of chemotherapy
treatment, the U-Net model was optimized by introducing the batch normalization (BN) layer and the dropout layer, and the
segmentation training and verification of the optimized model were realized by the magnetic resonance (MR) image data.
Subsequently, HepG2 cells were taken as the research objects and treated with 0, 10, 20, 40, 60, 80, and 100 μmol/L emodin (EMO),
respectively. *e methyl thiazolyl tetrazolium (MTT) method was used to explore the changes in cell viability, the acridine orange
(AO)/ethidium bromide (EB) and 4′,6-diamidino-2-phenylindole (DAPI) were used for staining, the Annexin V fluorescein
isothiocyanate (FITC)/propidium iodide (PI) (Annexin V-FITC/PI) was adopted to detect the apoptosis after EMO treatment,
and theWestern blot (WB) method was used with the purpose of exploring the changes in protein expression levels of PARP, Bcl-
2, and p53 in the cells after treatment. It was found that compared with the original U-Net model, the introduction of the BN layer
and the dropout layer can improve the robustness of the U-Net model, and the optimized U-Net model had the highest dice
similarity coefficient (DSC) (98.45%) and mean average precision (MAP) (0.88) for the liver tumor segmentation.

1. Introduction

Primary liver cancer is currently one of the common ma-
lignant tumors with highmorbidity andmortality, which has
seriously threatened the safety of human life [1]. Surgical
treatment is currently the most direct and thorough method
for liver treatment, but precise surgical treatment is required
to preserve the integrity of the unaffected area of the liver to
the greatest extent [2]. *e prerequisite for doctors to
perform accurate diagnosis and treatment of liver cancer is
to accurately segment the lesion area from the patient’s
imaging treatment. *e current manual segmentation
method has the highest accuracy, but it will waste a lot of
time and energy in the face of massive medical imaging data.
In addition, the manual segmentation has the characteristics

of non-repeatability and subjectivity [3, 4]. To improve the
efficiency of medical image processing and realize the in-
telligence and repeatability of image segmentation, a large
number of experts and scholars have introduced the intel-
ligent algorithms to achieve this goal. At present, the al-
gorithms commonly used for the image segmentation
include the support vector machines (SVMs), convolutional
neural networks (CNNs), and U-Net [5–7]. Among them,
the U-Net model is mainly used for the segmentation of
medical images and can fuse the image features of different
scales, so it is widely used in the segmentation of medical
images [8]. However, the depth of the original U-Net model
is not enough to obtain a good network model through fast
training. *erefore, to solve this problem, an improvement
on the structure of the U-Net was explored in this study.
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Surgical resection is limited to the treatment of patients
with liver cancer in the early stage, but the patients with
advanced liver cancer with the characteristics of fast de-
velopment and easy metastasis can only inhibit the devel-
opment of liver cancer through chemotherapy or
radiotherapy [9]. Radiotherapy can cause vomiting and
gastrointestinal mucosal damage in patients, and doxoru-
bicin and other drugs commonly used in chemotherapy have
certain toxicity, which can affect the growth of normal cells
in the patient’s body [10, 11]. Studies have proved that
natural secondary metabolites derived from animals, plants,
or microorganisms can reduce the toxic and side effects
caused by radiotherapy or chemotherapy and have the
advantages of high safety performance and resistance to
drug resistance [12]. At present, EMO can intervene in the
process of liver cancer, cervical cancer, prostate cancer, and
other cancers. It mainly achieves alleviation of cancer disease
process by blocking the cell cycle and inhibiting the cell
proliferation [13, 14].

2. Methodology

2.1. ExperimentalMaterials. *eMR imaging data related to
the “advanced liver cancer” were obtained from *e Cancer
Imaging Archive, and the data provided by researchers of
Harvard beamandrew machine learning and medical im-
aging on the GitHub were referred. As a result, a total of
1,526 MR images were obtained to construct the “MR Image
Data Set of Advanced Liver Cancer.”

2.2. Preprocessing of MR Image. During the process of
image data collection, there may be more interference in the
image due to the changes in environment and magnetic field
[15]. *erefore, to improve the effect of image segmentation,
the images had to be normalized and standardized when
inputting the MR images into the model.

*e (0, 1) normalization method was adopted to process
the image pixel matrix, and the mathematical expression of
this method was given as follows:

x
∼

� Factor ·
x − xmin

xmax − xmin
. (1)

In the above equation, x was the pixel of input image,
xmax represented the maximum value in the pixel matrix,
xmin represented the minimum value in the pixel matrix, and
Factor indicated the normalization coefficient. When it was
normalized to (0, 1), then Factor� 1; when it was normalized
to (0, 200), then the Factor� 200.

Z score was adopted for the standardization of the MR
image, and the mathematical expression of this method was
given as follows:

x′ �
x − x

σ
. (2)

In the above equation, x represented the average value
of the pixel matrix of the inputted image and σ repre-
sented the standard deviation of the pixel matrix of the
inputted image.

*e number of MR image data collected in this study was
limited by time, cases, and other factors, and the use of deep
learning technology for image segmentation required a large
amount of data for model training, so it was hoped to expand
the original MR samples in the form of data enhancement.
*e methods commonly used for image data enhancement
include flip, random crop, color jittering, shift, scale, con-
tract, noise, rotation, and reflection [16], and the Python was
used for data enhancement of theMR images from the third-
party database Augmentor.

2.3. Design and Improvement of U-Net. U-Net was a net-
work algorithm of the medical cell segmentation proposed
by Olaf et al. in 2015. *e basic structure of the network is
shown in Figure 1. It can be seen that the original U-Net
presented a structure similar to the “U,” which contained a
total of 23 convolutional layers, 4 downsampling operations,
and 4 upsampling operations. Compared with the CNN,
there was no fully connected layer in the U-Net. Each ex-
ecution of downsampling included 2 convolution operations
with a convolution kernel size of 3∗ 3 and 1 pooling op-
eration with a size of 2∗ 2, while the upsampling operation
only included 2 convolution operations with a convolution
kernel size of 3∗ 3, and finally, a convolution layer with a
convolution kernel size of 1∗ 1 was added to the U-Net.

Based on the original structure of U-Net, the BN layer
and the dropout layer were added to improve the structure of
the model, and the hyperparameters of the model were
adjusted to improve the robustness of the model.

It can be observed from Figure 2(a) that when the
traditional neural network was adopted for standardization,
the sample data were standardized before the samples were
inputted into the network, which reduced the difference
among the inputted samples. From Figure 2(b), it can be
known that the batch normalization [17] standardized the
inputted data of each hidden layer based on the standard-
ization results of traditional neural network. After the effect
of activation function ReLU, the output of the first hidden
layer was L1 �ReLU(WL1 +BL1). In the calculation of the
hidden layer standardized by the batch normalization, it was
necessary to process the matrix x of the input data using the
linear transformation to obtain the input value q1 in the
hidden layer. Secondly, q1 was standardized, and the average
μy and standard deviation

�����
σ2y + ε

􏽱
were subtracted to obtain

the output value q2. μy is referred to the average value of the
selected batch, and μy � 1/m 􏽐

m
i�0 WL1x1

. *e standard de-
viation was also the standard deviation of a specific batch,
and σ2y � 1/m 􏽐

m
i�0 (WL1x1

− μy)2 to prevent errors when
σ2y � 0. *e processed q2 data showed a normal distribution
characteristic, which reduced the expressive ability of the
network model, so new parameters (m and B) had to be
introduced. m and B were obtained by self-learning of the
network after training, q3 can be obtained after data q2 were
processed with the introduced parameters, and the output L1
of the hidden layer was obtained using the activation
function ReLU.

*e basic structure parameters of the U-Net optimized in
this study are shown in Table 1.
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Finally, the U-Net model was built and tested under the
Keras deep learning framework. *e process of segmenting
the MR image of liver cancer patients using the optimized
U-Net model is shown in Figure 3.

2.4. Evaluation Indexes of Liver Tumor Segmentation
Efficacy. *e DSC and recall and precision (R-P) were
utilized to evaluate the segmentation efficacy of liver tumor
by the optimized U-Net. Among them, DSC was used for
evaluating the degree of overlap between the segmented
tumor and the gold standard tumor. *e closer it was to 1,
the more similar the segmentation result was to the gold
standard result. *e calculation equation can be written as
follows:

DSC(T, P) �
2|T∩P|

|T| +|P|
. (3)

In the above equation, Twas the true value and P was the
prediction value outputted by the model.

Recall was used to evaluate the correct rate of image
classification. *e closer it was to 1, the better the classifi-
cation effect. *e calculation equation was given as follows:

recall �
TP

TP + FN
. (4)

In the above equation, TP is referred to the truth-positive
value (both the classification result and the gold standard

result were positive samples) and FN is referred to the false-
negative value (the positive samples were predicted as
negative samples).

Precision was to evaluate the error rate of wrong clas-
sification of the samples. *e closer it was to 1, the better the
classification effect, and it can be calculated with the fol-
lowing equation:

precision �
TP

TP + FP
. (5)

In the above equation, the FP is referred to the false-
positive value (the negative samples were predicated as the
positive samples).

2.5. Test on Cell Viability of HepG2 after EMO Treatment.
Studies had shown that plants can selectively enrich the
growth-promoting bacteria Stenotrophomonas through
roots and then promote the accumulation of EMO in the
roots (as shown in Figure 4) [18]. Studies had also shown
that EMO can inhibit the proliferation of cancer cell through
cell cycle arrest, autophagy, and apoptosis [19].

Based on this, the changes in cell viability by different
concentrations of EMO (0μmol/L, 10μmol/L, 20μmol/L,
40μmol/L, 60μmol/L, 80μmol/L, and 100μmol/L) effecting on
HepG2 cells at the 0th, 12th, 24th, 26th, and 48th hour were
compared.*e activity of cell mitochondrial dehydrogenase was
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Figure 1: Basic structure of U-Net.
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tested by MTT. Firstly, the cells in the logarithmic growth phase
were collected and inoculated in a 96-well plate after the cell
density was adjusted to 1× 104 for cultivation overnight; each
well was supplemented with 10μL of different concentrations of
EMO (each concentration was added for 3 wells), respectively,
and then incubated for 24hours after mixing fully; the medium
was discarded, and 100μL of 5mg/mL MTTwas added to each
well, shaken, andmixed at low speed for around 10minutes; the
absorbance of each well was detected at 560nmwavelength with
a microplate reader, and finally, the results were displayed by
IC50 (the concentration at which cell viability was inhibited by
50%).

2.6. Test on Cell Morphology of HepG2 after EMO
Treatment. After adjusting the cell density to 1× 105, the
cells were inoculated in a 12-well plate for cultivation
overnight; each well was supplemented with 10 μL of
10 μmol/L (low concentration), 40 μmol/L (medium con-
centration), and 80 μmol/L (high concentration) EMO (each
concentration was added for 3 wells), respectively, and
then incubated for 24 hours after mixing fully. *e
morphologies of HepG2 cells treated with different
concentrations of EMO and untreated (control group)

were observed with a light-induced microscope
(Olympus, Japan), and related pictures should be taken.

2.7. Detection on Apoptosis of HepG2 after the EMO
Treatment. AO combined with EB was adopted to stain the
HepG2 in the control group, low concentration, medium
concentration, and high concentration EMO treatment for
16 hours. *e cells were rinsed with phosphate-buffered
saline (PBS) twice before adding the dyes, and 50 μg/mL
mixed dyes made of 100 μg/mL AO and 100 μg/mL EB at the
ratio of 1 :1 were added to each well, so that the cells were
completely immersed in the solution, and then, they were
immediately placed under a fluorescent inverted microscope
(Olympus, Japan) to observe the luminous state of the cells,
and related pictures should be taken.

*e Annexin V-FITC/PI Cell Apoptosis Kit was used for
the qualitative and quantitative analysis of the cells in the
control group and the treatment groups with EMO with
different concentrations. Firstly, the cells in different
treatment groups were prepared to single-cell suspensions of
1× 106 cells/mL with PBS, placed in a low-temperature
centrifuge after adding 1mL of the suspension, and
centrifuged at 1,000 rpm for about 10 minutes at the
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temperature of 4°C to collect the precipitate; the above steps
were repeated for three times; the cells were resuspended
with 500 μL binding solution and mixed fully after adding
10 μL of Annexin V-FITC reagent and 5 μL of PI reagent to
react in a dark box at the room temperature lasting for 20
minutes; Annexin V-FITC and PI fluorescence were de-
tected with a flow cytometer (*ermo Fisher Scientific, USA)
at the wavelengths of 488 nm–630 nm, respectively.

2.8. Detection on Levels of Related Proteins in HepG2 after
TreatmentwithEMO. *e radio-immunoprecipitation assay

(RIPA) cell lysate was used for cell lysis on ice, and then, the
cells were centrifuged, and the cell protein supernatant was
collected. *e protein concentration was detected using the
bicinchoninic acid (BCA) protein quantification kit. *e
separate gels and concentrated gels of different concentra-
tions were prepared according to the molecular weights of
the target protein and up-sampled in the sample holes, and
then, the electrophoresis was performed at 80V and then
120V, respectively, until the bromophenol blue dye solution
was 1 cm from the bottom of the gel. *e gels were cut and
transferred with polyvinylidene fluoride (PVDF)membrane.
*e transferred PVDF membrane was placed in a blocking
solution for 60 minutes and rinsed with the blocking so-
lution three times and then incubated with the poly ADP-
ribose polymerase (PARP), Bcl-2, and p53 primary antibody
overnight at a temperature of 4°C. It was rinsed with the
blocking solution another three times and then incubated
with corresponding secondary antibody for around 120min
at the condition of room temperature; the enhanced
chemiluminescence (ECL) color developing solution was
supplemented to develop in the gel imaging system (Bio-

Table 1: Structure parameters of optimized U-Net model.

Layer no. Structure
1 Batch_Nor 1
2-1 Conv 1–32
2-2 Conv 1–32
3 Maxpooling 1
4 Batch_Nor 2
5 Dropout (0.1)
6-1 Conv 2–64
6-2 Conv 2–64
7 Maxpooling 2
8 Batch_Nor 3
9 Dropout (0.1)
10-1 Conv 3–128
10-2 Conv 3–128
11 Maxpooling 3
12 Batch_Nor 4
13 Dropout (0.2)
14-1 Conv 4–256
14-2 Conv 4–256
15 Maxpooling 4
16 Batch_Nor 5
17 Dropout (0.2)
18-1 Conv 5–512
18-2 Conv 5–512
19 Maxpooling 5
20 Batch_Nor 6
21 Dropout (0.3)
22 Upsampling +merge 1
23 Batch_Nor 7
24 Dropout (0.2)
25-1 Conv 6–256
25-2 Conv 6–256
26 Upsampling +merge 2
27 Batch_Nor 8
28 Dropout (0.2)
29-1 Conv 7–128
29-2 Conv 7–128
30 Up-sampling +merge 3
31 Batch_Nor 9
32 Dropout (0.1)
33-1 Conv 8–64
33-2 Conv 8–64
34 Upsampling +merge 4
35 Batch_Nor 10
36 Dropout (0.1)
37-1 Conv 9–32
37-2 Conv 9–32
38 Conv 10-1

MR image data

Standardization Normalization

U-Net Construction

U-Net training

Data enhancement

Feature extraction

Image segmentation

Output

Figure 3: Process of segmenting the MR image of liver cancer
patients using the optimized U-Net network.
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Figure 4: Accumulation of EMO in plant roots.
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Rad, USA). Quantity One was used for image acquisition
and gray value analysis.

2.9. Statistical Analysis. GraphPad was used for data pro-
cessing, and the one-way ANOVA process in SPSS 19.0 was
used for analysis.*e experimental data of themechanism of
EMO on the apoptosis of HepG2 cells were all expressed as
mean± standard deviation, and Duncan’s multiple com-
parisons were used to analyze the differences between
groups. It was considered that P< 0.05 indicated that the
difference was statistically significant, P< 0.05 indicated

there was a significant difference, and P< 0.01 indicated
there was an obviously great difference.

3. Results and Discussion

3.1. Performance Test of Optimized U-Net. *e performance
of the U-Net model with and without the BN layer was
compared, and the results are given in Figure 5. It can be
seen that as the number of training increased, the DSC
value of the U-Net model without the BN layer showed a
decreasing trend, indicating that the model training was
not successful. *is may be because the U-Net model used
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Figure 5: Impacts of the BN layer on test results of the U-Net.
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Figure 6: Impacts of dropout layer optimized by various algorithms on the test results of U-Net model.
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the random parameter initialization. Similar to other re-
search results, adding BN layer to FCNmodel can improve
the efficiency and accuracy of brain image segmentation
[20].

*e test results of U-Net adding with and without the
dropout layer were compared optimized by the batch gradient
descent (BGD), stochastic gradient descent (SGD), Newton’s
method (NM), quasi-newton method (QNM), conjugate
gradient (CG), and Adam optimization algorithms, and the
results were given as below. It can be seen from Figures 6(a)
and 6(b) that the U-Net model optimized by SGD had the
fastest convergence speed and the highest DSC value after
stability regardless of whether a dropout layer was added to

the U-Net model. Taking the result of SGD optimization as an
example, it was found based on the comparison that the test
result of the U-Net model with the dropout layer was re-
markably better than the model without the dropout layer,
and the DCS value was increased by about 2.24%. It shows
that adding a dropout layer can prevent the model from
overfitting or generalization, and it also improves the seg-
mentation ability and robustness of the model [21].

Finally, the changes in training DSC value of the im-
proved U-Net model before and after the enhancement of
the MR image data were compared. It can be observed from
Figure 7 that the convergence speed of the model after the
data enhancement was faster than that before the data
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Figure 7: Test results of U-Net model before and after the data enhancement.
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enhancement greatly, and with the gradual increase in the
number of iterations, the model became stable gradually. When
the maximum number of iterations was reached, the DSC
verification result of the model after data enhancement was
97.8%, while the DSC verification result of the model before the
data enhancement was 94.55%, so it increased by 3.25%.

3.2. Segmentation Efficacy of MR Liver Tumor Based on the
Optimized U-Net Model. *e application effects in liver
tumor segmentation of original U-Net, convolutional neural
network (CNN), FCN, regional growth (RG), and Snakes
were compared with the effect of the optimized
U-Net algorithm in this study, and the results are shown in
Figure 8. It can be seen from Figure 9(a) that the seg-
mentation efficacy of U-Net, CNN, FCN, and the improved
U-Net model was similar to the gold standard segmentation

efficacy, while that of RG was excessively segmented when
the distinction between liver tumors and surrounding tissues
was not high. Under the condition of uneven grayscale
distribution of MR images and uneven surface of the tumor,
under segmentation could be found for the Snakes. *e
segmentation efficacies of different models were quantita-
tively compared, and recall and precision values were used to
draw the P-R curve to obtain the area under the PR curve
mAP. From Figure 9(b), it can be seen that the improved
U-Net model had the highest mAP value (0.88), followed by
the original U-Net model (0.74), while the Snakes model had
the smallest mAP value (0.53).

3.3. Impacts of EMO on Cell Viability and Proliferation of
HepG2. *e MTT was used to determine the effect of dif-
ferent concentrations of EMO on the viability of HepG2
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Figure 9: Impacts of different concentrations of EMO on cell viability of HepG2.
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cells. It can be seen from Figure 9(a) that with the gradual
increase in treatment time, the viability of HepG2 cells gradually
decreased after treatment with different concentrations of EMO.
It meant that the higher the EMO concentration, the lower the
viability of HepG2 cells. *e blue-purple formazan crystal
staining was adopted to observe the changes in the number of
HepG2 viable cells after treatment with different concentrations
of EMO. It can be known from Figure 9(b) that the formation of
formazan crystals was proportional to the number of viable cells.
With the gradual increase in EMO concentration, the amount of
formazan crystal gradually decreased, which was consistent with
the test results of cell viability.

3.4. Impacts of EMO on Morphology and Staining Results of
HepG2. First, the changes in cell morphology, AO/EB, and
DAPI staining results of HepG2 cells treated with different
concentrations of EMO were observed under a microscope.
*e results are shown in Figure 10. It can be seen that the
HepG2 cells treated with 0 μmol/L EMO were tightly con-
nected and exhibited the irregular spindle shapes. With the
increasing concentration of EMO, the cell outline became
blurred, most of the cells came off, and the number of
adherent cells decreased, similar to the characteristics of
apoptosis. *e AO/EB was used for cell staining, and it can
be seen that as the concentration of EMO increased, the
proportion of green fluorescence in HepG2 cells gradually
decreased, while the proportion of orange-red fluorescence
gradually increased; when the EMO concentration reached
100 μmol/L, HepG2 cells all became red.*e results of DAPI
staining showed that with the gradual increase in EMO
concentration, the blue fluorescence in HepG2 cells grad-
ually decreased, showing a dose-dependent manner.

4. Conclusion

To improve the effect of deep learning algorithm in tumor
segmentation in images and to explore the molecular
mechanism of the impacts of EMO on liver cell apoptosis,
the U-Net model was optimized in this study to segment the
MR images of liver cancer patients. It was found that the
improved U-Net model can improve the efficiency and
robustness of tumor segmentation, and the segmentation
effect was significantly higher than other advanced models.
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