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Objective. To analyze the perioperative nursing methods for patients with hepatobiliary pancreatic diseases combined with diabetes
mellitus and to evaluate the differences in nursing methods based on a multilayer perceptron (MLP) neural network. Methods. 80
patients with hepatobiliary and pancreatic diseases complicated with diabetes admitted to our hospital from January 2021 to
January 2022 were selected as subjects. According to different nursing methods, two groups of hepatobiliary and pancreatic
diseases with diabetes were randomly divided into the control group and the experimental group, 40 patients in each group, two
groups were given routine nursing care, and the experimental group was given perioperative nursing intervention on the basis of
routine nursing. The fasting blood glucose (FBG), postprandial two-hour blood glucose (2hPG), and glycosylated hemoglobin
(HbA1c) index of two groups of patients with hepatobiliary pancreatic diseases and diabetes mellitus were observed and compared.
The incidence of postoperative complications, the average hospitalization time of patients, and the clinical nursing satisfaction rate
of patients were observed and compared. Results. The blood glucose level including FBG, 2hPG, and HbA1c in the experimental
group were better than those in the control group, and the data comparison difference was statistically significant (P < 0:01). The
incidence of postoperative complications in the experimental group was lower than that in the control group, and the data
comparison difference was statistically significant (P < 0:05). The discharge time of patients in the experimental group was
significantly shorter than that in the control group, and the satisfaction rate was significantly higher than that in the control group
(P < 0:05). The comprehensive analysis based on MLP neural network model confirmed that perioperative surgical nursing can
improve the treatment effect of patients. Conclusion. In the perioperative period of patients with hepatobiliary and pancreatic
diseases combined with diabetes, the implementation of comprehensive and comprehensive nursing intervention will help to
improve the effect of surgical treatment and postoperative recovery.

1. Introduction

Diabetics usually associate with other diseases (hepatobiliary
stones or pancreatic tumors) [1]. In recent years, the inci-
dence rate of diabetes and liver, biliary, and pancreatic dis-
eases is higher. Hepatobiliary pancreatic diseases mainly
refer to diseases related to the gallbladder, liver, and pan-
creas in clinic. They are more common in surgery, and there
are many kinds, which makes nursing difficult. The most
common hepatobiliary and pancreatic surgical diseases
include liver cancer, liver cirrhosis, cholecystitis, gallstones,

pancreatitis, and pancreatic tumors. In the clinical treatment
of hepatobiliary and pancreatic diseases, drug treatment or
surgical treatment can be adopted. Drug therapy is mainly
used as a conservative treatment to improve the clinical
symptoms of patients and control the progress of the disease.
However, the effect of therapeutic drugs is relatively limited
and it is difficult to cure the disease fundamentally. The
application of surgical methods can directly remove the
lesion tissue, thereby achieving the purpose of radical disease
cure. However, the surgery is more complex, difficult, and
risky, so higher requirements are put forward for the way
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of perioperative nursing intervention. Despite advances in
patient selection and surgical techniques, the incidence of
perioperative complications after pancreatectomy is still
high, about 30%-40% [2, 3]. Studies have shown that tar-
geted care during the perioperative period of diabetic
patients can improve the patient’s psychological state and
reduce the occurrence of complications [4, 5]. In this study,
80 patients with hepatobiliary and pancreatic diseases com-
bined with diabetes mellitus who will be admitted to the hos-
pital in January 2021 and January 2022 were the research
objects. Combined with the comprehensive evaluation func-
tion of the neural network model, the perioperative nursing
effect of patients with hepatobiliary and pancreatic diseases
combined with diabetes mellitus was analyzed.

The multilayer perception (MLP) model is an important
nonlinear multifactor evaluation method and one of the
most widely used artificial neural network models [6]. Com-
pared with the single-layer perceptron, which only has the
ability to classify linear tasks, the multilayer perceptron arti-
ficial neural network has a complex structure and is suitable
for solving practical problems. The MLP neural network
model is an objective and comprehensive method for evalu-
ating and comparing drug efficacy. Compared with single-
layer perceptual neural network, MLP is more suitable for
medical data analysis to solve complex linear and indivisible
multiclassification problems. For example, MLP combined
with artificial neural network (ANN) model can be used to
evaluate the efficacy of drugs [7]. The MLP model can also
be used for the diagnosis of glomerular filtration rate in
patients with polycystic kidney disease and to help judge
the progression of the disease [8]. In recent years, MLP has
been widely used to predict liver cirrhosis, hypertension,
and other diseases [9, 10]. Therefore, we constructed the
MLP–ANN model to evaluate the importance of relevant
parameters and the effect of perioperative nursing.

2. Materials and Methods

2.1. Research Object and General Information. A total of 80
patients with hepatobiliary and pancreatic diseases com-
bined with diabetes were selected as the research subjects,
including 33 patients with acute severe pancreatitis, 21
patients with hepatic cyst, 15 patients with cholelithiasis,
and 11 patients with cholecystitis. This experiment has been
approved and agreed by the Ethics Committee of the First
People’s Hospital of Lianyungang City, Jiangsu Province,
and all patients have obtained their informed consent.
According to different nursing methods, the two groups of
patients with hepatobiliary and pancreatic diseases com-
bined with diabetes were randomly divided into a control
group and an experimental group, with 40 patients in each
group. Inclusion criteria: all patients were confirmed as
hepatobiliary and pancreatic diseases complicated with dia-
betes by preoperative examination, without other serious
heart, liver, or renal insufficiency, and without surgical con-
traindications. If the patient is delirious, or the treatment
does not cooperate, it is excluded.

In the control group, there were 23 male patients and 17
female patients with hepatobiliary and pancreatic diseases

combined with diabetes, aged between 51 and 72 years old,
with an average age of 62:41 ± 4:63 years old, and the disease
course of the patients was 1 to 8 years (6:90 ± 2:06 years).
Among them, there were 17 patients with acute severe pan-
creatitis, 10 patients with liver cyst, 7 patients with choleli-
thiasis, and 6 patients with cholecystitis. In the
experimental group, there were 21 male patients and 19
female patients with hepatobiliary and pancreatic diseases
combined with diabetes, aged between 49 and 70 years old,
with an average age of 60:50 ± 4:83 years old, and the disease
course of the patients was 1 to 9 years (6:16 ± 2:25 years).
Among them, there were 16 patients with acute severe pan-
creatitis, 11 patients with liver cyst, 8 patients with choleli-
thiasis, and 5 patients with cholecystitis. There was no
significant difference in age, gender, course of disease, and
other clinical data between the two groups of patients with
hepatobiliary and pancreatic diseases combined with diabe-
tes mellitus (P > 0:05), which were not comparable
(Table 1, P > 0:05).

2.2. Nursing Methods. The control group received routine
nursing, measured and recorded the patients’ blood pres-
sure, heart rate, and blood oxygen saturation, and guided
the patients to participate in various preoperative examina-
tion activities. The comprehensive group implemented com-
prehensive nursing, and the specific methods were as
follows.

Preoperative nursing: (1) psychological nursing: intro-
duce the value of surgical treatment and successful treatment
cases to patients before operation. Actively communicate
with patients, explain the general process of operation and
matters needing attention for patients, and alleviate the anx-
iety of patients. (2) Diet nursing: pay attention to diet
matching before operation. You can eat some foods with
high fiber, low fat, and high protein.

Intraoperative nursing: during the operation, carefully
check the surgical instruments and cooperate with doctors
to carry out surgical treatment activities. Accompany
patients throughout the process, guide them, and encourage
them. The blood glucose level should be recorded every 4 h
during the operation to ensure the orderly operation.

Postoperative care: (1) complication care: anti-infective
treatment and cleaning care should be done after surgery,
regular monitoring of the patient’s body temperature, heart
rate, etc., and an ECG monitor should be set at the bedside.
If the patient has any adverse reactions, the clinician needs
to be notified immediately. Pay attention to the condition
of the drainage tube to avoid problems such as bending
and compression of the drainage tube. Regularly replace
the drainage bag for the patient, and guide the patient to
turn over once every 2 h to avoid the occurrence of pressure
ulcer. (2) Diet nursing: take liquid food three days after
operation. With the improvement of the patient’s physical
state, you can eat semiliquid food, gradually change the diet,
and pay attention to the nutritional matching.

2.3. Observation Indicators. The indexes of FBG, 2hPG, and
HbA1c in the two groups, the incidence of postoperative
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complications, the length of hospital stay, and the satisfac-
tion rate of clinical nursing are the indicators.

2.4. Construction of MLP Neural Network.MLP is one of the
most widely used artificial neural network models, which has
good nonlinear system modeling ability [11]. The MLP neu-
ral network is composed of multilayer nonlinear neurons
(also known as nodes), which is divided into three parts:
the input layer composed of a group of source nodes, the
implicit layer of one or more layers of computing nodes,
and the output layer of one layer of computing nodes. The
input vector enters each node of the first hidden layer, and
then, the output of the first hidden layer node is sent to
the neurons of the second hidden layer until the output. In
order to establish an effective MLP model, 80% of the data
was used as the training set to optimize the characteristics
of the model, and then, use 20% of the data as the test set
to evaluate the generalization ability. Finally, the MLP neural
network model was established by blood glucose level,
patient age and course of disease, satisfaction rate, complica-
tion rate, and other related indicators.

2.5. Statistical Analysis. SPSS 20.0 was used for analysis, �x ± s
refers to the measurement data, and the comparison
between groups is subject to t -test; the count data was rep-
resented by %, and the comparison between groups was per-
formed by the χ2 test. P < 0:05 was considered statistically
significant. The comprehensive analysis adopts MLP neural
network analysis.

3. Results

3.1. Comparison of Blood Glucose Indexes in Patients. All 80
patients underwent successful operations. The patients who
received perioperative care (experimental group) had better
blood glucose levels (FBG, 2hPG, and HbA1c) than those
who received traditional care (control group), and the differ-
ence was statistically significant (P < 0:01); the results are
shown in Table 2. It shows that giving perioperative care
to patients with hepatobiliary and pancreatic diseases com-
bined with diabetes can improve the therapeutic effect of
patients.

3.2. Comparison of Average Length of Stay of Patients. After
nursing, the average hospitalization time of hepatobiliary and
pancreatic diseases with diabetes in the experimental group
was 5:40 ± 0:89 d, and the average hospitalization time in
the control group was 8:63 ± 0:69 d (Table 3, P < 0:01).

3.3. Comparison of Postoperative Complications. There were
2 cases of incision infection, 4 cases of pressure sore, and 3
cases of pulmonary infection in the control group, and the
complication rate was 22.5%. There were 1 case of incision
infection, 2 cases of pressure sore, and 0 cases of pulmonary
infection in the experimental group, and the complication
rate was 5%, which was significantly lower than that in the
control group. The difference between the groups was statis-
tically significant (Table 4, P < 0:05).

3.4. Comparison of Clinical Nursing Satisfaction Rate of
Patients. The overall nursing satisfaction rate was 80% in
the control group and 95% in the experimental group
(Table 5, P < 0:05). It shows that perioperative surgical nurs-
ing can improve the clinical nursing satisfaction rate of
patients.

Table 1: Comparison of general data of patients.

Experimental group (n = 40) Control group (n = 40) T/χ2 P

Gender (n,%) 0.2020 0.6531

Man 23 (57.5%) 21 (52.5%)

Female 17 (42.5%) 19 (47.5%)

Age (�x ± s) 62:41 ± 4:63 60:50 ± 4:83 3.2645 0.2829

Disease course (�x ± s) 6:90 ± 2:06 6:16 ± 2:25 2.3781 0.3784

Complication (n,%) 0.2355 0.9717

Severe acute pancreatitis 17 (42.5%) 16 (40%)

Liver cyst 10 (25%) 11 (27.5%)

Cholelithiasis 7 (17.5%) 8 (20%)

Cholecystitis 6 (15%) 5 (12.5%)

Table 2: Comparison of blood glucose indexes in patients (�x ± s).

Case
FBG (mmol/

L)
2hPG

(mmol/L)
HbA1c
(%)

Experimental
group

40 6:96 ± 0:70 8:59 ± 0:87 6:80 ± 0:71

Control group 40 8:37 ± 0:75 11:63 ± 1:06 8:31 ± 0:79
t 0.2649 0.6348 0.2844

P <0.01 <0.01 <0.01

Table 3: Comparison of average length of stay of patients (�x ± s).

Case Average length of stay (days)

Experimental group 40 5:40 ± 0:89
Control group 40 8:63 ± 0:69
t 0.5724

P <0.01
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3.5. Evaluation of Perioperative Nursing Effect Based on
Neural Network Model. We use a three-layer neural MLP
neural network model: taking the above factors as input
layer, hidden layer, and output layer (average hospital stay).
We evaluated and compared the comprehensive effects of
perioperative nursing and traditional nursing according to
MLP neural network model. The average hospital stay of
perioperative nursing patients was 5:12 ± 0:68 days and that
of traditional nursing patients was 9:24 ± 0:72 days, indicat-
ing that perioperative nursing can achieve better results
(P < 0:01). According to the influence degree of input
indexes on the network, FBG, 2hPG, and HbA1c are more
important influencing factors in the neural network model
(Figure 1).

4. Conclusion

Diabetes mellitus is a disease with a high clinical incidence,
and hyperglycemia is its main clinical feature. In clinical
treatment, the operation of hepatobiliary and pancreatic dis-

eases is more complicated, and the symptoms of diabetic
patients further increase the difficulty of surgical treatment.
Therefore, it is particularly important to do a good job of
preoperative, intraoperative, and postoperative nursing mea-
sures during the operation.

In this study, traditional nursing care was given to some
patients with hepatobiliary and pancreatic diseases com-
bined with diabetes, mainly including maintaining the bal-
ance of electrolytes and H2O in the body, controlling the
blood sugar level in the body, ensuring the life safety of the
patients during the perioperative period, and avoiding the
sudden occurrence of blood sugar in the patients. It is too
high and has an impact on the operation, but it ignores the
psychological impact of the disease on the patient. Due to
the lack of awareness of the disease and the operation, the
patient will be suspicious when receiving drug or surgical
treatment, resulting in reduced compliance. Not only is it
beneficial to surgical treatment, but it is also not conducive
to subsequent nursing care. In addition, medical staff did
not specifically control the blood glucose in the patient’s

Table 4: Comparison of postoperative complications (n,%).

Incision infection Pressure sore Pulmonary infection Complication rate

Experimental group (n = 40) 1 (2.5%) 1 (2.5%) 0 (0) 2 (5%)

Control group (n = 40) 2 (5%) 4 (10%) 3 (7.5%) 9 (22.5%)

χ2 5.1647

P 0.0231

Table 5: Comparison of clinical nursing satisfaction rate of patients (n,%).

Satisfied Basically satisfied Dissatisfied Satisfaction rate

Experimental group (n = 40) 31 (77.5%) 7 (17.5%) 2 (5%) 38 (95%)

Control group (n = 40) 10 (25%) 22 (55%) 8 (20%) 32 (80%)

χ2 4.1143

P 0.0425

FBG

2hPG

HbA1c

Course of disease

Complication rate

Sathisfaction rate

Age

0

0% 20% 40% 60% 80% 100%

0.01 0.02 0.03
Importance label

Normalized importance label

0.04 0.05

Figure 1: Importance analysis of MLP input variables.
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body according to the patient’s physical condition, resulting
in poor nursing effect.

Perioperative nursing can control the blood glucose of
patients, ensure the life safety of patients during periopera-
tive period, and avoid the failure of operation caused by
the sudden rise of blood glucose during operation. Psycho-
logical nursing for patients can make patients clearly know
their condition and the importance of surgery, eliminate
patients’ unrealistic fantasy, improve patients’ desire for sur-
vival, and make patients more cooperate with doctors and
nurses in treatment and nursing. It can not only improve
the psychological state of patients before operation but also
improve the recovery of patients after operation [12]. How-
ever, the lack of knowledge about diabetes and the preven-
tion and treatment of diabetes caused the poor compliance
of diabetes treatment. The diabetes-related knowledge defect
is relatively large in the elderly with special educational
background and middle age without spouse and with a low
education level and family history without diabetes [13].
This study shows that education through disease knowledge
and medication knowledge can improve patients’ under-
standing of diabetes and help patients adjust their lifestyle
to a certain extent, thus improving blood sugar control level.
Literature review found that most of the studies in the same
period focused on the role of self-management education in
patients’ life and surgical prognosis [14, 15], but there were
few studies on the impact of perioperative nursing on
patients. In this study, the perioperative nursing of patients
was studied, highlighting the importance of perioperative
nursing for patients’ intraoperative life safety and postoper-
ative recovery.

Psychological problems related to long-term disease are
another important factor affecting the treatment of diabetes.
Investigations show that the incidence of psychological dis-
tress related to diabetes for 18 months is 38% to 48%, which
affects the treatment compliance, self-management behavior,
and blood sugar control of diabetic patients to varying
degrees [16]. And studies on hospitalized diabetic patients
show that different degrees of psychological distress are
common in newly hospitalized diabetic patients. Therefore,
it is possible to start with health education, improve patients’
awareness of the disease, eliminate unnecessary fear and
rejection, let patients treat diabetes with a positive attitude,
reduce psychological pain, and naturally improve the treat-
ment effect.

In our study, the accuracy between experimental data
and MLP prediction is very high (100%). We found that
FBG, 2hPG, and HbA1c were more important influencing
factors in the neural network model, which were closely
related to the length of hospital stay after nursing. In this
study, only FBG, 2hPG, and HbA1c were counted, and the
data were few. In the follow-up, further statistical analysis
of inflammatory indicators and nutritional indicators after
diabetes surgery will be conducted to further verify the
importance of perioperative nursing. The MLP neural net-
work has great application and development prospects in
the future, so we can make more reasonable judgments
and decisions on the diagnosis and treatment of diseases
by predicting the results. The MLP neural network can also

be used to predict the therapeutic effect of perioperative
nursing on other diseases.

Data Availability

All data are publicly available and available from the corre-
sponding author.

Conflicts of Interest

The author declares that there is no conflict of interest
regarding the publication of this paper.

References

[1] B. K. Bailes, “Diabetes mellitus and its chronic complications,”
AORN Journal, vol. 76, no. 2, pp. 265–282, 2002.

[2] V. F. Okunrintemi, F. Gani, and T. M. Pawlik, “National trends
in postoperative outcomes and cost comparing minimally
invasive versus open liver and pancreatic surgery,” Journal of
Gastrointestinal Surgery, vol. 20, no. 11, pp. 1836–1843, 2016.

[3] A. Ejaz, A. A. Gonzalez, F. Gani, and T. M. Pawlik, “Effect of
index hospitalization costs on readmission among patients
undergoing major abdominal surgery,” JAMA Surgery,
vol. 151, no. 8, pp. 718–724, 2016.

[4] T. Chen, S. Kumaran, G. Vigh et al., “Perioperative diabetes
management of adult patients with diabetes: a best practice
implementation project,” JBI Evidence Implementation,
vol. 20, no. 1, pp. 72–86, 2021.

[5] Q. Xiao, L. Lang, Z. Ma, Y. Zhang, and K. Xu, “Exploration of
the curative effect of early enteral nutrition nursing on patients
with severe acute pancreatitis and the improvement of
patients’ mental health and inflammation level,” Journal of
Healthcare Engineering, vol. 2021, Article ID 8784905, 10
pages, 2021.

[6] M. Ahangarcani, M. Farnaghi, M. R. Shirzadi, P. Pilesjö, and
A. Mansourian, “Predictive risk mapping of human leptospi-
rosis using support vector machine classification and multi-
layer perceptron neural network,” Geospatial Health, vol. 14,
no. 1, 2019.

[7] Z. Ma, X. Li, Y. Chen et al., “Comprehensive evaluation of the
combined extracts of Epimedii Folium and Ligustri Lucidi
Fructus for PMOP in ovariectomized rats based on MLP-
ANN methods,” Journal of Ethnopharmacology, vol. 268, arti-
cle 113563, 2021.

[8] L. Cong, Q. Q. Hua, Z. Q. Huang et al., “A radiomics method
based on MR FS-T2WI sequence for diagnosing of autosomal
dominant polycystic kidney disease progression,” European
Review for Medical and Pharmacological Sciences, vol. 25,
no. 18, pp. 5769–5780, 2021.

[9] A. Wang, N. An, G. Chen, L. Li, and G. Alterovitz, “Predicting
hypertension without measurement: a non-invasive, question-
naire- based approach,” Expert Systems with Applications,
vol. 42, no. 21, pp. 7601–7609, 2015.

[10] S. Er, S. Kara, and A. Güven, “Comparison of multilayer per-
ceptron training algorithms for portal venous Doppler signals
in the cirrhosis disease,” Expert Systems with Applications,
vol. 31, pp. 406–413, 2006.

[11] T. Fujita, A. Sato, A. Narita et al., “Use of a multilayer percep-
tron to create a prediction model for dressing independence in
a small sample at a single facility,” Journal of Physical Therapy
Science, vol. 31, no. 1, pp. 69–74, 2019.

5Wireless Communications and Mobile Computing



[12] N. Świątoniowska, K. Sarzyńska, A. Szymańska-Chabowska,
and B. Jankowska-Polańska, “The role of education in type 2
diabetes treatment,” Diabetes Research and Clinical Practice,
vol. 151, pp. 237–246, 2019.

[13] A. Coppola, L. Sasso, A. Bagnasco, A. Giustina, and
C. Gazzaruso, “The role of patient education in the prevention
and management of type 2 diabetes: an overview,” Endocrine,
vol. 53, no. 1, pp. 18–27, 2016.

[14] A. Bukhsh, M. S. Nawaz, H. S. Ahmed, and T. M. Khan, “A
randomized controlled study to evaluate the effect of
pharmacist-led educational intervention on glycemic control,
self-care activities and disease knowledge among type 2 diabe-
tes patients: a consort compliant study protocol,” Medicine,
vol. 97, no. 12, article e9847, 2018.

[15] L. Marciano, A.-L. Camerini, and P. J. Schulz, “The role of
health literacy in diabetes knowledge, self-care, and glycemic
control: a meta-analysis,” Journal of General Internal Medi-
cine, vol. 34, no. 6, pp. 1007–1017, 2019.

[16] Association American Diabetes, “Updates to the standards of
medical care in diabetes-2018,” Diabetes Care, vol. 41, no. 9,
pp. 2045–2047, 2018.

6 Wireless Communications and Mobile Computing



Research Article
Elevator Leveling Failures Monitoring Device and Method

R. Z. Sun ,1,2 X. A. Wang ,1 Y. Z. Cai,2 and J. M. Cao 2

1School of Software & Microelectronics, Peking University, Beijing, China
2College of Big Data and Internet, Shenzhen Technology University, Shenzhen, China

Correspondence should be addressed to J. M. Cao; caojianmin@sztu.edu.cn

Received 7 April 2022; Revised 11 August 2022; Accepted 24 August 2022; Published 17 September 2022

Academic Editor: Amrit Mukherjee

Copyright © 2022 R. Z. Sun et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Elevators are highly susceptible to safety incidents in the event of leveling failures, so the ability to monitor related failures must be
strengthened. This paper proposed a new elevator leveling failures monitoring device and method in which elevator signals are
obtained from the elevator CAN bus interface, transmitted to a remote monitoring platform via NB-IoT, and stored in our
private data center. The leveling sensor sensing signal, the door signal, the car call signal, the target floor signal, and the
running signal are obtained by analyzing the data extracted from the elevator. Logical analysis could be used to determine the
elevator’s running status and leveling-related failures. The device and method could identify and also predict leveling-related
failures and have advantages in terms of universality, accuracy, and economy.

1. Introduction

In recent years, the number and service time of elevators have
increased significantly; meanwhile, elevator failures have inev-
itably increased [1, 2]. As a result of this situation, elevator
monitoring technologies and systems have been designed
and implemented in the industry. Remote monitoring systems
developed by elevator giants, represented by Otis’s ONE™ sys-
tem [3] in America, Mitsubishi’s MelEye system [4] in Japan,
and KONE’s E-Link™ system [5] in the United Kingdom.
These systems continuously monitor the elevator’s running
status in order to detect or even predict elevator failures in real
time. However, these systems are expensive, and because the
manufacturers do not publish the protocols [6–8], we do not
know how the system monitors, what data is used for moni-
toring, or what the data structure is, implying that these sys-
tems are limited in universality as they could only be applied
to their own brand of products. The promotion of monitoring
systems has been stymied by these issues.

When the elevator is leveled normally, the car pedal and
the external hall door pedal are in the same plane, and elevator
leveling helps to facilitate peoples’ coming in and out while
reducing unnecessary damage to the elevator [9]. The incor-
rect judgment of elevator car position not only affects elevator
efficiency, but it may also cause a series of leveling-related fail-

ures.When an elevator car position is incorrectly obtained, the
consequences are severe if an accident occurs. Skog et al. [10]
used signal processing to achieve elevator safety warning and
monitoring. Abnormal stops were identified by monitoring
the deceleration of the elevator. Luo and Feng [11] established
a failure-tolerant control strategy based on neural networks
and used a photoelectric encoder to realize elevator leveling.
Lai and Liu [12] could analyze and calculate the target images
of the elevator car floor and the elevator floor, and obtain the
difference in viewpoint between the two to determine whether
the elevator leveling failure occurs and alarms in time. How-
ever, these studies are relatively isolated on the leveling failure
and do not investigate the internal causes or combine with the
elevator’s running status. In addition, some scholars have also
proposed their own approaches, such as an additional leveling
gauge [13] or altimeter [14] being available to monitor leveling
failures. In essence, they all install sensors in the elevator shaft,
which has the disadvantages of complicated installation, high
cost, and the possibility of sensor false alarms, making it diffi-
cult to promote the application.

In this paper, we obtained elevator data through the
CAN bus interface between the elevator controller and the
control box inside the elevator, obtained the leveling sensor
sensing signal, target floor signal, and operation signal of
the elevator through data analysis, and used logic analysis
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to determine the elevator’s running status and leveling-
related failures. Since elevator data is transmitted in real time
to the remote monitoring platform, prompt intervention
could be requested in the event of leveling failures.

The failure monitoring device and method have the fol-
lowing advantages:

(i) universality. Modern elevators generally use the CAN
bus interface, and the device andmethod described in
this paper are not limited by the brand and model of
the elevator

(ii) accuracy. Since the running data of the elevator is
truly collected through the elevator serial port, and
the system logically combines the leveling related fail-
ures of the elevator by itself; the failure judgment has
a high success rate and is characterized by accuracy

(iii) economical. Since a large number of sensors are not
used to collect elevator running data, but the elevator
data is collected from the CAN bus interface, the con-
struction cost is low and the installation is easy, which
is conducive to the promotion of the system

(iv) it is possible to identify and also predict failures.
When the faulted floor is the target floor or passing
floor, its leveling sensor signal will show correspond-
ing abnormal variation, thus enabling identifies and
prediction of different types of leveling failures

2. Architecture and Methods

2.1. Elevator Data Collection Scheme and Transmission
Method. Elevator floors are getting higher and higher nowa-
days, such as in residential community elevators, which are
often above 30 floors. Regardless of the brand or model of ele-
vator, data is usually transferred between the controller and
the car communication board using a serial method, such as
the CAN bus interface [15]. In this paper, we obtained the run-
ning data from the CAN bus interface. The specific connection
method of the data collector designed by our research group
[8] is shown in Figure 1.

In addition to power and ground (Vcc and Gnd), the ele-
vator CAN bus has two data lines, Can+ and Can-. The data
collector gets the elevator signal from the elevator CAN bus
interface, and then transmits it to the remote monitoring
platform via the NB-IoT module after processing by the
microcontroller. Compared with commonly used wireless
communication methods, NB-IoT has lower device costs,
longer battery life, and expanded coverage [16]. It is espe-
cially advantageous for meeting wireless communication
requirements for long time, light weight, high stability, and
wide coverage, which is consistent with our needs. Once a
failure is detected, maintenance personnel can be notified
in time to intervene. The elevator monitoring system is
shown in Figure 2.

2.2. Elevator Signals Could Be Obtained. Typical elevator
CAN bus data includes the STEP elevator used in the experi-
ment, including index, time, name, ID, type, format, Len and

data. Although the exact form of the raw CAN bus data varies
between elevators, our approach to extraction and analysis
remains consistent. In general, the analysis approach is based
on the principle of control variables, for example, comparing
the data of an elevator at rest on the 1st floor with that of an
elevator at rest on the 2nd floor, without interference from
other states such as doors and running, to find the data repre-
senting the floor. Based on the above principle and methods,
the following elevator signals could be obtained by analyzing
the elevator CAN bus data.

Door signal is sent from the car to the elevator control-
ler, includes the door closed and door opened signals, which
represent the door closed or opened in place, respectively.
And door movement signals, which are sometimes refined
to opening and closing signals to indicate that the door is
in movement.

Car call signal is sent from the car to the elevator con-
troller. Under normal circumstances, whenever a car call sig-
nal is generated, it means that someone is summoning the
floor inside the elevator.

Target floor signal, generally sent from the car to the ele-
vator controller, is usually in the form of a bit to indicate the
target floor. For example, 01 means the first floor is calling,
10 means the second floor is calling, and 11 means the first
and second floors are calling at the same time.

Running signal is sent from the elevator controller to the
car to indicates that the elevator is running up or down. The
elevator’s running signal is reset (low level), indicating that
the elevator has stopped in place.

Leveling sensor signal is sent from the car to the elevator
controller, indicating the sensing relationship of the leveling
sensor to the baffle. This includes the upper sensing signal,
when the leveling sensor’s upper sensing node detects the
leveling baffle, the upper sensing signal is activated. Simi-
larly, there are signals with lower sensing, full sensing, and
no sensing. These signals are contained in the leveling data
frame’s 7th byte (from high to low), beginning with 00 01.
The format of these signals varies depending on the eleva-
tor’s up/down/static state. With the work of data analysis,
the leveling sensor signals for the STEP elevator used in
the experiment are shown in Table 1.

3. Results and Discussion

We use leveling sensor signal to determine the elevator fail-
ure method as follows. Following normal elevator leveling,
the car pedal and the external hall door pedal are in the same
plane, and the acquisition of the car position is critical to
determining the elevator leveling status. At present, elevators
generally rely on the floor encoder and leveling device to
determine the car’s position. The leveling device generally
includes leveling sensor and leveling baffle; the leveling sen-
sor is installed on the car and runs up and down with it,
while the leveling baffle is installed at a fixed position in
the elevator shaft. The specific installation is shown in
Figure 3.

Elevator leveling sensors generally have photoelectric
sensing type and magnetic sensing type, both of which are
used to determine the elevator position through the sensing
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signal between the leveling sensor and the leveling baffle.
The photoelectric sensing type sensor, which is widely used
today, has two sensing nodes, upper and lower. When both
sensing nodes detect the baffle, the elevator door could be
accurately aligned with the elevator exit to allow personnel
safe access.

Take the 2nd floor leveling sensor signal as an example
in the upward movement (the downward situation is similar
to the upward direction). When the elevator is inside sum-

moned from the 1st floor to the 2nd floor, the variation of
the leveling sensor signal of the 2nd floor (as the target floor)
is shown in Table 2. When the elevator is inside recruited
from the 1st floor to the 3rd floor (or higher floors), i.e.,
the 2nd floor as the passing floor; the variation of the level-
ing sensor signal is shown in Table 3.

However, leveling failures still occur from time to time
due to signal loss, leveling baffle displacement, etc. At this
time, the variation of the leveling sensor signal will differ
from that shown in Tables 2 and 3.

3.1. Leveling Stopping Failure. If the target floor leveling baf-
fle falls off or cannot be sensed, the elevator will not stop and
open the door normally, but will instead continue to run up/
down to find the leveling state, which is referred to as “level-
ing stopping failure” below.

When the leveling stopping failure occurs on the 2nd
floor as the target floor, after the elevator enters the leveling
range of the 2nd floor, it will not stop and open the door
normally due to the lack of leveling full sensing signal, but
it will be static for a short time and leveling at the floor

Elevator
controller

Vcc

CAN bus–
Gnd

Vcc

Gnd

Data collector

Car
communication

board
CAN bus–

CAN bus+ CAN bus+

CAN bus+

CAN bus–

Figure 1: Connection diagram of the data collector and elevator serial interface [8].

Microcontroller
NB-IoT
module

Data collector

Elevator
serial port
(CAN bus)

CAN
module

Power management
module

Remote monitoring platform

Figure 2: The structure diagram of the monitoring system.

Table 1: Correspondence between leveling sensor sensing signal
and elevator running status.

Elevator/leveling
sensors

No
sensing

Lower
sensing

Upper
sensing

Full
sensing

Static 00 04 08 0C

Upward 01 05 09 0D

Downward 02 06 0A 0E

(Note: The high level of the leveling sensor signal may be 0 or 1, 2 ...... its
specific number has no effect on the leveling signal judgment, this paper is
unified to 0.).
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nearby. Correspondingly, the leveling sensor signal variation
will change from “01-09-0D-0C” to “01–00”. That is, more
“00” and missing “09”, “0D” and “0C”. The specific meaning
could be correlated to Tables 1 and 2. Similarly, it is possible
to predict the leveling failure. When the leveling stopping
failure occurs on the 2nd floor as a passing floor, the 7th byte
of the leveling data will change to: “01-01”, continuously
going up and no sensing, missing “09” “0D “05”, but since
the 2nd floor is not the target floor, the elevator will still run-

ning upward normally. Elevator data is transmitted to the
data center of the monitoring system in real time through
the data acquisition board, so that in the event of leveling
without stopping failure, failure judgment and prediction
could be made based on the sequence variation of signals.

Traditionally, leveling stopping failure could only be
identified when the elevator reaches the floor with failure,
which means the passengers have to experience the leveling
failure. With the elevator monitoring system, however, once

Elevator
car

Leveling baffleUpper sensor

Lower sensor Baffle holder

Figure 3: Elevator leveling sensor installation schematic.

Table 2: Variation of leveling sensor signal of the target floor (2nd floor) under normal condition.

Content of the 7th
byte

The 7th byte means Corresponding elevator running status

01 Upward and no sensing
The elevator enters the 2nd floor range, but has not yet sensed the 2nd floor leveling

baffle

09
Upward and upper

sensing
The upper sensor starts to sense the 2nd floor leveling baffle

0D Upward and full sensing Full sensor sensing, still running upward

0C Static and full sensing Elevator leveling normaly

Table 3: Variation of leveling sensor signal of the passing floor (2nd floor) under normal condition.

Content of the
7th byte

The 7th byte means Corresponding elevator running status

01
Upward and no

sensing
The elevator enters the 2nd floor range but has not yet sensed the 2nd floor leveling baffle

09
Upward and upper

sensing
The upper sensor starts to sense the 2nd floor leveling baffle

0D
Upward and full

sensing
Full sensor sensing, still running upward

05
Upward and lower

sensing
The elevator continues to go upward; the upper leveling sensor leaves the leveling baffle, and the

lower leveling sensor is still in sensing

01
Upward and no

sensing
The leveling sensor completely leaves the 2nd floor leveling baffle
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the data is abnormal as described above, it will be detected in
real time by the system, and it only requires the elevator to
pass through the floor to determine the failure and provide
an early warning. Taking a 30-floor community building as
an example, the probability of which the failure floor hap-
pens to be the target floor is only about 3%, while 97% of

the failures could be detected in advance, thus passengers
experiencing the relevant failure could be greatly reduced.

3.2. Leveling Alignment Failure. If the leveling baffle is misa-
ligned due to loose screws or other factors, it will usually move
down relative to the normal position due to gravity. When the

Table 4: Variation of leveling sensor signal at the target floor (2nd floor) in case of leveling alignment failure.

Content of the
7th byte

The 7th byte means Corresponding elevator running status

09
Upward and upper

sensing
The upper sensor starts to sense the 2nd floor leveling baffle

0D
Upward and full

sensing
Full sensor sensing, still running upward

05
Upward and lower

sensing
The elevator continues to go upward; the upper leveling sensor leaves the baffle, and the lower

leveling sensor still senses

04
Static and lower

sensing
Elevator static for a short time

06
Downward and lower

sensing
The elevator reruns and goes down to find the full sensing state

0E
Downward and full

sensing
Full sensor sensing, still running downward

0C Static and full sensing Elevator ends running downward, and the inner door opens

Table 5: Variation of leveling sensor signal at the target floor (2nd floor) in case of leveling cycling failure.

Content of the 7th
byte

The 7th byte means Corresponding elevator running status

01 Upward and no sensing The elevator enters the 2nd floor range but has not yet sensed the 2nd floor leveling baffle

09
Upward and upper

sensing
The upper sensor starts to sense the 2nd floor leveling baffle

05
Upward and lower

sensing
The elevator continues to go upward; the upper leveling sensor leaves the baffle, and the

lower leveling sensor senses

04
Static and lower

sensing
Elevator static for a short time, lower leveling sensor senses

06
Downward and lower

sensing
The elevator reruns and goes down to find the full sensing state

0A
Downward and upper

sensing
Elevator running downward; lower leveling sensor leaves the baffle, and upper leveling sensor

senses

...... ...... ......

…… …… ……

Table 6: Variation of leveling sensor signal at the passing floor (2nd floor) in case of leveling cycling failure.

Content of the 7th
byte

The 7th byte means Corresponding elevator running status

01
Upward and no

sensing
The elevator enters the 2nd floor range but has not yet sensed the 2nd floor leveling baffle

09
Upward and upper

sensing
The upper sensor starts to sense the 2nd floor leveling baffle

05
Upward and lower

sensing
The elevator continues to go upward; the upper leveling sensor leaves the baffle, and the lower

leveling sensor still senses

01
Upward and no

sensing
The leveling sensor completely leaves the 2nd floor leveling baffle
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elevator reaches the normal levelling range, due to the down-
ward shift of the leveling baffle, the leveling sensor is lower
sensing instead of full sensing, and the elevator will not open
the door but continue to go down to find the full sensing state
of the leveling sensor. Because of the deviation from the level-
ing range, the floor encoder will judge that the elevator is not
in a leveling state, and the outer door will remain closed and
the power off. In this case, “leveling alignment failure”
described below occurs. Take the 2nd floor as the target floor
as an example, when the 2nd floor leveling baffle moves down
and leveling alignment failure occurs, the variation of the
leveling sensor signal is shown in Table 4.

It can be seen that when the elevator has a leveling align-
ment failure due to the leveling baffle moving down, there is

a variation of “09—0D—05—04—06—0E—0C” (Table 4)
compared to the normal leveling sensor signal variation of
“09—0D—0C” (Table 2). When the failure occurs, the inner
door opens, while the outer door remains closed, which
could result in trapping if there are passengers inside.

The leveling sensor signal is transmitted in real time to
the monitoring system’s data center, and the elevator level-
ing alignment failure could be identified based on its varia-
tion sequence and timely maintenance could be carried out.

3.3. Leveling Cycling Failure. The elevator opens only when
the leveling sensor finds the full sensing state. However, if
the leveling baffle becomes shorter due to corrosion, frac-
ture, or other reasons, and the length is less than the distance
between the upper and lower sensing nodes of the leveling
sensor; the sensor would be unable to reach the full sensing
state, and the elevator would move up and down in the nor-
mal leveling range cycle, unable to leveling the floor. It is the
“leveling cycle failure,” which is described as follows:

As an example, consider the 2nd floor. If the leveling baf-
fle on the 2nd floor becomes too short to allow the leveling
sensor to reach its full sensing state, the procedure of the ele-
vator inside summoned from the 1st floor to the 2nd floor is
as follows: After the elevator senses the upper leveling sen-
sor, it continues to go up normally to the lower leveling sen-
sor, but the upper leveling sensor no longer senses the baffle
at this time. After a brief pause, the elevator moves down-
ward to find the full sensing state. When the lower leveling
sensor is sensing, the upper level sensor is no longer sensing
the baffle. After a brief pause, the elevator moves up. So on
and so forth, cycling upward and downward until the level-
ing full sensing state is reached. The variation of the 2nd
floor leveling sensor signal under this failure is shown in
Table 5.

This is a rare occurrence, but when it occurs, the elevator
will cycle up and down in the vicinity of the failure floor level-
ing range without opening the door, causing serious physical
and mental harm to passengers. Furthermore, since it is the
normal operation logic of the elevator to look for the full sens-
ing state, the elevator will not actively determine the failure.

Figure 4: The installation of the data collector in the actual
elevator.

Figure 5: Elevator in normal condition.

Figure 6: Failure identify.
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The leveling sensor is missing full sensing “0D” between upper
sensing “09” and lower sensing “05.”Once the monitoring sys-
tem detects such an anomaly in the data, it could identify the
leveling cycling failure and issue an alarm.

Similarly, the leveling sensor signal could be used to pre-
dict the leveling cycling failure. When the 2nd floor is used
as a passing floor, that is, when a passenger runs from the
1st floor to the 3rd floor (or higher) and passes through
the 2nd floor, the leveling sensor signal variation shown in
Table 6.

Compared to the normal state of Table 3, it can be found
that the leveling sensor is missing the full sensing “0D”
between the upper sensing “09” and the lower sensing “05”
in Table 6. Once the monitoring system detects such anom-
alies in the data, it could make failure predictions and notify
maintenance personnel to intervene in advance.

3.4. The Leveling-Related Failures Monitoring Method. To
summarize, the judgment method of leveling-related failures
is as follows. When the elevator arrives at a particular floor,
it first determines whether it is the target floor or the passing
floor based on the target floor signal, and then obtains the
sequence of leveling signal variations for the current floor
and compares it to the variations under normal condition
in Tables 2 and 3. If the variation differs from the normal
state, it is possible to conclude that the elevator has a leveling
failure.

Furthermore, the specific failure type is determined, and
the corresponding identification or prediction is generated
in conjunction with Tables 4–6. What is more, if a new type
of unknown failure emerges, we could add its sequence var-
iations to the monitoring system and constantly update and
optimize the failure judgment strategy. The above descrip-
tion is for the monitoring method when the elevator is in
the upward movement; the specific signal when the elevator
is in the downward movement is different (as shown in
Table 1), but the method is the same.

The installation of the data collector in the actual eleva-
tor is shown in Figure 4, which can be corresponded to
Figure 1, where the data collector connects the CAN+ and

CAN- data lines of the elevator and sends them to the
remote monitoring platform via the NB-IoT module. In
the experiment, we used the leveling stopping failure of the
2nd floor as an example. The elevator’s running status and
level-related faults can be reflected visually. The page of the
monitoring platform when the elevator is in the normal state
is shown in Figure 5. The page of the monitoring platform
for identifying the leveling stopping failure is shown in
Figure 6. The page of the monitoring platform for predicting
the leveling stopping failure is shown in Figure 7. The exper-
imental results support the efficacy of our device and
method.

4. Conclusions

This paper extracts the elevator’s door signal, car call signal,
target floor signal, running signal, and leveling sensor signal,
and then monitors leveling failures by analyzing the real-
time variation sequence of the elevator leveling sensor signal.
Whether the elevator is leveling normally is determined. If a
leveling failure occurs, the type of failure is identified based
on the leveling variation. Based on the failure judgment,
timely maintenance is possible.

The device and method are not limited by elevator brand
and signal, so they have advantages in universality. Further-
more, raw CAN bus data is collected by data collectors and
stored in our private data center, and it could accurately
identify failures by logical analysis and is inexpensive
because no additional sensors are required. Since the moni-
toring of the elevator’s CAN bus interface, leveling failures
can be identified and predicted once the leveling sensor sig-
nal show the corresponding abnormal variations.

Data Availability

Raw CAN bus data is collected by the data collector and
stored in our private data center. If you would like more
detailed information about CAN bus data, please contact
our corresponding mail and state your intention and pur-
pose. We will sincerely consider your request at our discre-
tion and try to accommodate you.
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Task scheduling for the cloud is one of the main advances in IoMT stage, which impacts the whole execution of the cloud
resource. Cloud is a proficient headway for computation, and it encompasses data storage, management, and manipulation in
large volumes. Thus, a proposition is being made a better approach to proffer task scheduling in the cloud. In this case, a new
hybrid genetic algorithm (HGA) is proposed. The proposed HGA method will be justified by contrasting it with the previous
researches and approaches. The CloudSim is utilized to quantify their effect on various metrics like timing factors and resource
utilization. The proposed HGA technique enhanced the viability of task scheduling with a better execution rate of 32.57ms.
Thus, the experimented outcomes show that the HGA also reduces cost profoundly.

1. Introduction

A reasonable scheduling technique is required to schedule
these IoMT requests to cloud resources. Scheduling task is
classed as one of the focal issues for computing in IoMT-
cloud. The IoMT-cloud is progressed with the improvement
of PC and association advancement. This prompts the exe-
cution of all tasks efficiently and also provides patients with
formidable QoS [1, 2]. Task scheduling for the cloud is one
of the main advances in IoMT stage, which impacts the
whole execution of the cloud resource. Authors in [3] pro-
posed a scheduling computation for tending to the cloud
task to further develop scheduling estimation, which can
get the more unobtrusive time and lower cost for doing for
each process. Numerous investigations show that IoMT-
cloud task scheduling problem is termed as a NP-hard prob-
lem, which has been concentrated by various analysts. The
work in [4] proposed particle swarm optimization (PSO)
to deal with the idea of the organization of users. It has
achieved extraordinary results in the field of arranging
resources to cloud tasks ensuing in finishing a huge number
of coherent tasks. It incorporates a moderate speed of pro-
cessing and is essentially caught in more waiting time.

Authors in [5] prepared a hereditary reenacted tempering
estimation for task arrangement with twofold fitness, and
this can effectively change the solicitations of the clients for
the properties of tasks and work on the clients’ satisfaction
appropriately. Authors in [6] use the procedure for tending
to the cloud task scheduling by exceptional self-changing
underground ant colony optimization (ACO) in handling
the scheduling of tasks.

To work on scheduling issues adequately in the IoMT-
cloud stage, the environment has to be viewed and studied.
Figure 1 provides a proper view of the IoMT-cloud. Cloud
is a proficient headway for computation, and it encompasses
data storage, management, and manipulation in large vol-
umes and uses that data to understand a given outcome
[7–11]. This reduces the outright period of manpower and
lessens the cost, in the health system. This is a foremost
advancement that makes use of the probability of business
execution of computer programming with patients publicly
[12]. IoMT-cloud is another progression gotten from grid
computing, and it suggests involving enrolling assets in an
association and accommodating recipients on demand
through the Internet [13]. Scheduling in the cloud is one of
the major factors in IoMT that it is considered to be the
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essential factor that controls several operations like flexibil-
ity, patient resource sharing, and power use. Regardless,
there are various troubles normal in IoMT scheduling. High
execution rate can be caused by the scheduling technique,
and task weights for each process will be scattered across
all resources adequately and effectively to get less hold-up
time, execution time, and most outrageous throughput. This
process can solve a segment of the troubles faced in IoMT
computing.

The critical ideal process of IoMT experimentation is
that it propels authentic use of resources [14]. Each impacts
the other. Fitting these IoMT tasks adequately might achieve
efficient utilization of resources. With this, patients can get
content wherever and without hoping to contemplate the
working of the establishment. IoMT works on no limit pro-
vided that there is an internet connection. Therefore, task
sharing and resource utilization in the IoMT stage are two
sides of a lone coin. The cloud propels organizations to
breach the gap between users or patients [15]. Cloud organi-
zation can scale up or down resources in the IoMT stage, per
the solicitations of the applications. The cloud organization
client can rent the resources at whatever point and release
them with no difficulty. The cloud organization provides
remote assistance regarding any application or resource to
the users. This is a central purpose of the IoMT-cloud com-
putation; nonetheless, the organization may be responsible
for paying additional costs for this proposition. The example
of the IoMT-cloud trends is depicted in Figure 2. Conse-
quently, resource management and task scheduling are
required bits of IoMT-cloud research [16]. In handling com-
plex task scheduling-related issues, the usage of scheduling
computation is recommended. The adequacy of resource
uses depends upon the scheduling and resource weight,
rather than the unpredictable designation of resources.
Scheduling in IoMT-cloud is for the most part used for han-
dling complex endeavors (client requests). Such arranging
computations impact the resources.

In this work, the commitment provided has described
major factors that are required for task scheduling, which
are as follows: a survey on task scheduling optimization; a
portrayal and analysis of the result gotten from the examina-

tion; proposing an HGA for IoMT-cloud compared to previ-
ous studies; and summing major points and issues in this
paper.

This work is segmented as follows. Section 2 gives the
background about scheduling procedures and techniques
in the IoMT-cloud stage. An introduction to various litera-
ture reviews which add to the idea of the method and exper-
imentation utilized is introduced in Section 3. Section 4
provides the problem statement proposed in the research,
while in Section 5, the used technique, materials, and the
proposed method utilized in experimenting are discussed.
Section 6 discusses the outcomes of the experiment. Section
7 presents the conclusion and the closing remarks. Table 1
shows the list of abbreviations used.

2. Background

Here, it discusses the notable optimization scheduling tech-
niques. More light will be given in the literature concerning
related works in the cloud environment.

2.1. Shortest Job First (SJF) in IoMT-Cloud. In this conven-
tional methodology, a need is given the length of the task
process. It begins from the least to the task with the highest
process. In this model, the task is organized on their neces-
sities. The mentioned resource is then allocated to the task
process that has the littlest time [18]. It is a rule of a medium
waiting time among all other computations. The model is
known as a precautionary methodology that picks on cycles
that have the least execution time. It does not guarantee task
fairness when tasks are distributed to VM [19]. Be that as it
may, it has a more drawn out finish time. With this, this pro-
cedure is said to be a static scheduling procedure. This is a
direct result of tasks with high processes being left unat-
tended to, while little processes are taken care of. It has these
processive traits:

(i) It will always be aware of the next task process

(ii) It lessens the waiting time for the task process as it
processes little task before huge ones

Fleet of IoMT
devices

Wi-Fi or cellular
connectivity

Device management
& third party services

IoT device cloud

Figure 1: IoMT-cloud platform illustration.
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2.2. First Come First Serve (FCFS) in IoMT-Cloud. FCFS is a
customary methodology, a task that shows up first is served
first. The latest request from the patients is installed into the
tail of the line. The solicitation of assets relies upon the time
of task arrival. This is one of the standard methodologies,
and it is more alluring than different methodologies [20].
It depends upon the standard of FIFO with lesser complexity

than other computations techniques [21]. This process is
immediate and expedient. Whenever we have immense
requests, all requests delay until the primary occupation is
done. To evaluate the achievement by this technique, we will
test them and subsequently gauge their impact on a few
legitimate rules in the methodology. With this, this booking
strategy is the static methodology. The FCFS has these
qualities:

(i) Prioritization depends on the main request and each
cycle towards the end finish before new cycle

(ii) This kind of computation does not work honorably
with postponing traffic as holding time and mapping
are for the most part on the higher side

2.3. Round Robin (RR) in IoMT-Cloud. In this conventional
methodology, all task process is executed with fairness. In a
general sense, this approach is differentiated to the static
type as a result of its dynamicity [22]. Right away, all task
processes are given equivalent time for execution which is
once in a while called the quantum time. All processes are
kept in the solicitation as they show up [23]. In light of the
model utilized in this work, the quantum is picked given
the mean of the cumulative process time. Right after decid-
ing the mean, it will portray the finish time at the same time.
It usually has these properties:

(i) Assuming we apply a more restricted quantum, by
then, productivity might become low

(ii) Juggling the quantum to get a decent time will
increase time process efficiency

44%

41%

34%

34%

16%

16%

16%

15%

15%

17%

19%

Detecting and detering security intrusions

Resolving users’ technology problems

Anticipating future customer purchases and presenting offers accordingly

Improving media buying

Using runbook automation

Gauging internal compliance in using approved technology vendors

Reducing production management work by automating

Monitoring social media comments to determine overall brand affinity and issues

Tailoring promotions (online or offline)

Automating call distribution

Financial trading (e.g., high-frequency trading enabled by AI)

Information technology

Marketing

Finance and accounting

Customer service

Figure 2: Trends of IoMT-cloud [17].

Table 1: Abbreviations used in the work.

Terms Meaning

SJF Shortest job first

PSO Particle swarm optimization

ICT Information and communication technologies

QoS Quality of service

RR Round robin

IaaS Infrastructure as a service

TET Total execution time

AI Artificial intelligence

ML Machine learning

NP Nondeterministic polynomial

GA Genetic algorithm

ACO Ant colony optimization

TFT Total finish time

TWT Total waiting time

PaaS Platform as a service

FCFS First come first serve

PC Personal computer
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2.4. Genetic Algorithm (GA) in IoMT-Cloud. The GA is an
AI strategy that has gained ascend in execution lately. The
GA is a metaheuristic approach that deals with the founda-
tions of hereditary qualities and regular determination. The
GA approach begins in light of its underlying population
[24]. The general population is taken self-assertively to fill
in as the early phase for this procedure. A fitness calculation
is always used to get the fittest of the chromosome for a gen-
eral population. Given these factors, chromosomes are
picked, and mating operations are carried out on them for
the new generational population. The fitness variable sur-
veys the idea of each successor [25]. This paper will utilize
an HGA approach which is an adjusted GA approach for
greater legitimacy. It will be examined further in the next
segment. The fundamental GA approach is exhibited below:

(i) Initialization: Generates an initial populace

(ii) Fitness: Based on the fitness value, calculate for each
chromosome

(iii) Mating pool: Select the 2 best chromosomes after
wellness handling, and this is otherwise called the
guardians. Hybrid produces results by choosing
chromosomes to play out this activity to deliver
new chromosomes known as posterity. At long last,
mutation happens by playing out the change strat-
egy on the chromosomes for a superior
chromosome

(iv) Fitness: Based on the fitness value, calculate for each
chromosome

(v) Repeat 2 to 5 until meeting the end condition. A
stopping condition may be the number of cycles

(vi) End procedure by giving the result of the best chro-
mosome as the last outcome

3. Literature Review

This section gives an overview of several studies on schedul-
ing arrangement and resource distribution. Various experts
put forth replies to solve the problem of scheduling. Authors
in [26] put forth a multiobject technique that applies better
differential progression computation. However, task types
are not emphasized in this philosophy. Thus, further
improvement can even presently be made. However, this
current technique provides a cost and time model for con-
veyed scheduling. This process does not depict the genuine
utilization of resources. Authors in [27] put forth a queue
arranging and changing estimation that does not emphasis
on work sizes. A programming nonlinear model was used
to disperse assets for tasks. Likewise, in [28], they introduced
the preparation of tasks reliant upon an excursion lining
model. Nonetheless, writers in [29] proposed the scheduling
of users request while pondering transmission of informa-
tion as a resource. In [30], they proposed analytic hierarchy
process (AHP) situating based endeavor arrangement. The
proposed system does not focus on rashly finishing the pro-
cesses and starvation. Authors in [31] proposed an

acquainted moving skyline approach with planned tasks.
They considered the FCFS process for managing demands
when assets are free. Subsequently, in [32], they antici-
pated equivalent extraordinary weights based on incoming
demands. Writers in [33] put forth a need-based business
scheduling estimation for use in disseminated registering.
Authors in [34] put forth the use of a metaheuristic
upgrade to diminish costs through task arranging. In
[35], they introduced the high-level cost of energy and
coating delay goals. This system does not ponder the avail-
ability of resources or the weight of tasks. Be that as it
may, in [36], they proposed the usage of modified bug
area upgrade in load changing. Authors in [37] proposed
a system subject to a multiguidelines computation for
arranging specialist load. This strategy works on the make-
span of a work. Thus, in [38], they put forth a resource
assignment problem that means to restrict the full-scale
energy cost of appropriated scheduling structures while
meeting the foreordained client level SLAs according to a
probabilistic point of view [39–41]. Here, they have
applied a contrary philosophy that applies a disciplined
approach on the off chance that the client does not meet
the SLA plans. Consequently, in [42], they proposed a
structure subject to the requirement for performing a dis-
tinguishable weight schedule that uses coherent movement
measures. The technique robotizes the cycle and dimin-
ishes the piece of human management, while in [43], they
introduced a central weight changing the decision model
in the cloud. A couple of makers have proposed a heuris-
tic estimation to handle task arranging and resource task
issues portrayed already. Regardless, the technique is lack-
ing in choosing the weight of center points and, arrange-
ment nuances, and the complete phase has no support,
as needs are achieving a lone reason for dissatisfaction.
Moreover, in [44, 45], they focused on arranging
endeavors while contemplating various goals. This tech-
nique coordinates additional examination on task planning
and resource distribution.

Another approach scheduling approach is using the ant
colony optimization (ACO) planning computation. Authors
in [46] proposed using hybridization of bug region move-
ment strategy for reasonable weight-changing process, using
bug settlement min-max methodology, and inherited esti-
mation. This, finally, processes the amount of pattern of vir-
tual machines from the cloud applications. They proposed a
solid method to restrict movement cost of VM and also hold
tight to the SLA (service level agreement) which guarantees a
QoS. Through this, the need is apportioned to VM to extend
the response period of the system and to achieve better
weight changing. Authors in [47] proposed a procedure that
assists the starvation in work change. To vanquish this trou-
ble, they used innate computation with the logarithmic least
square strategy. With this, [48] put forth an improved GA by
using the fragmented people decline procedure planned par-
enthood of the rocky mountains (PPRM). Authors in [49]
have audited keen cloud scheduling for load changing and
proposed antlion optimizer (ALO) to provide better out-
come in changing the cloud storage. After this cycle, GA is
implemented to the new populace and observes fitness
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regard. This gives more huge courses of action, while ALO
handles the gigantic issue in space.

The following are the three principle exercises. Funda-
mental GA has terms called mutation, crossover, and fitness
work. Authors in [50] have looked into extraordinary GA for
making a response. They have considered a need-based basic
evaluation. By this idea, they achieved better ordinary
response time and augmentations cloudlets with change
encoding. It helps with decreasing time in waiting. In [51],
they have proposed a cloud-based approach for the most
part of the storage and dynamic multimedia load balancing
(CSdynMLB) technique to change the stack for specialists.
They have introduced job unit vector (JUV) and processing
unit vector (PUV) terms to get the fitness of individuals. A
similar need is applied to every one of the requesting and
ensures better QoS, high interoperability, and flexibility.
Authors in [52] have proposed cross variety genetic compu-
tation like genetic ant colony algorithm-virtual machine
placement (GA-GEL) estimation for VM load balance pro-
cess in the cloud. In [53], they put forth the genetic ant col-
ony algorithm-virtual machine placement (GACA-VMP)
method for managing settling VMP issues using further
developed ACA. The outcome showed up with the Cloud
Analyst proliferation gadget that fluctuates with a different
number of server ranches. Through this procedure, they
have picked a feasible way in two phases. This is gained to
successfully pick the genuine specialist and assemble the
resources [54–59]. Yet it has been discussed in the literature
that there are still various areas that need tending to, and
this work proposed here aimed to settle these issues.

4. Problem Formulation

This research addresses the issue of task scheduling in the
IoMT-cloud which is a widely distributed and heteroge-
neous environment. Here, the sets of processors and tasks
are considered as Pm and Tn, respectively. Let us say the
available Pm processors for some set of tasks Tn, with no
sharing during execution. Let ECT be the expected comple-
tion time, which contains estimated time for execution of a
particular task on each resource, and the estimated comple-
tion time of a resource. The goal here is to reduce the total
completion time of task execution. To increase resources uti-
lization and minimize the time, the tasks have to be effi-
ciently scheduled or mapped appropriately on the
resources available. The depiction is shown in Figure 3.

Tn = T1, T2,⋯, Tnð Þ,
Pm = P1, P2,⋯, Pmð Þ,

ð1Þ

where Tn is given by set of tasks and Pm is set of resources.
The goal here is to map Tn ⟶ Pm.

5. Proposed Methodology

The IoMT-cloud has different characteristics which gives
benefits to the end client. The major features of IoMT-
cloud are self-redesigned, adaptability, and customization.

The structure intends to work on the display of scheduling
in IoMT, while simultaneously diminishing computational
costs. The hopeful features of cloud resources are essential
to permit organizations that absolutely layout clients’ fulfill-
ment. The key objective is to expect the best technique for
the scheduling process when required. Certain bodies should
be considered while satisfying these destinations like cloud
providers and clients of the cloud. To achieve this, we play
out a calculated assessment for scheduling in the IoMT-
cloud environment and optimize it by utilizing the proposed
AI approach which will be the HGA. Furthermore, we sepa-
rate the essentials and consequences of utilizing quality of
service (QoS) with the proposed outcome. The calculation
ought to be sufficiently skilled to manage the issues related
to scheduling like resource questions, lack of resources,
and over-provisioning of resources.

The user demands the assets, and the cloud supplier is
liable for the task of the expected asset, so the client evades
the infringement of the service level agreement (SLA). For
the strategies for arranging IoMT-cloud assets, the cloud
information service (CIS) is responsible for the properties
of each resources and its availability. The cloud scheduler
must be efficient to designate different virtual machines
(VMs) to various processes. Thus, the scheduling process
in the IoMT-cloud is shown in Figure 4. The proposed AI
technique will use a hybrid genetic algorithm (HGA) with
the blend of a dynamic round robin and a local search, with
a variation in step from the authors’ previous research, and
the depicted outcome will predict the result by recognizing
the one with the best result. The outcomes are broken down
in light of various related limits (the client and supplier
desired) with the best outcome being discussed in the
accompanying subsection.

5.1. Hybrid Genetic Algorithm (HGA). GA portrays a general
population upgrade technique in light of a progression pat-
tern of nature. In GA, each chromosome addresses a possi-
ble response for an issue and is made from a progression
of characteristics. Given fitness factors, chromosomes are
picked, and mating is performed for a new populace to
emerge. The fitness evaluates the idea of each successor. Fit-
ness is described to look at the worth of the chromosome for
the general population. The cycle of fitness calculation is

Set of task

T1

T1

T1

Pm

T1

T1

T1

Set of resources

Mapping

Server

Storage

Figure 3: Scheduling task mapping.
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repeated until satisfactory successors are made. Here, this
approach will have a slight variation from the author’s previ-
ous research. The proposed HGA will combine dynamic
round robin and a local search algorithm known as hill
climbing. The flowchart of the HGA in the IoMT-cloud is
displayed in Figure 5. The HGA in the IoMT-cloud process
is shown as follows:

(i) Initializing the Process

Introductory generation of populace P consisting of
chromosomes. In this scheduling problem, we are using
the datasets that have been taken from various IoMT devices
from users’ requests as input. The cumulative time to com-
plete all the operations on all machines will be considered
for the IoMT devices. The main objective of the problem is
to find a valid schedule that yields the minimum completion
time.

For initializing the initial population, the individuals in
the population will consist of task and VM ID. This will be
embedded together to form a chromosome, and each chro-
mosome is a solution on its own. Each chromosome will
have a representation like this: (e.g., VM2: - TS1-TS3-TS6).

(ii) Dynamic Round Robin and Fitness Calculation

In this mode, the round robin will work on a dynamic
quantum time. The quantum time will be the median of all
the processes. Let us consider the processes (T4, T5, T6,
T7, and T8) with their respective completion times of (10,
5, 5, 5, and 10); in this case, the quantum time will be given
has the median of these processes. Implementing this will
grant task fairness for the task with longer and minima time
process. This procedure will continue until all the processes
are executed.

Thus, after the dynamic round-robin process, the fitness
can be calculated. The completion time for task Tn on Rm is

given using

TCT =max CTn,mð Þ, ð2Þ

where max ðCTn,mÞ is the maximum time to complete task
Tn on Rm. Tn and Rm are set of tasks and resources, respec-
tively. m and n are the numbers of virtual machines and
tasks. TCT is the total completion time.

Then, to minimize the completion time TCT, the execu-
tion time of every task for every VM must be calculated. The
processing time is to be calculated where Pnm is the process-
ing time for task Pn on Rm and Cn computational complexity
of task Pn and the processing speed of the virtual machine is
PSm.

Pnm =
Cn
PSm

: ð3Þ

After getting the processing time, the processing time of
every task in the VM has to be calculated using Pj

Pm = 〠
n

ı=1
Pnm: ð4Þ

(iii) Selection

Once the fitness is calculated for each individual or chro-
mosome, tournament selection is utilized to select the better
chromosome from the pool of chromosomes. These selected
chromosomes are used to perform crossover and mutation
operations. This selected chromosome will be the parents.
Chromosomes are selected, and the fitness is compared
and then whichever chromosome possesses a lesser comple-
tion time is the best chromosome.

Data center broker

Cloud provider

Data center
Host

Virtual machine 1

Task 1 Task n Task 1 Task n Task 1 Task n

Virtual machine 2 Virtual machine n...

User

Figure 4: Task scheduling process structure.
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(iv) Hill Climbing Operation

The newly generated parents will be used to perform the
hill climbing operation. The hill climbing is going to be a
stochastic approach where the initial hill point for the chro-
mosome is chosen at random towards the uphill move. It is
an increasing value mode. It generates new solutions on the
hill based on its search space. The probability of new solu-
tions might vary due to the steepness of the hill. The hill
climbing will consist of two main approaches. A candidate
generator is one that maps a solution to a set of possible suc-
cessors and the evaluation criteria to rank every valid solu-
tion. The process will assist to generate a more fit parent
that can produce a better offspring.

(v) Crossover and Mutation

This operation is also referred to as the mating pool. The
parents get from the selection operation will be used to per-
form the crossover. Here, uniform crossover is applied. After
the crossover, two new chromosomes will be produced.
These two new chromosomes will make it four chromo-
somes in total. From the four new chromosomes, the best
of these will be selected as the new offspring, and the latter
will be added back into the population for possible selection
later on. After this process, the mutation operation will be
applied for a fitter value.

(vi) Replacement

Update the populace P. This will replace the populace
with better chromosomes from the new generation of off-
spring. Repeat stages 2 to 6 until stopping criteria are met.

(i) The resulting output will be the best chromosome

(ii) End process

5.2. Experimental Process. Assumptions to be viewed while
planning the process in the IoMT-cloud are as follows:

(i) Each task is dispensed to only a solitary VM
resource

(ii) The task will be greater than the amount of VMs.
This infers that every VM ought to process more
than one task

(iii) The task is not obstructed once their executions
start

(iv) The lengths of the task will be of various sizes

(v) The available VMs are of prohibitive use and cannot
be split among different tasks. It suggests that the
available VMs cannot consider various tasks not
until the realization of the present task is in
progression

(vi) VMs are independent concerning resources and
control

5.3. Visualization. The huge motivation driving depiction is
portraying the information and graphically speaking with it.
This is with the creative aspect that the experimental out-
comes are portrayed graphically. The case of information
understanding is portrayed as processing and manipulating
data, information depiction, and construction attestation,
outcome depiction, and finally looking at the information.
The yield will be depicted visually in this work for more
understanding.

Start

Produce N individual
from the population

Perform dynamic RR

Calculate and assign
fitness to individuals

Perform hill climbing
and fitness

Finished
crossoverPerform crossover

Perform mutation

Replacement
operator

Terminate?End
Yes

No Yes

No

Figure 5: HGA flowchart.
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5.4. Computational Environment. Eclipse is an environment
for data evaluation and authentic approaches. The assess-
ments were implemented using this IDE. It is an open-
source software which implements the use of AI methodolo-
gies. CloudSim is used for simulating in the IoMT-cloud
stage. Java programming language is likewise the most out-
standing language, and it offers various library packages that
can handle information science attempts, for example, infor-
mation assessment, information predealing, and explicitly,
working of different techniques. The research is imple-
mented using a PC with Intel i7 processors: 2.3Ghz, GPU:
GEFORCE, Disk: 1TB, RAM: 12GB.

6. Results

Each experimented model and the proposed model will be
tested to anticipate which model gets the higher assessment
result. To assess the plausibility of our technique, the pro-
posed technique has been contrasted on various optimiza-
tion and hybrid approaches. The models have been
endeavored with various settings to accomplish the most
fundamental TWT, TET, TFT, cost, energy efficiency, and
resource utilization. This work has done a lot of different
assessments with the most reassuring scheduling computa-
tions. This work has used traditional optimization and other
hybrid algorithms for contrasting with our model to outper-
form the communicated scheduling issue in IoMT-cloud
and accordingly improve it with the proposed model. Like-
wise, various VMs were used, and various IoMT tasks are
used in this evaluation. Each model shows its capability
while scheduling. Each model used a relative region of edu-
cational collections. Right after the best model is displayed,
we see its usefulness with the recently referenced qualities
to best predict these outcomes. As follows the eventual out-
come of the models is clarified in this part. Eclipse and
CloudSim were used which include different libraries for this
task.

6.1. Metrics and Parameters. For validating the results of our
proposed techniques with other models, the computational
metrics below are used for this work. The authors add one
more metrics which is energy efficiency in contrast to their
previous work, though Table 2 depicts the parameters
utilized.

TWT (total waiting time): This is a user-desired crite-
rion. It is the wait time for task execution when a couple of
resources compete for a particular resource. This time is
the time spent waiting by the cycle or errand on the queue
waiting for execution.

TET (total execution time): This is a user-desired crite-
rion. The proportion of time to execute a cycle is a basic
part. This time intimates the time between the appearance
of a process and the finish time. This is likewise the aggre-
gate sum of time spent by the cycle from coming in the
queue until it finishes.

TFT (total finish time): This is a user-desired criterion. It
is the distance on schedule from the beginning of an assign-
ment until it wraps up. This is the all-out time at which an
undertaking finishes its execution.

Resource utilization: This is a service provider desired
criterion. The utilization of resources is one more parameter
that depicts the amplification of assets used. The usage of
resources ought to be high in the scheduling framework,
though providers need to attain maxima profit by rendering
a set number of resources. This parameter is one of the pri-
mary meanings in task scheduling. The resource will be kept
occupied. Also, reaction time and throughput are huge;
however, one more significant boundary for task execution
is the utilization of resources.

Average resource utilization

= Time is taken by resource i to finish all the task
Makespan

× n:

ð5Þ

Status/availability: This defines the resources that are
available at a given time. This is a huge element in closing
how to scatter and apportion the right assets for a given
VM. Resource availability is one of the principal parts of
scheduling. The accessibility status is a triumph when the
right resource is being consigned to the VM.

Throughput: This is a service provider desired criterion.
Throughput can be portrayed as the extent of a process
being completed per time unit. Thus, throughput is the
cycles executed over jobs completed in a unit of time. The
schedule should want to extend the quantity of tasks exe-
cuted per time unit.

Energy efficiency: Energy consumption is the power con-
sumed during the processing of each client’s request. To
attain energy efficiency, the consumption of power must be
reduced drastically. This is one of the major factors to be
considered to arrive at a greener environment.

Cost: This is the monetary cost that depicts the total
aggregate that ought to be paid by the client for the asset
being utilized. This monetary cost will be established on
how much time is spent by the client on a particular asset.
The equation below portrays how it is calculated where T
alludes to the time the resource being utilized and C infers
the money-related cost of the resource per time unit. The

Table 2: Used parameter.

Parameters Value

Task 10-40

Data center 0-3

Population size 120

Iteration 100

Mutation rate 0.05

Crossover rate 0.6

Data center 0-3

Bandwidth (mbps) 500-1000

Ram (Mb) 512-1024

Machine 0-14

Processing elements per Vm (Mips) 500 – 1000
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price of each resource is depicted in Table 3.

Cost = 〠
i∈resources

C × Tf g: ð6Þ

6.2. Scheduling Models Performance. Cloud suppliers pos-
sess a tremendous number of servers and other handling
establishments. An enormous number of virtual machines
run inside a server so the resources can be utilized in
the best manner. These computations observe the tasks
and their needs and attend to them effectively. Optimiza-
tion scheduling techniques were contrasted like round
robin (RR), particle swarm optimization (PSO), first come
first serve (FCFS), genetic simulated annealing (GASA),
and shortest job first (SJF). To guarantee consistency, the
models executed in this work utilized a comparable pro-
portion of tasks with various lengths. The execution of
various scheduling computations was finished by using
IoMT-cloud tasks. Additionally, when we played out the
proposed HGA, the model beats other models concerning
the QoS. Also, because of the separation in the technical
process, the outcomes were gainful for each model. The
authors added one more parameter in contrast to their
previous work.

Based on the result, it can be said that the throughput
with the HGA is ideal. Table 4 shows the relationship
between every one of the models against the embraced
parameters. FCFS incorporates little execution time, little
fulfillment time, and little holding up time as short cycles
hang tight for more expanded ranges. GASA and HGA
scheduling give time-sharing limits. With medium holding
uptime, for more modest cycles, it is not recommended
where fragile traffic is incorporated. SJF is sensible for basi-
cally a wide range of circumstances. These outcomes
approve our proposed methodology towards getting a profi-
cient model. As in the exploration, it shows that the FCFS is
one of the quickest with regard to the execution for the tra-
ditional model; however, this standard oddball the waiting
time, with this it can prompt terminations of assignments
because of the period the patients need to pause. The other
AI techniques were separable and indispensable, and they
certainly achieved great results, but the best is still being
our proposed model. The proposed parameters are truly out-
standing in defending how the models will be performed.
The planning is executed with the goal that it stops after a
time period is achieved. Hence, the proposed model
addresses the issue by giving the best waiting time and exe-
cution time. In the approaching passage, we will examine
the outcomes further with a more pictorial view. Subse-
quently, we can close by saying our best model being the
HGA has an effective QoS.

6.3. Experimental Result Discussion and Comparison.
Figure 6 displays a connection of all utilized techniques
against the TFT, TWT, and the TET, and these are some
of the used validation criteria’s to legitimize how effective
the proposed technique is. These are profoundly considered
while planning to achieve a higher QoS. The outcomes dem-
onstrate that we can achieve the most extreme utilization of

assets. In RR, every task gets an identical instance of time,
but there are certain circumstances where a typical waiting
time may be a problem as depicted in the results. The out-
come was examined utilizing similar information to look at
the presentation of the calculation. The traditional model
has the most waiting time after streamlining, despite their
advantage of speed, while the other compared AI models
were also efficient but not to the proposed model. Subse-
quently, our proposed HGA model beats all other tech-
niques which are our standard. In addition, the proposed
technique provides the least execution time, and this makes
the task execution faster when contrasted with other tech-
niques. Thus, the waiting time should be minima so users
can dodge task terminations. This can decide the reasonable-
ness of each task and the technique to use in the ideal oppor-
tunity for planning a scheduling process in the IoMT-cloud.
The completion time of our model beats different models,
conversely, with the way that different models have a higher
completion time.

While Figure 7 depicts the throughput relationship
between each technique, it shows that the best technique is
the proposed HGA model with the best throughput. After
a set of several tasks, endeavors were carried out to amplify
the throughput. The throughput is certain to be one of the
most significant criteria to depict the presence of a cycle
for each time unit. The throughput outcome shows how
effective the proposed model is. Thus, each assignment was
divided in their tenth to depict the exhibition. During this
process, our model outperforms other models in this event,
during the split. Although the optimization techniques were
linearly separable, they showed their efficiency. Regardless,
the proposed model was the best. The throughout is the big-
gest amount of errands that can be finished per time unit;
with this, we can conclude that the proposed model out-
flanks other models and fits this description well.

Figure 8 shows the relationship of usage of resources for
the scheduling techniques. Moreover, the HGA utilizes the
resources that are free in the run time and pick another
request. In this way, the inactive waiting time is diminished
in the proposed HGA calculation contrasting other tech-
niques. Likewise, asset usage is improved separately. None-
theless, when different assets can be used, then others can
become ideal. The resource used is looked at under various
total number of the makespan. The techniques have an
increase in the resource utilized and thereby staying in a
normal state. Regarding resource size, or amount of task
increments, there is a normal increase in the normal waiting
time. Thus, it can be reasoned that the HGA is most effective
as opposed to the other contrasted techniques. From the fig-
ure, we can derive the effectiveness of various techniques as
opposed to the proposed technique, the normal asset utilized
by various techniques remains practically comparable, and

Table 3: Price unit for each resource.

Number of nodes 2 4 5 3 7 6 8 1

Price unit for each operation 0.8 0.7 0.2 0.9 0.6 0.4 0.4 0.2
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Table 4: Cumulative results of all models.

Traits SJF FCFS RR PSO GASA HGA

Total execution time 55.36 54.68 54.31 40.21 36.22 32.57

Throughput 0.72 0.73 0.74 1.01 0.99 1.21

Total waiting time 42.21 41.72 40.92 40.80 40.30 40.16

Total finish time 101.67 100.18 99.31 80.10 79.4 76.6

Availability Success/40 Success/40 Success/40 Success/40 Success/40 Success/40

Cost 0.27 0.27 0.27 0.20 0.20 0.17

Resource utilization 0.42 0.42 0.4 0.61 0.63 0.69

Energy efficiency 0.60 0.62 0.55 0.35 — 0.30
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Figure 6: TET, TWT, and TFT of the scheduling model.
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that signifies that it is affected by the quantity of accessible
resources.

Figure 9 shows the financial expense factor. The result
gotten shows the HGA model per task as a lesser cost factor.
Cost depicts the impact of the charged rate over the used
resource for each task. It is an evaluating factor for each cen-
ter point in the IoMT-cloud environment. This impeding
benefit makes it more interesting for users without the sen-
sation of fear regarding being cheated. The HGA technique
depicts a significant advantage where the rate was on a sim-
ilar worth per each interaction. It is set at a level rate for each
amount of resources, where making it to a reasonably higher
worth will decrease the chances of the resource being picked
for an undertaking. Thus, the outcome tells the best way to
tackle this issue with the proposed HGA model that is to
limit the expense massively. By and by, this will not suit

the client’s models as the usage in the clinical environment
will need a lot of useful time and resources which will
expand the expense separately. We can conclude by express-
ing that the HGA technique outperforms other techniques
and as a base conservative expense differentiation to other
contrasted models.

Figure 10 depicts the efficiency of energy consumption.
Initially, the energy was calculated in KWh and later trans-
formed to percentage to analyze its efficiency thoroughly.
The parameter aims to reduce the consumption of energy.
The figure shows that the HGA outperformed other models
with a 30% reduced rate of energy consumption. The pro-
posed model is compared to other metaheuristics, and it
showed how efficient the model is. The PSO and GA seemed
a bit fair in contrast, but the model is still lagging with regard
to the efficiency of the energy consumption. This parameter,
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being one of the relevant parameters, will increase machine
performance and at the same time will create a greener envi-
ronment. The experimented known customary technique is
known for its adequacy but could not outperform the pro-
posed HGA.

Moreover, how the tested model will assume an urgent
part in the clinical field where assets are utilized continu-
ously is an eminent concern. This shows that cloud pro-
viders are expected to accomplish maxima income while
thinking about QoS and solicitations from the clients. The
health-care framework can be digitalized to achieve profi-
cient association of medical care assets and administrations.
With this, clinical information can be gathered, investigated,
and observed. In this manner, the preliminaries show that
the HGA beats different models and can be an effective
method of planning for IoMT-cloud in the clinical field.
Cloud clients or patients can have answer approaching solic-
itations without the apprehension about a task being dis-
solved or terminated.

7. Conclusion

The goal of this work is to style a model with a different
sequency in contrast to the authors’ previous work to solve
task scheduling issues while at the same time-sharing
resources to reach a productive QoS. The proposed work
puts forth the significance of task scheduling computations
and the application of AI in the IoMT-cloud environment.
As we likely know, the IoMT-cloud is perhaps verifiably
the most invigorating point for researchers, industry, and
public zone. Thus, this theory targets developing a fast,
sharp, and particular structure for task scheduling for
IoMT-cloud. This evaluation put forth relies upon utilizing
the present-day developments to further develop research
on IoMT-cloud. This work in like manner presents an over-
all report between the scheduling techniques in IoMT-cloud,
like the SJF, FCFS, RR, PSO, and GASA, and the proposed
model being the HGA. Several parameters were used and
added in contrast to the authors previous works like the
TWT, TFT, TFT, resource utilization, throughput, and effi-

ciency of energy consumption and cost. This work was
reauthorizing the proposed assessment with various sched-
uling techniques to display the ampleness of the HGA. This
study gives a potential guide for clients and experts in under-
standing task scheduling in the cloud. From the diagrams
and calculations, it was exhibited that the HGA beat other
different models concerning execution time, resource utiliza-
tion, throughput, and cost. The process and experiment were
executed on CloudSim, which is used for showing the differ-
ent scheduling process in cloud computations. The proposed
HGA had an execution pace of 32.57ms and a throughput of
1.21ms. These two parameters are one of the most signifi-
cant parameters as it satisfies both client and provider’s
desires against the QoS. The charts and results portray that
the HGA is far better than other optimization models even
with the change in sequence when veered from the cases of
TWT, TET, and TFT. HGA technique can be used in
IoMT-cloud as significant task response time gets reduced
reasonably. Has IoMT requires high execution speed and is
time-dependent. However, future examination is to be con-
sidered like completing the computation for other progres-
sion factors like speedup and stream time. In future works,
it can also lessen the cost and increase the throughput with
the computations to get more smoothed out results. Finally,
we will update the work using several other characteristics
too and will bring the outcomes as they will appear, experi-
menting more AI models like bee algorithm and Ant algo-
rithm. It is acknowledged that this endeavor will help
specialists and researchers whenever considered.
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In order to improve the transmission effect of low-power communication signal of Internet of Things and compress the
enhancement time of low-power communication signal, this paper designs a low-power communication signal enhancement
method of Internet of Things based on nonlocal mean denoising. Firstly, the residual of one-dimensional communication layer
is preprocessed by convolution core to obtain the residual of one-dimensional communication layer. Then, according to the
two classification recognition methods, the noise reduction signal feature recognition of the low-power communication signal
of the Internet of Things is realized, the nonlocal mean noise reduction algorithm is used to remove the low-power
communication signal of the Internet of Things, and the weight value between similar blocks is calculated according to the
European distance method. Finally, the low-power communication signal enhancement of the Internet of Things is realized by
the nonlocal mean value denoising method. The experimental results show that the communication signal enhancement time
overhead of this method is low, which is always less than 2.6 s. The lowest bit error rate after signal enhancement is about 1%,
and the signal-to-noise ratio is up to 18 dB, which shows that this method can achieve signal enhancement.

1. Introduction

In recent years, cognitive radio signal communication technol-
ogy has shown great vitality and market potential in a large
range of the world. However, in the process of signal transmis-
sion, due to the multipath effect in the channel, the limitation of
channel transmission bandwidth, and the imperfection of chan-
nel transmission characteristics, the signal will be seriously
affected by all kinds of noise and electromagnetic interference,
which will directly degrade the quality of communication and
affect the reception and analysis of the signal at the receiver
[1, 2]. For example, reduce spectrum sensing, and increase
demodulation difficulty. Only by obtaining high-quality signals,
further analysis and processing are meaningful. Therefore,
removing noise and interference in communication signals, that
is, signal enhancement, is an important technology to promote
the development of wireless communication field. Therefore,
researchers have proposed many signal enhancement methods,
which can be divided into linear method and nonlinear method

[3]. The linear signal enhancement method is relatively simple,
but it still has low performance for nonlinear signals and cannot
find the global optimal solution for noise elimination. In addi-
tion, because these methods are based on the assumption that
the signal is stationary, their effectiveness is generally accept-
able, and the actual signal usually has nonstationary statistical
characteristics [4–6]. Nonlinear methods have become a
research hotspot in recent two decades because they can clarify
the spectrum and time information in the signal at the same
time. However, the traditional signal enhancement methods
use the prior information of noise or interference to map to
the separable transform domain for separation, such as band-
pass filtering. However, due to the random characteristics of
noise and interference, the artificial construction of the corre-
sponding separable transform domain often has a strong a
priori to noise and interference. Therefore, at present, there is
no more complete method to adaptively enhance the signal of
time-varying system. For this reason, relevant scholars have
conducted comparative research and made some progress.
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Nan et al. proposed a satellite navigation signal
enhancement method in the tunnel based on virtual satel-
lite [7]. By establishing the signal propagation model, sim-
ulate the navigation signal of low elevation satellite located
in the extension direction of the tunnel at both ends of the
tunnel and receive the solution in the tunnel after sending
it to realize positioning. At the same time, the signal delay
control method is used to precompensate the pseudorange
error. Through the experimental analysis of the hardware
system, its positioning ability in the tunnel is verified.
The simulation results show that the positioning accuracy
of the system meets the needs of most tunnels. Pengyu
et al. proposed an LPI radar signal enhancement method
based on dae-gan network [8], combined with the advan-
tages of noise reduction self-encoder and generation of
countermeasure network, constructed a noise enhancement
network and signal enhancement network for countermea-
sure training. The noise enhancement network doped
more complex noise components into the noisy signal,
and the signal enhancement network reduced the noise
components in the noisy signal as much as possible. In
this paper, dae-gan network is used to realize complex
high-dimensional noise reduction. This method can effec-
tively improve the effect of signal enhancement, but the
signal enhancement takes a long time.

To solve the above problems, this paper designs a low-
power communication signal enhancement method of the
Internet of Things based on nonlocal mean denoising. The
low-power communication signal of the Internet of Things
is preprocessed through the deep residual network in deep
learning, and the low-power communication signal
enhancement of the Internet of Things is realized according
to the nonlocal mean denoising method.

2. Low-Power Communication Signal
Preprocessing of Internet of Things Based on
Deep Learning

2.1. Depth Residual Network Analysis. Deep neural network
always has the problem of network degradation. Generally
speaking, with the increase of the depth of the network,
the classification performance of the network should be
stronger and stronger. However, the current situation is that
the performance of the network gradually tends to saturate
with the rise of the network depth but will decline rapidly
after the depth rises to a certain node. This phenomenon is
called network degradation [9]. For the network whose accu-
racy is close to saturation, if the identity mapping layer is
added in the network structure to make its input equal to
the output, it will not increase the error after propagation
while continuing to increase the network depth, that is,
deepening the network through this method will not
increase the training error. The design method of residual
network comes from this [10–13]. The residual network is
proposed mainly to reduce the network degradation caused
by the rise of network depth. The solution is to construct a
“residual element.” The structure of residual element is
shown in Figure 1.

For a neural network, suppose that the input of a certain
section in the network is X and its corresponding expected
output is ZðXÞ, that is, ZðXÞ is the expected potential map-
ping. Generally, when the network is deepened, the training
difficulty will increase [13]. In the residual network structure
diagram in the figure above, a path from input to output is
added on the basis of network mapping, the input X is
directly transferred to the output as the initial result, and
the output result is ZðXÞ = FðXÞ + X. When FðXÞ =O, there
is ZðXÞ = X, that is, the identity mapping that will not
increase the error mentioned earlier [14]. RESNET changes
the learning strategy. For an input X, it no longer learns its
expected mapping ZðXÞ directly through the convolution
layer [15] but learns the expected residual mapping through
the network, that is, ZðXÞ − X. Compared with the expected
mapping, the residual mapping is easier to optimize and
deepens the network depth on the premise of avoiding net-
work degradation.

2.2. Impulse Noise Preprocessing. The INP used in this paper
can be regarded as the neutralization of truncation and zero-
ing in the threshold suppression method. The difference lies
only in the processing of the part whose amplitude is higher
than the threshold. Simulation experiments show that it has
better pulse suppression effect than the two methods. The
main task of INP is to suppress the nonlinear part of the
received signal yðtÞ whose amplitude is greater than the
threshold τr . The output signal can be expressed as follows:

ynon nð Þ =
y nð Þ, y nð Þj j ≤ τr ,

y nð Þ τr
y nð Þj j

� �2
y nð Þj j > τr ,

8><>: ð1Þ

Conv
Relu

Conv
Linear

X

F (X)

X

F (X) + X

Figure 1: Residual element.
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wherein τr can be obtained from the following formula:

τr = 1 + 2τ0ð ÞτQ, ð2Þ

where τ0 is the constant coefficient, set to 1.5, and τQ is
the second quartile value of the received signal yðnÞmodulus
jyðnÞj [16]. After pulse suppression, the signal needs to be
further normalized to obtain the final output signal of INP,
that is, the input of RCGAN noise reduction network:

yp nð Þ = ynon nð Þ
max ynon nð Þj jð Þ : ð3Þ

In order to improve the ability of the network to retain
the signal details in the process of noise reduction, the mid-
dle layer of the generator adopts the extended convolution
structure widely used in the field of image semantic segmen-
tation [17]. This structure expands the receptive field of the
convolution kernel by inserting zeros in the convolution ker-
nel. Compared with the receptive field expansion methods
such as downsampling used in the standard convolution
structure, this method has stronger retention ability of
detailed information. Generally, the expansion rate is used
to represent the interval of adjacent elements in the convolu-
tion kernel, and the expansion rate of the standard convolu-

tion kernel is 1. The expansion rate r of three one-
dimensional expansion convolution layers in RCGAN gen-
erator is taken as 1, 2, and 4, respectively, and the length
of convolution core is 3. The perceived field of view of con-
volution cores in different layers can be expressed as follows:

Fr = 2r+1 − 1: ð4Þ

Based on this, it can be calculated that the convolution
kernel receptive field sizes of the three one-dimensional
expanded convolution layers are 3, 7, and 15, respectively.

Figure 2 compares the change process of receptive visual
field of three one-dimensional standard convolution layers
and three one-dimensional expanded convolution layers
when the convolution kernel length is 3.

The solid circle in Figure 2 represents the position of
nonzero value in the convolution core, and the solid square
represents the receptive field of view of the convolution core.
The receptive field of vision showed a linear growth trend,
while the receptive field of vision showed a linear growth
trend. The research shows that expanded convolution
achieves better retention of small-scale information features
in semantic segmentation by virtue of this information loss-
less sensory field expansion method. Therefore, we use this
structure in the middle layer of the generator to improve
the network’s ability to extract signal details.

r = 1 r = 1 r = 1

(a) One-dimensional standard convolution

r = 1 r = 2 r = 4

(b) One-dimensional extended convolution

Figure 2: Comparison of receptive field between one-dimensional standard convolution layer and expanded convolution layer.

BSR ResNet

Noise reduction result 
of output signalssr (t)

so (t)

s (t)

Figure 3: Signal denoising algorithm processing flow.
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2.3. Signal Generation Method. The flow chart of signal noise
reduction algorithm generated by low-power communica-
tion of Internet of Things used in this paper is shown in
Figure 3.

The first part is the bistable stochastic resonance (BSR)
system. After the input signal ssrðtÞ passes through the sys-
tem, the output signal ssrðtÞ is obtained. Then, the data set
is written together with the nonresonant signal soðtÞ and
input into the depth residual network (RESNET), and
finally, the noise reduction result is output. After the modu-
lated signal is generated, the bistable coefficient is deter-
mined, and then, the signal through stochastic resonance is
output through the BSR system. After each signal sample is
generated, in order to make the signal waveform correspond
one by one, after each original sample is generated, the sam-
ple is generated through the BSR system, and then, the sam-
ples before and after resonance are stored in the data set at
the same time. And mark whether the signal resonates.
The construction process is shown in Figure 4.

After the signal is generated, label the two types of sig-
nals, and then, input RESNET for noise reduction. After
the signal noise reduction is completed, this paper continues
to build a binary classification network C based on CNN to
automatically extract the detection features used to charac-
terize the presence or absence of the signal in the noise
reduction signal and complete the binary classification rec-
ognition. With the characteristics of weight sharing and local
perception field, CNN has obvious advantages in local fea-
ture extraction while greatly reducing the amount of model
parameters. It has been widely used in many data classifica-
tion problems. After INP preprocessing and effective noise
reduction of Rcgan network, the noise components in the
received signal are significantly suppressed, while the useful
signal components will be well preserved. Then, input the
signal waveform after noise reduction into the CNN classi-
fier. Due to the significant improvement of signal-to-noise
ratio, the difficulty of signal detection after noise reduction
will be greatly reduced, and the false alarm rate will be signif-
icantly reduced.

In the structure setting of classifier C, this paper similarly
adopts the step convolution structure to compress the fea-
ture dimension. Its overall structure is similar to D. The con-
volution layer has six layers, including 16, 32, 64, 128, 256,
and one convolution core, respectively. At the end of the
convolution layer, it is connected with the softmax classifier

through a full connection layer to output the probability of
communication signal and pure noise in the received signal,
respectively. The setting of the activation function is the
same as that of the decider. When ðys, yp, yLÞ is used to rep-
resent the transmission data in a training sample, the INP
preprocessed data and the real tag value after one hot cod-
ing, and the predicted tag probability vector output by the
softmax classifier yL

∧ can be expressed as follows:

yL
∧ =

P Lp = 0 Coutj� �
P Lp = 1 Coutj� �" #

= 1
∑1

i=0exp Coutið Þ
exp Cout0ð Þ
exp Cout1ð Þ

" #
,

ð5Þ

Cout = f CNN G yp
� �� �

, ð6Þ

where Lp represents the predicted tag value, Cout repre-
sents the input vector of softmax, and f CNN represents the
nonlinear function formed by the network before softmax
layer in classifier C.

3. Nonlocal Mean Denoising and Enhancement
Method of Low-Power Communication
Signal in Internet of Things

Using a large number of redundant information with similar
structure in the natural image, make full use of the redun-
dant information on these images to reduce the noise of
the image [18]. When processing each pixel in the noisy
image, the distribution around the pixel will be evaluated
and compared, and the difference similarity of the distribu-
tion will be used to calculate the weight ω. The performance
of nonlocal mean denoising algorithm is better than other
traditional image denoising algorithms, and the denoising
effect is better [19–21].

For a noisy image YðiÞ = XðiÞ + nðiÞ, XðiÞ is the original
image and nðiÞ is noise. Take the noise reduction of a pixel
on a noisy image as an example. First, take this pixel as the
center point, and then, create a neighborhood window
[22]. Next, traverse the whole noisy image to find similar
blocks with similar neighborhood window structure. Then,
the weighted re equalization of these similar blocks is calcu-
lated, and the calculated pixels are the pixels after noise
reduction [23–25]. The formula of nonlocal mean noise
reduction algorithm is shown in formula (7):

NLM �X
� 	

ið Þ =〠
j∈l
w i, jð ÞY jð Þ: ð7Þ

Suppose that the noisy signal Y can be composed of pure
signal s and additive interference d:

y = s + d: ð8Þ

Under the set conditions, y obtains the estimated value ŝ
of s, which is the main principle of signal enhancement. In
the form of short-time Fourier transform (STFT), Yn,k exp

ssr (t)

s (t)Generate
signal Label label Input dataset

BSR Label label

Figure 4: Data set construction method.
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ðjαn, kÞ, Sn,k exp ðjφn, kÞ, and Ŝn,k exp ðjbφn, kÞ represent y, s,
and ŝ in the nth frame, respectively, and the frequency
sequence number is represented by K = 1, 2,⋯, K . Without
considering the phase information, the main purpose of sig-
nal enhancement task is to minimize its error function:

Er = 〠
K

k=1
Ŝn,k − Sn,k
� �2

: ð9Þ

Let the amplitude spectrum vector and estimated value
of the pure signal on the nth frame be represented by Sn
and Ŝn, respectively. At this time, the function error can be
expressed as follows:

Er = Ŝn − Sn


 



 

2

2: ð10Þ

The research on the signal enhancement method of deep
neural network hospital wireless communication network
can be understood as follows: using the training parameter
set θ to build a nonlinear function f θ, which requires that
the function f θ must have cumbersome characteristics, so
it is used to ensure the new error function:

Er = f θ Xnð Þ − Snj jj j22: ð11Þ

Minimum to obtain the target output

Ŝn = f θ Xnð Þ, ð12Þ

where Xn = ½Yn−N , Yn−N+1,⋯,Yn,⋯,Yn+N−1, Yn+N � is the
training feature of the nth frame, which is composed of
half ½ð2n + 1Þ frame� amplitude spectrum vector of the nth
frame, and ð2n + 1Þ is the input length.

When looking for the pixel block of the neighborhood
window, we usually determine the weight value wði, jÞ by
calculating the Euclidean distance between similar blocks,
and the Euclidean distance dði, jÞ between similar blocks is
shown in the following formula:

d i, jð Þ = Y Nið Þ − Y Nj

� ��� ��2
2,a: ð13Þ

The weight value wði, jÞ is calculated as shown in for-
mula (14):

w i, jð Þ = 1
Y ið Þ e

−d i,jð Þ2/h2 : ð14Þ

h is the smoothing control parameter of nonlocal mean
noise reduction, which has a very important impact on the
final noise reduction effect. �X is the image after nonlocal
mean noise reduction. The one-dimensional off diagonal
slice c4xðmÞ of the fourth-order cumulant of IoT low-
power communication signal xðnÞ can simultaneously resist
Gaussian noise and maintain the basic framework of avail-
able signal sðnÞ. Therefore, based on the weak signal xðnÞ,
the estimated data ĉ4xðmÞ based on the one-dimensional
off diagonal slice of the fourth-order cumulant xðnÞ can be

calculated, and then, ĉ4xðmÞ pairs of fir (finite impulse
response) filters can be used to create and collect the signal
from the noise. The impulse response of FIR filter is defined
as the following formula:

h mð Þ =
ĉ4x L −mð Þ,m = 0, 1,⋯, L,
ĉ4x m − Lð Þ,m = L + 1, L + 2,⋯, 2L:

(
ð15Þ

Among them, the maximum lag number is expressed in
L, and the length of impulse response of FIR filter is
expressed in 2L + 1. Because ĉ4xðmÞ is similar to sðnÞ to some
extent, it can be concluded that the FIR filter defined in the
above formula is the relative matched filter of the available
signal sðnÞ, and its output signal-to-noise ratio tends to be
idealized. The output formula of the filter is as follows:

y nð Þ = γ 〠
2L

m=0
h mð Þx n −mð Þ: ð16Þ

In the above formula, the gain factor is expressed as γ,
which has the control function of filter output, and the value
is usually the reciprocal of kurtosis coefficient [26, 27]. At
this time, the output result of the filter is the enhanced
low-power communication signal of the Internet of Things,
which completes the enhancement of the low-power com-
munication signal of the Internet of Things.

4. Experiment

4.1. Experimental Design. In reality, most of the environmen-
tal background noise is unstable signals. In order to ensure the
enhancement effect of low-power communication signals of
the Internet of Things, the noise needs to be adjusted in time.
In this paper, MSP430 series single chip microcomputer with
hardware multiplier is selected, so that it cannot be disturbed
by CPU in the calculation process. The A/D converter adopts
a 12 bits, 60K ROM. The noise environment background of
the simulation experiment is ≥−5dB.

4.2. Analysis of Experimental Results

4.2.1. Time Domain Waveform Analysis of Enhancement
Effect. Through the time domain waveform, the simulation
results of this method and reference [7] method are analyzed
and compared. The low-power communication signal acqui-
sition frequency of the experimental Internet of Things is set
to 8 kHz. In the low-power communication signal enhance-
ment method of the Internet of Things in this paper, the fil-
ter order of the first two stages is 32, and the input signal of
the first stage is divided into three output channels by the fil-
ter according to the frequency factor. The experimental
results are shown in the following time domain waveform
diagram, as shown in Figure 5.

The y-axis is the amplitude of the dimensionless proc-
essed signal, and the x-axis is the number of samples of the
signal, about 60000. Figure 5(a) shows a signal with noise,
and the interference intensity of the noise is very high. After
calculation, the signal-to-noise ratio of the signal to the noise

5Wireless Communications and Mobile Computing



is 1.121 dB. Therefore, the weak signal of the original com-
munication is very unclear and is submerged by the noise
in a large range. Figure 5(b) shows the time-domain wave-
form of the method of reference [7]. Although the algorithm
can cancel the output signal, the output signal-to-noise ratio
is greatly reduced to 0.544 dB. It can be seen that this
method is immune to noise and low-power communication
signals of the Internet of Things, resulting in signal distor-
tion. It cannot reduce noise or enhance the signal alone.
Figure 5(c) shows the second stage output of the method
in this paper. The signal-to-noise ratio of the signal is
increased to about 10 times of the original signal, and its
value is about 13.465 dB, which greatly enhances the low-
power communication signal of the Internet of Things. At
the same time, the noise is well suppressed and removed.

4.2.2. Signal Enhancement Time. The experiment further
analyzes the time cost of low-power communication signal
enhancement of the Internet of Things by the method in this
paper, the method in reference [7], and the method in refer-
ence [8]. The results are shown in Table 1.

By analyzing the experimental data in Table 1, it can be
seen that the time cost of IoT low-power communication
signal enhancement has changed with the number of IOT
low-power communication signals enhanced by the methods
in this paper, reference [7], and reference [8]. Among them,
the time cost of low-power communication signal enhance-
ment of the Internet of Things in this method is low and
always less than 2.6 s. The time cost of low-power communi-
cation signal enhancement of the Internet of Things in refer-
ence [7] method is low in the early stage, but with the
increase of the number, the iteration time continues to
increase. The time cost of low-power communication signal
enhancement of the Internet of Things in reference [8]
method is always higher than the first two methods. It can
be seen that this method has shorter enhancement time
and certain work efficiency.

4.2.3. Signal Enhancement Effect. In the experiment, firstly,
the bit error rate after weak signal enhancement in wireless
communication network under electromagnetic interference
environment is analyzed, and the bit error rate after signal
enhancement using this method, reference [5], method,
and reference [6] method is compared. The results are
shown in Figure 6.
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Figure 5: Time domain waveform.

Table 1: Time costs of signal enhancement by different methods.

Number of
signals/piece

Paper
method

Reference [7]
method

Reference [8]
method

1000 0.2 9.2 6.9

1500 0.8 16.2 15.2

2000 0.9 19.9 19.5

2500 1.2 22.6 23.1

3000 1.8 26.9 28.6

3500 2.0 32.1 33.0

4000 2.2 38.9 38.6

4500 2.3 42.9 40.8

5000 2.6 46.8 45.9
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By analyzing the experimental results in Figure 6, it can
be seen that there are some differences in the bit error rate
after signal enhancement using the methods in this paper,
reference [7], and reference [8]. Among them, the bit error
rate of this method after signal enhancement is lower than
that of reference [8] and reference [7], and the fluctuation
trend of its curve is small, the lowest is about 1%, while the
experimental curve of bit error rate of the other two methods
after signal enhancement fluctuates greatly and is always
higher than that of this method, so it can be seen that the
bit error rate of this method is lower. This is because this
method takes into account the interference of electromag-
netic wave during signal enhancement in communication,
calculates the autocorrelation function between random sig-
nals, maintains the stability of the signal through the average
of sample sequence time, adjusts the frequency offset and
initial phase through low-pass filter by amplitude modula-
tion coefficient, and estimates the amplitude of weak signal
and the interference degree of signal by maximum likeli-
hood. The signal enhancement is realized.

4.2.4. Signal to Noise Ratio. For the reference [7] method
with good effectiveness and accuracy, the weak signal
enhanced by this method has better effectiveness, lower dis-
tortion, and stronger noise reduction ability.

After the method in reference [7] is coherently averaged
N times, the optimization degree of its signal-to-noise ratio
will be increased by

ffiffiffiffi
N

p
times. This method cannot only

idealize the noise reduction of the environmental back-
ground but also improve the optimization progress of
signal-to-noise ratio, highlight the available signals, and
enhance them adaptively. Figure 7 shows the trend change
of signal-to-noise ratio in the enhancement stage, of which
N = 150, μ = 5e − 6.

According to the analysis of Figure 7, the signal-to-noise
ratio is different under different methods. When the signal is
sampled 10 times, the signal-to-noise ratio of the method in
reference [7] is 2 dB, the signal-to-noise ratio of the method
in reference [8] is 1 dB, and the signal-to-noise ratio of the
method in this paper is 11 dB. When the signal is sampled
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Figure 6: Bit error rate analysis of weak signal enhanced by different methods.
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50 times, the signal-to-noise ratio of reference [7] method is
10 dB, the signal-to-noise ratio of reference [8] method is
2 dB, and the signal-to-noise ratio of this method is 18 dB.
It can be seen from the above figure that the signal-to-
noise ratio of this method continues to grow, and its curve
trend has been higher than the other two traditional
methods, indicating that this method has very significant
advantages.

4.2.5. Signal Enhancement Stability Test. After the signal is
enhanced, the signal gain coefficient can reflect the enhance-
ment effect of the signal enhancement method. Set the gain
coefficient of the signal as α and the optimal gain interval
as [0,1]. The higher the test result of the signal gain coeffi-
cient in this interval, the better the enhancement effect of
the signal, and vice versa. The methods proposed in this
paper, reference [6], and reference [7] are used for signal
enhancement, and the signal gain coefficients of the three
methods are tested. The test results are shown in Figure 8.

As can be seen from Figure 8, the increase in the number
of signals will reduce the gain coefficient after signal
enhancement. It can be seen from the analysis of Figure 5
that the method proposed in this paper will reduce the test
results with the increase of signals, but when the number
of signals increases to a certain range, the method proposed
in this paper can stabilize the test results within a certain
coefficient. The test results of reference [7] method and ref-
erence [8] method are similar at the initial stage of the test,
but with the progress of the test, the gap between them con-
tinues to widen. Finally, the test results of reference [7]
method are much higher than those of reference [8]. It can

be seen that the gain coefficient measured by the method
proposed in this paper is high after signal enhancement,
which shows that the enhancement effect of this method is
good.

5. Conclusion

This paper designs a low-power communication signal
enhancement method for the Internet of Things based on
nonlocal mean denoising. Preprocess the low-power com-
munication signal noise of the Internet of Things through
the deep residual network, realize the noise reduction signal
feature recognition of the low-power communication signal
of the Internet of Things according to the two classification
recognition method, calculate the weight value between sim-
ilar blocks according to the Euclidean distance method, and
enhance the low-power communication signal of the Inter-
net of Things through the nonlocal mean denoising method.
The experimental results show that the communication sig-
nal enhancement time overhead of this method is low,
always less than 2.6 s, the lowest bit error rate after signal
enhancement is about 1%, and the highest signal-to-noise
ratio is 18 dB, which shows that this method has very signif-
icant advantages in signal enhancement.

Data Availability

The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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To recognize prohibition traffic sign, this paper proposes a novel method that is trained by a small number of samples and uses the
feature of histogram of oriented gradient (HOG) and support vector machine (SVM) network. The recognition method is mainly
divided into three stages. The first stage is image preprocessing, which includes image interception based on ellipse detection,
image resizing, and Gamma correction. In the part of image interception, a new ellipse detection method called RHT_MCN is
proposed based on RHT, which uses the maximum coincidence number (MCN) of image edge points and detected ellipse edge
to choose the final ellipse for image interception. The second stage is the feature extraction of HOG. The third stage is the
prohibition traffic sign recognition (PTSR) based on SVM network. In the design and implementation of the PTSR model, a
new single-layer SVM network is proposed. The ascending spiral training method of the recognition model is introduced in
detail. Finally, the data from GTSRB is used to test and analyze the prohibition traffic sign recognition method. The method is
proven to have good applicability.

1. Introduction

With the development of intelligent vehicles and Internet of
Vehicles, traffic sign recognition (TSR) is becoming more
and more practical and popular. TSR plays an important
role in advanced driver assistance systems (ADAS), intelli-
gent vehicles, and intelligent transportation and plays an
important role in vehicle traffic safety and pedestrian safety.
More specially, some reported TSR applications are as fol-
lows [1]: driver assistance systems, autonomous vehicles,
maintenance of traffic signs, engineering measurements,
Vehicle-to-X (V2X) communication, reducing fuel con-
sumption, and so on.

In the implementation of TSR, the TSR approach is
accompanied by the development of pattern recognition
methods and classification methods. In the research [2],
Ruta et al. summarized that the more popular TSR methods
were feature-based approaches and the pixel-based cross-
correlation template matching was a baseline approach.
With the development of machine learning algorithms such

as deep learning (DL) [3] and support vector machine
(SVM) [4], the intelligent learning algorithm is applied to
establish the model of traffic sign recognition. In the
research [5], Wang et al. proposed that the TSR methods
can be divided into two categories: traditional (non-DL)
machine learning methods and deep learning methods.
From the time perspective, Badue et al. [6] summarized that
most of the earlier approaches for traffic sign detection and
recognition were model-based which used simple features,
and learning-based approaches started leveraging simple
features but evolved into using more complex ones. In
general, the TSR method is feature-based. The difference in
feature extraction is the difference between hand-crafted fea-
tures and self-extraction features. And the difference in clas-
sifiers is the difference between the rule-based classification
model and the machine learning classification model.

Here, we briefly summarize the main application scenar-
ios and implementation methods of traffic sign recognition.
The rest of this paper is composed of six parts. In Section
2, the typical methods of TSR are introduced. In Section 3,
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the composition characteristics and color statistical charac-
teristics of prohibition traffic sign (PTS) are discussed. In
Section 4, a novel method of prohibition traffic sign recogni-
tion is proposed, which is based on histogram of oriented
gradient (HOG) feature and support vector machine
(SVM) network. In Section 5, the training method of the rec-
ognition model is introduced in detail. In Section 6, the self-
built data set and GTSRB are used for the verification and
analysis. In Section 7, conclusions and the future work of
this work are drawn.

2. Related Work

Deep learning model has made a great success in ImageNet
contest which is a challenging image classification task with
1000 classes and 1.2 million high-resolution images [7]. TSR
is an image classification problem. More and more deep
learning models were successfully utilized to recognize the
traffic sign. Convolutional neural network (CNN) and its
variant are used for the deep learning model for TSR since
CNN has witnessed great success in the task of image classi-
fication. Especially, the multicolumn deep neural network
(MCDNN) was used to win the championship of the 2012
German traffic sign recognition competition, and its recog-
nition rate exceeded the human recognition rate [8]. In the
work of Zhang et al. [9], they used a shallow network archi-
tecture based on convolutional neural networks (CNNs) for
TSR and reached a high accuracy (99.84%) based on the full
GTSRB [10, 11] data set. The number of samples is large for
deep learning models. Here, we list the number of signs of
some typical deep learning training data sets for TSR.

As shown in Table 1, the number of each TSR data set
is at least 7125, and it takes time, manpower, and equip-
ment to collect sample signs. However, there are not so
many samples for the model training in some applications
and the traffic sign recognition model should be trained
by using a small number of samples. In this case, the deep
learning model is in the dilemma of insufficient samples.
It is necessary for finding a new model which only need a
small number of samples.

Either the machine learning (non-DL) model or the deep
learning model, the thing which is used for the recognition is
the features. The features can be extracted from the artifi-
cially designed network model, but the feature may not be
visualized well and the features are some black boxes. Also,
the features can be manually extracted by using some algo-
rithm and the features are white boxes for researchers. In
addition, the selected features can be taken to account for
the global and local characteristics. For the above reasons,
the HOG feature is selected. HOG feature was first proposed
by Dalal and Triggs and combined with SVM to realize
pedestrian detection [16]. Based on the extraction of HOG
feature, the single hidden layer feed-forward network trained
by extreme learning machine (ELM) is used to realize the effi-
cient recognition of traffic signs [17]. Based on a multitask
convolution neural network, using an amount of data for
training, Luo et al. realized the traffic sign recognition [18].
Based on HOG features extended to its color space combined

with local self-similar descriptors, the random forest method
is used to classify and recognize traffic signs [19].

SVM is a classical algorithm of machine learning, which
has a good performance in binary classification and multi-
classification. Some classification models based on HOG fea-
ture and SVM were used for traffic sign recognition. In the
work of Yao et al. [20], a traffic sign recognition method
using histogram of oriented gradient support vector
machine and grid search was proposed, and the grid search
technique was applied to optimize the parameters of the
support vector machine, and traffic signs were extracted
from the different condition images by using HSI color space
and normalization. In the work of Junges et al. [21], the red
color segmentation and the Hough transform were used to
find circular regions for traffic sign detection, and SVM
and the HOG feature were used for TSR. In the research of
Tun and Lwin [22], Real-time Myanmar Traffic Sign Recog-
nition System (RMTSRS) was proposed, and each incoming
frame was segmented using the color threshold method for
traffic sign detection, and the HOG feature was extracted
and RMTSRS classified traffic sign types using SVM. In the
work of Tang et al. [23], the traffic sign was located with
Hough transformation based on the spatial characteristics
of the image, and the SVM classifier was used to get the
training model with HOG features of traffic signs. Tang
et al. also pointed out that the first thing to recognize traffic
signs is to segment the image, to reduce the interference of
the image outside the sign area. In the work of Cotovanu
et al. [24], the traffic sign detection which was based on color
information and certain object properties used the image
processing techniques to identify regions of interest (ROIs)
in an image, and a linear SVM binary classifier trained with
HOG features was used for TSR.

From the above work, it is widely considered to be a
good way to divide TSR into three steps:

(i) Segment the traffic sign image

(ii) Extract the features of the traffic sign

(iii) Classify the traffic sign by trained model

However, it must also be mentioned that their work
remains some uncertainties and problems:

(1) The common method of the segmentation of traffic
sign image is usually based on color space. But the
color of traffic signs can be easily disturbed by envi-
ronmental factors and the color is usually not the
standard color

Table 1: The list table of the number of signs.

Data set Number of classes Number of signs

GTSRB 43 50000+

TT100K [12] 45 30000

STS [13] 7 20000

BTSC [14] 62 7125

ETSD [15] 164 82476
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(2) Although lots of studies have been conducted to uti-
lize SVM for TSR, little attention has been done to
utilizing SVM to construct SVM network. And one
of the challenges in SVM model is the optimization
of the parameters of SVM model

In this paper, based on the extraction of HOG feature, a
SVM network is used to realize the recognition of prohibi-
tion traffic signs and the method of optimizing the parame-
ters of SVM model is introduced.

3. Analysis of Prohibition Traffic Sign

In this section, the necessity of prohibition traffic sign recog-
nition (PTSR) will be expounded. The color composition of
prohibition traffic sign will be analyzed, and the reason of
select ellipse detection for traffic sign segmentation will be
introduced too.

Traffic signs are mainly divided into seven categories:
warning traffic sign, prohibition traffic sign, indication traffic
sign, guide traffic sign, tourist area sign, road construction
sign, and auxiliary sign [25]. Prohibition traffic sign is one
of the commonly used signs. According to the national stan-
dard of the People’s Republic of China (gb5768.2-2009),
there are 42 kinds of prohibition traffic signs. Some standard
prohibition traffic signs are shown in Figure S1.

From the composition and frequency of use, it is neces-
sary to research PTSR. From the analysis of the composition
color of the prohibition traffic sign image, the main compo-
sition colors are red, white, black, and blue. Based on color

standardization [26, 27] and image capture of the sign
image, the number of pixels of four colors involved in the
prohibition traffic sign image is counted, and their propor-
tion in the total pixels of the image is calculated, respectively;
then, each sign can obtain four characteristic values of color
proportion. The statistical results are shown in Figure 1.

As shown in Figure 1, there are obvious color differences
in some of the prohibition signs. For example, the color com-
position of the long-term parking prohibition sign and the
temporary or long-term parking prohibition sign is red and
blue, regardless of the white background of the sign image.
Considering the proportions of white, black, blue, and red
of all prohibition signs, only the rough classification of prohi-
bition signs can be realized based on the color proportion
information, and the better classification of prohibition signs
should be realized based on the texture, shape, and other
local or global features of prohibition signs. HOG feature
describes the local detail features through the directional gra-
dient data and describes the global features of the image
through the histogram statistical data of the directional gra-
dient. Therefore, the HOG feature is used to describe the pro-
hibition traffic signs and will be used for the recognition
model which is based on HOG feature and SVM.

4. Prohibition Traffic Sign Recognition Method
Based on HOG-SVM

In this section, the overall framework of the prohibition traf-
fic sign recognition method will be proposed and introduced
stage by stage.
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Figure 1: Color proportion of standard prohibition signs.

3Wireless Communications and Mobile Computing



As shown in Figure 2, the method of prohibition traffic
sign recognition is mainly divided into the following three
steps:

(i) Image preprocessing

(ii) HOG feature extraction

(iii) Image classification based on SVM model

Especially, the image classification based on SVM model
is constructed by SVM network. As shown in Figure 3, a
novel single-layer SVM network is proposed in detail. Each
node of the single-layer SVM network is a trained SVM.
Each SVM node is a binary classifier. The number of the
SVM node is depending on the number of types of prohibi-
tion traffic signs.

4.1. Image Preprocessing. In this part, image preprocessing
includes image interception based on ellipse detection,
image resizing, image graying, and Gamma correction.

4.1.1. Image Interception Based on Ellipse Detection. In the
actual scene, there are other objects in the background. To
get the image of the traffic sign, the interception of the pro-
hibition traffic sign is needed. As is shown in Figure S1, the
shape of the prohibition traffic sign is a circle. There are 40
kinds of prohibition traffic signs which is circular. Due to
the influence of various factors, most of the shapes of
prohibition traffic sign images are an ellipse in the actual
scene. And it is necessary to get a method of the detect
ellipse in the image.

Many researchers have worked on the detection of the
ellipse. Hough transformation was proposed by Hough in
1962 [28]. But the traditional ellipse detection method based
on Hough transformation has high computational complex-
ity, which is not conducive to the fast interception of traffic
sign image. To improve the computational performance,
randomized Hough transformation (RHT) was proposed in
1996 [29]. RHT has a better performance in the simple
image than the complex image. In this paper, an ellipse
detection method is proposed based on RHT, which uses

HOG feature
extraction

Image
classification

based on SVM
network

Image preprocessing

Image interception
based on ellipse

detection
Image resizing

Image graying Gamma correction

Figure 2: Flow chart of prohibition traffic sign recognition method.
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Figure 3: Schematic diagram of prohibition traffic sign recognition network based on SVM which is 42 in this paper.
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the maximum coincidence number (MCN) of image edge
points and detected ellipse edge to choose the final ellipse.
The method is called RHT_MCN.

The steps of RHT_MCN are as follows:

(1) Get the grayscale image of the prohibition traffic sign
and get the binary image of the prohibition traffic
sign image

(2) Use the convolution to realize edge extraction of the
binary image; the convolution kernel is as follows:

K =

1 1 1

1 0 1

1 1 1

2
664

3
775 ð1Þ

(3) Get the alternative ellipse by using the method of RHT

(4) Calculate the coincidence number of the image edge
and each alternative ellipse, and choose the ellipse of
maximum coincidence number for the final detected
ellipse

The general equation of the ellipse is as follows:

Ax2 + Bxy + Cy2 +Dx + Ey + F = 0: ð2Þ

A, B, C, D, E, and F are the coefficients of elliptic general
equations and x and y are the coordinates of points on the
ellipse.

The pixel of the image is discrete. And there is a set SP
and an error d error.

s:t:Ax2 + Bxy + Cy2 +Dx + Ey + F ≤ d error, ∀ x, yð Þ ∈ SP:
ð3Þ

The x and y are the coordinates of image pixels. And the
image edge points included in the set SP are counted, and the
coincidence number of the image edge and each alternative
ellipse is obtained. Based on ellipse detection, the image is
intercepted, to realize the ellipse interception of the prohibi-
tion traffic sign image.

As is shown in the figure, Figures 4(a), 4(c), and 4(e) are
the original image before the interception. Figures 4(b), 4(d),
and 4(f) are the resulting image after interception based on
ellipse detection using RHT_MCN. In Figures 4(b), 4(d),
and 4(f), the green ellipse line is the detected ellipse.

As shown in the figure, Figure 5(a) is the ideal result of
common ellipse detection and there are 4 ellipses detected
finally. Typically, more than four ellipses are detected for
the discontinuity of image edge point coordinates in the traf-
fic signs. If there are multiple ellipses detected finally, it will
be necessary to find a suitable ellipse for the image segmen-
tation. Figure 5(b) is the result of ellipse detection using
RHT_MCN, and there is only one ellipse detected which is
more suitable for the segmentation of traffic sign image.

4.1.2. Image Resizing and Gamma Correction. As a result of
the interception, the shape of the prohibition traffic sign is
an ellipse in most cases. The shape change of the image will
affect the feature extraction and recognition of the prohibi-
tion traffic sign. The image size should be resized. The aspect
ratio of an ellipse circumscribed rectangle is not 1 : 1, while
that of a circle circumscribed rectangle is 1 : 1. The method
of image size adjustment is as follows:

Taking the circumscribed rectangle of the intercepted
image as the benchmark, the aspect ratio of the circum-
scribed rectangle is adjusted to 1 : 1 to realize the transforma-
tion from rectangle to square. Considering the subsequent
HOG feature extraction, the size of the image also needs to
be enlarged or reduced. The final image size of this paper
is 24 × 24. The schematic diagram of image adjustment is
shown in Figure 6.

Gamma correction is mainly used to process the bright-
ness of the image and weaken the influence of light and
shadow on the image.

4.2. HOG Feature Extraction. As shown in Figure 7, the
extraction of HOG feature can be generally divided into 5
steps. And it is important to set the following parameters:
spatial/orientation bins, cell, block, and sliding step size.
These parameters are related to the comprehensiveness of
hog features to global and local features and the dimension
of hog features. While extracting HOG features, the corre-
sponding spatial/orientation bins, cell, block, and sliding
step size are shown in Table 2. The image size and the cor-
responding HOG feature dimension are shown in Table 3.
The image size used in this paper is 24 × 24. Therefore, the
dimension of HOG feature is 144.

4.3. Image Classification Based on SVM Model. In this part,
firstly, based on the training data set, support vector
machine is used to generate the initial classifier of prohibi-
tion traffic signs. The initial classifier is constructed by 42

(a) (c) (e)

(b) (d) (f)

Figure 4: Interception of prohibition traffic sign based on ellipse
detection.

5Wireless Communications and Mobile Computing



binary classifiers. Then, the initial classification result is used
to get the final classification result.

As shown in Figure 8, the prohibition traffic sign recog-
nition network based on SVM binary classification is mainly
divided into the following two steps:

(1) Initial classification based on SVM binary classifier

In this part, the HOG feature data extracted after image
preprocessing is input into 42 trained binary classifiers one

by one for prediction, and the result [label, score] is
obtained. The label is the classification and prediction result
of the input data image by the binary classifiers, which is
used to indicate which category the image belongs to, and
the score is the credit score of each category of the image
classification results. In this paper, the label values are “1”
and “2,” where “1” indicates that the image belongs to the
corresponding prohibition traffic sign image class of the
classifier and “2” indicates that the image does not belong
to the corresponding prohibition traffic sign image class of
the classifier.

(2) Classification based on the predicted result

In this part, based on the prediction result [label, score]
in step (1), we can get the prediction result label data set
LABEL and the prediction result score data set SCORE.
The following are the steps:

(i) Analyze the data set LABEL. If the prediction result
of one binary classifier N1 is label = 1, the prohibi-
tion sign image is considered as the corresponding
traffic sign of the binary classifiers N1; otherwise,
enter the next step and analyze the data set SCORE

(ii) Analyze the data set SCORE. If the result score of the
binary classifier N2 is the maximum value of the data
set SCORE, the prohibition traffic sign image is con-
sidered as the corresponding traffic sign of the
binary classifier N2

Ellipse 3

Ellipse 4

Ellipse 1

Ellipse 2

(a)

Only one
ellipse

(b)

Figure 5: Comparison of different ellipse detection methods.

Ellipse
detection 

Image
interception 

Image
resizing

Figure 6: The schematic diagram of image adjustment.

Image
graying

Image normalization:
gamma/colour

Calculate
gradients

Weighted vote into
spatial & orientation cells

Intra block
normalization operation

Image

HOG features

Figure 7: The chain of HOG feature extraction.

Table 2: Parameter table of HOG feature extraction.

Spatial/orientation bins 0°~360°/9 bins

Cell 8 × 8

Block 2 × 2
Sliding step 1

Table 3: Image size and dimensions of HOG features.

Image size Dimensions of HOG features

16 × 16 36

24 × 24 144

32 × 32 324
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5. Generating SVM Classifier Based on
HOG Feature

In this section, the method of training every single binary
classifier will be introduced. Then, the training method of
the model will be presented too.

5.1. Training of Single Binary Classifier. A single binary clas-
sifier is a classifier that uses support vector machine to
distinguish one kind of prohibition traffic sign from other
prohibition traffic signs. It can be seen from Figure 1 that
the prohibition traffic signs contain at least 42 types of
signs, so at least 42 binary classifiers are generated. Let
Xi be the HOG feature vector set corresponding to the i
th prohibition traffic sign and Fi be the binary classifier
of Xi (i = 1, 2, 3,⋯, 42).

Yi = Fi xð Þ =
1,∀x ∈ Xi,

0,∀x ∈ Xi,

i = 1, 2, 3,⋯, 42:

8>><
>>:

ð4Þ

42 classifiers need to be trained one by one. It should
be noted that if ∀x can be accurately classified according
to formula (4), then any prohibition traffic sign can be
recognized only by judging all binary classifiers one by
one. However, if

s:t:Fi x′
� �

= 1,∃x′ ∈ �Xi,

or s:t:Fi x′′
� �

= 0,∃x′′ ∈ Xi:
ð5Þ
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Figure 8: Schematic diagram of prohibition traffic sign recognition network based on SVM binary classification.

Table 4: Experimental environment configuration.

Experimental environment Configuration

Operating system Windows 10 Home Edition (64)

Software platform Matlab 2017

CPU
11th Gen Intel(R) Core(TM)

i7-1165G7 2.80GHz

RAM 16GB

Table 5: The data of test result.

Class
ID

Traffic sign (TS)
Number of

TS
Correct
rate

TS1 No long parking 40 100.00%

TS2 No right turn 40 100.00%

TS3 Height limit 54 98.15%

TS4 No left turn 38 94.74%

TS5 No entry 36 94.44%

TS6 No pedestrian access 32 93.75%

TS7 No U-turn 36 91.67%

TS8 No motor vehicles 40 90.00%

TS9
No temporary or long-term

parking
44 88.64%

TS10 No honking 33 87.88%

TS11 Speed limit 60 50 86.00%

TS12 No overtaking 58 82.76%

TS13 No entry of trucks 33 81.82%

TS14 No entry of nonmotor vehicles 38 81.58%

TS15 Speed limit 40 38 81.58%

Total 610 90.20%
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When the classifier is trained, there is

s:t:Fi xð Þ = 1,∀x ∈ Xi,

s:t:Fi x′
� �

= 1, x′ ∈ �Xi:
ð6Þ

The purpose is to avoid any unrecognizable traffic signs.

5.2. Ascending Spiral Training Method of Traffic Sign
Recognition Model. The PTSR model is constructed by mul-
tiple SVM binary classifiers and a classifier based on the pre-
dicted result. The key part is the training of multiple SVM
binary classifiers. The training method of each SVM binary
classifier has been introduced above. The final model should
not be obtained at one time. And the final model can be
obtained through iterative training.

The number of the SVM binary classifiers is the number
of prohibition traffic sign types. If there are N types of traffic
signs needed to be recognized, the number of SVM binary
classifiers should be N . There is a constraint parameter P
for each SVM binary classifier. The default value of P is 1.
The value of P is relative to the margin of SVM. The greater
the value of P, the smaller margin, and the fewer points lie
within the margin. The smaller the value of P, the wider
margin, and the more points lie within the margin. On the
basis of having selected training samples and kernel func-

tion, the setting of parameter P can affect the classification
effect. In this paper, the initial kernel function is radial basis
function (RBF). The process of setting the constraint param-
eter P is necessary and is as follows:

(1) The training data set is divided into two parts. One
part is the sample data of SVM, and the other part
is used for testing the traffic sign recognition model
which is called training data used for testing (TDUT)

(2) Set the value of parameter P by default initially, and
there is

Pi = 1 i = 1, 2, 3,⋯,Nð Þ ð7Þ

(3) Train the SVM binary classifiers using the selected
sample data and obtain the N SVM binary classifiers

(4) Use the SVM binary classifiers of step 3 to construct
the traffic sign recognition model. Then, use the
TDUT to test the model, and get the total recogni-
tion rate Ra and the recognition rate of each type
of traffic sign Riði = 1, 2, 3,⋯,NÞ

(a) Training image

(b) Test image

Figure 9: Sample of training image and test image.
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(5) Find out the minimum value of Ri from the noniter-
ated SVM binary classifier in this round of iterative
processes. If the recognition rate of the jth type of
traffic sign is equal to the minimum value, then let
the Pj varies from 0.1 to 10 in steps of 0.1 and the
other parameter P is invariant at this time

(6) Find out the best total recognition rate Ra temp
(Ra temp ≥ Ra), and set the Pj to the first number
which varies from 0.1 to 10 in steps of 0.1 and makes
the total recognition rate best

(7) If the parameter Pj is the last reset in this iteration
and the total recognition rate has never been
increased in this iteration, it should be the end of
traffic sign recognition model training. Otherwise,
go to step (3).

6. Verification and Analysis

In this section, the proposed prohibition traffic sign recogni-
tion method will be tested by using self-built data set. And
the method will be verified based on GTSRB for comparative
analysis in the case of using a different SVM kernel function.

The experimental environment configuration is shown
in Table 4.

6.1. Source of Verification Data. Constructing a good benign
data set is crucial to our model’s performance. To collect our
benign data set, first, we downloaded traffic sample pictures
from China traffic sign detection data set (CCTSDB) [30]
and Tsinghua Tencent 100K (TT100K) data set to ensure a
diversity of types of benign files. Then, we obtain the prohi-

bition traffic sign that we need from those downloaded sam-
ple pictures by image matting. To ensure that the label of the
prohibition traffic sign is sufficiently detailed, we relabelled
the obtained prohibition traffic signs and classified them into
15 categories which were classified by the national standard
of the People’s Republic of China (gb5768.2-2009). How-
ever, even after that, we found the data set still seemed not
complete (e.g., missing import prohibition traffic sign). We
further photoed those missing samples manually and
labelled them as an important supplement to our data set.
To improve the quality of our data set, we only accepted
benign samples. In total, after filtering, we obtained 610
unique test samples. An example of test data is shown in
Figure S2 in the supplemental files.

6.2. Test Results. As shown in Table 5, the test results of 15
kinds of prohibition traffic signs show that the correct recog-
nition rate of 8 kinds of prohibition traffic signs (traffic sign
of no long parking, traffic sign of no right turn, traffic sign of
height limit, traffic sign of no left turn, traffic sign of no
entry, traffic sign of no pedestrian access, traffic sign of no
U-turn, and traffic sign of no motor vehicles) is greater than
or equal to 90%. The correct recognition rate of the other 7
kinds of prohibition traffic signs is within the range of (0.81,
0.9), and the total correct recognition rate of 15 kinds of pro-
hibition traffic signs is 90.2%. Overall, the proposed classifi-
cation model achieves the classification and recognition of
traffic signs.

6.3. Result Analysis. By comparing the spatial detail com-
plexity O of the traffic sign TS1~TS8 and the traffic sign
TS9~TS15, there is

Table 6: The test result based on the data of GTSRB.

Class
ID

Number of
samples

Number of samples
recognized

Correct
rate

Final value of constraint
parameter

Index of constraint
parameter

00000 13 11 84.62% 0.9 1

00001 135 113 83.70% 4.1 2

00002 118 97 82.20% 3.0 3

00003 75 68 90.67% 1.0 4

00004 120 110 91.67% 8.6 5

00005 100 84 84.00% 8.3 6

00006 28 26 92.86% 0.6 7

00007 90 84 93.33% 4.3 8

00008 66 54 81.82% 5.3 9

00009 109 105 96.33% 0.8 10

00010 156 147 94.23% 4.3 11

00015 45 44 97.78% 0.2 12

00016 41 41 100.00% 0.2 13

00017 93 93 100.00% 0.2 14

00032 15 14 93.33% 2.1 15

00041 11 10 90.91% 1.3 16

00042 24 23 95.83% 0.5 17

Total 1239 1124 90.72%
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OTS1~TS8 <OTS9~TS15: ð8Þ

When the image size is reduced, the spatial detail infor-
mation of the image is lost; thus, the HOG feature data of the
image is lost too. Besides if the adverse factors such as image
rotation and illumination are superimposed, the change of
HOG feature of image exceeds the tolerance limit of SVM
binary classifier, which leads to a decrease in classification
accuracy. The correct rate of recognizing the prohibition

traffic sign TS1~TS8 is greater than the correct rate of recog-
nizing the prohibition traffic sign TS9~TS15.

In addition, insufficient training sample is one of the rea-
sons for the low classification accuracy. In this paper, the
training samples consider the linear deformation of the
image such as translation, horizontal and vertical unequal
ratio deformation completely, and the nonlinear deformation
caused by rotation and lens motion is not considered enough,
which reduces the classification accuracy of the classifier for
nonlinear deformation image.
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Figure 10: Schematic diagram of the change of total correct rate (TCR) with the number of iterations.

Table 7: The correspondence table between constraint parameters and TCR during iteration.

Number of iterations Constraint parameter TCR Number of iterations Constraint parameter TCR

1 P 6 82.00% 21 P 2 90.56%

2 P 9 82.49% 22 P 1 90.56%

3 P 3 84.42% 23 P 4 90.56%

4 P 5 85.96% 24 P 16 90.56%

5 P 8 87.09% 25 P 5 90.56%

6 P 16 87.17% 26 P 7 90.56%

7 P 2 88.30% 27 P 8 90.56%

8 P 1 88.38% 28 P 15 90.56%

9 P 15 88.46% 29 P 11 90.64%

10 P 4 88.46% 30 P 17 90.64%

11 P 11 88.70% 31 P 10 90.64%

12 P 7 88.78% 32 P 12 90.64%

13 P 10 88.78% 33 P 13 90.64%

14 P 17 88.78% 34 P 14 90.64%

15 P 12 88.86% 35 P 9 90.72%

16 P 13 89.27% 36 P 3 90.72%

17 P 14 89.27% 37 P 2 90.72%

18 P 9 90.23% 38 P 6 90.72%

19 P 6 90.56% 39 P 1 90.72%

20 P 3 90.56% 40 P 4 90.72%
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6.4. Verify the HOG-SVM Model Based on the Data of
GTSRB. To analyze the applicability of the SVM network,
the model is trained by the data of GTSRB. Although the
training data was chosen, the training data is mainly the pro-
hibition traffic sign image. There are 17 types of prohibition
traffic signs in the GTSRB. To train the HOG-SVM model,
595 sample pictures are used for the sample data of SVM,
and the number of each prohibition traffic sign image used
is 35. And all the pictures are chosen from the training data
set randomly. There are 1239 pictures used to test the model
finally. The sample training image and test image are shown
in Figure 9.

6.4.1. Use the RBF Kernel Function for the Test. In this part,
the RBF kernel function for SVM is used firstly for the test.
And the test result is shown in Table 6.

As shown in Table 6, the highest correct rate is 100% and
the lowest correct rate is 80.30%. The total correct rate
(TCR) is 90.72%. The applicability of the recognition
method is confirmed. The constraint parameter of class
0015~0017 is the lowest (0.2) and the correct rate is almost
the highest. That is to say, the margin of the three SVM is
wider than others and the SVM has the stronger generaliza-
tion ability. The value of the constraint parameter is relative
to the difference in the HOG feature of the traffic sign. The
HOG feature of class 0015~0017 is more different from
other classes of the prohibition traffic sign. Also, with the
iterative training, the changing trend of the total recognition
correct rate is shown in Figure 10.

From the first iteration to the 17th iteration, the total
correct rate improved from 81.76% to 89.27%. Then, the sec-
ond round of iteration begins. Finally, the total correct rate is
90.72%. Judging from the growth trend of the total correct
rate, the first few iterations of each round of iteration make

the total correct rate improve more greatly. This shows that
the traffic sign classes of the lowest correct rate part provide
more growth on the total correct rate and the model training
method is confirmed too.

As shown in Table 7, the TCR is not improved while
some constraint parameters are changing. This shows that
some constraint parameters have little effect on TCR. To
more clearly observe the process of TCR rising with itera-
tion, the iteration data by which TCR is not changed is
deleted. We can get a new correspondence table between
constraint parameters and TCR during iteration.

Table 8: New correspondence table between constraint parameters
and TCR during iteration.

Number of iterations Constraint parameter TCR

1 P 6 82.00%

2 P 9 82.49%

3 P 3 84.42%

4 P 5 85.96%

5 P 8 87.09%

6 P 16 87.17%

7 P 2 88.30%

8 P 1 88.38%

9 P 15 88.46%

11 P 11 88.70%

12 P 7 88.78%

15 P 12 88.86%

16 P 13 89.27%

18 P 9 90.23%

19 P 6 90.56%

29 P 11 90.64%

35 P 9 90.72%
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Figure 11: The 2D line chart of correspondence between constraint
parameters and TCR during iteration.

Table 9: The result of parameter granularity refinement.

Constraint
parameter

Final value of constraint
parameter

Classification
correct rate

P 1 0.88 84.62%

P 2 3.99 83.70%

P 3 3.00 82.20%

P 4 1.00 90.67%

P 5 8.54 91.67%

P 6 8.30 84.00%

P 7 0.57 92.86%

P 8 4.29 93.33%

P 9 5.26 81.82%

P 10 0.75 97.25%

P 11 4.30 94.23%

P 12 0.18 97.78%

P 13 0.12 100.00%

P 14 0.13 100.00%

P 15 2.07 93.33%

P 16 1.21 90.91%

P 17 0.50 95.83%

Total 90.80%
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As shown in Table 8, the TCR is increased with the
iteration process. And the increasing rate of TCR is faster
at the beginning and slower in the follow-up. It can be
seen that more and more test flag pictures are correctly
classified with the change of constraint parameters and
changing the constraint parameters is more effective at
the beginning. From the data of Table 7, the 2D line chart
can be obtained.

As shown in Figure 11, the increasing rate is different with
different constraint parameters of SVM binary classifier. And
the TCR is rising alternately with the change of constraint
parameter. In this way, the TCR is increasing gradually, and
the unstable oscillation during TCR lifting is avoided.

6.4.2. Effect Analysis of Parameter Granularity Refinement.
In this part, the granularity of the constraint parameter will
be smaller and will be changed from 0.01 to 0.001. To try to
find more optimized constraint parameters for a higher clas-
sification correct rate.

The search range is limited to the range of 0.1 above and
below the final value which is shown in Table 5. In this way,
the calculation time can be saved, and there is no need to
search the interval [0.001, 10] with the granularity of 0.001.
As shown in Table 5, the final value of the constraint param-
eter for 00001 SVM binary classifier is 4.1, so the search
range is in the interval [4.0, 4.2] with a granularity of 0.01.
And the search order of constraint parameters is consistent
with the previous method which has been elaborated in
Ascending Spiral Training Method of Traffic Sign Recogni-
tion Model.

As shown in Table 9, the TCR is 90.80%, and it is
increased little by refining the constraint parameter granu-
larity. This shows that the change of constraint parameter
granularity is less effective and the early used granularity
(0.1) is satisfied the application scenario.

6.4.3. Compare the Classification Correct Rate by Using
Different Kernel Function. In this part, the Gaussian kernel
function, linear kernel function, and polynomial kernel
function are used for comparing the classification effect.

As is shown in Figure 12, the final TCR varies from dif-
ferent kernel functions. It is clear that the final TCR using
Gaussian kernel function is equal to the final TCR using
RBF kernel function, and the final TCR using polynomial
kernel function is second, and the final TCR using linear
kernel function is the lowest. Judging from the rising speed
of TCR, the model using Gaussian kernel function is better
than the other two methods which means that we can take
less time to train the network. Also, it shows that the RBF
kernel function and the Gaussian kernel function are more
suitable for the classification method proposed in this paper.
On the other hand, the final TCR shows that it performs well
enough in the case of only a single-layer SVM network.

6.4.4. Compare with the Methods of GTSRB. We can get the
results for IJCNN 2011 competition (1st stage) from the INI
Benchmark Website [31]. There are 190 types of results
submitted for the final GTSRB data set. For comparative
analysis, we make statistics on the methods used by all par-
ticipating teams.
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Figure 12: Schematic diagram of the change of TCR with the number of iterations under different kernel functions.
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As shown in the figure, Figure 13(a) shows the correct rec-
ognition rate of 67 methods including the keyword HOG.
Figure 13(b) shows the correct recognition rate of 28 methods
including the keyword SVM. Figure 13(c) shows the correct
recognition rate of 7 methods including the keyword
HOG&SVM. The red line shows the correct recognition rate
of the method proposed in this paper. Although the correct
recognition rate of multiple methods is better, these methods
used a multilayer network model, not a single-layer network.
And it will take more time to use more complex methods to
train the recognitionmodel. The PTSRmodel proposed in this
paper which takes less time to be trained has a good perfor-
mance in the subset of GTSRB data set. Especially, onemethod
shown in Figure 13(c) is called HOG_SVM, and its correct
recognition rate is 76.35% in the subset of the GTSRB data
set. And the correspondence relations between numbers and
methods in Figure 13 could be found in Table S1, Table S2,
and Table S3 in the supplemental file.

7. Conclusion and Future Work

In conclusion, for recognizing prohibition traffic signs, a
classification model based on HOG feature and SVM net-
work is proposed. The classification model consists of three
parts, which are the image preprocessing part, the initial
binary classification part, and the final classification part
based on the predicted result. The classification model is val-
idated. Analyzing the test result data, the validity of the
model is confirmed.

In future work, on the one hand, we will pay attention to
the completeness of training samples. Let the training sam-
ples cover the changes of prohibition traffic sign image in
deformation, illumination, and occlusion as much as possi-
ble, and improve the classification performance of SVM
binary classifiers, and enhance the accuracy of a single
SVM binary classifier. On the other hand, focusing on the
appropriateness of image size and the optimal image size will
be considered, so that the HOG features can fully describe
the details of the image and will not greatly increase the
dimension of HOG features because the image size is larger,
so as to improve the training efficiency of SVM classifier as
much as possible. Also, the granularity of constraint param-
eters can be smaller (such as 0.01) which is mainly 0.1 in this
paper, and the search range of constraint parameters can be
wider which is in the interval [0,10] in this paper. Also, the

kernel function of SVM binary classifier should not be lim-
ited to the RBF, Gaussian, linear, and polynomial kernel
function, and other kernel functions can be chosen, and a
different kernel function could be used for each SVM binary
classifier that has different types of kernel functions. Of
course, fusing other traffic sign classification and recognition
methods to improve the accuracy of classification is also an
important aspect of future research work.
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Supplementary Materials

Figure S1: schematic diagram of prohibition traffic signs.
Displaying 36 standard prohibition traffic sign pictures to
help get a better understanding of prohibition traffic signs.
Figure S2: samples of verification data. Displaying 15 differ-
ent prohibition traffic sign samples to help get an impression
of the verification data set. Table S1: corresponding table of
numbers and methods in Figure 13(a). Explaining the corre-
spondence relations between different numbers and HOG-
based methods in Figure 13(a). Table S2: corresponding
table of numbers and methods in Figure 13(b). Explaining
the correspondence relations between different numbers
and SVM-based methods in Figure 13(b). Table S3: corre-
sponding table of numbers and methods in Figure 13(c).
Explaining the correspondence relations between different
numbers and SVM&HOG-based methods in Figure 13(c).
(Supplementary Materials)
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This paper studies moving object tracking in satellite videos. For the satellite videos, the object size in the images may be small, the
object may be partly occluded, and the image may contain an area resembling dense objects. To handle the above problems, this
paper puts forward a kernelized correlation filter based on the color-name feature and Kalman prediction. The original image is
mapped to the color-name feature space so that the tracker can process the image with multichannel color features. The Kalman
filter is used to predict the moving object position in the tracking process, and the detection area is determined according to the
predicted position. The Kalman filter is updated with the detection results to improve the tracking accuracy. The proposed
algorithm is tested on Jilin-1 datasets. Compared with the other seven tracking algorithms, the experiment results show that
the proposed algorithm has stronger robustness for several complex situations such as rapid target motion and similar object
interference. Besides, it is also shown that the proposed algorithm can prevent the problem of tracking failure when the
moving object is partially occluded.

1. Introduction

With the development of remote sensing technologies, the
earth observation satellites are extensively applied to several
fields [1–7]. However, traditional earth observation satellites
can only take a single image of a certain area. The valuable
and interesting dynamic data in the object area is hard to
obtain only based on the static medium and high resolution
optical remote sensing data, which may limit the reconnais-
sance capability of the earth observation satellites in emer-
gencies [8].

On the other hand, video satellites can overcome the
limitation of traditional earth observation satellites and can
obtain high time-resolution images [9–11]. Video satellites
are used to obtain a series of images of fixed object areas
on the ground. Therefore, the videos can be formed to
obtain the dynamic object information directly. Currently,
the continuous monitoring capability of high-resolution sat-

ellites in a certain time range has been realized [12]. Due to
the above advantages, video satellites are used to observe and
track the states of moving objects on the ground [13] and
have wide application potential in the fields of vehicle real-
time monitoring [8, 14, 15], rapid response to natural disas-
ter emergency [16], major engineering monitoring [17], and
so on. In recent years, some representative video satellites
are Skysat-1 and Skysat-2 in the United States [18, 19], TUB-
SAT series satellites by the Technical University of Berlin
[20] and Jilin-1 [7, 21] and Tiantuo-2 (TT-2) [22] in China.

Besides, moving object tracking (MOT) in traditional
videos has been a research hotspot in computer vision.
MOT is widely used in automatic monitoring, automatic
driving, human-computer interaction, and so on [23, 24].
The task of MOT is to predict the size and position of the
object in subsequent frames based on the size and position
of the object in the initial frame. Much research has been
done in this aspect, and numerous algorithms have been
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investigated for accurate tracking in ordinary videos
[25–30]. Notice that the commonly used visual object track-
ing methods can be divided into generation methods
[25–27] and discrimination methods [28–30].

On the one hand, the generative methods establish the
object model and describe the real-world object, so as to
search for the position with the highest similarity with
the object template in the next frame [31]. Many break-
throughs have been made and several generative methods
have been utilized in MOT, including mean shift, sparse
coding, dictionary learning, particle filter, and sliding win-
dow [32–37]. On the other hand, compared with genera-
tive methods, the discriminative methods regard object
tracking as a detection problem, also known as tracking
by detection (see [38, 39] and the related references).
The discriminative methods generally train the classifier
in the first frame to separate the object from its surround-
ing background. In particular, considering the complex
background such as background changes, the discrimina-
tive methods establish an online discrimination classifier
model to distinguish objects from cluttered backgrounds
to provide more effective features and avoid unwanted
model drift. Recently, some representative machine learn-
ing techniques are adopted into the discriminative
methods, such as Boosting, Support Vector Machines
(SVM), Multiple Instance Learning (MIL), Random For-
ests, Semisupervised Learning, and Structured Output Sup-
port Vector Machines (SOSVM) [40–42]. A theoretical
framework of dense sampling in tracking-by-detection is
presented [43]. In [44], a tracking learning detection
(TLD) algorithm is also proposed, where learning and
detection are introduced into the long-term tracking of
the objects in the videos to enhance the tracking accuracy.
Hare et al. [45] propose an adaptive tracking-by-detection
method called STRUCK, which exploits Gaussian kernels
and SVM as a structured output to accurately locate the
objects. A cooperative model tracking algorithm based on
sparse representation is presented, which is suitable for
the situation of object occlusion and blur [46].

Apart from the machine-learning-based discriminative
methods, the kernelized correlation filter (KCF) can also
accelerate the calculation speed and improve tracking accu-
racy simultaneously [43, 47, 48]. In particular, the KCF-
based method can efficiently handle the object in changing
environment [47]. A scale adaptive tracker is proposed based
on the separate discriminative correlation filters, where the
computational cost is reduced [49]. Galoogahi et al. [50]
demonstrate a background-aware correlation filter (BACF)
for real-time visual tracking, where the handcrafted features
are introduced to effectively describe the changing back-
ground. In [48], a KCF and the Normalized Cross-
Correlation (NCC) template matching is proposed for
long-term target tracking of UAVs to improve the tracking
performance.

In addition, note that the moving objects in satellite
videos include vehicles, airplanes, rockets, and ships. Com-
pared with moving target tracking in ordinary videos, real-
time object tracking in satellite videos should overcome
three main challenges as follows [51, 52].

(1) Compared with the ordinary videos on the ground,
the object size is small in satellite videos, which
may lose their effective features (see Figure 1). For
instance, the length of a car is about 4-5m in real life,
while it is about four pixels in satellite videos. The
size of these objects in the satellite videos is so small
that it may be difficult to track these objects reliably

(2) Since remote sensing images have a relatively large
field of vision, there is low contrast between the
background and the objects (see Figure 1(a))

(3) The background of the image sequence of the satel-
lite videos may be fuzzy and chaotic (see
Figure 1(b)). Besides, there may be more than one
moving target in the image sequence, which have
the characteristics of high similarity, serious mutual
interference, and low resolution. This will result in
partial or complete occlusion between moving tar-
gets (see Figure 1(c))

Due to these above challenges and the increasing
demand for MOT in the field of remote sensing, up until
now, several moving object detection/tracking algorithms
have been carefully designed for MOT in satellite videos
[51–55]. Lei and Guo [53] propose a road masking and
Gaussian mixture method to achieve multiple object detec-
tion and tracking of the remote sensing video satellite.
Meanwhile, the method can improve the reconnaissance
capability of the remote sensing satellite for the dynamic
mobile small target. In [51], a fusion tracker is introduced
where the kernel correlation filter and the three-frame-
difference method are synthesized for satellite videos to
improve the performance of the tracker. Li and Man [52]
put forward an optical-flow-based detection algorithm with
video attention saliency for the moving ships in the satellite
videos, where the Gabor filter is utilized to extract the tex-
ture feature, and the registration of the sea-scene images
can be avoided. Liu et al. [54] present a kernelized correla-
tion filter where multifeature fusion and motion trajectory
compensation are employed for satellite videos to mitigate
the tracking drifts. In [55], an object tracking algorithm is
also proposed for the high-resolution multispecial satellite
images with multiangular observation capability, where a
novel regional operator is constructed and the tracking capa-
bility is verified in the WorldView-2 satellite images.

However, the above trackers [51, 52, 54, 55] generally
rely on the original pixel information (such as HSV or
HOG), which ignores the color information. In fact, several
satellite videos contain some color-name (CN) features.
Compared with other color features, CN features show bet-
ter discriminative capability in MOT [56, 57]. In addition,
due to undesirable environmental factors, such as shadows,
similar backgrounds, and other interferences, it will become
more complicated to realize the MOT.

On this foundation, aiming at MOT in satellite videos,
this paper proposes the kernelized correlation filters based
on color-name features and Kalman prediction (CNK-
KCF). The images are mapped to CN feature space so that
the tracker can process the image with multichannel color
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features. Moreover, the KCF can improve the calculation
speed in the Fourier translation based on the cyclic matrix
and kernel trick. Meanwhile, the Kalman filter can help cor-
rect and update the predicted position of the moving object
and, together with the kernelized correlation filters based on
the color-name features (CN-KCF), can improve the track-
ing accuracy. The proposed algorithm is tested on Jilin-1
datasets. Experimental results are analyzed and show that
the proposed method is robust to some environmental fac-
tors such as partial occlusion, background similarity, and
rapid motion.

In summary, the contributions of this paper are twofold.

(1) For MOT in satellite videos, a framework named
CNK-KCF is carefully designed based on the CN fea-
ture and the Kalman filter. Besides, the proposed
CNK-KCF algorithm is stable in complex situations
such as rapid target motion, occlusion, and similar
object interference, which can solve the problem of
tracking failure when a moving object is partially
occluded

(2) In the experiment section, the CNK-KCF algorithm
is compared with other algorithms, and it is shown
that the CNK-KCF algorithm possesses better track-
ing accuracy and success rate for the airplane, rocket,
and ship in Jilin-1 satellite videos. The performance
of each type of tracker in satellite videos is analyzed
in detail

The rest of this paper is organized as follows. Section 2
presents the design of the CNK-KCF for satellites videos
MOT. Section 3 introduces the experiment results and some
analysis. Finally, Section 4 concludes this article.

2. Materials and Methods

In this section, to solve the problem of MOT in satellite
videos, the CNK-KCF is developed carefully. As shown in
Figure 2, the CNK-KCF mainly consists of 3 parts: (1)
KCF [58, 59], (2) CN, and 3) KF prediction. In the rest of
this section, each part is described in one subsection each.

2.1. Kernelized Correlation Filter (KCF). The KCF has a rel-
atively low computational cost and relatively high tracking
accuracy, especially for rapid deformation. KCF is also
robust to illumination changes. Hence, KCF is suitable for
MOT in satellite videos. The procedures of the KCF tracking
algorithm are shown as follows. Firstly, in order to construct
the tracking area, the tracking object is selected from the ini-
tial frame in the satellite videos. Then, according to the cyclic
matrix theory, the tracking area is cyclically shifted. The ker-
nel function is applied to calculate the similarity between the
possible region of the target location and the tracking
objects. Finally, the area with the largest output response is
selected as the new target, and the classifier is trained based
on the Fourier transform to reduce the calculation time.

In the KCF, the following regression function

f xð Þ = ωTz ð1Þ

is trained to obtain weight coefficients ω = ½ω1, ω2,⋯,ωn�T ,
where z = ½z1, z2,⋯,zn�T is an n-dimensional vector. Corre-
spondingly, the cost function can be minimized as

f xð Þ =min
ω

Xω − yð ÞT Xω − yð Þ + λ ωk k2, ð2Þ

(a) (b)

(c)

Figure 1: The moving objects in satellite videos. (a) There is low contrast between the background and the object. (b) The background is
fuzzy and chaotic. (c) The target is partially occluded.
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where X is the data matrix, y is the desired output, and λ is
the regularization parameter to prevent overfitting. Based on
[64, 65], the extreme value of Equation (2) can be obtained
as

ω = XTX + λI
� �−1

XTy, ð3Þ

where I is an identity matrix. In Equation (3), calculating the

inverse matrix (ðXHX + λIÞ−1) is very time-consuming.
Therefore, the calculation is performed in the Fourier
domain, and Equation (3) can be rewritten in a complex
field as

ω = XHX + λI
� �−1

XHy, ð4Þ

where XH represents the Hermitian transpose of X. Obvi-
ously, if X is a real matrix, Equation (4) can be considered
as equivalent to Equation (3).

Besides, in order to accelerate the calculation speed of
MOT, the cyclic shift is also introduced. The cyclic shift
operator is a permutation matrix, which can be used to sim-
ulate the one-dimensional translation of this vector. The
permutation matrix can be shown as

P =

0 0 0   1

1 0 0 ⋯ 0

0 1 0   0

  ⋮   ⋱ ⋮

0 0 0 ⋯ 0

2666666664

3777777775
, ð5Þ

so the cyclic shift of x can be presented as

Px = xn, x1,⋯,xn−1
� �T

: ð6Þ

Since the product Px shifts x by one element, u shifts are
used to chain with the matrix power Pux and achieve more
translations. The same signal x can be obtained periodically
every n-time translation based on the cyclic property of the
cyclic matrix, which means that all shifted signals can be
represented as

Pux ∣ u = 0, 1, 2,⋯, n − 1f g: ð7Þ

Correspondingly, the data matrix X can be the circulant

matrix and is denoted as

X = C xð Þ =

x1 x2 x3   xn

xn x1 x2 ⋯ xn−1

xn−1 xn x1   xn−2

  ⋮   ⋱ ⋮

x2 x3 x4 ⋯ x1

2666666664

3777777775
: ð8Þ

One-dimensional vector cyclic displacement is given in
Figure 3. All cyclic matrices can be diagonalized through
the discrete Fourier transform (DFT), which is independent
of the generated vector X. Therefore, X can be diagonalized
as

X = C xð Þ = F diag x̂ð ÞFH , ð9Þ

where the constant matrix F is known as the discrete
DFT that does not depend on x. The Hermitian transpose
of F is represented as FH . The matrix diag ð∙Þ is the diagonal
matrix. Accordingly, the vector x̂ is the DFT of x and is
defined as

x̂ = F xð Þ = ffiffiffi
n

p
Fx: ð10Þ

In the following section, the DFT of the vector will be
represented by the hat (^). Due to the diagonalization prop-
erty of the matrix diag ð∙Þ, the matrix XH can be obtained as

x̂ = XH = X∗ð ÞT = F∗ diag x̂∗ð ÞFH∗� �T = F diag x̂∗ð ÞFH ,
ð11Þ

where X∗ is the complex-conjugate of X and ð∙Þ∗ can be
defined as a conjugate symbol. In addition, XHX is repre-
sented to be a noncentral covariance matrix. From (9) and
(11), it follows that

XHX = F diag x̂∗ð ÞFHF diag x̂ð ÞFH : ð12Þ

Because the diagonal matrices are symmetric, the Her-
mite transpose is used only after complex-conjugation x̂. In
this way, the factor FHF = I can be eliminated. Moreover,
the operations on diagonal matrices are done by elements,

Initialize the KF/KCF
parameters

Read the object position in
the 1st frame

Extract the
learn model

KCF
cyclic matrix

fourier transform

Map to
CN space

Update

Y

N

�e error < threshold

Kalman filter

OutputVideo streams

Figure 2: The flow charts of our proposed tracker (CNK-KCF).
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so Equation (12) can be rewritten as

XHX = F diag x̂∗ð Þ diag x̂ð ÞFH = XHX = F diag x̂∗ ⊙ x̂ð ÞFH ,
ð13Þ

where ⊙ is the dot product of two vectors. It can be seen in
(13) that the original complex matrix operation is trans-
formed into a simple vector and dot product operation based
on the diagonalization property of the cyclic matrix. Based
on (4) and (13), the DFT of ω is obtained as

bω = diag
x̂∗

x̂∗ ⊙ x̂ + λ

� �
ŷ =

x̂∗ ⊙ ŷ
x̂∗ ⊙ x̂ + λ

, ð14Þ

where fractions represent the division element. ω can be
recovered in the spatial domain on the basis of the inverse
DFT.

In addition, a nonlinear mapping function φðxÞ is
employed to make the mapped samples linearized in the
new space. Therefore, f ðxÞ can be transformed into

f xð Þ = ωTφ xð Þ: ð15Þ

Furthermore, the kernel technique can be used to map
the input of a linear problem to a nonlinear feature space
φðxÞ. Correspondingly, the solution ω is rewritten as

ω =〠
i

αiφ xi
� �

, ð16Þ

where is xi a column vector. Therefore, the parameters of the
solution are changed from ω to α. Meanwhile, Equation (2)
can be rewritten as

min
ω

〠
i

φ Xð Þω − yð ÞT φ Xð Þω − yð Þ + λ ωk k2: ð17Þ

Besides, the dot products can be defined as φTðxÞ ⊙ φðx
′Þ = κðx, x′Þ, where κðx, x′Þ is the Gaussian kernel expressed
as

κ x, x′
	 


= exp −
1
σ2

xk k2 + x′
�� ��2 − 2F−1 x̂ ⊙ x̂′

	 
	 
� �
,

ð18Þ

where F−1 is a mapping function in the high dimensional
space. Furthermore, the dot products φTðxÞ ⊙ φðx′Þ = κðx,

x′Þ between all pairs of samples are stored in a n × n kernel
matrix K ≜ ½Kij�n×n, which can be defined as

Kij = κ xi, xj
� �

: ð19Þ

The complexity of the regression function increases with
the increase of the sample size, so that f ðXÞ can be rewritten
based on (16) as

f Xð Þ = KTα: ð20Þ

Meanwhile, Equation (17) can be rewritten as

min
ω

KTα − y
� �T

KTα − y
� �

+ λαTKα: ð21Þ

The optimal solution of (21) is given by

α = K + λIð Þ−1y: ð22Þ

If the kernel function satisfies Equation (22), K is circu-
lant for any permutation matrix M as

κ x, x′
	 


= κ Mx,Mx′
	 


: ð23Þ

In addition, if the kernels can make K circulant, Equa-
tion (22) can be diagonalized as

bα =
ŷ

k̂
xx + λ

, ð24Þ

where kxx′ is the first row of the kernel matrix K defined as

kxx′ = k x1, x1ð Þ, k x1, x2ð Þ,⋯,k x1, xnð Þ½ �: ð25Þ

Furthermore, K is a circulant matrix and can be
expressed as

K = C kxxð Þ, ð26Þ

so it further follows that

f Xð Þ = C kxxð ÞTα = F diag k̂
xx

	 

FH

	 
T
α, ð27aÞ

f̂ Xð Þ = diag k̂
xx

	 

⊙ α: ð27bÞ

2.2. KCF Tracking Algorithm Based on Color-Name (CN)
Feature. In the traditional KCF algorithm, the original pixel
and the directional gradient histogram (HOG) feature are
required, and the original pixel features are utilized to con-
vert the images into gray images. The pixel gray value is
regarded as the image feature. However, the generation pro-
cess of the HOG feature descriptor is lengthy, which results
in slow speed and poor real-time performance for MOT in
satellite videos. In addition, the HOG feature descriptor is
relatively sensitive to noise, so it is difficult to deal with
occlusion based on the gradient characteristics. Compared

C =

Figure 3: One-dimensional vector cyclic displacement.
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(a) (b)

(c) (d)

(e) (f)

Figure 4: Overview of the MOT in our experiments. There are six scenes of the satellite videos. In every scene, there is only one object. (a)
The moving airplane-1 is selected as the object; (b) the moving airplane-2 is selected as the object; (c) the moving airplane-3 is selected as the
object; (d) the moving airplane-4 is selected as the object; (e) the moving rocket is selected as the object; (f) the moving ship is selected as the
object.

Table 1: The size of the objects in satellite videos.

The object Airplane-1 Airplane-2 Airplane-3 Airplane-4 Rocket Ship

Size (pixels) 44 × 44 28 × 28 28 × 28 22 × 22 46 × 46 30 × 30

Table 2: The precision and success rate in comparison with other seven trackers for airplane-1.

Methods KCF K-KCF CN-KCF CSK STRUCK MeanShift CamShift CNK-KCF (ours)

Precision 0.929 0.888 0.907 0.943 0.889 0.621 0 0.957

Success rate 0.873 0.816 0.841 0.895 0.827 0.495 0.020 0.917

Table 3: The precision and success rate in comparison with other seven trackers for airplane-2.

Methods KCF K-KCF CN-KCF CSK STRUCK MeanShift CamShift CNK-KCF (ours)

Precision 0.732 0.284 0.939 0.955 0.272 0.932 0 0.967

Success rate 0.632 0.260 0.856 0.881 0.224 0.824 0.0003 0.902
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with the original pixel feature and HOG feature, the CN fea-
ture has better stability properties. As a result, the proposed
algorithm applies a CN statistical feature to extract the
image feature.

CN feature space is a special color space based on a
potential probability model. CN space contains 11 color
channels: yellow, red, black, blue, gray, pink, white, brown,
green, orange, and purple. In the form of mathematical
description, a color image MðxÞ represents the color pixel
value at position x, and the image is mapped to CN space
so that MðxÞ can be converted into an 11-dimensional
(11D) probability feature vector f ðxÞ. Specifically, the RGB
value is represented by an 11D color with a total probability
sum of 1, so as to realize the low-dimensional extraction of

color information. The model can be expressed as follows:

M x0ð Þ = arg max
i

i ∣ 〠
x∈Ωc x0ð Þ

ϕi xð Þ∙N x0, σð Þ, i = 1, 2,⋯, 11
( )

,

ð28Þ

where Ωc presents a region with x0 as the center and c as the
radius. Nð∙Þ is a Gaussian function. σ is the standard devia-
tion. However, in the process of tracking, since not all of use-
ful object information can be provided by the 11D color
attributes, the 11D color attributes are firstly reduced to
10D. Subsequently, the PCA is employed to reduce 10D to
2D, which can reduce calculation and accelerate the calcula-
tion speed of the algorithm.

We supposed that xkCN is the CN feature extracted from
the target region in the kth frame and x̂kCN is the Fourier
transform of xkCN . To reduce dimensions, the dimension
reduction matrix is given as

~xkCN = Bkx̂
k
CN , ð29Þ

where ~xkCN is the CN feature through the dimension-
reduction operation in the kth frame and Bk is a
dimension-reduction matrix. The reconstructed minimum
cost function as the decision function is given to obtain the

Table 4: The precision and success rate in comparison with other seven trackers for airplane-3.

Methods KCF K-KCF CN-KCF CSK STRUCK MeanShift CamShift CNK-KCF (ours)

Precision 0.963 0.952 0.959 0.958 0.977 0.220 0 0.981

Success rate 0.889 0.866 0.878 0.873 0.925 0.186 0.010 0.935

Table 5: The precision and success rate in comparison with other seven trackers for airplane-4.

Methods KCF K-KCF CN-KCF CSK STRUCK MeanShift CamShift CNK-KCF (ours)

Precision 0.691 0.848 0.973 0.973 0.970 0.936 0 0.974

Success rate 0.506 0.632 0.917 0.916 0.890 0.803 0.0003 0.918

Table 6: The precision and success rate in comparison with other seven trackers for the rocket.

Methods KCF K-KCF CN-KCF CSK STRUCK MeanShift CamShift CNK-KCF (ours)

Precision 0.962 0.950 0.980 0.889 0.960 0.050 0 0.980

Success rate 0.903 0.879 0.941 0.822 0.898 0.075 0.048 0.941

Table 7: The precision and success rate in comparison with other seven trackers for the ship.

Methods KCF K-KCF CN-KCF CSK STRUCK MeanShift CamShift CNK-KCF (ours)

Precision 0.640 0.698 0.975 0.978 0.962 0.458 0.279 0.979

Success rate 0.563 0.625 0.948 0.954 0.931 0.426 0.251 0.954

Table 8: The basic parameters of the algorithms.

Methods σ λ η

KCF 0.5 0.0001 0.02

K-KCF 0.5 0.0001 0.02

CN-KCF 0.2 0.01 0.075

CSK 0.2 0.01 0.075

STRUCK 0.2 0.01 0.075

MeanShift 0.2 0.01 0.075

CamShift 0.2 0.01 0.075

CNK-KCF (ours) 0.2 0.01 0.075
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dimension-reduction matrix Bk as

~xkCN =min
Bk

αkηDATA + 〠
k−1

i=1
αkη

i
SMOOTH

 ! !
, ð30Þ

where αk and αi are weight coefficients and ηDATA can be
used for the solution of the dimension reduction matrix Bk
in Equation (29). Meanwhile, due to the poor discriminant
performance in this process, ηiSMOOTH is introduced to
increase the robustness of Bk in (30), where the first ith

frames are added for training. The forms of ηDATA and
ηiSMOOTH are

ηDATA =
1

MN
〠
m,n

xkCN m, nð Þ − BkB
T
k x̂k m, nð Þ

��� ���2, ð31aÞ

ηiSMOOTH = 〠
s

p=1
λpi bpi − BkB

T
k b

p
i

�� ��2: ð31bÞ

In Equations (31a) and (31b), xkCN represents the CN

21 59 91

222168126

Figure 5: The results of moving airplane-1 tracking by CNK-KCF.
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Figure 6: The success and precision plots in comparison with the other seven trackers: (a) the success plot for airplane-1; (b) the precision
plot for airplane-1.
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Figure 7: The results of moving airplane-2 tracking by CNK-KCF.
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Figure 8: The success and precision plots in comparison with the other seven trackers: (a) the success plot for airplane-2; (b) the precision
plot for airplane-2.

15 37 53

1008871

Figure 9: The results of moving airplane-3 tracking by CNK-KCF.
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features in the kth frame, s is the total number of basis vec-
tors, and λpi is a nonnegative weight. Accordingly, based on
Equations (31a) and (31b), Equation (30) can be rewritten as

Subsequently, based on (30), Bk obtained from (32) and
the values x̂kCN and ~xkCN can be updated as

x̂kCN = 1 − γð Þx̂k−1CN + γx̂kCN , ð33aÞ

~xkCN = Bkx̂
k
CN = Bk 1 − γð Þx̂k−1CN + γx̂kCN

h i
, ð33bÞ

where γ is a learning rate parameter.
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Figure 10: The success and precision plots in comparison with the other seven trackers: (a) the success plot for airplane-3; (b) the precision
plot for airplane-3.
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Figure 11: The results of moving airplane-4 tracking by CNK-KCF.
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〠
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T
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��� ���2 + 〠
k−1

i=1
αk 〠

s

p=1
λpi bpi − BkB

T
k b
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i

�� ��2 ! !
: ð32Þ
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2.3. Motion Estimation by Kalman Filter. The Kalman filter
is initialized before tracking, and the initial state vector con-
taining the manually labeled real coordinate value of the tar-
get center and the velocity component on the coordinate axis
is obtained. The state equation and observation equation of
the Kalman filtering algorithm are, respectively, shown as
follows:

Ut = At,t−1Ut−1 +Wt−1, ð34aÞ

Zt =HtUt +Vt , ð34bÞ
where Ut is the state vector of the system at time t. Zt is the
observation vector at time t. At,t−1 is a state transition matrix
defined as

At,t−1 =

1 0

0 1

Δt 0

0 Δt

0 0

0 0

1 0

0 1

266664
377775, ð35Þ

and Ht is an observation matrix. Let the initial state U0 = ½
x0, y0, x0′ , y0′�, where ðx0, y0Þ is the initial coordinate of the
target center point, and ðx0′ , y0′Þ is the velocity component
at x-axis and y-axis. Both process noise Wt−1 and observa-
tion noise Vt are white noise sequences with the mean value
of 0, which are uncorrelated.

The current state matrix and covariance are used to pre-
dict the speed and position of the target in the next frame
according to the recursive estimation principle. Finally, the
prediction equation is obtained:

Ut,t−1 = At,t−1Ut−1 +Wt−1, ð36aÞ

Pt,t−1 = At,t−1Pt−1A
T
t,t−1 +Qt , ð36bÞ

where Ut,t−1 is the state prediction vector, Pt,t−1 is the covari-
ance matrix, Qt is the covariance matrix of the process noise
Wt , and Δt is time interval that is usually taken as 1.

After the predicted coordinates are obtained, the target
sampling area is expanded to make the sampling area 3.5
times that of the target image, and the CN features of the
model are extracted. Samples are constructed using a cyclic
matrix. At the same time, the Fourier transform is per-
formed. The Gaussian kernel is also obtained based on the
properties of the cyclic matrix and (18).

Combined with the new actual observations and the
prior estimates obtained in the previous step, an a posteriori
estimate is obtained using the feedback method. The correc-
tion equation is given as

Pt = I − KtHtð ÞPt,t−1, ð37aÞ

Kt = Pt,t−1H
T
t HtPt,t−1ð ÞHT

t + Rt , ð37bÞ
Ut =Ut,t−1 + Kt Zt −HtUt,t−1ð Þ, ð37cÞ

Ht =
1 0 0 0

0 1 0 0

" #
, ð37dÞ

where Rt is the covariance matrix of the noise vector Vt . Kt
is the Kalman gain matrix.

In theory, the trajectory of a moving target can be
regarded as a smooth curve in a short time. However, on
the one hand, there is a certain jitter in the target trajectory
curve obtained by KCF. Besides, when there are shadows,
similar backgrounds, or other interference, it can easily lead
to the failure of MOT. The above two problems can be
improved by using KF to correct the tracking results. On
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Figure 12: The success and precision plots in comparison with the other seven trackers: (a) the success plot for airplane-4; (b) the precision
plot for airplane-4.
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Figure 13: The results of moving rocket tracking by CNK-KCF.
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Figure 14: The success and precision plots in comparison with the other seven trackers: (a) the success plot for the rocket; (b) the precision
plot for the rocket.
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Figure 15: The results of moving ship tracking by CNK-KCF.
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the other hand, the reason is that KF can predict the possible
position in the next frame based on the current frame.
Hence, the search area can be relatively reduced. Corre-
spondingly, the tracking accuracy can be relatively improved
and is robust to some environmental factors such as partial
occlusion, background similarity, and rapid motion.

3. Results and Discussion

3.1. Datasets and Compared Algorithms. In this paper, the
experimental datasets are from the Jilin No. 1 satellite con-
stellation developed by the China Changchun Satellite Tech-
nology Co., Ltd. There are six videos used in our
experiments. Among the videos, six scenes are selected from
the satellite videos. Besides, the moving objects are the air-
planes in the first four videos, and in the other two videos,
the moving objects are the rocket and the ship. The number
of the objects is only one in each video. The videos show the
part of the process of aircraft flying, ship driving, and rocket
launching. Each object is manually labeled through a direc-
tional bounding box to describe the position. Figure 4 illus-
trates the overview of the moving objects in the datasets. In
addition, the sizes of the targets in the satellite videos are
shown in Table 1. Notice that the sizes of moving objects
are small, which may result in tracking failure.

Besides, there are many problems for MOT in satellite
videos, which will affect the tracking performance. As a
result, to analyze the MOT performance of the proposed
method, the authors choose seven trackers, KCF, the kerne-
lized correlation filter-based Kalman filter (K-KCF), CN-
KCF, the circulant structure of tracking-by-detection with
kernels (CSK), STRUCK, MeanShift, and CamShift, to com-
pare with the proposed CNK-KCF algorithm. In Tables 2–7,
the comparison among the above 8 trackers is made in
detail.

3.2. Details on the Setting of Parameters. The KCF, K-KCF,
CN-KCF, CSK, STRUCK, MeanShift, CamShift, and CNK-
KCF are implemented in MATLAB R2018b and NVIDIA
GeForce GXT 2080Ti GPU. Therefore, for all tested video
datasets, the basic parameters of the algorithms are shown
in Table 8, where σ is the standard deviation of the Gaussian
kernel, λ is the regularization coefficient, and η is the learn-
ing factor. Besides, the parameters of each algorithm are
consistent in all video sequences.

3.3. Evaluation Metrics. In this paper, two common evalua-
tion criteria are used, that is, precision plot and success plot
[60]. The horizontal axis of the accuracy chart is the center
location error (CLE). In a frame image, CLE is described as

CLE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xtr − xgr
� �2 + ytr − ygr

	 
2r
, ð38Þ

where CLE represents the average Euclidean distance, ðxtr ,
ytrÞ is the tracked target center position coordinates, and ð
xgr , ygrÞ is the manually marked real coordinates. When
CLE is less than this prescribed threshold, it indicates that
the tracking target is correct. That means the smaller the
prescribed CLE value is, the more accurate the MOT is.
The vertical axis of the accuracy map is the percentage of
frames in which tracking accuracy is greater than the
threshold.

On the other hand, the horizontal axis of the success rate
graph is the overlap threshold of the bounding box. The
mathematical expression of overlap rate S is as follows:

S =
Rt ∩ Ra

Rt ∪ Ra
, ð39Þ
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Figure 16: The success and precision plots in comparison with the other seven trackers: (a) the success plot for the ship; (b) the precision
plot for the ship.
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where Rt is the predicted tracking box obtained from the
algorithm, Ra is the real target box marked manually, and
S is the ratio of the overlapping area of Rt and Ra to the total
area of Rt and Ra. j∙j represents the number of pixels in the
region. The vertical axis of the success rate graph is the pro-
portion of successful frames to all image frames. In this
experiment, the area under the success rate curve (AUC) is
used as the performance evaluation criterion of the algo-
rithm. The larger the value is, the better the tracking perfor-
mance is.

3.4. Experimental Analysis on Moving Airplane Tracking.
The moving objects are the airplanes in the first four real sat-
ellite videos of this experiment, recorded as airplane-1, air-
plane-2, airplane-3, and airplane-4. Note that the objects
are small, but the scales are large. First, the results of the
moving airplane-1 tracking by CNK-KCF are shown in
Figure 5. Note that the airplanes at the airport are not
completely occluded. It is shown that for the airplane-1
whose shape is clear, CNK-KCF performs best with a pre-
cision of 0.957 and a success rate of 0.917. However, the
other seven trackers do not possess similar performance
as the CNK-KCF in the aspects of success rate and preci-
sion (in fact, in Tables 2–7, we can see the CamShift
tracking failure in the satellite videos). Figure 6 shows
the success rate and precision plots containing the eight
trackers for airplane-1.

For the airplane-2 video, Figure 7 shows the results of
the moving airplane-2 tracking. Because the environment
around the moving target is relatively complex, the K-KCF
and STRUCK have a weaker performance than the proposed
CNK-KCF, which have a precision of 0.284 and 0.260 and
success rate of 0.272 and 0.224, respectively, followed by
the KCF. However, the proposed CNK-KCF has better per-
formance with a precision of 0.902 and a success rate of
0.967. Figure 8 shows the success rate and precision plots
containing the eight trackers for airplane-2.

For the airplane-3 video, Figure 9 shows the results of
the moving airplane-3 tracking. In Table 4, the KCF, CN-
KCF, K-KCF, CSK, STRUCK, and CNK-KCF have similar
precision performance. However, the success rate of CN-
KCF, KCF, K-KCF, and CSK is less than 0.9, compared with
that of the proposed CNK-KCF. Figure 10 shows the success
rate and precision plots containing the eight trackers for air-
plane-3.

For the airplane-4 video, Figure 11 shows the results of
the moving airplane-4 tracking. In Table 5, the proposed
CNK-KCF has better results than the other 7 trackers. The
CN-KCF and CSK have slightly weaker results, followed by
STRUCK. However, the KCF and K-KCF have relatively
weaker results, only with a precision of 0.691 and 0.848
and a success rate of 0.506 and 0.632, respectively.
Figure 10 shows the success rate and precision plots contain-
ing the eight trackers for airplane-4. In all, in the experimen-
tal results, on the MOT of airplanes, it can be seen that the
designed CNK-KCF has better tracking success rate and pre-
cision, compared with the other seven algorithms. Figure 12
shows the success rate and precision plots containing the
eight trackers for airplane-4.

3.5. Experimental Analysis on Moving Rocket Tracking. The
results of moving rocket tracking are shown in Figure 13.
Because a rocket over the sea will be partly occluded in the sat-
ellite videos, it is necessary to consider the occlusion detection
in the MOT. Besides, the rocket is small in satellite videos.
Hence, the texture features and shape are not clear. In
Table 6, CNK-KCF performs best with a precision of 0.980
and a success rate of 0.941, as well as CN-KCF. KCF, K-
KCF, STRUCT, and CSK showing weaker performance in
the aspect of precision and success rate. Besides, MeanShift
fails to track the rocket. Figure 14 shows the success rate and
precision plots containing the 8 trackers for the rocket.

3.6. Experimental Analysis on Moving Ship Tracking. The
results of moving ship tracking are shown in Figure 15.
CNK-KCF performs best with a precision of 0.979 and a suc-
cess rate of 0.954. KCF and K-KCF show weaker perfor-
mance in the aspect of precision and success rate. The
performance of MeanShift and CamShift is also weaker with
a precision of 0.458 and 0.279 and a success rate of 0.426 and
0.251, respectively. Figure 16 shows the success rate and pre-
cision plots containing the 8 trackers for the ship.

In all, compared with the other 7 algorithms, the pro-
posed CNK-KCF possesses better tracking performance.

4. Conclusions

In this paper, the authors propose an effective tracker called
CNK-KCF based on the framework of the correlation filter
for the MOT in satellite videos. Based on the CN feature,
the proposed tracker can process the videos in the multi-
channel color feature. The Kalman filter is also utilized to
improve the tracking success rate and accuracy.

The improved algorithm is tested on Jilin-1 datasets
many times. Meanwhile, we compared with other seven
tracking algorithms. The experimental results are analyzed
and it has been determined that the proposed method is
robust in several complex situations such as rapid target
motion, occlusion, and similar object interference. The pro-
posed algorithm solves the problem of tracking failure when
a moving object is partially occluded. In the future work, the
above tracker will be combined with the controller rather
than working separately.
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The architecture employed by most of the researchers for the deployment of latency-sensitive Internet of Things (IoT)
applications is fog computing. Fog computing architecture offers less delay as compared to the cloud computing paradigm by
providing resource constraint fog devices close to the edge of the network. Fog nodes process the incoming data by utilizing
available resources which reduces the volume of data to be sent to the cloud server. Fog devices having dissimilar processing
capabilities are present in a system. The connection of suitable sensor nodes to the parent fog node plays an essential role in
achieving the optimum performance of the system. In this paper, we have designed an algorithm that dynamically assigns
appropriate sensor devices to fog nodes to achieve a reduction in network utilization and latency. The proposed algorithm
estimates the volume of information detected by an edge device from the rate of sensing frequency of the sensor attached to
the edge device. The proposed policy while connecting the network nodes takes into account the heterogeneity and processing
capability of the devices. Several evaluations are performed on multiple scales for the evaluation of the proposed algorithm.
The outcomes of the evaluations confirm the effectiveness of the proposed algorithm in achieving a reduction in network
consumption and end-to-end delay.

1. Introduction

Devices under the everyday use of human beings are con-
nected to the Internet owing to the Internet of Things
(IoT) technology. Management of the big data generated
by these devices needs high processing and storage units.
The growing demand of IoT applications results in a huge
increase in interconnection and deployment of IoT
devices. The number of IoT devices to be present in the
system by 2025 is expected to be 1 trillion [1], whose

financial impression will be nearly equivalent to 11% of
the world economy.

A large number of applications of diverse kinds of nature
are implemented using cloud and fog computing architec-
tures. The applications implemented on the cloud paradigm
consist of sensor nodes that contain sensors that are used to
detect the environment. The effectiveness of the results
deduced from the sensed data depends on the frequency
and quality of the information sensed by the sensor nodes.
In conventional cloud-based architecture, the sensors are
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directly linked to the cloud server. The data sensed by the
sensor nodes are transmitted directly to the cloud for further
processing [2]. Cloud computing provides a centralized
approach for the implementation of IoT applications. In
cloud architecture, a resourceful cloud server is located in a
centralized way where all the data generated by the end
devices is to be diffused for processing. Several IoT applica-
tions are deployed using cloud computing architecture.
However, cloud computing architecture is unable to meet
the stringent requirements of delay-sensitive applications.
Cloud paradigm being cloud-centric architecture offers high
network load and latency while deploying applications on a
large scale [3].

On the other hand, fog computing architecture provides
resources in a distributed manner. Several benefits are there
of deploying applications on fog paradigm including low
latency and reduced network consumption and execution
cost. Figure 1 depicts the general fog computing architecture
which is a three-layer model consisting of sensor layer, fog
layer, and cloud layer. The sensor layer consists of edge
devices responsible for detecting the change in the environ-
ment [4]. The fog layer consists of fog devices having limited
power, storage, and computational capabilities [5]. The
major contribution of fog architecture is the provision of
facilities near the edge devices to reduce network load and
delay [6]. Deployment of IoT applications on a large scale
is one of the key advantages of fog computing architecture.
Fog architecture is extensively used in designing and imple-
menting IoT applications. Several researchers have deployed
the fog computing paradigm for the deployment of IoT
applications. In [7], the authors have presented an energy-
efficient multitier fog computing approach that introduces
additional layers in the conventional fog architecture for
the provision of IoT-based smart services.

The data sensed by the sensor nodes is communicated to
the fog devices for processing by using the fog resources. The
sensing frequency of deployed sensors determines the vol-
ume of sensed information by the edge nodes. Sufficient pro-
cessing resources are required to handle the massive amount
of information generated by edge devices having sensors
with high sensing rates. To accomplish the processing of
such a large amount of data often consumes a large part of
the resources available at the fog nodes. An essential require-
ment to implement efficient fog-based applications is the
optimized allocation of end devices to fog nodes in such a
way that maintains a balance between the sensed load and
available processing resources at the fog devices. In this con-
text, an approach is proposed for fog computing-based
applications to assign appropriate edge devices to parent
fog nodes in such a way as to achieve a reduction in delay
and network utilization.

This paper presents the design of a resource-aware load
allocation algorithm for the fog-cloud computing paradigm.
The proposed approach manages a balance between
resources available at the fog paradigm and the volume of
sensed load approaching from the sensor layer to achieve
effective utilization of network resources. The proposed
approach manages the processing load on fog infrastructure
by assigning appropriate edge nodes to the fog devices. To

maintain optimum interconnection between the fog and
edge nodes, the proposed algorithm exploits the sensing fre-
quency information. A comparison is performed between
the proposed approach and the traditional cloud-based par-
adigm by deploying IoT applications on multiple scales to
evaluate the efficiency of the designed scheme. The perfor-
mance metrics under observation during all these evalua-
tions are network consumption and latency.

The article is divided into different sections. The seg-
ment below offers a comprehensive review of different
research. Section 3 presents the system proposed. Section 4
describes the values of parameters used in the simulations.
Section 5 summarizes the results and comparisons, and the
last section discusses the conclusion and future directions
of research.

2. Related Work

In this section, numerous cloud and fog computing-based
systems designed related to this research work are presented.

The advent of cloud technology provides processing of a
large volume of sensed data coming from geographically dis-
tributed sensors at a common point facilitating shared access
to sensed information from different localities. A generic
resource model keeping in view of computational resources
and sensing resources is presented in [8] which facilitates
request, allocation, and reservation services in sensor cloud
environments.

Cloud of sensors (CoS) is a three-layer architecture that
provides cloud resources near the edge for wireless sensor
networks. To efficiently achieve the application require-
ments, several virtual nodes are assigned to applications by
decoupling them from the CoS paradigm; this technique is
called CoS virtualization. To resolve resource provision
issues in CoS networks, the authors in [9] proposed a par-
tially distributed algorithm, namely, Zeus, with two key
functionalities. Initially, it classifies the common tasks from
multiple applications and executes them once for all the
applications thus minimizing the consumption of resources.
Secondly, the virtual nodes are provided at the edge of the
network providing reduced latency and scalability.

Three-layer Cloud of Things (CoT) is an architectural
concept defining the connectivity of the IoT devices to the
cloud server through edge devices. In heterogeneous and com-
plex CoT environments, the main problem is the allocation of
resources in an effective way to meet the requirements of
applications. The main goal of resource allocation tasks in
such environments is to maximize the number of applications
to be run on the architecture using available resources. The
authors in [10] presented a strategy to manage heterogeneous
fog nodes scattered throughout the network to achieve effi-
cient utilization of network resources in a way to achieve min-
imum delay for diverse nature of applications.

Fog architecture is providing prominent support in the
implementation of delay-sensitive applications, whereas
cloud computing paradigm being more resourceful was ver-
ified to be a better option in the implementation of IoT
applications from a processing perspective. The authors in
[11] presented a multilevel deadline-based resource
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allocation policy to meet dynamic user requirements for fog-
cloud networks and simulated the proposed algorithm
extending the CloudSim toolkit. A reduction of 12% in pro-
cessing time and 15% in execution cost is achieved by using
the proposed approach. In [12], the authors proposed a
resource allocation model for vehicular cloud computing
(VCC) networks. They model a multiobjective optimization
problem with maximization of acceptance rate and minimi-
zation of the cloud provider cost as constraints. The authors

improved the nondominated sorting genetic algorithm II
(NSGA-II) by amending the initial population according to
the matching factor, dynamic crossover probability, and
mutation probability to promote excellent individuals and
increase population diversity. The results of the evaluations
performed expose that the proposed methods achieve
improved performance compared to the former models.

Smart cities based on several cyber-physical systems
(CPS) have a different level of intelligence [13, 14]. Extensive

- Big data processing
- Business logic
- Data warehousing

Cloud platform Cloud
storge

Cloud data centers

Cloud
gateway

Resource
management

High complexity
computing

Fog-cloud communication link

Proxy server

Fog device 1 Fog device N

Sensed
data IoT, internet of things

IoT devices

Cloud layer

Fo
g 

no
de

s c
on

ne
ct

ed
 to

 cl
ou

d 
th

ro
ug

h 
ga

te
w

ay
Fo

g 
no

de
s p

ro
ce

ss
 th

e d
at

a c
om

in
g 

fro
m

 Io
T 

de
vi

ce
s

Io
T 

de
vi

ce
s c

om
pr

ise
d 

of
 se

ns
or

s a
nd

 ac
tu

at
or

s

- Local network
- Data processing
- Temporary storge
- Resources provision

Fog layer

- Wearable sensors
- IoT devices
- Data acquisition
- Embedded systems
- Basic data processing

Sensor layer

Figure 1: Fog-cloud computing paradigm.

3Wireless Communications and Mobile Computing



usage and dependency of applications on CPS can cause a
disturbance, damage, and loss on failure of CPS. Cloud on
the other hand can provide more sustainable solutions for
smart cities. Instantaneous reception of multiple application
services on sensor nodes can cause service collisions causing
coupling resource management problems causing a denial of
services. The authors in [15] proposed an extension of Hun-
garian algorithm-based fog computing architecture in which
the fog layer role is to handle resource provision matters to
reduce latency. The result of different experiments per-
formed confirm that the extended algorithm provides a
reduction in coupling issues and achieves efficient utilization
of available fog resources.

Due to the introduction of the fog computing concept,
there is a drastic increase in the deployment of latency-
sensitive and large-scale applications on this paradigm. E-
healthcare industry is also moving towards providing intelli-
gent medical services to the users near to improve quality of
life. Recent work in the provision of medical services using
cloud and fog computing paradigm includes remote pain
monitoring using cloud paradigm for newly born babies to
decrease death ratio in infants [16]. In [17], the authors
designed a fall detection application for aged persons using
the mobile cloud paradigm and discussed the beneficial
aspects of implementation healthcare applications on the
said architecture. Healthcare applications have stringent
QoS requirements which require low latency and stable con-
nectivity between biopotential sensors and cloud servers. To
meet latency-sensitive requirements of such applications, fog
computing offers a promising solution by providing
resources adjacent to the network border. In [18], the
authors have deployed Medical Cyber-Physical Systems
(MCPSs) on fog computing paradigm and examined differ-
ent parameters affecting the cost-effective implementation
of fog commuting-based MCPS. They also proposed a heu-
ristic algorithm for optimal and cost-effective implementa-
tion of fog-based MCPS.

The authors in [19] presented an energy-efficient cloud-
based application for the continuous monitoring of patients
in a persistent vegetative state by detecting their facial mus-
cles. For remote monitoring access, the proposed design
contains a mobile platform. The fog computing paradigm
is employed for the design of a remote pain monitoring
application in [20]. The presented design detects and pro-
cesses the biopotential signals of patients admitted in hospitals
by using fog resources and provides access to information
related to patients through a web platform. The authors com-
pared the proposed design with the cloud-based design and
performed several simulations to confirm the effectiveness of
the proposed design. The authors in [21] presented a fog
computing-based approach for the design of an efficient car
parking system that provides a reduction in latency and net-
work consumption as compared to a cloud-based approach.
A task assignment approach that allocates modules according
to processing resources available at the network devices pres-
ent in the system is presented in [22]. A module allocation
approach for heterogeneous fog-cloud computing environ-
ments is presented in [23]. The presented algorithm efficiently
allocates the application modules to the fog nodes while con-

sidering connection latency, computational power, and vol-
ume of sensed information. A comparison of the proposed
approach with the traditional computing architectures is also
presented by the authors. A cloud-fog based approach for
the provision of on-demand health monitoring services is pre-
sented in [24]. In the presented approach, the cloud server acts
as a backbone for the provision of resources and reservations
for the provision of services near the edge which is resolved
using the resource constraint fog nodes. Table 1 presents a
qualitative comparison of the proposed approach with the
existing schemes.

In [25], the authors proposed a strategy that balances the
load generated by the cameras in a face recognition IoT
application for video surveillance. Network usage, computa-
tional complexity, and accuracy are the performance metrics
chosen for the evaluation of the proposed strategy. In [26], a
QoS-aware load assignment policy is proposed that assigns
latency-sensitive services on devices situated at the verge of
the system to decrease cost and delay in the fog-cloud net-
work. Primarily, the idea of a fog colony is presented in
[27]. This concept is repeated in various related works. The
fog colony is based on several fog cells and behaves as a
micro data center. A fog cell is an application module placed
on a node to offer services to linked edge nodes. In [22], the
authors proposed a strategy that efficiently uses network
resources and places modules according to the available
capacity of network nodes. This algorithm searches for eli-
gible network nodes to meet the module placement
requirements and places modules on eligible fog nodes
unless the fog layer is exhausted. Table 2 shows the com-
parison between the proposed algorithm and previous load
assignment strategies in terms of observed parameters. The
sensing frequency parameter for the approximation of

Table 1: Qualitative comparison of the proposed system with the
existing systems.

Reference Paradigm Delay Processing cost
Network
load

[19] Cloud High High High

[20] Fog Moderate Low Low

[21] Fog Moderate Low Low

[22] Fog Moderate Moderate Moderate

[23] Fog-cloud Moderate Low Low

[24] Cloud-fog High Medium Low
∗Proposed Fog-cloud Minimum Low Low

Table 2: Comparison of the proposed algorithm with the existing
resource assignment schemes.

Reference
Observed parameters during resource assignment
Sensing rate Capacity Heterogeneous devices

[22] ✘ ✓ ✘

[25] ✘ ✓ ✘

[26] ✘ ✓ ✘

[27] ✘ ✓ ✘
∗Proposed ✓ ✓ ✓
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information size is not incorporated in most of the existing
models. Our proposed model also considers the heteroge-
neity of edge and fog devices.

3. System Model and Problem Formulation

Fog-cloud is an emerging concept of connecting resource
deficient edge devices to resourceful cloud servers through
resource-limited fog devices for implementing IoT applica-
tions. The fog-cloud architecture provides resourceful cloud
servers in a centralized manner and delivers limited process-
ing capabilities through fog devices adjacent to the sensor
nodes. The fog-cloud architecture due to its distribution of
resources in a decentralized manner is effective in imple-
menting applications on large scale. This paradigm offers
mobility, reduced network load, and minimum latency for
implementing IoT applications. Figure 1 shows a general
diagram of the fog-cloud computing paradigm in which
resource-limited fog nodes are providing resources near to
the edge devices. The cloud server is behaving as a central-
ized unit for the collection of all the information arriving
from the edge nodes after preliminary processing through
fog nodes. The first tier of this network is based on IoT
devices which consist of sensors and actuators. The second
tier consists of resource-constrained fog devices to provide
basic computational functionalities and connections towards
the cloud. The third tier is based on cloud servers having
huge storage and computational resources available in a cen-
tralized manner. Each layer is responsible for the execution
of a specific module of the application.

There is a hierarchical decrease in the resources available
on each layer. The cloud server is available on top of the
architecture with plenty of resources to fulfil the computa-

tional and storage demands of the applications deployed.
Resource constraint fog devices are part of the second layer
to link IoT devices of the first layer with the cloud on-
demand. Every node in the network is responsible for the
execution of some application tasks. In dynamic fog-cloud
networks, the computational burden is on the fog layer as
they have to provide basic processing capabilities with their
limited resources to reduce latency by providing minimized
load towards the cloud server.

Dynamic fog-cloud environments consist of devices with
different available processing capabilities. The parameters
that limit the processing functionality of any fog device are
CPU and RAM. The function defining the fog node is con-
strained by these two parameters. If the ith fog node in the
paradigm is represented as f i, then the processing capability
of that node is expressed as

Pc f ið Þ = <CPUi, RAMi > : ð1Þ

The computational resources available in the fog para-
digm is the sum of individual processing capabilities avail-
able at each fog device existing in the paradigm and is
expressed as

N = 〠
M

i=1
Pc f if g, ð2Þ

whereM is the total number of fog nodes present in the net-
work. The information sensed by the sensor nodes is trans-
mitted to the connected parent fog device. The resources
available at fog devices are consumed for the execution of
tasks related to data sensed by the edge nodes. The edge

Motion
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*Module requirement = << RAM(MB) | CPU(MIPS) | Bandwidth (Mbps)>>
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Figure 2: Directed acyclic graph of intelligent surveillance application.
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devices are connected to the parent fog nodes to which they
have to deliver the sensed information for instant process-
ing. If there are a K number of total edge devices present
in a system ðK = fI1, I2, I3, I4 ⋯ IkgÞ, then the edge devices
connected to a fog device f i are denoted by Ei. The sensing
rate of the ith edge device Ith is symbolized as Rth. The vol-
ume of sensed information by the sensor device depends
upon the sensing rate of the sensor attached to the end
devices. In the fog-cloud paradigm, the received data
demanding high processing resources than the available at

fog nodes is communicated to the parent cloud for execu-
tion. To achieve optimum performance of the fog-cloud par-
adigm, the volume of sensed load at fog nodes is an
important parameter to be considered. This parameter was
not exploited in literature work published before related to
resource utilization and allocation in fog-cloud paradigms.
For theithedge device,Ii, the total volume of sensed data is
directly proportional to the sensing rate of the sensor
attached and is expressed asSðIiÞ. Consequently, the volume
of sensed data that a fog device has to process depends on

Input: Set of Fog devices F and Edge devices K
Output: Assignment of appropriate edge nodes to fog devices
1: Fog devices f i ∈ Layer 2, Edge devices Ii ∈ Layer 3
2: for each Ii do
3: ifðRi < RlimitÞ ⊳Rlimit is predef ined sen sin g rate limit
4: add Ii to KL = fg
5: end
6: else
7: add Ii to KH = fg
8: end
9: end
10: for each f ido
11: for Ii ∈ KH do
12: ifðPcð f iÞ < SðIiÞÞ
13: add Ii to Ei = fg
14: Pcð f iÞ = Pcð f iÞ − SðIiÞ ;
15: end
16: else
17: for Ii ∈ KL do
18: ifðPcð f iÞ < SðIiÞÞ
19: add Ii to Ei = fg
20: Pcð f iÞ = Pcð f iÞ − SðIiÞ ;
21: end
22: end for
23: end
24: end for
25: end for

Algorithm 1: Resource-aware load allocation algorithm for a fog-cloud paradigm.

Figure 3: One of the scenarios created for the evaluation of the proposed paradigm.
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the sensed information volume at each edge device con-
nected to that fog device which is given by

L f ið Þ = 〠
∀Ii∈Ei

S Iið Þ: ð3Þ

For optimum performance of fog-cloud computing par-
adigm, the connection of appropriate edge devices according
to available resources at parent fog device plays a pivotal
role.

In the traditional deployment of applications on the fog-
cloud computing paradigm, the edge devices are connected
to fog devices irrespective of the sensing rate of sensors at
the edge nodes which results in high network consumption
and latency. In such situations, fog nodes having excess pro-
cessing resources to handle the high volume of information
might have a connection to edge nodes producing a low vol-
ume of data resulting in wastage of fog resources. Conse-
quently, the resource constraint fog nodes having a
connection to edge nodes with high volumetric production
of sensed information can overburden the fog nodes to
tackle such information. In this research, a policy is pro-
posed that deploys edge nodes according to the availability
of resources at the fog layer to reduce network burden and
delay for efficient utilization of the fog-cloud network
resources.

This research redefines and simulates the intelligent sur-
veillance application using distributed camera networks [28]
to demonstrate the effectiveness of the proposed scheme. For
the better understanding and representation of application
components in a distributed computing environment, Dis-
tributed Data Flow Model (DDF) [29] was used in this
research for the deployment of applications on the fog-
cloud paradigm. Figure 2 presents the directed acyclic graph
(DAG) of the intelligent surveillance application based on a
distributed network of cameras deployed for the evaluation
of the proposed algorithm. In the DAG model, the five mod-
ules of the deployed application are represented as a vertex
that processes the information approaching from the pre-
ceding module. The arcs linking various modules describe
the flow of data between different modules.

The DAG model of the application consists of five mod-
ules as shown in the above diagram. The motion detection

Figure 4: One of the scenarios created for the evaluation of the cloud-based approach.

Table 3: Network configurations related to network nodes used in simulations.

Specification Cloud server Gateway node Fog device End device

Rate per execution 0.01 0.0 0.0 0.0

Random access memory (MB) 40000 4000 2000 - 4000 1000

Downlink capacity (MB) 9.7656 9.7656 9.7656 9.7656

Processing power (MIPS) 448100 2800 2000 - 4000 500

Uplink capacity (MB) 0.0 9.7656 9.7656 9.7656

Table 4: Types and characteristics of tuples used in simulations.

Tuple Tuple length CPU length (MIPS)

PTZ_MODULE 28 100

VIDEO_MODULE 2000 2000

LOCATION_MODULE 100 1000

DETECTOR_MODULE 2000 500

CAMERA 20000 1000
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module is placed in cameras for capturing video streams for
detecting the motion of an object. This module forwards the
information to the object detector module on the detection
of motion of an object. Afterwards, the object detection
module tracks the object and calculates the coordinates of
the object. The object tracker module receives the coordi-
nates previously calculated by the object detector modules
and calculates the PTZ configurations for the camera for
effective monitoring of the detected object. The PTZ control
module after receiving the PTZ configurations adjusts the
cameras accordingly. Finally, filtered video streams collected
from the object detector module are conveyed to the user’s
device via the user interface module for better visualization
of the tracked object. In the computing atmosphere, the
basic unit used for intramodule communication is a tuple
that is characterized by its specific length containing infor-
mation to be processed and the number of resources
required for its processing. Tuple mapping is described in

DAG using coloured circles. For example, reception of a
tuple of type RAW_VIDEO_STREAM on the module
“Motion Detector” will result in a release of tuple type
VIDEO_MODULE.

4. Proposed Solution

In this paper, a resource-aware load allocation algorithm is
proposed that effectively manages the connection between
edge nodes and parent devices by taking into account the
available processing resources at the fog layer and volume
of sensed information at end devices. The proposed algorithm
allocates appropriate edge devices to each fog device present in
the network after searching throughout the edge layer. To bal-
ance the processing load on fog nodes according to their com-
putational resources, the algorithm effectively places edge
nodes under fog nodes according to the sensing rate of sensors
present at the edge nodes. The proposed approach classifies
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and registers the edge devices as edge nodes with high sensing
rates and low sensing rates. Afterwards, from the categorized
edge nodes, a combination of edge nodes is allocated to the
fog devices according to resources existing at the fog nodes.
The proposed Algorithm 1 is given below.

Fog nodes and edge devices are given as input to the pro-
posed algorithm. Initially, the algorithm categorizes the edge
devices on the basis of sensing rates of the sensors attached
to these edge nodes. If the sensing rate of the edge device
is less than the predefined rate, then it is placed in the set
KL, otherwise the edge device is placed in the set KH . After-
wards, the algorithm searches throughout the setKHandKL
for the selection of appropriate edge devices. The algorithm
assigns suitable edge devices to fog nodes for optimal perfor-
mance. If the resources required for the processing of the
sensed volume by an edge device are less than the available
at the fog device, then that edge device is assigned to that
fog device as child node.

5. Results and Discussion

For validating the effectiveness of the proposed scheme, an
intelligent surveillance application is implemented on differ-
ent scales. In each experimental scenario, the number of
cameras monitoring the area under surveillance is increased.
There are a total number of seven areas that are under sur-
veillance during all the simulations. In all the simulated sce-
narios, the cameras are connected to fog nodes that are
associated with the cloud server. One fog device per area
under surveillance is assigned which provides resources
close to the boundary of the network to observe and detect
activity in that area. The fog nodes provide resources near
to cameras for the processing of video streams recorded by
cameras. The number of cameras per surveilled area is varied
in each physical topology created in the simulation. Initially,
two cameras per fog node are connected which are increased
in each new topology created. The sensors created in the
simulations are according to the strategy of [30]. In each sce-

nario, the number of cameras per fog node is increased to
analyze the delay and network consumption. The view of
one of each scenario created in iFogSim for the proposed
paradigm and traditional cloud computing paradigm is
shown in Figures 3 and 4.

The tabulated network configurations, tuple types, simu-
lation parameters, and sensing frequencies used in the simu-
lations are shown in Tables 3 and 4. For evaluation, the
intelligent surveillance application is implemented on the
proposed load aware resource allocation fog-cloud paradigm
and the traditional cloud and fog computing paradigms. The
information detection frequencies of cameras deployed in
the simulations take values between 5ms and 20ms.

A comparative analysis is performed between the pro-
posed scheme and traditional cloud and fog paradigms by
creating various simulation scenarios on multiple scales.
Cost of processing at cloud, network consumption, and
end-to-end delay are the parameters under observation dur-
ing all these evaluations. Figure 5 presents a comparison
between the consumption of networks during implementing
the application on different paradigms. The proposed algo-
rithm successfully decreases the load on the network as com-
pared to fog and cloud-based implementations.

In the proposed approach, the parent fog nodes are
assigned to the child devices according to the volume of data
sensed by them. The volume of the sensed load is associated
with the sensing rate of the sensing device, so edge devices
having higher sensing rates are assigned to the fog nodes hav-
ing higher data processing capacity to reduce the load on the
network. Therefore, the load is aligned with the network
resources available which in turn decreases the overall burden
on the system. On the contrary, in the cloud architecture, all
the sensed load is handed directly to the cloud server for pro-
cessing resulting in high network utilization. Due to the inabil-
ity of provision of fog resources according to sensed load, the
traditional fog paradigm provides reduced network consump-
tion as compared to the cloud paradigm but is not much net-
work efficient as compared to the proposed model.
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Figure 7: Comparison of execution cost.
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A comparison between the proposed paradigm with the
traditional cloud and fog paradigms in terms of offered
latency is presented in Figure 6. In cloud-based implementa-
tion, all the sensed data from the system is to be processed
by the cloud server; thus, rise in latency is proportional to
the number of sensors linked to the cloud, whereas in the
fog computing paradigm, the processing of data is also pro-
vided at the intermediate level by the fog nodes resulting in a
decrease in the information to be processed by the cloud
server and decreasing the round-trip time. The core feature
of the designed strategy is to reduce the latency and burden
on the network by allocating the suitable fog resources to the
edge nodes according to the rate at which the information is
sensed by the edge nodes. The proposed model estimates the
volume of information arriving from the edge devices by
analyzing the sensing frequency of the sensors installed at
the edge devices. Afterwards, the algorithm links the suitable
fog devices to the sensor nodes according to the resources of
the fog devices. The proposed policy reduces the amount of
data to be processed at the cloud server by providing suitable
fog resources according to the demand from the edge devices
which in turn decreases the processing cost at the cloud as
depicted in Figure 7.

The proposed algorithm estimates the volume of infor-
mation generated by the edge nodes by incorporating the
sensing rate information of the sensors attached to these
nodes. Afterwards, the suitable edge nodes are linked to
the parent fog devices. This provision of fog computing
resources according to the volume of sensed information is
not offered in traditional fog computing designs. This opti-
mum balance between the detected volume of information
to be processed at edge nodes and the processing capacity
available at the parent fog device is the key feature of the
proposed algorithm. Due to this salient feature, most of the
information generated at the sensor nodes is processed at
the linked fog device resulting in a reduction of information
to be processed at the cloud server. Thus, a significant reduc-
tion in the cost of execution is observed as compared to tra-
ditional fog designs.

6. Conclusions

The algorithm proposed in this research effectively balances
the available resources offered by the fog paradigm and the
volume of information generated at the edge of the network.
To achieve this, the proposed scheme manages the connec-
tion between the fog nodes and edge devices. The proposed
strategy estimates the volume of information detected at
the edge nodes and assigns appropriate parent fog devices
from the available nodes at the fog paradigm. This efficient
management of sensed load and processing resources of
the network by the proposed algorithm effectively reduces
the latency and network consumption of the system. The
intelligent surveillance through distributed camera network
application was implemented on different scales to compare
the proposed algorithm with the traditional cloud and fog
architectures. iFogSim toolkit is used to perform these simu-
lations. The results of the comparison show that the pro-
posed algorithm prominently reduces the processing cost

at cloud, delay, and network consumption. The proposed
strategy is capable to execute any type of application. My
future work consists of deploying more applications on the
proposed design and modification of the proposed algorithm
for the examination of multiple parameters. Moreover,
future research includes the analysis and design of expected
glitches triggered due to node failure in the system.
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Failure mode effects and criticality analysis (FMECA) is a commonly adopted approach to defining, assessing, and reducing
possible failures in designs, systems, processes, products, and services. Traditional FMECA ranks the failure modes of products
based on a risk priority number (RPN), which is obtained by multiplying the risk elements. Conventional FMECA has the
shortcomings of badly handling unknown information and unreasonably assessing RPNs. To deal with these issues, an
advanced FMECA method based on intuitionistic 2-tuple linguistic variables (I2LVs) and the triangular fuzzy analytic
hierarchy process (TFAHP) is proposed. In this method, the fuzzy evaluation of risk elements given by different FMECA
members is represented by I2LVs, which can efficiently handle unknown information. The TFAHP method is adopted to
assess the weights of risky elements and rank the risk priorities of different failure modes. Finally, an application case of an
insulated-gate bipolar transistor is used to verify the effectiveness and robustness of the proposed method.

1. Introduction

Failure mode effects and criticality analysis (FMECA) is typ-
ically adopted to identify, evaluate, and reduce existing or
underlying errors and failures in system designs or processes
[1]. Due to its simplicity and high efficiency, FMECA has
been widely applied in some industries, such as the nuclear,
aerospace, transportation, and manufacturing industries
[2–9]. In traditional FMECA [10–13], every failure mode is
assessed using three risk elements: detection (D), severity
(S), and occurrence (O). The risk factors for the failure
modes are integers between 1 and 10. By multiplying the D
, S, and O values, a risk priority number (RPN) can be
acquired. Although traditional FMECA has been proven to
be a useful way to assess possible product failures in various
areas, some shortcomings and limitations remain. For exam-
ple, the hazard analysis is highly subjective and ignores the

uncertainties of the actual intermediate state and the fuzzy
nature of the language information. Moreover, risk factors
are not weighed, meaning that they are taken to be equally
valuable. These shortcomings lead to errors between tradi-
tional FMECA evaluations and actual results, which signifi-
cantly limits their effectiveness.

To overcome these shortcomings and limitations, a rea-
sonable evaluation can be made by using fuzzy numbers
and linguistic variables instead of exact values. George
et al. [14] and Mangeli et al. [15] converted language
descriptions into triangular and trapezoidal fuzzy numbers
or linguistic variables in FMECA. Xiao [16] and Liu et al.
[17] used D numbers to more flexibly and intuitively repre-
sent the attribute information in an FMECA multiple cri-
teria decision. Wang et al. [18] identified an exceptional
fuzzy number and proposed a corresponding fuzzy RPN to
identify the risk priority of failures. However, these
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evaluations also have shortcomings; e.g., the evaluation
implies that the linguistic description of the subject is affili-
ated with the set and cannot use linguistic descriptions that
are not affiliated with the set, such as the hesitation that a
decision-maker cannot judge. Therefore, intuitionistic 2-
tuple linguistic variables (I2LVs) [19, 20] consisting of lan-
guage terms and explicit numbers can be used to describe
the risk factors. I2LVs use qualitative linguistic terms to
express criterion membership and nonmembership. This
can summarize the ambiguity of linguistic information bet-
ter than intuitionistic fuzzy numbers and linguistic variables
can, thereby reflecting the actual situation more reliably and
truthfully.

In addition, given the limitations of traditional FMECA
(which does not weigh the risk elements), many researchers
have tried to use the multiple-criteria decision-making
(MCDM) methods instead of typical RPN methods to prior-
itize failure modes. Liu et al. [21] combined vague numbers
and the VIKOR method to propose a new FMEA method
that is particularly applicable to MCDM problems with con-
fusing and incommensurable (comprising various units)
standards. Alencar et al. [22] proposed an MCDM model
to rank the possible causes of failure by considering more
attributes and using the same methodological support as in
MCDM. Ju et al. [23] and Geum et al. [24] used grey relation

projection (GRP) and grey relation analysis (GRA) methods
to decide the weight and risk priority of failure modes. The
triangular fuzzy analytic hierarchy process (TFAHP) [25] is
a widely used comprehensive evaluation method. Compared
with traditional evaluation methods, TFAHP introduces tri-
angular fuzzy numbers in an expert scoring process, making
the evaluation results more reasonable, accurate, and
operable.

To clarify the fuzzy information of FMECA and improve
the accuracy of the analysis, a new FMECA method based on
I2LVs and TFAHP is proposed. The I2LVs are adopted to
describe the vague evaluation of the risk elements by
FMECA members, while TFAHP is used to assess the
weights of the risk elements and comprehensively rank the
risk priorities of the failures. This method is suitable for
the FMECA of various products that have multiple failure
modes.

2. Preliminaries

2.1. Intuitionistic 2-Tuple Linguistic Variables. The 2-tuple
linguistic variables (2LVs) refer to 2-tuple group evaluation
data ðli, εiÞ, where li is the language term in the language
term set L = fl0, l1,⋯,l2τg, and εi ∈ ð−0:5,0:5� is the symbol
transfer value, which indicates the error between the inte-
grated language term and the closest original one.

Definition 1. Let L = fl0, l1,⋯,l2rg be the language term set
and L̂ be the extended language term set of L; then, the
I2LVs are as follows:

H = lα xð Þ, lβ xð Þ
D E

x ∈ X, lα xð Þ, lβ xð Þ ∈ L̂
���n o

, ð1Þ

Identify potential failure modes

Calculate the intuitionistic 2-
tuple weighted average variables

I2LV TFAHP

Failure mode and effect
analysis

Score O, S and D using the triangular
fuzzy number

Calculate the weights of O, S and D

Evaluate O, S and D usingintuitionistic
2-tuple linguistic variables

Calculate the expected utility value E and 
the hesitation utility value Q

Rank the risk priority of failure modes

Suggest improvements and corrective
 actions

Figure 1: Implementation process of the advanced FMECA method.

Table 1: Judgment matrix.

Risk factor O S D

O 0:5,0:5,0:5ð Þ 0:35,0:43,0:51ð Þ 0:54,0:63,0:72ð Þ
S 0:49,0:57,0:65ð Þ 0:5,0:5,0:5ð Þ 0:63,0:72,0:82ð Þ
D 0:28,0:37,0:45ð Þ 0:18,0:28,0:37ð Þ 0:5,0:5,0:5ð Þ
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where the language terms lαðxÞ and lβðxÞ indicate the mem-
bership and nonmembership degrees of element x, respec-
tively, and satisfy 0 ≤ αðxÞ + βðxÞ ≤ 2τ.

Definition 2. Let U and V be continuous and strictly mono-
tonic utility functions of L̂. If, for any I2LV, U and V satisfy
the following functions:

U lα xð Þ
� �

= V neg lα xð Þ
� �� �

,

V lβ xð Þ
� �

=U neg lβ xð Þ
� �� �

,

U l0ð Þ =V l2τð Þ = 0,

U l2tð Þ =V l0ð Þ = 1,

8>>>>>>><
>>>>>>>:

ð2Þ

then U and V are called the utility functions of member-
ship degree lαðxÞ and nonmembership degree lβðxÞ,
respectively.

Definition 3. Let hi = hlαðhiÞ, lβðhiÞiði = 1, 2,⋯,mÞ be an I2LV

and w = ðw1,w2,⋯,wnÞT be its weight vector, satisfying
∑n

i=1wi = 1 and wi ≥ 0. Then, the intuitionistic 2-tuple
weighted average variables (I2WAVs) are

h = I2WAV h1, h2,⋯,hmð Þ

= U−1 〠
m

i=1
wiU lα hð Þ

� �" #
,V−1 〠

m

i=1
wiV lβ kð Þ

� �" #* +
:

ð3Þ

Definition 4. Let h = hlαðhÞ, lβðhÞi be an I2LV; then, the

expected utility function of h is

E hð Þ =
U lα hð Þ
� �

+V lβ hð Þ
� �

2
: ð4Þ

Definition 5. Let h = hlαðhÞ, lβðhÞi be an I2LV; then, the hesita-
tion utility function of h is

E hð Þ =
U lα hð Þ
� �

+V lβ hð Þ
� �

2
: ð5Þ

Definition 6. Let h1 and h2 be two I2LVs; then

(i) if Eðh1Þ > Eðh2Þ, then h1 > h2

(ii) if Eðh1Þ = Eðh2Þ and Qðh1Þ <Qðh2Þ, then h1 > h2

(iii) if Eðh1Þ = Eðh2Þ and Qðh1Þ =Qðh2Þ, then h1 = h2

2.2. TFAHP Method. The core of the analytic hierarchy pro-
cess (AHP) is to construct a judgment matrix by using an
integer between 1 and 9, with its inverse number used as a
scale. This evaluation often does not consider the fuzzy
nature of the subjective judgment. If the ratio of the weights
of the two factors is not easy to determine, it is only known
that the range of change is l − u, and the maximum possible
value is m; then, the triangular fuzzy number ðl,m, uÞ can be
used in the evaluation.

In comparison with the traditional AHP method,
TFAHP uses triangular fuzzy numbers in the expert scoring
process, which makes the scoring relatively reasonable and
accurate [26]. Moreover, during the weight calculation, the
problem of judging and adjusting the consistency of the
matrix in the traditional AHP is skillfully solved by adopting
a possibility matrix [27].

First of all, a set of triangular fuzzy judgment matrices is
established as follows:

A kð Þ = a kð Þ
ij

� �
n×n

a kð Þ
ij = l kð Þ

ij ,m
kð Þ
ij , u

kð Þ
ij

� �
s:t:,0 ⩽ l kð Þ

ij ⩽m kð Þ
ij ⩽ u kð Þ

ij ⩽ 1

8>>>>><
>>>>>:

ð6Þ

where n is the number of factors, k is the expert serial num-
ber, K is the total number of experts (where k = 1, 2,⋯, K),
aðkÞij is the ratio of the importance of factor i to factorj, lðkÞij

and uðkÞij are the upper and lower bounds of the triangular

fuzzy number, respectively (where lðkÞij + uðkÞji = 1, uðkÞij + lðkÞji

= 1, lðkÞii = 0:5, uðkÞii = 0:5), and mij is the median of the trian-

gular fuzzy number mðkÞ
ij +mðkÞ

ji = 1.

Table 2: Results of the I2LV-TFAHP method.

Failure mode E Q Rank

FM1 0.681 0.126 1

FM2 0.476 0.087 5

FM3 0.456 0.101 6

FM4 0.595 0.130 3

FM5 0.363 0.109 7

FM6 0.638 0.157 2

FM7 0.584 0.185 4

Table 3: Priority ranks evaluated by the five FMECA methods.

Failure
mode

I2LV-
TFAHP

TFAHP I2LV
I2LV-
TOPSIS

Traditional
method

FM1 1 1 1 1 2

FM2 5 6 7 6 4

FM3 6 7 5 5 4

FM4 3 4 3 2 5

FM5 7 5 6 7 7

FM6 2 3 4 3 1

FM7 4 2 2 4 3
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The set of triangular fuzzy judgment matrices is merged
according to the following function:

aij =
a 1ð Þ
ij + a 2ð Þ

ij +⋯+a Kð Þ
ij

K
: ð7Þ

Secondly, the single-level triangular fuzzy weights of the
judgment matrix are calculated.

ci =
∑n

j=1aij
∑n

i=1∑
n
j=1aij

=
∑n

j=1lij
∑n

i=1∑
n
j=1μij

,
∑n

j=1mij

∑n
i=1∑

n
j=1mij

,
∑n

j=1μij
∑n

i=1∑
n
j=1lij

 !
:

ð8Þ

The single-level triangular fuzzy weights ci are compared
with each other. Let ci1 = ðcl1, cm1, cμ1Þ and ci2 = ðcl2, cm2, cμ2Þ;
then, the likelihood matrix P = ðpijÞn×n is solved as follows:

p ci1 ≥ ci2ð Þ = 0:5 max 1 −max
cm2 − cl1

cm1 − cl1 + cm2 − cl2
, 0

� �
, 0

� �

+ 0:5 max 1 −max
cμ2 − cm1

cμ1 − cm1 + cμ2 − cm2
, 0

( )
, 0

( )
:

ð9Þ

Then, the likelihood matrix is transformed into a fuzzy
matrix with consistent features.

rij =
ri − rj
2 n − 1ð Þ + 0:5, ð10Þ

ri = 〠
n

k=1
Pik: ð11Þ

Finally, the final weights are calculated using the follow-
ing formula:

wi =
∑n

j=1rij + n/2ð Þ − 1
n n − 1ð Þ : ð12Þ

3. Methods

Supposing that there are p FMECA team experts TE = fT
E1, TE2,⋯,TEpg evaluating m failure modes FM = fFM1, F
M2,⋯,FMmg with respect to n risk factors RF = fRF1, RF2,
⋯,RFng, the expert weight vector is w =
ðwð1Þ,wð2Þ,⋯,wðpÞÞT . The expert TEk gives an evaluation of

risk factor RFj of failure mode FMi as a I2LV bðkÞij = hl
αðkÞi j

,

l
βðkÞ
i j
i, with the I2LV matrix being BðkÞ = ðbðkÞij Þm×n

ðk = 1, 2,⋯,pÞ. The set of triangular fuzzy judgment matrices

of risk factors is AðkÞ = ðaðkÞij Þn×n.
The proposed FMECA method includes the steps shown

in Figure 1.

Step 1. According to I2WAV and the expert weight vector w,
the I2LV matrix BðkÞ is integrated into the group I2LV
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Figure 2: Comparison of the results of the five FMEA methods.

Table 4: Expert weights in different cases.

Cases TE1 TE2 TE3 TE4

Case 0 0.2 0.35 0.15 0.3

Case 1 0.1 0.4 0.3 0.2

Case 2 0.25 0.25 0.25 0.25

Case 3 0.3 0.2 0.35 0.15

Case 4 0.4 0.1 0.4 0.1
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matrix B = ðbijÞm×n = ðhlαi j , lβi j
iÞ

m×n
.

bij = I2WAV b 1ð Þ
ij , b

2ð Þ
ij ,⋯,b pð Þ

ij

� �

= U−1 〠
p

k=1
w kð ÞU l

α
kð Þ
i

� �" #
, V−1 〠

p

k=1
w kð ÞV l

β
kð Þ
i j

� �" #* +
:

ð13Þ

Step 2. The TFAHP method is adopted to assess the weight
vector of risk elements ϖ = ðϖ1, ϖ2,⋯,ϖnÞT .

Step 3. According to the group I2WAV and the weight vec-
tor of risk elements, the group I2WAV for every risk element
of failure modes Ai is integrated to obtain the comprehen-
sive I2WAV bi = hla, lbi.

bi = I2WAV bi1, bi2,⋯,binð Þ

= U−1 〠
n

j=1
ϖjU lαi j

� �" #
, V−1 〠

n

j=1
ϖjV lβi j

� �" #* +
:

ð14Þ

Step 4. According to Definitions 4 and 5, the expected utility

value EðbiÞ and the hesitation utility valueQðbiÞ of the com-
prehensive I2WAV bi are calculated.

Step 5. According to Definition 6, the expected utility value
and the hesitation utility value are sorted to acquire the fail-
ure mode’s risk priorities.

4. Case Study

The section uses the new FMEA method according to I2LV
and TFAHP (I2LV-TFAHP method) to assess the failure
modes of a crimp-type insulated-gate bipolar transistor
(IGBT).

Step 1. The FMECA team consists of four experts, fTE1, T
E2, TE3, TE4g. The risk elements are detection (D), severity
(S), and occurrence (O). The weight of the experts in each
risk factor is w = ð0:2,0:35,0:15,0:3ÞT , and the linguistic term
set is L = fl0, l1, l2, l3, l4, l5, l6g = fextremely low, very low,
low, moderate, high, very high, extremely highg. Through
detailed analysis of the IGBT, the FMECA team identifies
seven potential failure modes: fretting wear (FM1), short cir-
cuit (FM2), open circuit (FM3), microcorrosion (FM4),
boundary warpage (FM5), gate oxide-layer destruction
(FM6), and spring failure (FM7).

Step 2. The experts use I2LV to evaluate the failure modes.

The I2LV matrices BðkÞ = ðbðkÞij Þm×n
ðk = 1, 2, 3, 4 ; i = 1, 2, 3 ; j

= 1, 2, 3, 4, 5, 6, 7Þ are provided.

Step 3. According to I2WAV and the experts’ weight vector
w, the group I2LV matrix is obtained.

Step 4. Experts use triangular fuzzy numbers to score and
average the risk factors to obtain a judgment matrix
(Table 1). The risk element weights calculated by the
TFAHP method are ϖ = ð0:319,0:485,0:196ÞT .

Step 5. According to Equation (14), the comprehensive
I2WAV is calculated.

b1 = l0:68, l0:48h i, b2 = l2:59, l2:89h i, b3 = l2:43, l2:96h i,
b4 = l3:18, l2:04h i, b5 = l1:85, l3:49h i, b6 = l3:36, l1:70h i,
b7 = l2:95, l1:94h i:

8>><
>>:

ð15Þ

Step 6. The expected utility value and hesitation utility value
of the comprehensive I2WAV biði = 1, 2, 3, 4, 5, 6, 7Þ are cal-
culated according to Equations (4) and (5).

Step 7. The failure mode risk priority ranks are determined
based on EðbiÞ and QðbiÞ, as shown in the last column of
Table 2.

Table 3 shows that FM1 has the highest expected utility
degree in fretting wear failure and, therefore, should be
offered a top risk priority. The order of the risk priorities
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Figure 3: Sensitivity analysis for the I2LV-TFAHP method.

Table 5: Failure mode priority ranks under various cases.

Failure mode Case 0 Case 1 Case 2 Case 3 Case 4

FM1 1 1 1 1 2

FM2 5 6 7 6 4

FM3 6 7 5 5 4

FM4 3 4 3 2 5

FM5 7 5 6 7 7

FM6 2 3 4 3 1

FM7 4 2 2 4 3
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of the seven failure modes is FM1 > FM6 > FM4 > FM7 > F
M2 > FM3 > FM5.

By comparing TFAHP, I2LV, I2LV-TOPSIS, and the tra-
ditional method, the rationality of the I2LV-TFAHP method
is verified. The evaluation outcomes are displayed in Table 3
and Figure 2.

Table 4 and Figure 2 demonstrate the following facts.
TFAHP, I2LV, and I2LV-TOPSIS all indicate that the

failure mode with the highest risk priority is FM1 (fretting
wear), which is consistent with the conclusion of I2LV-
TFAHP.

I2LV-TFAHP ranks FM6 (gate oxide-layer destruction)
in second place, while TFAHP and I2LV rank FM7 (spring
failure) in second place and the I2LV-TOPSIS method ranks
FM4 (microcorrosion) in second place. The TFAHP, I2LV,
and I2LV-TOPSIS methods rank FM6 in fifth, fourth, and
third places, respectively. Using engineering knowledge dur-
ing the operation of IGBT, the failure frequency of the gate
oxide-layer destruction is higher than that of the spring fail-
ure as well as microcorrosion, as shown in the risk element
O. Thus, in the I2LV-TFAHP method, it is reasonable to
rank the FM6 risk priority in second place.

The I2LV-TFAHP ranks FM5 (boundary warpage) in
seventh place, while the TFAHP and I2LV methods rank
FM3 (open circuit) and FM2 (short circuit) in seventh place.
The open circuit and short circuit of the IGBT make it
unable to work, and the effect of boundary warpage on the
IGBT function is small, as reflected in the risk factors.
Therefore, it is also reasonable for the I2LV-TFAHP method
to rank FM5 in seventh place.

The first four failure modes with the highest risk, as eval-
uated by typical methods, are not the same as those of the
four other methods, particularly when all of the new
methods select FM1 as the highest-risk failure mode. More-
over, the traditional method ranks FM2 and FM3 in equal
fourth place, meaning that it cannot distinguish between
their risks.

The above information indicates that the proposed
I2LV-TFAHP method is more reasonable and accurate than
other methods.

Sensitivity analysis is performed by changing the expert
weights, as shown in Table 4, where case 0 demonstrates
the previously mentioned application, and cases 1 to 4 indi-
cate cases with different weights.

The ranking outcomes of the failure mode risk priorities
in various cases are displayed in Figure 3 and Table 5. They
show that a change in expert weight has a very slight influ-
ence on the risk priority rank, which means that the sug-
gested method is sufficiently robust in ranking the risk
priorities of the failure modes identified in the FMECA.

5. Conclusions

In this study, an advanced FMECA method based on I2LV
and TFAHP is proposed to deal with the shortcomings and
limitations of the conventional FMECA method. It also sug-
gests a different way to prioritize the risks of different failure
modes. I2LV can effectively deal with the fuzzy nature of lin-
guistic variables, while TFAHP is adopted to evaluate the

risk element weights and the comprehensive ranking of the
failure mode risk priorities. An application example is pro-
vided to demonstrate the failure mode risk priorities in the
FMECA provided by the IGBT. Compared with TFAHP,
I2LV, I2LV-TOPSIS, and the traditional method, the pro-
posed I2LV-TFAHP method is more accurate and reason-
able and has greater robustness when analysing risk
priority ranks.
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Gliomas, often known as low-grade gliomas, are malignant brain tumors. Codeletion of chromosomal arms 1p/19q has been
connected with a good response to treatment in low-grade gliomas (LGG) in several studies. For treatment planning, the
ability to anticipate 1p19q status is crucial. This research’s purpose is to develop a noninvasive approach based on MR images
using our efficient CNNs. While public networks like VGGNet, GoogleNet, and other well-known public networks can use
transfer learning to identify brain cancer on MRI, the model contains a large number of components that are unrelated to
brain tumors. We build a model from the bottom-up, rather than relying on transfer learning. Our network structure flexibly
uses a deep convolution stack mixed with dropout and dense operation, which reduces overfitting and enhances performance.
We increase the number of samples by augmenting the dataset. The Gaussian noise is introduced during the model training.
To address the issue of data imbalance, we use stratified k-fold cross-validation during training to find the best model. Our
proposed model is compared with models fine-tuned through transfer learning, such as MobileNetV2, InceptionResNetV2, and
VGG16. Our model achieves better results than these models on the same small dataset. In the test set, when deciding whether
or not an image should be 1p/19q codeleted, the proposed architecture achieved an F1-score of 96.50%, precision of 96.50%,
recall of 96.49%, and accuracy of 96.50%. By comparing with the transfer model, we found that transfer learning does not
outperform CNN on a small dataset.

1. Introduction

Low-grade gliomas (LLG) [1] are brain tumors that arise from
astrocytes and oligodendrocytes, which are two separate types
of brain cells [1]. Low-grade gliomas can cause a variety of
symptoms depending on where they are in the brain. The
tumor in the area of the brain that governs language may pre-
vent the patient from speaking or understanding. A brain
tumor diagnosis can be devastating for patients. The majority

of tumors are discovered as a result of a symptom that
prompts doctors to perform a brain MRI or CT scan.

MRI is the most effective method for detecting brain
malignancies. The scans provide a massive amount of image
data. The radiologist examines these images. Tumors of the
brain are difficult to diagnose and treat. The sizes and
locations of brain tumors vary dramatically. As a result, fully
comprehending the nature of the tumor is quite challenging.
For MRI analysis, a qualified neurosurgeon is required. The
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absence of skilled doctors and a lack of information
regarding tumors can make generating reports from MRIs
extremely difficult and time-consuming. A manual inspec-
tion may be susceptible to errors due to the complexities
involved in brain tumors and their characteristics. Machine
learning-based automated classification systems have consis-
tently outperformed manual classification.

The study of the relationship between cancer imaging
features and gene expression is known as radiogenomics.
Biomarkers that determine the genetics of a disease without
the use of an intrusive biopsy can be created using radioge-
nomics. A biomarker is a biological indicator of some state
or condition. The presence or lack of biomarkers is impor-
tant in avoiding intrusive biopsies because certain treat-
ments for brain tumors are more successful in the presence
or absence of a biomarker. The detection of biomarkers
can ensure that patients receive the most effective treatment
for their specific situation [2].

Low-grade gliomas (LLG) [2–4] are tumors that are
considered formed from glial cells, have infiltrative develop-
ment, and lack malignant histopathological characteristics.
One of the biomarkers that appear to be essential in low-
grade gliomas is 1p/19q chromosomal codeletion. When
1p/19q codeletion is discovered in low-grade gliomas, stud-
ies demonstrate that they respond better to chemotherapy
and radiotherapy. The novelty and promising results of
combining deep learning with radiogenomics are what make
this study noteworthy. The detection of 1p/19q codeletion
using deep learning works better with T2 images than with
T1 postcontrast images [2].

In 2017, deep learning was firstly used by Akkus et al. [2]
to predict 1p19q from LGG MRI; tumor segmentation,
image registration, and CNN-based 1p/19q status classifica-
tion are the three primary steps of their method. When data
augmentation is not performed, their multiscale CNNs
overfit the original training data. Lombardi et al. [4] used
popular public networks, including AlexNet, VGG19, and
GoogleNet, for 1p19q categorization through transfer learn-
ing [5–7]. According to their description, even with limited
datasets, the results offered by transfer learning are robust.
Abiwinanda et al. [8] used five different CNN designs, with
the second design with two convolutional layers, one
maxpool layer, and one ReLU layer, then come 64 hidden
neurons, achieving the highest accuracy.

Why are there just thousands of training examples?Maithra
Raghu et al. [9] wondered. They looked upon transfer learn-
ing in small data settings. They discovered that there was a
significant performance difference between transfer learning
and training from scratch for a big model (ResNet), but
not for a smaller model. For a little amount of data, the large
model built by ImageNet can have too many parameters.
They discovered that transfer learning provides limited per-
formance increases for the evaluated medical imaging tasks
after a rigorous performance evaluation and examination of
hidden representations of neural networks. Transfer learning
had little effect on the performance of medical imaging tasks,
and the model trained from the ground up was near as well
as the ImageNet transfer model.

The following are our main contributions:

(i) Using the 3 × 3 convolution and LeakyReLU, we
create a dedicated convolutional neural network
for detecting brain tumors on MRI images

(ii) During training, we use a customizable combination
of dropout and Gaussian noise to reduce overfitting
and increase performance

(iii) Stratified k-fold is used to correct problems in train-
ing induced by data imbalance

(iv) Our proposed model is compared to MobileNetV2,
InceptionResNetV2, and VGG16 that have been
fine-tuned through transfer learning

2. Materials and Methods

We use the provided dataset to train our planned network.
Meanwhile, on the same dataset, we compare the perfor-
mance of MobileNetV2, InceptionResNetV2, VGG16, etc.,
which were fine-tuned using transfer learning approaches.

2.1. Experimental Data. The Kaggle small brain tumor data-
set [10] provided the brain MRI dataset that was utilized to
evaluate the planned study. The dataset contains 253 brain
MRI images in two folders: yes and no. There are 155 tumor-
ous brain MRI images in folder yes, and there are 98 nontu-
morous brain MRI images in folder no.

Figure 1(a) is a brain with a tumor, and Figure 1(b) is a
brain tumor.

2.2. Network Architectures. In Figure 1, there are 14 layers
in the model. Convolutional kernels with smaller con-
volutions—3 × 3—were found to produce positive outcomes,
as these smaller convolutions may capture some of the finer
characteristics of the edges. This network’s convolutional
layers all employ 3 × 3 kernels. It is starting with 16 kernels
per layer; the architecture progresses to 32 kernels per layer,
64 kernels per layer, and finally 128 kernels per layer.

This network depicted in Figure 2 is made up of the con-
volution layer, pooling layer, dropout layer, LeakyReLU
layer, dense layer [11], flatten layer, and softmax layer, with
the input picture.

Table 1 specifies the network activities utilized by each
layer, as well as the size of the convolution kernel and the
size of the input.

Yes No

Figure 1: Brain MRI.
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(i) All images of brain tumors that are fed into the net-
work are scaled to 256 × 256

(ii) This network uses 3 × 3 kernels for all convolutional
layers. The architecture starts with 16 kernels per
layer, then 32, 64, and finally 128 kernels per layer

In Figure 3, we incorporate more hidden layers and
therefore more nonlinear functions, enhancing the decision
function capabilities and introducing fewer parameters,
inspired by a VGGNet stack of three 3 × 3 convolutional
layers, instead of a single 7 × 7 layer.

However, our network differs from the VGGNet struc-
ture, which is made up of a stack of 3 × 3 convolutions and
ReLUs. Our network is made up of 3 × 3 convolutions and
LeakyReLUs.

(i) Because negative values are kept and saturation
concerns are avoided when employing tanh, Lea-
kyReLU was chosen as the activation function

(ii) This model employs 2 × 2 maxpooling at first, then
7 × 7 maxpooling later. The number of neurons in
a layer is reduced when it is dense

(iii) Dense [11] (fully connected) is used twice just
before the softmax layer to reduce the number of
neurons to two, reflecting the binary prediction of
either “codeletion” or “no codeletion”

(iv) Gaussian noise was purposely supplied to the
training data to minimize overfitting, which can
think of it as a form of random data augmentation.
For corrosion processes with genuine inputs, Gauss-
ian noise (GS) is a natural choice. During training,
the error is reduced, and at the same time, the inter-
ference items generated by noise are penalized to
achieve the purpose of reducing the square of the
weight. The noise distribution’s standard deviation
was set to 0.5

The following formula can be used to compute the prob-
ability density of a Gaussian distribution:

F x ; μ, σð Þ = 1
σ
ffiffiffiffiffiffi
2π

p
ðx
−∞

exp −
x − μð Þ2
2σ2

 !
dx: ð1Þ

Assume we introduce Gaussian noise to the inputs in
Figure 4. Before moving on to the next layer, the squared
weight amplifies the noise variation. The squared error
increases as a result of this. When the input is noisy, mini-
mizing the squared error tends to minimize the square of
the weights. Let us assume ynoisy is output by GS at one time:

ynoisy = Σiwixi + Σiwiεi, ð2Þ
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Figure 2: Network architecture.

Table 1: Network layer.

Type Filter shape Input size

Input layer N/A 256 × 256 × 1

Conv2D 16 × 3 × 3 254 × 254 × 16

LeakyReLU N/A 254 × 254 × 16

Conv2D 16 × 3 × 3 252 × 252 × 16

LeakyReLU N/A 252 × 252 × 16

Maxpooling 2 × 2 126 × 126 × 16

Dropout N/A 126 × 126 × 16

Conv2D 32 × 3 × 3 124 × 124 × 32

LeakyReLU N/A 124 × 124 × 32

Conv2D 32 × 3 × 3 122 × 122 × 32

LeakyReLU N/A 122 × 122 × 32

Maxpooling 2 × 2 61 × 61 × 32

Dropout N/A 61 × 61 × 32

Conv2D 64 × 3 × 3 59 × 59 × 64

LeakyReLU N/A 59 × 59 × 64

Conv2D 64 × 3 × 3 57 × 57 × 64

LeakyReLU N/A 57 × 57 × 64

Maxpooling 2 × 2 28 × 28 × 64

Conv2D 128 × 3 × 3 26 × 26 × 128

LeakyReLU N/A 26 × 26 × 128

Conv2D 128 × 3 × 3 24 × 24 × 128

LeakyReLU N/A 24 × 24 × 128

Maxpooling 5 × 5 4 × 4 × 128

Gaussian noise N/A 4 × 4 × 128
Flatten N/A 2048

Dense N/A 1024

LeakyReLU N/A 1024

Dropout N/A 1024

Dense N/A 2

Softmax N/A 2
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where εi is sampled from Nð0, σ2
i Þ:

E ynoisy − t
� �2h i

= E y + Σiwiεi − tð Þ2� �

= E y − tð Þ + Σiwiεið Þ2� �

= y − tð Þ2 + E 2 y − tð ÞΣiwiεi½ � + E Σiwiεið Þ2� �

= y − tð Þ2 + E Σiw
2
i ε

2
i

� �

= y − tð Þ2 + Σiw
2
i σ

2
i :

ð3Þ

Because εi is independent of εi and εi is independent of
ðy − tÞ, σ2i is equivalent to L2 penalty [12]. The error is min-
imized during the training process, and the noise-induced
interference items are penalized in order to reduce the
square of the weight and achieve a comparable result to L2
regularization.

(i) The goal of flatten is to one-dimensionalize the
multidimensional input, which is accomplished by
transitioning from convolutional to fully connected
layers

(ii) During the forward and backward propagation
phases, dropout avoids neurons at random. The
number of neurons that are not updated is deter-
mined by the dropout value. The dropout rate was
set to 0.3

(iii) The probability of each of the binary outcomes—
“codeletion” and “no codeletion”—is included in
the output layer using a softmax classifier

2.3. Hyperparameters. Several hyperparameter values were
explored in this study.

2.3.1. Learning Rate. The learning rate is the amount of time
we spend moving in a particular direction to find the global
minima. Starting with a greater learning rate usually works
fine because the initial weight values are rather random.
We typically grow closer and closer to either the global or
local minima as we proceed through the training phase.
Because we do not want to overshoot the minima, annealing,
the learning rate is a typical method. To put it in another
way, as the training phase progresses, we begin to take
smaller and smaller moves in a specific direction. When
there is no change in the loss value, we will continue to
reduce the learning rate by the square root of 0.1 until it
reaches a reduction of 0:5e − 6.

2.3.2. Early Stopping. Overfitting models to training data can
be prevented or limited by early stopping techniques. More-
over, when the findings are static, early halting procedures
prevent needless computations. If there has not been a
change of at least 0.001 in 10 (epochs), the model provided
here will terminate training. We usually start with smaller
weights when we begin the network. The partial network
weights may grow in size as the training time increases.
We can limit the network’s capabilities to a specific range
by stopping training at the appropriate time. The steps are
as follows:

(i) The validation set is used to collect test results after
every 5 epochs. Stop training if the test error on
the validation set increases as the epoch increases

(ii) After stopping, use the weights as the network’s final
parameters

2.3.3. Batch Size. The batch size specifies how many photos
are handled during forward propagation to produce a loss
value for backpropagation. Batch size is typically set to a
power of two and is restricted by the available memory. Fur-
thermore, while a bigger batch size allows for faster training,
weights update less frequently and may not deliver the great-
est outcomes. The batch size was set to 16.

2.3.4. Number of Epochs. When training your model, the
number of epochs denotes the number of times the complete
training dataset is iterated over. Validation determines how

5
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Figure 3: 3 × 3 convolutions and LeakyReLU.
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well the model generalizes to new data at the end of each
epoch. The number of epochs was set to 32.

2.4. Stratified k-Fold Cross-Validation. k-fold cross-
validation is an excellent technique to examine the bias-
variance tradeoff and guarantee that the model has low bias
and variance. The following is a summary of the testing
procedure:

(a) The data from the original is split into k sections at
random by unrepeat sampling

(b) Each time, as the test set, one of these is chosen. The
other k − 1, on the other hand, is employed as a
model training set

(c) Repeat the second step k times more to give a
probability for each subgroup and the rest to be the
training set

(d) After each training set, obtain a model

(e) Use this model to test on the relevant test set, as well
as to calculate and save the model’s evaluation
metrics

(f) Using the current k-fold cross-validation procedure,
calculate the average of all the test results from the
k sets as a measure of the model’s accuracy and
performance

Choosing a good “k” number ensures that the testing
procedure provides the most accurate assessment of the
performance of our model. When increasing the number
of splits k, the variance increases while the bias decreases.
Lowering k, on the other hand, increases the bias while
decreasing the variance. The tradeoff between bias and vari-
ance is a difficult problem.

The predictors X and response Y can both be written as
variables:

Y = f Xð Þ + ϵ ∼N 0, σϵð Þ: ð4Þ

The quadratic error’s expected value can then be repre-
sented as

SE xð Þ = E Y − f xð Þð Þ2� �
: ð5Þ

After some arithmetic, we get

SE xð Þ = E f xð Þ½ � − f xð Þð Þ2 + E f xð Þ − E f xð Þ½ �ð Þ2� �
+ σ2e : ð6Þ

In the formula above, ðE½ f ðxÞ� − f ðxÞÞ2 is bias2,
E½ ð f ðxÞ − E½ f ðxÞ�Þ2 is variance, and σ2e is irreducible error.

The square of a random variable X should have the
following expected value:

E X2� �
= Var X½ � + E X½ �2,

E y½ � = E f + ϵ½ � = E f½ � = f :
ð7Þ

This is how it works:

E y − fð Þ2� �
= E y2 + f 2 − 2yf
� �

= E y2
� �

+ E f 2
� �

− E 2yf½ �
= Var y½ � + E y½ �2 + Var f½ � + E f½ �2 − 2f E f½ �
= Var y½ � + Var f½ � + f − E f½ �ð Þ2
= Var y½ � + Var f½ � + E f − f½ �2
= σ2 +Var f½ � + Bias f½ �2:

ð8Þ

The relationship between mistake and the bias-variance
tradeoff is depicted in Figure 5. The best model is one that
minimizes both bias and variance at the same time, resulting
in the lowest error rate. The vertical dashed line represents a
model with just the correct level of complexity. This model
will have high accuracy ratings on both train and test data,
indicating that it is generalizable. We hope that the model’s
bias and variance are very low, but this is not always possi-
ble. We must weigh the benefits and drawbacks and strike
a balance. In practice, we use k = 3. The most significant
benefit of k-fold cross-validation is that all data is used in
training and prediction, thereby avoiding overfitting and
accurately reflecting the concept of crossover.

Because of the disparity in the number of photos of brain
tumors versus healthy brains in the dataset, if we use k-fold
on an unbalanced dataset, we may end up with no or very
few minority classes in our training data. We utilize stratified
k-fold to avoid this issue. Stratified k-fold is a k-fold variant
that produces hierarchical folds: each set has nearly the same
percentage of samples for each target class as the entire
set. If the dataset is divided into four categories and the
ratio is 2 : 3 : 3 : 2, the divided sample ratio is approximately
2 : 3 : 3 : 2.

2.5. Experiments. For the experiments, we use TensorFlow as
the backend Keras Python package on an Ubuntu 18.04
X86_64 server. One NVIDIA 2080ti GPU is used.

2.5.1. Data Preparation. Data preparation steps are included
deleting a third class, standardizing the data, and imple-
menting cross-validation [12], to shuffle the training data.
Because this is a small dataset, there were insufficient exam-
ples to train the neural network. In addition, data augmenta-
tion was useful in addressing the data imbalance issue.

The image is preprocessed before being processed into
the proposed structure. The original MR image is scaled to
225 × 2251 pixels in the first step. Image augmentation
techniques such as flipping, mirroring, and rotating are used
to generate redundant data for the network, which is fre-
quently used to avoid network overfitting and improve
system resilience.

ImageDataGenerator is a Keras class that describes the
image data preparation and augmentation setup. We can
rotate the image at any angle between 0 and 360 degrees
using the ImageDataGenerator class. For flipping along the
vertical or horizontal axis, the ImageDataGenerator class
has options for horizontal flip and vertical flip. The key
advantage of utilizing the Keras ImageDataGenerator class
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is that it is intended for real-time data enhancement. The
model generates augmented images on the fly while it is still
being trained.

2.5.2. Proposed Workflow. We build, evaluate, and train our
model to improve performance and use stratified k-fold
cross-validation in model training as depicted in Figure 6.

(i) We divided the data into training and testing
datasets at random and built the model using the
training set and estimated its accuracy using the test
set

(ii) Then, we acquire the best quality model by fine-
tuning the model via 3-fold cross-validation to
enhance the estimate’s accuracy

(iii) On the test set, evaluate the model’s expected
accuracy

(iv) Output evaluation statistics include precision, recall,
F1-score, and confusion matrix

2.5.3. Evaluation Method

(1) Confusion Matrix. A confusion matrix is a technique for
determining whether or not a classification method is effec-
tive. If your dataset has more than two classes or an uneven
number of observations in each, classification accuracy alone
can be deceiving.

In Table 2, we can clearly see the number of correct iden-
tifications and the number of incorrect identifications for
each category.

(2) Precision. The model properly predicted the percentage
of patients with 1p/19q codeletion based on the total
number of patients with 1p/19q codeletion referred to as
precision. It has the following formula:

Precision = TP
TP + FP

: ð9Þ

(3) Recall. The fraction of 1p/19q codeleted patients recog-
nized by the model is divided by the total number of 1p/

19q codeleted and 1p/19q nondeleted patients to compute
recall. It has the following formula:

Recall =
TP

TP + FN
: ð10Þ

(4) F1-Score. The purpose of the F1-score was to combine
precision and recall measurements into a single value. It is
an important metric for class imbalance problems; due to
an imbalance in the number of brain and nonbrain tumors
in this brain MRI dataset, the F1-score was created to oper-
ate effectively with data that is unbalanced. It has the follow-
ing formula:

F1‐score = 2 ∗
precision ∗ recall
precision + recall

: ð11Þ

3. Results

The harmonic mean of precision and recall is calculated
using the F1-score. In relation to all other classes, the scores
for each class indicate how accurate the classifier was in clas-
sifying the data points in that class. The number of samples
of the real answers that fall into that group is the support.

We train the model using stratified 3-fold cross-
validation. F1-score, precision, and recall are all factors that
must be considered. Table 3 demonstrates that the model
achieves good values.

In the test set, we employed 171 photos, 86 of which are
1p19q deleted and 85 of which are 1p19q not deleted; the
suggested architecture received an F1-score of 0.9650 in
Table 4.

Figure 7 shows the confusion matrix for the classification
of 1p19q status on the test set. We can be certain that all 125
1p19q deleted pictures were detected accurately.

We compare pretrained MobileNetV2 [13], Inception-
ResNetV2 [14], VGG16 [15], etc., which fine-tuned using
the transfer learning approach and other approaches.

Table 5 demonstrates that for classification on small
datasets, transfer learning is not superior to ordinary CNN.
This is due to the insufficient number of training samples
in small datasets to learn complex sets of deep feature sets.
With reasonable design, CNNs without transfer learning
can attain and surpass transfer learning. Our method yields
the best outcomes. Simultaneously, we examine the indica-
tors listed in the above table and discover that the deep
learning approach outperforms the machine learning SVM
method by a wide margin.

4. Discussion

We provide a reliable and noninvasive approach for predict-
ing 1p/19q chromosomal arm deletion in this work. Having
a sufficient amount of datasets is a significant difficulty when
applying deep learning approaches to medical imaging.
Despite the fact that the initial data amount was limited,
our data volume expanded as a result of data augmentation
approaches. With larger patient populations and more
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Figure 5: Bias and variance relationship.
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varied data, it is possible that additional performance gains
will be gained.

As large convolution kernels are inefficient in terms of
cost. We are reducing the number of irrelevant features con-
ceivable by restricting the number of parameters. This drives

the deep learning algorithm to learn traits that are common
to a variety of scenarios, allowing it to generalize more effec-
tively. Smaller odd-sized kernel filters would be preferable.
However, 1 × 1 is removed from the list of possible ideal
filter sizes since the features recovered would be fine-
grained and local, with no information from nearby pixels.
Furthermore, it does not extract any useful features.
Through experiments, we found that although VGG16 also
uses a 3 × 3 convolution kernel, it is prone to overfitting
due to the complexity of the network, and the dataset is
small. As a result, VGG16 categorization precision and recall
of 1p/19q chromosomal arm deletion are not very good.
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Figure 6: Proposed workflow.

Table 2: Confusion matrix.

1p19q deleted 1p19q not deleted

1p19q deleted TP FP

1p19q not deleted FN TN

TP = true positive; FN = false negative; FP = false positive; TN = true
negative.

Table 3: Classification performance.

Fold Train/test Precision Recall F1-score Support

Fold-1
Train 0.9850 0.9562 0.9704 274

Test 0.9517 0.9841 0.9598 477

Fold-2
Train 0.9881 0.9679 0.9241 274

Test 0.9851 0.9635 0.9742 477

Fold-3
Train 0.9886 0.9526 0.9703 274

Test 0.9517 0.9841 0.9598 477

Table 4: Statistics for test set.

Precision Recall F1-score Support

1p19q deleted 0.9761 0.9535 0.960 86

1p19q not deleted 0.9540 0.9764 0.970 85

Avg/total 0.9650 0.9649 0.9650 171

Normalized confusion matrix

1p19 deleted

1p19 deleted 1p19 not deleted

Tr
ue

 la
be

l

1p19 not deleted

Predicted label

0.9535

0.0235

0.0465

0.9765

Figure 7: Confusion matrix.
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Because of the deep architecture of current networks like
GoogleNet and ResNet, feature maps from these networks
frequently have a very large receptive field. However, studies
[20] reveal that the network gathers information from a
considerably narrower portion of the receptive field, which
is referred to as the valid receptive field in this research. In
this experiment, we found that the recall rate was not high
by using InceptionResNetV2 and VGG16. As a result, a large
receptive field does not increase the performance of medical
images on small datasets considerably.

We discovered that MobileNetV2 is significantly higher
than InceptionResNetV2 and VGG16 in the fields of preci-
sion. It employs depth-wise separable convolutions and
divides an ordinary 3 × 3 convolution into two convolutions,
which is the same as the 3 × 3 convolution we employ. It
makes use of ReLU6. ReLU6 is a standard ReLU with a
maximum output limit of 6, allowing for high numerical res-
olution even when the mobile device’s float16/int8 accuracy
is low. However, ReLU6 is not as accurate to the server as the
LeakyReLU we used.

The model’s capacity to learn mapping rules from the
input space can be increased by adding Gaussian noise
during training, as can the model’s generalization ability
and fault tolerance. Because the training samples change fre-
quently, adding noise to the network can lead it to lose track
of them, resulting in smaller network weights and a more
robust network while lowering the generalization error.
Since new samples are selected from the domain adjacent
to known samples, the structure of the input space is
smoothed. This smoothing may make the learning mapping
function easier for the network, leading to better and faster
learning. After adding Gaussian noise to our model training,
we can see significant improvement in performance.

Since medical imaging data is scarce, transfer learning
approaches are used to fine-tune medical imaging models
using popular public models (e.g., VGGNet and GoogleNet)
generated from large public ImageNet datasets. However,
these models create a large number of characteristics that
are unrelated to medical imaging, jeopardizing the accuracy
of medical diagnosis [21]. Our model does not involve
transfer learning, and the parameters it generates are specific
to the medical imaging dataset that was used. As a result, the

reliability of brain tumor diagnosis has substantially
improved. Simultaneously, we discover that our method
beats transfer learning on small datasets but that transfer
learning performs better on large datasets.

5. Conclusion

The results of our CNN approach for 1p/19q codeletion sta-
tus classification noninvasively are promising. We create a
brain tumor detection model that does not rely on transfer
learning. Our network structure employs a deep convolution
stack strategy when training with Gaussian noise, reducing
overfitting and improving performance. Compared to trans-
fer learning models, our model gives more accurate findings.
With basic, lightweight models equivalent to ImageNet
topology, we discovered that transfer learning offered no
performance benefit in small datasets. By properly designing
the network and optimizing the hyperparameters during
training, CNNs without transfer learning can reach and sur-
pass transfer learning.

Data Availability
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link: https://www.kaggle.com/datasets/navoneel/brain-mri-
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Table 5: Performance comparison.

Model Precision Recall F1-score Accuracy

Ours 0.9650 0.9649 0.9650 0.9650

MobileNetV2 [14] 1.0 0.8709 0.9200 0.9200

InceptionV3 [15] 0.923076 1 0.9600 0.9428

InceptionResNetV2 [14] 0.90625 0.9354 0.9153 0.90

AlexNet [16] 0.93620 0.95650 0.9462 0.9483

VGG16 [16] 0.89660 0.9286 0.9123 0.9138

Shwetha and Madhavi [17] 0.89 0.92 0.90 0.88

DenseNet-169 [10] — — — 0.9412

DenseNet-SVM [10] — — — 0.9412

CNNs [18] — — — 0.9500

SVM [19] 0.70 0.71 0.70 0.71
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Network lending, an innovative financial lending product, is separated from traditional financial media and implemented on the
Internet platform. We study the credit risk prediction of online loan based on risk efficiency analysis. Moreover, we put forward
the concept of borrower risk efficiency and apply it to risk prediction. The main task of this study is to establish risk efficiency
characteristics on the basis of referring to various risk characteristics and carry out risk prediction after passing the screening
of a series of features. The framework is realized by combining logistic regression and slack-based measure (SBM), and feature
selection and verification are carried out through machine learning and statistics. Firstly, the efficiency risk characteristics are
extracted and the risk efficiency is calculated by MaxDEA. Secondly, the features are screened and verified by Python. Then,
the efficiency value obtained by SBM method is used as a new index for the training and testing of logistic model together with
the initial related indexes. Moreover, in order to prove the effectiveness of the proposed credit risk prediction control scheme
based on risk efficiency, the research compares the prediction before and after adding the risk efficiency feature. The
simulation results demonstrated that the logistic-SBM model is more suitable for credit risk prediction than the commonly
used logistic method, which realized the efficient prediction of credit risk based on the logistic-SBM model. Finally, some
suggestions are put forward to China’s regulatory authorities and the platform itself to control the credit risk of Internet
lending industry.

1. Introduction

In “Interim Measures for the Management of Business
Activities of Online Lending Information Intermediaries”
promulgated in 2016, online lending is defined as direct
lending between individuals including natural persons, legal
persons, and other organizations through the Internet plat-
form. Internet finance peer-to-peer (P2P) network finance
is a branch of Internet finance, which is the product of the
combination of Internet and finance. The academic defini-
tion of Internet finance has something in common with
Internet finance, which is a new financial business model
for traditional financial institutions and Internet enterprises
to achieve financing. Davis and Gelpern and Slattery believe
that P2P online lending has injected fresh vitality into the
traditional lending market to meet the needs of investors
and consumers [1, 2]. Financial technology based on P2P

is one of the new breakthroughs in financial service institu-
tions [3]. The main business models of Internet finance
include Internet payment, online lending, equity crowd
funding, Internet fund sales, Internet insurance, Internet
trust, and internet consumer finance. Lenders have a greater
impact on borrowers than do borrowers on lenders [4]. As
technologies of big data and block chain advance, the finan-
cial credit risk in the context of the Internet has become a
popular research subject [5]. P2P online lending originated
in foreign countries. The earliest P2P online lending plat-
form in the world is Zopa in the UK, which was established
in London in March 2005. The new financial industry repre-
sented by peer-to-peer lending has gradually become a new
source of volatility due to the increasing complexity of the
Chinese financial market [6]. In 2007, China established its
first P2P network lending enterprise. P2P lending platforms
have different backgrounds and transparency [7]. Platform
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background is related to operational risk [8]. The embryonic
period of the development of P2P online lending financial
enterprises is from 2007 to 2012. From 2013 to 2015, the
development of P2P online lending financial enterprises
has entered a period of vigorous expansion. From 2017 to
now, it is a period of consolidation and standardization of
P2P online lending financial enterprises. There are more
than 10000 P2P online lending financial enterprises, in
which more than 5000 were operated at the same time.
The annual transaction scale is about 3 trillion yuan, and
the bad debt loss rate is very high. Through continuous rec-
tification, the People’s Bank of China issued the “fintech
development plan (2019-2021)” in September 2019, propos-
ing to “further enhance the technology application ability of
the financial industry and realize the deep integration and
coordinated development of Finance and technology.” By
the beginning of 2020, there are already a lot fewer P2P
online lending institutions in operation.

In China, the scope of definition of online lending
includes both individual-to-individual lending, individual-
to-business lending, and corporate organization-to-
business organization lending. Since the birth of the first
P2P in China in 2007, online lending has developed rapidly.
To a certain extent, it is not only the result of the continuous
advancement of modern information technology but also
the inevitable product of the diversification of lending needs.
However, the problems exposed have become more promi-
nent during the development. Investors should pay attention
to information asymmetry and credit risk impact [9]. There-
fore, the problems of online lending industry in China have
not only the common problems of other countries’ online
lending but also the specific problems of our country. Inter-
net financial risk is not only directly related to the operation
and development of the Internet financial system itself but
has also a very important impact on the country’s macroeco-
nomic operation because of its rapid development speed and
growing scale of development [10].

2. Literature Review

Since 2013, innovative Internet financial services such as
Yirendai, Crowdfunder, and Renrendai have been born in
China, promoting the reform of financial service models
and accelerating financial marketization. Although there
are a large number of online lending investors, they basically
lack professional lending knowledge [11]. Moreover, the
amount of online lending is small. When the lender lacks
the effective information of the borrower, the bidding will
often follow suit blindly and other irrational behaviors,
which will inevitably increase the credit risk of online lend-
ing [12, 13]. However, the risk of the industry has also
become obvious. The theory of information asymmetry
was first put forward by Akerlof (1970) [14] by observing
the phenomenon of used car market. In online lending,
information asymmetry can also lead to the possibility of
borrowers’ default [15, 16]. The imbalance of these factors
will lead to the platform’s resources, and opportunities can-
not play a role, resulting in the collapse of the platform [17].
The survival of the platform depends on the age, scale, and

life cycle of the enterprise [18]. The management ability of
platform operators plays a key role in the success or failure
of small and micro platforms [19, 20]. For instance, in Feb-
ruary 2017, 55 problematic platforms were involved in illegal
fundraising, difficulty with cash withdrawal, fraud, abscond-
ing with money, and loss of connection and other risky
breaches. Recent years have seen the rapid development of
Internet finance in China, and various peer-to-peer (P2P)
lending platforms have been released [8]. There is diversity
of default behaviors of borrowers with different credit grades
in online P2P loan market [21]. Reputation plays an impor-
tant role in the long-term development of P2P lending plat-
form [22]. These negative news have greatly affected
investors’ investment confidence and have had a very bad
impact on the social reputation of the entire industry. There-
fore, it is particularly important to scientifically evaluate
Internet financial risks. The issue of risk and regulation of
P2P lending platform in China is taken seriously. The P2P
industry has promulgated the regulation that online loan
platform must be online for fund deposit business, which
makes bank deposit gradually normalized [23]. The differ-
ence between P2P online loan and traditional financial insti-
tutions lies in the transaction system of P2P online loan,
which adopts the interest rate auction system when the
transaction is concluded. Herzenstein and Barasinska [24]
studied the interest rate of the American prosper online
lending platform in 2011 and 2014, respectively. They found
that the borrowers would set the maximum interest rate they
were willing to pay for borrowing the funds, and then, the
investors would decide whether to borrow according to the
loan information provided by the prosper online lending
platform. This innovative financial lending model provides
investors with a new way of financial management. Liu
et al. mainly find that investors’ herd behavior exists signif-
icantly [25]. P2P mode can make the idle funds of investors
not only increase in value but also meet the borrower’s
demand for funds to increase a loan channel. In this lending
mode, the lending process no longer depends on offline
financial institutions but relies on the network lending plat-
form to match the needs of both sides and to realize the
transaction. The reasons for choosing logistic-SBM model
are as follows: DEA can be used to explore the new intersect-
ing fields including management science, mathematics,
mathematical economics, and operations research. DEA uses
multiple inputs and outputs to measure the relative effi-
ciency of each DMU. In the process of risk management
for borrowers of Internet financial loan products, the DEA
method can take each borrower as each DMU to obtain its
efficiency value, rather than just studying the traditional
indicators of the borrower. At present, there are few
researches on the real customer credit data in China. There-
fore, this study selected the logistic regression method for big
data analysis through the comparison of different mathe-
matical model methods. In this study, according to the char-
acteristics of the source data, data envelopment analysis was
used to process the source data and then, the data was
trained in the logistic regression model to improve the accu-
racy of the model prediction. This method not only provides
an innovative method to study the credit risk analysis of
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Internet Financial borrowing customers but also expands the
research space in this field, which has both theoretical and
practical significance. Based on the present situation of the
P2P lending platform development in our country, its devel-
opment in the process of credit risk, transaction risk, legal
risk, and so on is analyzed. In addition, corresponding regu-
latory measures were put forward to strengthen the develop-
ment of P2P lending platform in China, which is greatly
important.

3. Methods

The notion of probability is very closely related to the notion
of symmetry [26]. Credit risk prediction is essential to pre-
dict the probability of default of borrowers. The specific
research methods are as follows.

First is data preparation. This study divides the credit
data of Internet financial technology companies into a sam-
ple set and a test set.

Then, SBM-DEA model was established. According to
the above five indicators, the efficiency value of each cus-
tomer was obtained by using DEA model through MaxDEA
software. DEA_score was added to the next dataset.

The third step is feature processing. The feature process-
ing methods include feature binning, correlation coefficient,
IV, and random forest model.

The fourth step was to test the logistic-SBM model. The
prediction results of the model are observed directly through
the mixed matrix diagram. The AUC value of the model was
calculated and tested. The model was tested by the K-S test.

In the last step, we compared the values of correspond-
ing evaluation measures of two models.

The logistic-SBM model was established through Max-
DEA and Python software.

3.1. Data Source Preparation. We used the real credit data of
an Internet financial technology company as the analysis
object. The company is mainly engaged in small loans,
online finance, and other Internet financial products. The
platform has a variety of data sources, high data quality,
and rich data information. The loan customer risk manage-
ment model to be studied in this paper selected the loan
records of the platform. The sample population data was
sampled and divided into a sample set and test set.

For the data selection, the loan with the end of repay-
ment and the loan with default were selected for modelling.
The target variable was selected according to the user’s
“repayment status” characteristics. If the loan has been
repaid in which the default has not occurred, the value is
0. If there is overdue loan in which default occurs, the value
is 1. Finally, 14028 transaction data that have been paid off
were selected as the sample set, among which 10237 cases
have been successfully paid off, accounting for 72.98% of
the total number of samples. Besides, 3791 cases have over-
due loans, accounting for 27.02% of the total number of
samples.

3.2. SBM-DEA Method. This study used the SBM-DEA
method (short for SBM method) to preprocess the data,

because it can distinguish each customer to measure their
respective efficiency value, rather than dividing them into
different categories. This method can improve the prediction
accuracy of the model and make the prediction of the initial
logistic model more effective. The nonoriented SBM model
is used in this study. The nonoriented SBM model is as fol-
lows:

min  ρ = 1 − 1/mð Þ∑m
i=1 s−i /xikð Þ

1 + 1/qð Þ∑q
r=1 s+r /yrkð Þ

s:t: Xλ + s− = xk

Yλ − s+ = yk
λ, s−, s+ ≥ 0

ð1Þ

The SBM model uses p ∗ to represent the efficiency value
of the evaluating DMU. It measures the inefficiency from
both input and output, which is called the nonoriented
model. In the unsupervised SBM model, there is no zero in
the input and output data. In the SBM model, the ineffi-
ciency of input and output is reflected as follows:

1
m
〠
m

i=1

s−i
xij

,

1
q
〠
q

r=1

s+r
yrk

:

ð2Þ

If the efficiency value (p ∗) of the SBM model is equal to
1, it means that the DMU evaluated is strongly efficient,
while the efficiency of radial model is weakly efficient. The
projection value (target value) of the evaluated DMU is

cxk = xk − s−,byk = yk + s+:
ð3Þ

The reasons for SBM indicator selection are as follows:
the input indicators include borrower’s liability information,
credit risk score, and income information. These three indi-
cators can mainly summarize the borrower’s asset flow and
external risk evaluation information. The output indicators
are the borrower’s loan amount and period, which are the
most important indicators to describe the borrower’s loan
situation. Input and output indicators of the SBM method
are shown in Table 1.

According to the correlation of indicators obtained in
the initial stage of logistic regression and the experience
summary in daily business, three input indicators and two
output indicator were finally selected. Therefore, the follow-
ing five indicators were selected as the input and output
indicators of the SBM method.

According to the above five indicators, the efficiency
value of each customer was obtained by using the SBM
method through MaxDEA software. DEA_score was added
to the next dataset. DEA_score distribution diagrams are
shown in Figure 1.
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3.3. Logistic-SBM Modelling Process. Due to the wide and
complex dimensions of the data used in this study and the
large amount of data involved, the logistic DEA model con-
sisted of a series of steps. The logistic DEA model selected
the input and output values of the DEA model according
to the initial index of the logistic model method. Then, Max-
DEA software is used to calculate the efficiency value of each
customer as a decision unit (DMU). As a new index, the effi-
ciency value obtained by DEA would be used in the training
and testing of the logistic model together with the initial rel-
evant index. Finally, the model was used to test the default
probability of loan customers, which verifies the effective-
ness and accuracy of the model. It was helpful to analyze
the contribution of DEA index to the accuracy of the logistic
regression model.

3.3.1. Feature Binning. Through the observation of the col-
lected datasets, it was found that many data types are incon-
sistent, in which many of them were character type. Because
these character indicators may play a great role in the model,
we used weight of evidence (WOE) to transform many char-
acter indicators into measurable numerical indicators.
According to the chi-square value of each pair of adjacent
intervals, the two intervals with the smallest value are com-
bined. The formula used in this step is as follows:

x = 〠
2

i=1
〠
2

j=1

Aij − Eij

� �2
Eij

,

Eij =
Ni × Ci

N
:

ð4Þ

Aij is the ith interval and the number of jth instances, Eij

is the desired frequency of Aij, N is the total number of sam-
ples, Ni the number of samples in the ith group, and Ci is the
proportion of the jth sample in the whole.

Feature information table is shown in Table 2. The con-
tinuous characteristic variable was discrete. Discrete feature
states were often merged to reduce the number of states. It
is convenient to transform all variables to similar scales. At
the same time, some missing features will be brought into
the model as an independent box. The reduction of extreme
values and meaningless fluctuations in characteristics have
an impact on the score and increase the stability and robust-
ness of the model.

3.3.2. Correlation Coefficient. The correlation coefficient was
obtained by calculating the correlation of each feature. The
correlation coefficient formula is as follows:

ρ X, Yð Þ = Cov X, Yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var X½ �Var Y½ �p : ð5Þ

Among them, CovðX, YÞ is the covariance of X and Y ;
Var½X� and Var½Y � are the variance of X and Y , respectively.

If the absolute value of characteristic correlation coeffi-
cient was greater than 0.7, it was considered as a strong cor-
relation feature. If there was strong correlation between
features, some features can be deleted and one of them can
be retained, as shown in Table 3. Delete the total debt ratio
indicator.

3.3.3. IV. IV (Information Value) measures the amount of
information about a variable. From the formula, it is equiv-
alent to a weighted sum of the WOE values of the indepen-
dent variables, in which the size of the value determines the
influence of the independent variables on the target vari-
ables. The feature Information Value (IV) index can mea-
sure the concentration of the feature containing predictor
variables. Weight of evidence (WOE) is a supervised coding
method. The calculation formula is

WOEi = log
G1/Gtotal
B1/Btotal

� �
: ð6Þ

The IV is mainly used to code the input variables and
evaluate the predictive ability. The value of characteristic
variable IV indicates the predictive ability of the variable.
The feature information degree of the remaining features
was calculated, including the IV of the other features. After
grouping, the formula for calculating the IV of each group
is shown in Table 4.

According to the reference threshold of IV, the features
with IV less than or equal to 0.02 are defined as nonpredic-
tive features. Therefore, all features of this class were deleted.
According to the characteristic IV shown in Table 5, “Mar-
riage” and “Birth_month” features were deleted.

3.3.4. Random Forest Model. Random forest model is an
integrated algorithm, which generates many trees and gets
the result by voting or calculating the average. For grouped
variables, cart Gini value is used as the evaluation standard.
The steps of random forest model feature importance

Table 1: Input and output indicators of the SBM method.

Indicators Indicator description

Input indicator

Income per month Monthly income amount of the borrowing customer

M_final_score Credit risk score of external credit institutions to the buyer

External_debt Amount of external liabilities of the borrower

Output indicator
Loan amount Loan amount of the borrower

Product period Number of loan periods of the borrower
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selection were as follows. The formula for calculating the
Gini index is

GIm = 〠
kj j

k=1
〠
´k≠k

pmk ´pmk = 1 − 〠
kj j

k=1
p2mk: ð7Þ

The meaning of each indicator in the formula is as fol-
lows: k means that there are k categories.

Pmk means the proportion of the category k in the node
m.

The importance of the feature x-j at the node m is the
Gini exponential change before and after the node m branch
and is calculated as follows:

VIM Ginið Þ
jm = GIM −GIl −GIr: ð8Þ

Among them, GIl and GIr , respectively, represent the
Gini index of the two new nodes after branching.

When the node where the featurex_jappears in the deci-
sion treeiis in the setM, the calculation formula of the
importance ofx_jin theith tree is

VIM Ginið Þ
ij = 〠

m∈M
VIM Ginið Þ

jm : ð9Þ

Assuming that there are n trees in the RF, then the
importance of x_j in the nth tree is

VIM Ginið Þ
j = 〠

n

i=1
VIM Ginið Þ

ij : ð10Þ
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Figure 1: DEA_score distribution diagrams.

Table 2: Feature information table.

No. Features Feature interpretation Class number

1 DEA_score Efficiency score of borrowing 5

2 Education Borrower’s highest education 5

3 Marriage Marital status of the borrower 4

4 Home type Type of residence of the borrower 4

5 Company Type of work unit of the borrower 5

6 Pay method How the borrower pays wages 3

7 Job type Job type of the borrower 4

8 Product name Types of borrowers’ lending products 4

9 Sales department Which business department is responsible for the borrower’s lending behavior 3

10 Bank Ownership of bank card signed by the borrower 5

11 Family aware Is the borrower aware of his borrowing behavior 3

12 Pro_id The registered residence of a borrower 5

13 Birth month Month of birth of the borrower 3

14 Birthday Date of birth of the borrower 4

15 Inapv_edr External debt ratio of borrowers 5

16 Inapv_idr Internal debt ratio of the borrower 5

17 Inapv_tdr Total debt ratio of the borrower 5

18 Age Age of borrower 6

19 Entry date Working days of the borrower 5
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Finally, the importance scores obtained through normal-
ization are processed. The formula is as follows:

VIMj =
VIM j

∑c
i=1VIMi

: ð11Þ

The variable importance score is represented by VIM,
and the Gini index is represented by GI. Assuming that there
aremfeaturesx_1,x_2, andx_m, the Gini index score of each
featurex_iis now calculated. Features are ranked from high
to low according to their importance, and the top n features
are selected.

Order of feature importance is shown in Table 6. Firstly,
the feature variables in the random forest were sorted in
descending order according to VI (variable importance).
Then, the indexes with unimportant proportion were
removed from the current feature variables to obtain a new
feature set.

The result of feature importance was obtained by the
random forest algorithm. The results would be retained
three decimal places and sorted according to the importance
from high to low. At the same time, the cumulative impor-
tance was calculated. According to the feature importance
ranking, it was obvious that the feature of “Pay_method”
showed the low importance.

3.3.5. Logistic-SBM Model Variables. In the application of
P2P network credit loan, the logistic model was adopted
due to its high discrimination ability in the field of default
loan customer identification. The logistic formula is

E pð Þ = f β0+〠βixi
� �

,

f xð Þ = exp xð Þ
1 + exp xð Þ :

ð12Þ

The overdue status of a group of applicants in the perfor-
mance period is fy1, y2,⋯, yng and yi∈f0, 1g. The likelihood
function and log likelihood function are

L pð Þ =
Y

P Y = yið Þ =
Y

pyi 1 − pð Þ1−yi ,

l pð Þ = log L pð Þð Þ = log
Y

P Y = yið Þ
� �

=〠 yi log pð Þð
+ 1 − yið Þ log 1 − pð ÞÞ =〠 yi β0+〠βixij

� ��
− log 1 + exp β0+〠βixij

� �� ��
:

ð13Þ

Table 4: Group IV calculation formula.

Group WOE IV

Group 1 log
G1/Gtotal
B1/Btotal

� �
G1
Gtotal

−
B1
Btotal

� �
log

G1/Gtotal
B1/Btotal

� �
Group 2 log

G2/Gtotal
B2/Btotal

� �
G2
Gtotal

−
B2
Btotal

� �
log

G2/Gtotal
B2/Btotal

� �
…… …… ……

Group n log
Gn/Gtotal
Bn/Btotal

� �
Gn

Gtotal
−

Bn

Btotal

� �
log

Gn/Gtotal
Bn/Btotal

� �
Total 〠 Gi

Gtotal
−

Bi

Btotal

� �
log

G1/Gtotal
B1/Btotal

� �

Table 5: IV of each feature.

Feature No. Features IV

1 DEA_score 0.104

2 Education 0.025

3 Marriage 0.011

4 Home type 0.117

5 Company 0.083

6 Pay method 0.079

7 Job type 0.067

8 Product name 0.796

9 Sales department 0.204

10 Bank 0.054

11 Family aware 0.319

12 Pro_id 0.067

13 Birth_month 0.004

14 Birthday 0.020

15 Inapv_edr 0.168

16 Inapv_idr 0.168

17 Age 0.149

18 Entry date 0.046

Table 6: Order of feature importance.

No. Features Importance Cum_importance

1 Product name 0.204 0.204

2 Family aware 0.086 0.29

3 Age 0.066 0.356

4 Inapv_idr 0.065 0.420

5 Entry date 0.060 0.480

6 Birthday 0.060 0.540

7 Inapv_edr 0.058 0.599

8 DEA_score 0.056 0.655

9 Home type 0.054 0.709

10 Pro_id 0.047 0.756

11 Sales department 0.046 0.803

12 Job type 0.046 0.849

13 Education 0.044 0.893

14 Company 0.043 0.936

15 Bank 0.041 0.977

16 Pay_method 0.023 1.000
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The parameter estimation formula is as follows:

p̂ = argmaxl pð Þ,

p̂ =
∑yi
n

,

l pð Þ =〠 yi log pð Þ + 1 − yið Þ log 1 − pð Þð Þ
=〠 yi β0+〠βixij

� �
− log 1 + exp β0+〠βixij

� �� �� �
:

ð14Þ

The parameter estimation formula is as follows:

∂l
∂βq

=〠 yi −
1

exp −β0−∑βixij
� � !

xiq: ð15Þ

Estimate the βq by the gradient descent method; the for-
mula is as follows:

βr+1
q = βr

q − hδ,

δ =
∂l
∂βq

βq = βr
q

			 :
ð16Þ

It is very important to select variables from the dataset.
Considering the correlation coefficient, validity, and impor-
tance of index data, 15 variables were selected in the final
logistic-SBM model for empirical study. Logistic-SBM
model variables are shown in Table 7.

4. Result Analysis and Inspection

Model verification is used to measure the predictive ability of
the developed model, including internal and external tests.
The internal test is the comparison between the prediction
situation of the test set in the sample and the actual situa-
tion. The external test is the comparison between the predic-
tion situation and the actual situation of the dataset except
the model after passing the model. The primary goal of the
developed model is to distinguish whether the borrower is
in default. Besides, the accuracy of model prediction, confu-
sion matrix analysis, and the Kolmogorov-Smirnov test can
all be used as criteria for judging the quality of this model.

4.1. Confusion Matrix Analysis. Accuracy is an important
concept and indicator in model evaluation. The performance
of the resulting classier can then be evaluated in terms of the
recall (or sensitivity) and precision of the classier on an eval-
uation dataset. Recall and precision are defined in terms of
the number of true positives (TP), misses (FN), and false
alarms (FP) of the classier (cf. Table 8).

In Table 7, the first line expresses prediction results from
the prediction model; the first column expresses the actual
results in the original data. True positive (TP) expresses
the amount that the positive samples are correctly classified
as positive; false negative (FN) expresses the amount that the
positive samples are misclassified as negative; false positive

(FP) expresses the amount that the negative samples are
misclassified as positive; true negative (TN) expresses the
amount that the negative samples are correctly classified as
negative. As the common evaluation measures, the
accuracy-specific expressions are shown as follows:

A accuracyð Þ = TP + TN
TP + FP + FN + TN

: ð17Þ

The borrower results predicted by the model were com-
pared with the marked good and bad borrowers. From this
result, the model has a strong predictive ability. 77.49% of
borrowers were accurately predicted, and only 22.51% of
borrowers were incorrectly predicted. Among them, the first
quadrant is the number of borrowers that the model predicts
to be nondefaulting and actually not defaulting. In the sec-
ond and third quadrants, the number of errors is predicted.
The fourth quadrant indicates that the model predicts the
number of defaults and actual defaults. The accuracy of the
model was that the ratio of the number of accurate predic-
tions to the total number was 77.49%, in which the accuracy
rate was high.

4.2. AUC-ROC Curve Observation. The AUC-ROC curve is a
performance measurement for classification problems under
various threshold settings. ROC (receiver operating charac-
teristic curve) is a probability curve, and AUC (area under
the curve) represents the degree or measure of separability
which represents how many models can distinguish catego-
ries. The higher the AUC, the better the model predicts 0 as
0 and 1 as 1. The ROC curve of the logistic-DEA model is
shown in Figure 2.

4.3. K-S Test. The KS indicator measures the largest gap
between the cumulative distribution of responding

Table 7: Logistic-SBM model variables.

Feature No. Features

1 DEA_score

2 Education

3 Home type

4 Company

5 Job type

6 Product name

7 Sales department

8 Bank

9 Family aware

10 Pro_id

11 Birthday

12 Inapv_edr

13 Inapv_idr

14 Age

15 Entry date
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customers and nonresponding customers. The calculation
formula was as follows:

KS =MAX ABS CPD Sið Þ − CPG Sið Þð Þð Þ: ð18Þ

CPDðSiÞ is the proportion distribution of accumulated
good customers, CPGðSiÞ is the proportion distribution of
accumulated bad customers.

Firstly, the scores of samples were ranked from large to
small and then, the cumulative proportion of good and bad
samples in each quantize interval was calculated. The larger
the distance between the two, the higher the KS value, indi-
cating that the model area has the ability to distinguish good
and bad customers. In the actual business, if the KS value is
less than 20%, the accuracy of the model is poor. If the KS
value is between 20% and 30%, it means that the model dis-
crimination effect is general. If the KS value is between 30%
and 60%, the model is very effective.

The KS value was obtained by the logistic-SBMmodel, as
shown in Figure 3. The KS value of the logistic-SBM model
is 33.3%, indicating the good prediction effect and the better
effect of distinguishing default customers of the model.

4.4. Comparison of Model Evaluation. Precision, specificity,
and recall are important concepts and indicators in model
evaluation too. As the common evaluation measures, sensi-

tivity, specificity, G-Measure, and F-Measure are used to
make the evaluation. F-Measure is also called F-Score. F-
Measure is the weighted harmonic average of precision (P)
and recall (R). It is an evaluation standard of the model
and is often used to evaluate the quality of the classification
model. The F-Measure function synthesizes the results of P
and R when the parameter α = 1; the weight of P and R is
the same. When F-Measure is higher, the model is more
effective. Their specific expressions are shown as follows:

R recallð Þ = TP
TP + FN

,

S specificityð Þ = TN
TN + FP

,

P precisionð Þ = TP
TP + FP

,

G‐Measure =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

TP
TP + FN

×
TN

TN + FP

r
=

ffiffiffiffiffiffi
RS

p
,

F‐Measure = Fα =
1 + α2
� �

TP/ TP + FNð ÞTP + FNð Þ × TP/ TP + FPð ÞTP + FPð Þ
α2 TP/ TP + FNð ÞTP + FNð Þ + TP/ TP + FPð ÞTP + FPð Þ

=
1 + α2
� �

PR

α2P + R
,

Table 8: Confusion matrix for binary classification.

Prediction positive Prediction negative
Total N

1 0

Actually positive 1 True positives (TP) False positives (FN) N-pos

Actually negative 0 False negatives (FP) True negatives (TN) N-neg

Total M M-pos M-neg

1.0

0.8

0.6

0.4

0.2

0.0

Re
ca

ll

0.0 0.2 0.4 0.6 0.8 1.0

Fall-out

Receiver operating characteristic

AUC = 0.79

Figure 2: AUC-ROC curve.
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F1 =
TP/ TP + FNð ÞTP + FNð Þ × TP/ TP + FPð ÞTP + FPð Þ
TP/ TP + FNð ÞTP + FNð Þ + TP/ TP + FPð ÞTP + FPð Þ =

PR
P + R

:

ð19Þ

We compare the mean values of corresponding evalua-
tion measures of two models. The performance comparison
of two models is shown in Table 9.

The relationship of two models can fully explain that the
logistic-SBM model presented by this article has the optimal
performance relative to the logistic model. The higher the
value of related evaluation indicators, the better the effect
of the model. Simulation results show that the logistic-
SBM is more suitable for credit risk evaluation than the pop-
ularly used logistic with consideration of related evaluation
indicators. According to the above research results, it can
be known that using data envelopment analysis to prepro-
cess the data and increase the efficiency value in the logistic
regression model can improve the accuracy of the model.

5. Concluding Remarks

With the rapid development of the Internet, P2P has been
applied in various fields [27]. At present, the risk manage-
ment of borrowers in the P2P network lending platform
mainly includes the following: first, the basic information
authentication of borrowers. Mine their identity information
and credit level from many aspects, and rate the borrowers.
Feature variables are extracted from the basic information
to determine the characteristics of credit management. The
second is the combination of credit line management and
credit risk. The loan limit of the borrower corresponds to
the corresponding credit risk level.

Credit risk has four main characteristics: asymmetry,
accumulation, unsystematic, and endogenous. The good
operation of a platform requires strict audit of borrowers.
Only through high-quality borrowers to minimize the risk
of P2P network credit transactions can the P2P platform
maintain stable operation. The grade assigned by the P2P
lending site is the most predictive factor of default, but the
accuracy of the model is improved by adding other informa-
tion, especially the borrower’s debt level [28]. The results
suggest that borrower’s social information can be used not
only for credit screening but also for default reduction and
debt collection [29].

Relevant suggestions have been put forward, which pro-
vide reference for the credit management of the P2P net-
work lending industry in China. Regulatory authorities and
the platform itself should take some measures to control
the credit risk of the P2P Internet lending industry. The spe-
cific recommendations were as follows: (1) improve the
social credit investigation system, and realize information
sharing; (2) improve and implementation of policies; and

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1.0

0.8

0.6

0.4

0.2

0.0

KS value is 0.3327

KS_curve
Good
Bad

Figure 3: K-S value.

Table 9: Performance comparison of two models.

Logistic-SBM Logistic

Accuracy (%) 77.49 76.88

Recall (sensitivity) (%) 92.18 91.7

Precision (%) 79.87 79.54

Specificity (%) 38.73 37.78

G-Measure (%) 59.75 58.86

F-Measure (%) 85.59 85.19

10 Wireless Communications and Mobile Computing



(3) undertake social responsibility, and actively develop
through innovation.

Data Availability

This study collected partial loan records from an inclusive
finance platform in China from 2014 to 2018.
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For precise detection and positioning of weapons and equipment under complex ground backgrounds and weather-changing
aerial backgrounds. Compared with the traditional convolutional neural networks, the Capsule Network (CapsNet) is more
suitable for identifying weapons and equipment in complex backgrounds because it uses vectors as input for the first time,
which can well retain the characteristic information such as the direction and the angle of the target. Therefore, this paper
proposes a radar target classification algorithm based on the combination of CapsNetv2 and infrared lidar, which simplifies the
convolutional layer of the traditional 9× 9 capsule network through a 1× 1 reduction layer and a 3× 3 convolution kernel, and
adopts a double-layer capsule layer. Two prediction frames are obtained to improve the recognition accuracy; at the same time,
the output volume retains the direction and the angle, which can more accurately classify the radar targets in various complex
backgrounds. Applying the method proposed in this article to the MSTAR dataset shows that the radar target positioning is
accurate. The rate increases to 99.5%. Finally, compared with the AlexNet and the YOLOv4 methods designed by Alex
Krizhevsky, the proposed radar target recognition method can accurately and quickly identify weapons and equipment from
complex backgrounds. The results obtained from the CapsNetv2 are accurately compared with other methods’ in complex
backgrounds. The proposed method significantly improves the efficiency of military inspections.

1. Introduction

Radar technology plays an important role in the field of
modern target detection. It is widely used in military and
civil transportation fields due to its all-weather and omni-
directional work characteristics. Target recognition is one
of the basic tasks in computer vision. Identifying the target
area and obtaining the accurate position of the target lay
the foundation for the next information processing of the
carrier and improve the perception ability of machine recog-
nition. The current main model is to process the visible light
image accordingly. However, the visible light image is sus-
ceptible to environmental lighting. Under low light, dark
or shadow conditions blocked by surrounding interference,
the processing data becomes more complicated. To achieve
high-reliability classification and recognition effects, modern
pattern recognition theories and methods are usually used
for classifier design, such as statistical-based pattern classifi-
cation methods, feature extraction methods, and neural
network-based pattern classification methods.

Statistics-based classification and recognition algorithms
use probability models to obtain the feature vector distribu-
tion of each category and classify the unknown samples. For
example, Shen Yanyan obtained the likelihood function by
extracting the ocean wave radar echoes and used Bayesian
classifiers for classification [1]. Liu Jingrui and others estab-
lished a weather radar warning system using probability sta-
tistical models to distinguish between strong and weak
rainfalls [2]. However, the weather environment is complex
and changeable, and there are many interference factors,
making the actual task of processing the radar signals much
more difficult than processing and identifying the visible
light images.

The traditional feature methods mainly match the
known features by extracting the feature points of the target.
Commonly used feature matching methods include the his-
togram of oriented gradient (HOG) feature [3], the scale-
invariant feature transform(SIFT) feature [4], and the
speed-up robust features (SURF) feature [5]. In 2001, the
American company ENSCO developed the Visual Identity
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System (VIS) track video detection system to realize real-
time detection of the working status of PandaPal fasteners
[6]. In 2005, the German railway engineering company
GBM Wiebe developed the GeoRail-Xpress comprehensive
inspection vehicle that was able to perform a real-time
inspection of the entire railway electrical equipment system
[7]. However, because it is necessary to extract and classify
multiple regions of the image, the recognition speed was
slow, and it was difficult to meet the requirements of real-
time detection.

In recent year, the target recognition algorithms based
on deep learning have made significant progress compared
with the traditional target detection algorithms. The repre-
sentative algorithms include R-CNN [8], Fast-RCNN [9]
and Faster-RNN [10]. However, the detection steps of these
methods are more complicated, and the real-time effect is
poor. The AlexNet [11] and YOLO [12] that have appeared
one after another can meet the requirements of real-time
detection, but often require a lot of data for neural network
training, and the training weights are easy to overfit. More-
over, the technical requirements for the equipment are rela-
tively high. In 2017, Hinton proposed that the Capsule
Network, referred to as CapsNet, would possibly replace
the traditional CNN network, bringing new opportunities
to the field of deep learning [13]. For example, the literature
[14] used the capsule network to classify handwritten digits.
Due to the single characteristics of the digits, the recognition
rate is high. However, the radar targets are generally
weapons and equipment with complex structures and are
easily affected by the conditions such as illumination and
angle.

This paper proposes a radar target recognition and loca-
tion algorithm based on CapsNetv2. For the characteristics
of weapons and equipment, light intensity, position, defor-
mation, angle, texture, and position information should be
considered. Therefore, these six features are selected as the
input vectors, and then a 1× 1 reduction layer combined
with a 3× 3 convolutional layer is used to simplify the tradi-
tional Capsule 9× 9 capsule neurons. Then the MSTAR
dataset is trained and learned through the double-layer cap-
sule network, and two prediction boxes are obtained, one
large and one small, to complete the recognition under dif-
ferent complex backgrounds. Finally, the improved CV
model and the infrared Lidar uses edge detection to accu-
rately locate the location of hazardous enemy weapons and
equipment.2 Structure.

A paper for publication can be subdivided into multiple
sections: title, list of all the authors and their affiliations, a

concise abstract, keywords, main text (including figures,
equations, and tables), acknowledgement, references, and
appendix.

2. Capsnetv2

In 2011, Hinton proposed the concept of capsule [15].
Unlike the traditional scalar neurons, the capsule network
is a vector composed of many neurons. The vector length
of the capsule neuron model indicates the possibility of the
existence of the target passed by the upper network, and its
direction represents the actual state of the entity, that is,
“Instance parameters”, as shown in Figure 1 [16].

The dynamic routing algorithm (Squash) solves the
problem by the output value of the capsule.

The update formula is:

cij =
exp bij

� �
∑kexp bikð Þ ð1Þ

bij = bij +Ui ⋅ V j ð2Þ
where cij is the dynamic routing coupling coefficient and k is
the number of initial similarity weights bij.

The capsule output Sj is obtained from the lower-level
capsule inputs Ui and cij:

Sj =〠
i

cijUi ð3Þ

where Ui is derived from Ui =Wijui,
Wij is the weight of the capsule network.
The output V j should be expressed as a probability.

Thus, the output value should be controlled between [0, 1],
which can be obtained by nonlinear compression:

V j =
Sj

�� ��2
1 + Sj

�� ��2 ×
Sj
Sj

�� �� ð4Þ

The principle of CapsNetv2 is roughly the same as that
of the capsule network. The image is first input to the convo-
lutional layer (ReLu), and a basic capsule layer is obtained
through the convolution operation. Then the data of the
basic capsule layer is transmitted to the image through the
dynamic routing algorithm (squash). The capsule layer then
transfers the image capsule layer data to the feature capsule
layer, and finally uses the fully connected layer to reorganize
and model the feature capsule layer data. However, the
CapsNetv2 consists of two image capsule layers and two fea-
ture capsule layers. If training is performed when the data of
one layer of the capsule layer has over-fitting, it can ensure
the success of the training of the other capsule layer. The
structure of the CapsNetv2 is shown in Figure 2.

The radar target image is composed of 3 categories,
which are set as BTR70(armored transport vehicle),
BMP2(infantry fighting vehicle), and T72(tank). The moduli
of the three types of target vectors are calculated and the

Vector
neuron j

C3j

VjΣ | Squash ()
C2j

C1jU1

U2

U3u3

u2

u1

Figure 1: Capsule neuron model.
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vector with the largest modulus value is the category with
the highest possible target probability.

The AlexNet, Yolov4 and the traditional capsule network
are used to compare the performance of the CapsNetv2 and
classify the image dataset. Table 1 compares the Top-1% and
Top-5% classification performance of each model for the
same dataset, where the GPU model is Titan X, and the
CPU model is Intel I7-10700(4GHz).

As shown in Table 1, CapsNetv2 has higher classification
accuracy in Top-1% and Top-5% compared with AlexNet,
Yolov4 and CapsNet. Moreover, the recognition time of
GPU and CPU is less, indicating that the CapsNetv2 has bet-
ter performance.

3. Principles of Radar
Target positioningSubheadings

3.1. Radar Image Preprocessing. In the radar target recogni-
tion technology, the collected radar image contains various
disadvantages such as noise, jitter, and weak light due to

its complex background, weather and other factors that will
affect the model training and recognition results. Therefore,
it is necessary to pre-process and correct the collected origi-
nal image and then extract the feature value of the target and
separate the target from the background.

The pre-processing steps include grayscale change,
binarization, noise reduction, filtering and edge extraction.
The specific flow chart of pre-processing is shown in
Figure 3.

(1) Perform grayscale processing on images of different
categories in the mSTAR dataset. The results are
shown in Figure 4(a);

(2) Binarize the grayscale processed image to remove the
influence of complex background, that is, set the
pixel point to 0 or 255, where the target gray value
is 255, and the other background is 0 as shown in
Figure 4(b);

(3) Noise will reduce the quality of the image, and the
collected radar target image is usually accompanied
by auxiliary equipment and anti-jamming equip-
ment that contain a lot of Gaussian noise. Therefore,
this article uses Gaussian filtering to process the
image, as shown in Figure 4(c);

(4) By comparing the radar target recognition effect with
Robert, Sobel or LOG operator, the edge of the target
detected by the Canny algorithm is more complete.
Therefore, this paper uses the Canny algorithm to
extract the edge of the radar target as shown in
Figure 4(d).

3.2. Improved CV Model. The Chan-Vese(CV) model is used
to divide the fuselage and barrel of the T72 tank. The energy
function of the CV model is [17]:

E C, c1, c2ð Þ = μ ⋅ L Cð Þ + λ1

ð
i Cð Þ

μ0 x, yð Þ − c1ð Þ2 + λ2

ð
i Cð Þ

μ0 x, yð Þ − c2ð Þ2

ð5Þ

9 × 9

ReLu Conv1

3 × 3

32

4 × 4

32
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Feature
Caps

16
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Target 
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1 × 1
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3 × 3

4 × 4

1 × 1
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256 × 256
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32
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16
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1 × 1

ImageCaps

8
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Figure 2: Schematic diagram of the CapsNetv2 structure.

Table 1: Performance comparison of different models.

Model Top-1% Top-5% GPU/ms CPU/S

AlexNet 57.0 90.0 2.5 0.30

Yolov4 63.0 92.0 2.7 0.26

CapsNet 70.0 92.5 1.8 0.66

CapsNetv2 72.0 93.5 1.3 0.18

Gray changeInput radar
target image Binarization

Gaussian filteringEdge extractionOutput image

Figure 3: Flow chart of hanging string image pre-processing.
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c1 =
Ð
Ω
μ x, yð ÞHε ϕð ÞdxdyÐ
Ω
Hε ϕð Þdxdxy ð6Þ

c2 =
Ð
Ω
μ x, yð Þ 1 −Hε ϕð Þ½ �dxdyÐ

Ω
1‐Hε ϕð Þ½ �dxdxy ð7Þ

In the formula, μ is the CV model constant; LðCÞ is the
arc length of the curve C; μ ⋅ LðCÞ is the length term, which
can smooth the evolution curve; λ1 and λ2 are the weight
coefficients, both greater than 0; μ0ðx, yÞ is the image pixel
gray value; c1 and c2 are the average gray values of the pixels
outside and inside the image evolution curve, respectively,
and HεðϕÞ is the regularization step function.

Considering that targets such as armored vehicles or
tanks are regular models with regular shapes and horizontal
symmetry, adding the level set method can better correct the
contour topological changes. The level set evolution Euler-
Lagrangian equation is:

∂ϕ/∂t = δ1 μdiv ∇ϕ/ ∇ϕj jð Þ − λ1

ð
i Cð Þ

μ0 x, yð Þ − c1ð Þ2
" #

+ λ2

ð
i Cð Þ

μ0 x, yð Þ − c2ð Þ2
ð8Þ

where δ1 is the global function, as the impulse function of

the CV model; div is the divergence operator and div ð∇ϕ/j
∇ϕjÞ is the curvature of the evolution curve.

This paper selects the T72 heavy tank with obvious bar-
rel characteristics as the segmentation object. The rectangle
is set as the initial contour line through the CV model.
The image needs to be corrected by Hough to accurately
locate the damaged location.

Figure 5 shows the original image (a), the initial circular
contour (b), the level set function (c) and the ellipse contour
positioning result corrected by Hough transform (d). It can
be seen that for the barrel with obvious characteristics on
the tank, the rectangular initial contour of the CV model is
modified by Hough change. The elliptical contour can better
locate the whole part of the tank compared with the circular
initial contour. Therefore, this article adopts Hough change.
The revised CV model is used for the positioning of the T72
tank.

3.3. Infrared Lidar Positioning. Suppose Tcamera
lidar is calibrated

as the conversion matrix from the lidar coordinate system to
the camera coordinate system, and the formula is as follows:

Pcamera X, Y , Zð Þ = Tcamera
lidar plidar X, Y , Zð Þ ð9Þ

According to formula (9), the relative three-dimensional
coordinates of the target in the camera can be obtained.

(a) Gray change (b) Binarization

(c) Gaussian filtering (d) Edge extraction

Figure 4: Processing results of the T72 tank.
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Let O − x − y − z be the coordinate system of the camera,
where O is the optical origin, and a point PðX, Y , ZÞ in space
corresponds to a point P′ðX, Y , ZÞ on the image plane, then:

Z
f
= X

X ′
= Y

Y ′
ð10Þ

where f is the focal length of the camera.
Let O − u − v be the pixel coordinate system, u and v axes

are parallel to x axis to the right and y axis down, respec-
tively. If the pixel coordinates are scaled α times on the u
axis and β times on the v axis, the relationship between the
coordinate P′ and the pixel coordinates ½u, v�T is:

u = αX ′

V = βy′

(
ð11Þ

Let αf = f x, βf = f y , be rewritten into a matrix form
through a homogeneous linear equation as:

u

v

1

2
664

3
775 = 1

z

f x 0 0
0 f y 0
0 0 1

2
664

3
775

X

Y

Z

2
664

3
775
def

= 1
Z
KP ð12Þ

where K is the parameter matrix in the camera.
By formula (12), the real coordinates of the target in

space can be obtained, and then it can be combined with

the CapsNetv2 to realize the recognition and positioning of
the radar target.

4. Algorithm Implementation

Figure 6 shows the specific process of the proposed radar
target image recognition and positioning model based on
the CapsNetv2.

(1) Input target images such as BTR70, BMP2 and T72
in the MSTAR dataset as different output vectors
into the CapsNetv2

(2) The primary capsule layer is obtained through the
convolution operation of the 1× 1 reduction layer
and the 3× 3 convolution layer. Then the two image
capsule layers are, respectively, trained and predicted
to obtain 8× 8×255 and 16× 16×255 two prediction
boxes

(3) The dynamic routing algorithm iterative formula (1)
is updated to obtain the characteristic capsule layer

(4) According to formula (4), the maximum probability
of the vector output modulus can be obtained, and
the classification with the maximum probability of
the radar target is obtained, and the two prediction
boxes are mutually verified

(5) A clear and complete edge line is obtained through
edge extraction of the identified target classification
image

(a) (b)

400

400
400200

200

600

600
800

300

200

100

–100

0

0 0

(c) (d)

Figure 5: Accurate positioning results of T72.
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(6) By improving the CV model and the precise posi-
tioning of the infrared lidar, the real three-
dimensional coordinates of the target can be
obtained

5. Experimental Verification

The method proposed in this paper is implemented using
MATLAB R2014b and TensorFlow software. The 6000 radar
target images with complex backgrounds in the MSTAR
dataset are used as the training set, and 20% of the training
set is randomly selected as the test set to verify the accuracy
of the classification.

Example target images are shown in Figure 7. Among
them, (a) and (b) are the T72 tanks in the sand and forest
environments, (c) and (d) are the BTR70 armored vehicles
in the sand and forest environments, and (e) and (f) are
the BMP2 tank in the sand and forest environments.

Figure 7 shows that the CapsNetv2 can accurately iden-
tify radar targets in different complex backgrounds and has
good robustness.

5.1. Different Network Training Effects. To verify the practi-
cability and recognition accuracy of the CapsNetv2, the

radar target images with different complex backgrounds
were used for training, and the performance of the Caps-
Netv2 was compared with that of the deep learning models
of AlexNet and YOLOv4. The learning rate and the step
length were changed and their performances were compared
to select the best value of the parameter. The learning rate
was 0.5, and the total number of steps was equal to 3000 as
the optimal parameter. The training results are represented
by the loss values, as shown in Figure 8.

Figure 8 shows the loss functions of AlexNet, YOLOv4
and CapsNetv2. The following conclusions can be drawn:

(1) The Loss value has shown an overall downward
trend in the training of the three networks, and the
first half of the decline is very fast. However, com-
pared with the AlexNet and YOLOv4 networks, the
initial loss value of the CapsNetv2 is only 0.9. This
is because the AlexNet needs to scramble every time
it reads the data, while in YOLOv4, the MSE loss
itself has certain problems and needs to be replaced
by IOU loss

(2) After the step size reaches 3000, the final loss func-
tion value of the CapsNetv2 is equal to 0.00015,

Input radar 
target 
image

Begin

CapsNetv2 for 
training and 

prediction

Target 
classificati

on

Misidentifi
cation

No

Edge 
detection

Improve CV 
model for 
positioning

Infrared lidar for 
positioning 
correction

End

Yes

CapsNetv2 
classification process

Targeting process

Figure 6: Flowchart of the proposed radar target recognition and positioning.
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which is about ten times smaller than the loss value
of AlexNet. This is because the CapsNetv2 uses a
simpler convolutional layer and a protocol layer,
and two image capsule layers for training. At the
same time, a model can be selected that has not been
trained over-fitting, so that the model has good
robustness

(3) Since there are no corner feature points in the Alex-
Net, and training on a small sample dataset cannot
make the model more stable, once the loss value
reaches 0.5, the model training becomes jittered

and the training is terminated early. However, the
CapsNetv2 retains different features information
and training is more stable, which highlights the
superior performance of the CapsNetv2

In order to verify and improve the learning perfor-
mance of the capsule network, a database was used to ran-
domly select the image data and compared with several
other different algorithms. The results are shown in
Figure 9.

It can be seen from Figure 9 that the recognition rate of
the CapsNetv2 is higher than that of AlexNet and YOLOv4.

(a) (b)

(c) (d)

(e) (f)

Figure 7: Identification effect.
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Through continuous learning, the recognition accuracy
reaches 99.5%. This is the result of learning by multiple vec-
tor capsules and retaining different feature vectors (such as
amplitude and angle). At the same time, the two image cap-
sule layers can be predicted separately, which reduces the
phenomenon of over-fitting and the possibility of
misclassification.

Table 2 compares the recognition times of different algo-
rithms. It can be seen from the table that compared with
AlexNet and YOLOv4, the CapsNetv2 has a shorter classifi-
cation time and is more suitable for detecting radar targets
in different complex backgrounds.

5.2. Target Positioning in a Complex Background. The
improved CV model is used to locate the radar target image
identified in the CapsNetv2. From Steps 4 to 6 in Figure 6,
the precise positioning of the radar target includes edge
extraction, CV model positioning and infrared lidar posi-
tioning correction. The positioning results are shown in
Figure 10.

It can be seen from Figure 10 that the improved CV
model proposed in this paper and then corrected by the
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Figure 8: Loss values of different training models.
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Table 2: Identification times of different algorithms.

400∗600 600∗800 800∗100
AlexNet 7.6 8.2 12.4

Yolov4 8.4 8.9 11.6

CapsNetv2 2.5 2.9 4.3
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infrared lidar can accurately locate the radar target images in
different backgrounds.

From the different types of radar targets identified by the
CapsNetv2, a group of 20 images were randomly selected for
precise positioning of the radar target, and compared with
the infrared imaging method and the local feature analysis

method [18]. Table 3 compares the positioning accuracies
of different methods.

Table 3 shows that the proposed radar target recognition
and positioning method that combines the CapsNetv2 and
the CV model is more suitable for small sample learning
and has better training effects. Thus, the proposed method
has higher positioning accuracy than the other methods
and is suitable for different complex backgrounds.

6. Conclusion

With the continuous improvement of military warfare tech-
nology, the real-time detection of different radar targets
under different complex backgrounds is particularly impor-
tant. This paper proposes a radar target detection model
based on the CapsNetv2 and the improved CV model mod-
ified by infrared lidar. The proposed model can identify
radar targets in complex backgrounds and accurately locate

(a) The loss of AlexNet and YOLOv4 (b) The loss of CapsNetv2

(c) CV model positioning of the BTR70 (d) Infrared lidar positioning correction of the BTR70

(e) CV model positioning of the BMP2 (f) Infrared lidar positioning correction of the BMP2

Figure 10: The results of radar target positioning.

Table 3: Comparison of positioning accuracies of different
methods.

Positioning method
Target precise positioning

accuracy rate/%

The CV model+ infrared lidar
positioning

97.5%

Infrared lidar imaging 92.6%

Local feature analysis 90.2%
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their positions. The target positioning algorithm is simulated
and experimentally verified. The following conclusions can
be drawn:

(1) The CapsNetv2 has strong self-learning and adaptive
capabilities, and has a good training effect for small
sample sets. It can effectively detect different types
of radar targets and suppress interference caused by
complex backgrounds. The recognition rate reaches
as high as 99.5%. The reason is that the input of
CapsNetv2 is a vector, which retains the feature
information of the target to the greatest extent, and
through the double-layer image capsule layer for
training, it effectively reduces the over-fitting phe-
nomenon and can more accurately classify different
radar targets

(2) The radar target image identified and classified by
CapsNetv2 is segmented by the improved CV model,
and finally corrected by the infrared laser mine,
which can accurately locate the position of the target.
The accuracy rate of the proposed method reaches
97.5%, which is more suitable for the precise posi-
tioning of radar targets than the other methods

The method proposed in this paper can better realize the
radar target recognition under complex background and can
provide accurate location information to meet the require-
ments of real-time inspection. However, the training time
of the CapsNetv2 for a large number of images is relatively
long. Thus, reducing the training time of the capsule net-
work will be the focus of future research.

Data Availability
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able. Requests for access to these data should be made to
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Internet of Things (IoT) is being used in various parts of human life (domestic and commercial) to provide ease in living, safety,
increase productivity, monitoring, and resource optimization in various industries. Agriculture is one of them, where IoT and
robots are being used before and after the cultivation process, from preparing land for cultivation to supplying them to the
consumer market. These domains include crop monitoring, smart irrigation, pest monitoring, and smart pest control,
harvesting, and safely supplying them in the consumer market by maintaining the quality and integrity of the final product.
Pakistan is an agricultural country, where it stands in terms of advanced agriculture technology. In this review, we discussed
the major IoT ecosystem components. What are the most practiced smart agriculture techniques and their benefits and some
widely used applications of IoT in agriculture? Through this overview, we are trying to highlight the potential of IoT in
agriculture for sustainable food security for Pakistan.

1. Introduction

Food security is becoming the biggest challenge to the world
as by 2050 the world’s population is predicted to reach 9.7
billion which is 20.6% of the current population [1]. Also,
the rate of urbanization is accelerated, with 68% of the world
population expected to be urbanized in 2050 [2], which was
54% until 2018 [3] which will reduce available arable land.
On the other hand, not all the land on earth is arable because
of some factors like soil quality, climate, topography, and
high variability factors within the homogeneous land. Fur-
thermore, the rate of arable land declining surpasses the rate
of recovery because of pollution, soil erosion, and land deg-
radation [4]. All these issues are inclined toward the adop-
tion and advancement of agriculture. Pakistan is an
agricultural country, and agriculture contributes 19.5% to

the country’s Gross Domestic Product (GDP) and provides
38.5% of employment of the national labor force [5]. Agri-
culture in Pakistan is declining because of water scarcity,
old practices, and uneducated farmers. Unfortunately, Paki-
stan follows downward in agriculture, mostly focusing on
chemical fertilizers and pesticides and genetically modified
organism (GMO) seed, although GMO crops proved to be
beneficial as cash crops for Pakistan; it is harmful to biodi-
versity, especially in Pakistan producing 95% of yield as
Bt-cotton and hybrid maize [6]. Pakistan is taking several
initiatives for food security [5]. But there is no plan found
for adaptation for technology; we did not even find any con-
crete interagriculture-information technology research in
the last decade. Even the most viable solution could be the
adoption of IoT systems in the processes of agriculture.
The reasons could be Pakistan being a developing country,
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upfront cost, lack of budget for research and development
(R&D), and undefined agriculture policies. After the emer-
gence of the IoT, it changed the dimensions of different sec-
tors and industries like health care [7], car monitoring
systems [8], smart agriculture [9], smart cities [10], and
smart homes [11]. The IoT is a system that does not require
any machine-to-machine and human-to-machine interac-
tion to perform any task, possesses the ability to transfer
data over a network, and consists of multiple interrelated
computing devices and digital and mechanical machines
with unique identifiers (UIDs), which is relatively cheap as
compared to previous existing technologies but still required
researchers and industry attention.

IoT-based systems provide some major capabilities such
as data acquisition and communication infrastructure (used
to connect smart objects to end-user applications through
the Internet), cloud-based intelligent data analysis, deci-
sion-making, end-user interface, and operation automation.
These capabilities are opening new dimensions in the field of
agriculture. This paper is a brief overview of the application
of the Internet of Things in smart agriculture for sustainable
food security. The overview consists of some practical case
studies, white papers, and articles about how IoT could pro-
vide sustainable food production with minimal resources
and what are challenges to begin with and what could be
the possible approach to implementing the IoT-based
ecosystem.

2. IoT Ecosystem’s Equipment and Technology

IoT ecosystem is a combination of several technologies and
equipment that are embodied by integrated systems that
work seamlessly in their operations (Figure 1), representing
the IoT system architecture. Data acuisition is done from
the sensors and the data is transferred to the cloud architec-
ture where desicions are taken to perform operations in the
field based to provide insight for the end-user application.
All components of the system work independently without
having any human-to-human or human-to-machine inter-
action. Here are some common components that make this
whole process seamless and integrated.

2.1. IOT Sensor Components/Technology. Smart agriculture
cannot be possible without the sensor’s technology. Sensors
are used to gather and measure different factors and vari-
ables of environments that could affect crop yield. The suc-
cess of precision agriculture is based on accurate sensor
data acquisition for crop- and soil-specific management
[12]. Almost all the equipment and vehicles (i.e., tractor,
harvester, unmanned aerial vehicle, and sensor device) are
equipped with remote sensing facilities like Geographic
Information System (GIS) and Global Positioning System
(GPS) for precise and autonomous site-specific operations.
A wide range of IoT sensors available for monitoring appli-
cations can be classified into two categories. The first one is
intelligent multipurpose imagery sensors, which could be
embedded on unmanned aerial vehicle (UAV), rails, and
fixed position components and could involve remote sensing
[13]. Combined with deep learning, these sensors can reach

their full potential and are capable of soil and vegetation/
crop mapping, crop phenology, crop height, estimation of
yields, fertilizers’ effect and biomass, plants water stress
detection and drought conditions, pest detection and man-
agement, weed detection, and greenhouse monitoring [14].
The second type of sensor is more commonly used and spe-
cific to their use case and can be deployed at various loca-
tions on the field. The most common sensors are airflow,
soil moisture, electrochemical, capacitive humidity, position,
mechanical, optical, and temperature sensors. Table 1 repre-
sents sensor working and their use cases. Furthermore, there
are some worth mentioning factors that make IoT sensors
suitable for smart agriculture: (1) computational efficiency,
(2) cost, (3) coverage, (4) durability, (5) memory, (6) porta-
bility, (7) power efficiency, and (8) reliability.

2.2. Unmanned Aerial Vehicles (UAVs). Apart from the IoT
ecosystem, UAVs is itself an emerging and self-existing tech-
nology that is a combination of various other technology
stacks such as robotics, on-board computing, artificial intel-
ligence (AI) [21], information and communication technol-
ogy (ICT), IoT, and battery. The reason behind the
popularity of UAVs is that it is filling the gap of limitation
of remote sensing imaging through satellite because of
weather and cloud penetration and on-ground limitation
of robots because of uneven plains, obstacles, and speed.
UAVs provide imaging with high resolution using hyper-
spectral, multispectral, and Red Green Blue (RGB) cameras
[22]. It entails more accurate details of the field at a much
cheaper cost.

UAVs are workable in monitoring as well as in the
action phase of the application. Common usage of UAVs
in two major phases of precision agriculture is as follows.
First one is monitoring, where applications are soil and crop
mapping and sampling [23], yield forecasting [24], weed
detection [25], pest and disease detection [26], and soil and
crop stress assessment [27, 28]. The second one is an action
phase where applications are sowing seed [29], spraying her-
bicides [30], pesticides [31], and fertilizer [32].

UAVs have two main types shown in Figure 2: fixed-
wing UAVs and rotary-wing UAVs. Fixed-wing UAVs are
more similar to airplanes and more or less follow similar
phenomena for flying; fixed-wing UAVs are more favorable
to work on large areas because of the capability of long
range, high speed and altitude, and crash tolerance.
Rotary-wing UAVs have further classification such as heli-
copter and multirotary type; commonly, multirotary UAVs
are named after their number of rotaries, i.e., four-rotary
UAVs as quadcopter [33, 34], six-rotary UAVs as hexcopter
[35], and eight-rotary UAVs as octocopter [36]. Fly in a hov-
ering manner similar to a helicopter. Rotary-wing UAVs
have more advantages than fixed-wing UAVs such as being
easy to set up and operate, low altitude flight, precise loca-
tion operation ability, no wind planning required, and being
fully autonomous for daily agriculture operations.

With all the ease, UAVs have some limitations as well.
The technical limitations of UAVs are low battery time
and efficiency, payload, communication distance, and low
flight time. Fixed-wing UAVs can communicate up to 100
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kilometers, and the average flight time is about 5 h [37]. Bat-
tery efficiency researchers are working to develop a more
efficient hybrid battery and battery management and optimi-
zation techniques [38, 39].

2.3. Communication Technologies. Smart agriculture is
impossible without the inclusion of ICT. Data has no pur-
pose if it cannot be sent to some database or cloud for fur-
ther computing and analysis; it is considered the backbone
of smart agriculture. There are several classifications in com-
munication technologies based on their communication
range, data rate bandwidth, power consumption, licensed
or unlicensed spectrum, frequency band, and subscription
prices. Every communication technology works better than
others in different application scenarios which depend on
what aspect is most important in that particular application.
For each application scenario, some work best or some work
worst. For example, Zigbee communication technology is

more suitable for greenhouse agriculture monitoring, and
Narrowband Internet of Technology (NB-IoT) and long
range (LoRa) are more suitable for field precision agricul-
ture [40].

Choosing communication technology for smart agri-
culture depends on multiple factors. Some factors are
more prominent than the other; e.g., unlicensed spectrum
technologies could have better bandwidth but come with
some pitfalls such as radio frequency interference, insecure
communication, infrastructure setup cost, and low range
connectivity. Radio frequency identification (RFID), Blue-
tooth, Wi-Fi, and Zigbee are examples of unlicensed spec-
trum technologies. On the other hand, licensed spectrum
technologies are reliable, provide accessibility for large
areas, are secure, and have less infrastructure cost but have
a subscription for data transmission and low data rate
bandwidth as compared to the unlicensed ones. A survey
suggests that ZigBee, Wi-Fi, and cellular technologies are

IoT cloud
platform

Gateway

IoT node

Remote user

Farmer

Application interface

Application
server

Big data analytic IoT ecosystem

Co
m

m
un

ica
tio

n 
pr

ot
oc

ol
s

Figure 1: IoT ecosystem for agriculture.

3Wireless Communications and Mobile Computing



more popular among researchers for agriculture applica-
tions. About 45% of Zigbee, 25% of Wi-Fi, and 20% of
cellular or multihopping technologies are utilized by the
researcher for their agriculture-related experiments [41].
Furthermore, NB-IoT and Long-Term Evolution Machine
(LTE-M) are relatively new Low-Power Wide-Area
(LPWA) technologies and could capture more attention
as the 3rd Generation Partnership Project (3GPP), the
standard group specifying the 5th generation mobile net-
work (5G) and other wireless networking standards, has
affirmed that these technologies are going to be a part of
5G and will be the only LPWA-supported 5G technology
[42]. Table 2 shows some widely used communication
technologies in smart agriculture.

3. Smart Agriculture Methods and Techniques

Humans have been trying to improve food production for
centuries to meet food requirements. To achieve this task,
they are adopting and applying different advanced agricul-
ture techniques. After the emergence of IoT, advanced agri-
culture techniques like vertical farming, hydroponics, and
phenotyping significantly improve their performance by uti-
lizing IoT and becoming an essential part of them. It is cost-
effective and can help us in the efficient management of
resources ranging from input resources, labor resources,
and operational resources and also provide a high yield.
Applications of technology are geospatial and temporal sam-

pling and mapping, disease and pest monitoring, smart irri-
gation, and fertilization. Commonly used technologies and
equipment are sensors, UAVs, IoT-based machinery and
communication, etc.

3.1. Precision Agriculture. Precision agriculture existed long
ago but it was not viable for small and medium farmers
and even not viable for large farmers in developing countries
like Pakistan, the challenges ahead like climate change, a gap
in demand and supply of food, urbanization, and declining
arable land are unavoidable. In this situation, the emergence
of IoT is enabling a new dimension in precision agriculture,
consisting of several already existing technologies such as
WSN, RFID Gateways, cloud computing, communication
protocols, middleware components and end-user inferface
[49]. Communication protocol, middleware components,
and end-user interface [49].

Precision agriculture is focused on the utilization of nat-
ural resources efficiently and protecting the natural environ-
ment. There are four steps to implement precision
agriculture: characterizing the extent and scale of variability
in soil and crop attributes, interpreting the significance and
causes of variability, managing variability on a spatial and
temporal basis, and monitoring the outcomes resulting from
the variability management practices [50] that could only be
done efficiently using the IoT. To wind up the discussion,
Figure 3 illustrates the common hurdle in the adoption
and implementation of technology in precision agriculture;
on the other hand, Figure 4 indicates the key advantages of
IoT in precision agriculture (PA). The precision agriculture
adoption starting point could be yield monitoring by gather-
ing data to develop spatial and temporal feature databases
for management of land for interpretation and yield
mapping.

3.2. Greenhouse Farm. Greenhouse farming is more or less
similar to precision farming with some subtle differences
and purposes. The major difference is that greenhouse

Fixed-wing UAV Rotary based UAV

Figure 2: Two main types of UAVs.

Table 1: Agriculture sensors and use cases.

Type of sensors Functionality Use case

Capacitive
humidity [15]

Use of electrodes with hygroscopic dielectric
material, to detect air moisture by electrical

permittivity

Monitor humidity of soil and air in a controlled environment for
irrigation and fertilization

Electrochemical
[16]

Use of electrodes to detect specific ions in the soil
Properties like the macro and micro nutrients in the soil, salinity,

and pH are measured

Imagery and
remote sensing
[13]

Use of multispectral cameras, hyperspectral cameras,
IR cameras, and digital cameras to generate a digital

image

Monitor anomaly, weed, disease, pest, and crop mapping with the
help of spatial, spectral, and temporal resolution

Mechanical [17]
Use to measure soil mechanical resistance to indicate

the soil compaction
To detect the force used by the roots in water absorption and

useful for irrigation and soil inspection

Optical [18] Use of light to measure soil properties
Light reflectance phenomena used to determine clay content,
color, minerals and their composition, organic matter, and

moisture content of soil

Position [19]
Use of Global Positioning System (GPS) satellites to

determine the latitude, longitude, and altitude
The GPS provides precise positioning and backbone for GIS that

is used for geospatial analysis

Soil moisture
[20]

Use of electrodes to assess moisture levels by
measuring the dielectric constant in the soil

Time-domain reflectometry (TDR) for nondestructive
continuous monitoring of soil water content
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farming is done in a closed or isolated environment or space
where environmental parameters are controlled and man-
aged by smart systems. Although greenhouse farming is
not new, the information technology and IoT found applica-
tions that are aligned with greenhouse techniques like tem-
perature, humidity control, and monitoring in the shed.
The precise and continuous monitoring and controlling can-
not be achieved without IoT and smart systems. Greenhouse
space is comparatively smaller than open-field agriculture
but yields more productivity than traditional methods. The
Netherlands is one of the small countries and the second
largest exporter of agricultural goods utilizing greenhouse
farming and hydroponics variety of crops [51]. Through
greenhouse farming, we can even utilize desert space for sus-
tainable farming [52].

3.3. Urban Farming. Urban farming is another revolutionary
idea and a relatively new concept, with the fusion of different
methods such as rooftop farming, indoor farming, vertical
farming, hydroponics, aquaponics, and aeroponics; as
already mentioned in the article, more population is shifting
toward urban areas, and urban areas are the large consumer
of food products. On the other hand, climate change and
water scarcity affect agriculture harshly and are serious chal-
lenges for sustainable food security. Also, some other chal-
lenges are long distance between food producers and food
consumers so there is a transportation and chain supply
expense that impacts food quality, causing extra pollution
by transport vehicles. Urban farming is a solution where
people can grow food in their proximity to have fresh and
cheap food. Urban farming is completely dependent on the
precise control environment and system to grow day and
night and a whole year without any season and weather
impact. We can grow food in a closed box without any sun-
light the whole year [53]. By realizing the potential of urban
farming, Paris is taking a shift with its largest rooftop farm
with an expectation to have 30 different types of plants, fur-
thermore aiming to have more than 100 hectares of rooftops
farms [54]. Similarly, the 100 ft below the ground abandoned
space is well utilized for vertical farming in London [55].

4. Applications of IoT in Agriculture

In the smart era of agriculture, almost all the agriculture pro-
cesses are data-driven that are acquired by continuous mon-
itoring of on-site IoT devices. Applications of smart
agriculture that can only be done by utilizing IoT are geospa-
tial and temporal mapping and sampling [56], smart drip
and sprinkler irrigation, pest and pathogen monitoring and
controlling, yield assessment, precision fertilization, and
environment maintenance. All these applications are briefly
discussed below:

4.1. Geospatial and Temporal Mapping and Sampling. The
simple and crucial application of precision agriculture can
be used for crop field assessment and mapping. Applications
that depend on the geospatial and temporal sampling are
weed management systems, water stress assessments, and
vegetation indexes. Also, it can be used for spatial variability
assessment using GIS [57].

Geospatial can be done using remote sensing, aerial sur-
veys using planes, and remote imagery using UAV. Initially,
it was expensive and not as efficient as today. Because of sat-
ellite remote sensing and cloud distortion, UAV is cost-
effective and way more efficient and could be adopted as
the first step for precision farming, even by farmers in devel-
oping countries like Pakistan.

4.2. Smart Irrigation. As the world has been facing the chal-
lenge of water scarcity, Pakistan is becoming water scarce
from a water-stressed country [58]. By using IoT and smart
systems, weather adaptive smart irrigation systems can be
implemented and reduce the usage of precious resource
water [59]. Smart irrigation is designed to irrigate only if
necessary, depending on the crop and soil stress level.

Anomaly alert
system

Automation

Resource
optimization

Higher
yield

Climate
control

Continuous
monitoring

Decision
making

Key advantages
of IoT in

agriculture

Figure 4: Key advantages of IoT in agriculture.

No
implementation

standard

Un-trained
farmer

Upfront
cost

Connectivity
and

converage

Fear of new
technology

Fragmented
market

Challenges in
technology
adoption

Figure 3: Challenges in technology adoption.

6 Wireless Communications and Mobile Computing



UAV is a great tool to deal with the variability factor of
water stress; sprinkler irrigation can be done using UAV
for precise irrigation on the spot [60].

4.3. Pest and Weed Management System. Pest, weeds, and
pathogens can affect the crop harshly and may reduce pro-
ductivity by up to 30% only by weeds [61]. On the other
hand, pesticides and herbicides also reduce the profit and
degrade the product quality as well which is a big concern
for the consumer. IoT and smart systems can assess the dis-
ease, pest, and weed in the crop in the early stages and can
inform the farmer, also capable of eradicating the pest and
pathogens by precise targeting with pesticides and herbi-
cides; smart vehicles [62] can also be used for this purpose.

4.4. Yield Assessment. Yield assessment is the most essential
part of smart agriculture. For any type of assessment, data
acquisition is the first step. Precise and continuous monitor-
ing for the biotic and abiotic factors is only possible by IoT,
WSNs, and UAV imagery. All these devices generate enor-
mous amounts of unstructured data. The acquired data can
be utilized for the early prediction of disease [63], crop pre-
diction [64], and harvest planning [65]. Through these
applications, farmers can reduce their labor cost and opera-
tion cost, can do the error-free assessment for diseases and
pests, estimate the revenue and profit, and schedule and plan
a more suitable harvesting period that results in less input
cost and more profitability in the long run.

4.5. Precision Fertilization. Another most important applica-
tion of IoT for agriculture is that it can save money and the
environment at the same time. Imbalance fertilization can
cause multi-impact damage; i.e., sometimes plants require
fewer nutrients; thus, excessive fertilizer may drain away or
cause salinity in the soil which may rotten the plant,
decrease productivity, cost you extra, and also cause climate
change by evaporation. On the other side, if the plant
required more nutrients, but was provided less, that also
caused a decline in productivity and growth. Furthermore,
fertilizer proportions of different elements such as nitrogen
(N), potassium (K), and phosphorus (P) and water also mat-
ter because proportion depends on plant type, soil type, and
weather; otherwise, crops cannot be productive. One more
aspect is the variability which can only be handled through
precision monitoring and mapping of land and crop. Smart
IoT-based agriculture systems provide an optimal estimation
of nutrient requirement [66] and reduce the labor cost and
input costs.

5. Challenges and Solutions of Using IoT
Devices in Smart Agriculture

The most significant limitation of using IoT devices is bat-
tery life and especially when using UAVs in agriculture is
the flight time along with the battery. A thorough study
has been performed, and this one is an open area for various
solutions [67]. Many researchers have worked to reduce
these hurdles and proposed and tested their solutions.

To enhance the UAVs’ fly time, ultralightweight WPT
systems were proposed [68]. The system is flexible enough
to handle air-gap geometrical changes. The system is capable
of charging UAVs in midair and extending the flight time to
around 7 minutes. Their system can charge drones wirelessly
with 10W. In another work [69], a wireless charging system
for UAVs was developed using capacitive power transfer
(CPT) technology. This system can charge UASs on wide
charging areas. Their system’s emitting side is comprised
of a circuit, transformar and inductors.The receiving side is
comprised of all the small devices using semiconductor ele-
ments for a DC-DC converter and charge controlling IC.
Their prototype system works on around 12W and provides
more than 50% efficiency.

While considering the magnetic resonant coupling tech-
nique due to its efficiency and capability of high power
transfer, [70] has proposed and developed a wireless charg-
ing system for UAVs used in agriculture fields. In their
experiments, they achieved maximum transfer power and
efficiency by using FSC coil with 150 coil turns in the trans-
mitter circuit and the MTC comprising 60 coil turns in the
receiver UAVs.

Another major hurdle of using UAVs in smart agricul-
ture is path loss while communicating wirelessly due to the
surrounding environment, and an accurate path loss model
is essential for smart agriculture applications to make sure
wireless data communication without unnecessary packet
loss among each component of the system. [71] has pro-
posed and tested two improved models. Their simulation
results show that the hybrid exponential and polynomial
and particle swarm optimization models noticeably
improved the coefficient of determination (R2) of the regres-
sion line, with the mean absolute error (MAE) found to be
1.6 and 2.7 dBm for both algorithms. The Wireless Under-
ground Sensor Network (WUSN) faces the same path loss
issues, and [72] has proposed and developed a system based
on an accurate prediction of the Complex Dielectric Con-
stant (CDC) to handle the path loss for precision agriculture
known as WUSN-PLM. Their results show that the WUSN-
PLM outperforms the existing path loss models in different
communication types and provides 87.13% precision and
85% balanced accuracy on real cheap sensors.

6. Conclusion

In this review, the importance of IoT and its successful
applications in agriculture is presented along with challenges
and solutions. IoT’s ecosystem and use of UAVs and their
various types and benefits, different communication proto-
cols, and their pros and cons for agriculture applications
are also covered. We have also discussed how IoT can be
applied in different smart agriculture techniques such as pre-
cision agriculture, greenhouse farming, and urban farming
with some case studies of food product leaders. Further-
more, we have discussed some widely used applications of
IoT in agriculture. Consider geospatial and temporal map-
ping and sampling of crops as the first step for smart agricul-
ture for any developing country like Pakistan where the
upfront cost is a big issue for farmers. After the overview,
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we conclude that Pakistan as agriculture taking several ini-
tiatives to cope with climate change, water scarcity, food
insecurity.The usage of advanced information technology,
artificial intelligence which is somewhat missing in local
developed projects. Thus, Pakistan and other developing
countries should bear the upfront cost and R&D in the inter-
agriculture and information technology field; it will help
them in the long run for sustainable food security irrespec-
tive of climate conditions.
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Vehicular Ad hoc Networks (VANETs) are the industrial cornerstone of intelligent transportation system (ITS), which are widely
used in traffic management, automatic driving, and road optimization. With the expansion of the scale of the mobile ad hoc
networks (MANETs) and smart vehicles (SV), VANETs will produce a large amount of data. In the open access environment
of VANETs, the security of information transmission and the authenticity of user identity need to be considered when
different vehicles communicate. In order to solve the cybersecurity risks of large-scale deployment of VANET, this paper
proposes a trusted blockchain-based signcryption protocol and data management (TB-SCDM) for authentication and
authorization (A&A) in VANETs. In the existing attack model, TB-SCDM can ensure the confidentiality and undeniability of
information, as well as can effectively resist 51% attacks, eclipse attacks and double-spending attacks, etc. Through benchmark
analysis, this scheme has higher computing efficiency and lower storage cost compared with other existing schemes.

1. Introduction

The VANETs have stimulated interest in both academic and
industry, thanks to their intelligence and networking that assist
vehicle driving and promote the application and development
of ITS (e.g., automatic driving) [1–3]. At the same time, the
VANETs have also become one of the most promising and
fastest-growing subsets of the MANETs [4]. The VANETs
are distributed and self-organized networks which communi-
cate through wireless media, built up by SV, roadside units
(RSUs), global positioning system (GPS), trusted authority
(TA), and on-board units (OBUs). SV could communicate
with each other as well as with roadside units (RSU) (e.g., elec-
tric toll collection of highways), which provide a good dedi-
cated short-range communication (DSRC) by IEEE 802.11p
standard for automatic driving technology to identify real-
time traffic conditions [5–7]. TA is a third-party certification
center used by the RSU and OBU that is responsible for con-
trolling the whole network. RSU is a base station (e.g., Wi-Fi

or WiMAX) that keeps as a central hub between the TA and
the OBU and performs different authentications. The OBU is
introduced on the vehicle to acquire procedure and exchange
data identified with different vehicles and RSUs throughDSRC.

With the main goal of improving road safety and driving
conditions, VANETs are established with five types of com-
munications: the vehicle-to-vehicle (V2V), vehicle-to-roads
(V2R), vehicle-to-infrastructure (V2I), roads-to-roads (R2R),
and the roads-to-infrastructure (R2I) [8]. The architecture of
VANETs is appeared in Figure 1. Due to the open nature of
VANETs and lacking infrastructure, these delays establish
reliable end-to-end communication paths and have efficient
data transfer [9–10]. In particular, automatic driving technol-
ogy has many system problems and security difficulties in
obtaining availability, securing communication, and accessi-
bility of exchange. In VANETs, SV are strangers who do not
trust each other [11]. Without authentication and authoriza-
tion, the attacker may impersonate any vehicle to broadcast
forged messages to easily track the target vehicle by analyzing
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the broadcast messages, which will pose a serious threat [12].
Therefore, when the users of SV use automatic driving, they
need to authenticate and authorize the identity of vehicle in
VANETs.

In the conventional A&A schemes, public key infrastruc-
ture- (PKI-) based solutions need a certificate authority (CA),
while identification-based solutions require a key generation
center (KGC) to provide vehicles with secure authentication
[13–15]. However, there is a high computational overhead
and large storage capacity on the CA and TA in the case of large
number of certificates.

Considering the above limitations, blockchain has the func-
tion of distributed storage, which can effectively realize decen-
tralization [16–17]. The methods of automatically injecting
trust, checking reliability, monitoring interentity communica-
tion, and analyzing behavior can be implemented in the block-
chain. It forms a distributed database by using digital signature,
encryption technology, hash function, and timestamp [18].
Blockchain assigns the responsibility of maintaining privacy
and security to all entities in VANET instead of centralized
operation [19–22]. In addition, identity-based signcryption
protocol has shorter ciphertext and less computational over-
head, which can sign and encrypt the data to ensure the confi-
dentiality and nonrepudiation of the information [23–25].

Our contribution: in automatic driving, since VANETs
consist of a large number of SV at high speed, the security of
information transmission must be satisfied A&A efficiently.
In this paper, we propose a scheme that combined blockchain
and signcryption to realize the A&A when the SV using auto-
matic driving interacts with other media. Figure 2 shows the
physical process of TB-SCDM when the SV use automatic
driving. The contributions of this article are as follows.

(1) This article is an SV management system built on
the consortium chain, which can upload the rele-
vant data of SV to the blockchain to realize distrib-
uted storage

(2) The A&A function of SV users in ITS can be effec-
tively realized in TB-SCDM scheme. The A&A
mechanism we designed can ensure the trusted
identity and effective authorization of SV users in
VANETs

(3) The TB-SCDM scheme combines blockchain and
signcryption. The data on the consortium chain can-
not be tampered with arbitrarily. This mechanism
provides a stronger security level for signing and
encrypting the data that needs to be verified. There-
fore, the confidentiality and unforgeability of SV
information transmission in VANETs can be real-
ized through TB-SCDM

2. Preliminaries

2.1. Consortium Chains. Consortium chain has the advantages
of weak concentration, high controllability, and great scalabil-
ity [26]. Thanks to the number of nodes and organizational
structure being relatively limited, consortium chain is mainly
applied in systems built by specific organizations (e.g., data
interaction of ITS). The rights of each participating node in
the consortium chain are completely equal, and they can real-
ize the trusted exchange of data. Each node of the consortium
chain has a corresponding entity that wants to join and exit
only to be executed after authorization. In the consortium
chain, data transactions do not need the consensus of the

V2V
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R2R
R2I
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RSU

RSU
GPS

TA
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Figure 1: The architecture of VANETs.
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whole blockchain network. Therefore, the consortium chain
satisfies the data management requirements of VANETs
through controlled access, efficient storage and trusted storage.

2.2. Smart Contract. Smart contract refers to a computer
program that can be executed by a network of mutually
untrusted nodes without any trusted authority. Compared
with traditional programming source code, smart contracts
utilize blockchain immutable distributed storage. In the ini-
tial stage of building the data storage system of SV, the vehi-
cle management system can write triggers to realize the
functions according to the actual needs. Once the system is
put into operation, when the trigger conditions are met, the
content of the smart contract can be executed to complete data
upload, network access, and other processing functions.
Finally, smart contracts can be developed to achieve smaller
permission control granularity.

2.3. Practical Byzantine Fault Tolerance. The practical byzan-
tine fault tolerance (PBFT) means a kind of fault tolerance of
distributed network (i.e., the network can still make honest
nodes reach a consensus. The PBFT mechanism will specify
that one node in the system is the master node, and the other
nodes are secondary nodes [27]. The process of PBFT is shown
in Figure 3. When the primary node fails, all legal nodes in the
system are eligible to upgrade from the secondary node to the
primary node and follow the principle of the minority obeying
the majority to ensure that honest nodes can reach a consen-
sus. However, in order for the PBFT to operate normally, the
number of malicious nodes must be less than 1/3 of the total
number of nodes in the network. For example, in order to
ensure the normal operation of the whole system, assuming
that the number of invalid or malicious nodes tolerated by
PBFT is F and the total number of nodes of the system is ∣R
∣ = 3F + 1, then 2F + 1 normal nodes are required. Hence,
the PBFT algorithm can tolerate less than 1/3 invalid or mali-
cious nodes.

2.4. Meaning of Symbols. The specific meaning of the sym-
bols is contained in Table 1.

3. Formation Definition

3.1. Syntax. The algorithm definition of TB-SCDM is as
follows.

Initialize (1θ) →Table: the initialize algorithm is exe-
cuted by an administrator in the securable environment.
Firstly, the administrator has a query for system and takes
as input a security parameter θ, then return a local table
named management and output 0 otherwise.

BlockUp (Table)→1 or 0: the BlockUp algorithm is run
by the administrator as well. For this algorithm, administra-
tor sends each primary key ðNi, Ii, IDi, IKi, IRi, PKi, Ci, μi,
σi, σIRi

Þ to table for achieving consensus among nodes then
output 1 or 0.

Signcrypt (Ni,IDi,IKi)→PKi,SKi: the Keygen algorithm is
performed by one user who tries to register a new account in
the system. The user sends N i, IDi, and IKi to the system to

generate PKi, SKi, and σi. Then, PKi, SKi,Ci, δi, μi, and σi will
be saved in the table for connecting blockchain.

Authentication (Ni,IKi,SKi)→1 or 0: this user sends N i
∗,

IKi
∗, and SKi

∗ to the system to produce digest δi
∗ and δi

∗∗

for validation. There are two cases in this process.

Case 1. If δi
∗ = δi

∗∗, the user can realize the login process to
show that the user’s identity information is reliable.

Case 2. If δi
∗ ≠ δi

∗∗, the authentication of this user with
identity is failed and output 0.

Update (IRi,SKi)→ σIRi
: this algorithm is executed by the

user who needs to update the resource in the system. Assume
the identity of user is valid, the IRi and SKi can get input by this
user to output signcryptedUserResourceσIRi

on the block.
Authorization (Ni,PKi)→ IRi or 0: this Authorization

algorithm is to realize the authorization of users. Initially,
the user should send the target account N i

∗ and the corre-
sponding public key PKi

∗ to platform for verification. There
are two cases in this algorithm.

Case 1. If δi
∗ = δi

∗∗, the user can be authorized and gain the
part access for userResource IRi.

Case 2. If δi
∗ ≠ δi

∗∗, this user failed to authorization and out-
put 0.

Conversation (Ni,PKi)→1 or 0: the algorithm is used to
establish dialogue between different users. First, the user
can send N i and PKi

∗ to platform for communication. There
are two situations in this algorithm.

Case 1. If δi
∗ = δi

∗∗, the user can be authorized and gain a
conversation.

Case 2. If δi
∗ ≠ δi

∗∗, instant messaging channel cannot estab-
lish and output 0.

Transaction (Chain)→ transactionHash: this algorithm
is run by administrator in order to obtain the information
on the blockchain. The administrator can query the main
parameters of the blockchain to get buildTime, buildType,
genesisBlockHash and contractAddress, etc.

4. Concrete Scheme

There are eight parts in the TB-SCDM: Initialize, BlockUp,
Signcrypt, Authentication, Update, Authorization, Conver-
sation, and Transaction. The steps of Authentication,
Update, and Authorization are described in Figure 4.

4.1. Initialize. This algorithm is to register a table named
management on the blockchain so that later users’ informa-
tion can be registered on the consortium chain.

4.2. BlockUp. This algorithm is executed by the administra-
tor. Its purpose is to create each primary key in the table

3Wireless Communications and Mobile Computing



generated in algorithm 1 and then upload the data of each
primary key to the blockchain.

4.3. Signcrypt. Firstly, the system will first give a public-private
key pair to the user with identity Ii. Accordingly, the user will
deposit the Ii, IDi, and IKi in the plainTextMi to generate the
hash value δi. Then, this user utilizes the private key SKi to
produce the signature μi and utilizes the public key PKi to

encrypt Mi for getting the ciphertext Ci. Finally, μi and Ci will
be merged to return the signcryption σi.

4.4. Authentication. For Authentication algorithm, the user
of identity Ii can input N i

∗, IKi
∗, and SKi

∗ in the system
and then query whether there exists the account named
N i

∗ in the table. If exist N i ∗, this user will enter the authen-
tication stage.

RSU RSU RSU RSU RSU RSU

Blockchain

Vehicle management system

Figure 2: The process of TB-SCDM.
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Secondary node 1
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Figure 3: The process of PBFT.
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On the client side, the (Ii, IDi, and IKi
*) will deposit in

plainText Mi to produce the hash value δi
∗. Accordingly,

the signature μi
∗ can be generated by the private key SKi

∗.
On the blockchain side, the signature μi

∗ can be
unsigned by the trusted public key PKi stored by previous
user of identity Ii. Accordingly, the trusted signcryption σi
can be unsigncrypted to get the hash value δi

∗∗. After
obtaining the above data, the next step will verify the user’s
identity. There are two cases in this process.

Case 1. If δi
∗ = δi

∗∗, the user can realize the login process to
show that the user’s identity information is reliable.

Case 2. If δi
∗ ≠ δi

∗∗, the authentication of this user with
identity is failed and output 0.

4.5. Update. The user of identity Ii can update the resource
in the system through this algorithm. The user can input
IRi and SKi in the system. Then, Ii, PKi, and IRi will be
merged into the plainText Mi. The following queries are
same as those in Algorithm 1.

Finally, the updated information of these users will be
uploaded to consortium chain.

4.6. Authorization. This algorithm is designed to authorize the
legitimacy of user’s behavior. In the authorization process, we
add the token technology. In this mechanism, we first set the
upper limit of the user’s single query time to 300 s.

After exceeding the time, the user’s access rights will dis-
connected, and his identity needs to be verified newly.
Within legal time, account N i

∗ will be first verified for exis-
tence. If account N i

∗ exists, then the user of identity Ii will
enter the authentication stage for authorization.

On the blockchain side, the trusted signcryption σi can
be unsigncrypted to return the signature μi

∗ and ciphertext
Ci

∗∗. Accordingly, the signature μi
∗ can be unsigned to get
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⁎)

Input = (IRi, SKi)

Input = (Ni
⁎, PKi

⁎)

Output = (IRi)

Stop

Read = (Ii, IDi, PKi, 𝜎i)

0

1

If (𝛿i
⁎ = 𝛿i

⁎⁎)

If (𝛿i
⁎ = 𝛿i

⁎⁎)

𝜎IRi
→(𝜇i, Ci

⁎⁎)

(𝜇i, PKi
⁎) → 𝛿i

⁎

Ci
⁎⁎→Mi

⁎⁎→ 𝛿i
⁎⁎

0

1

Stop

Authentication

Update

Authorization

(𝛿i, SKi) →𝜇i

(𝜇i, Ci)→𝜎IRi

Mi→ 𝛿i

Mi→ Ci

Mi
⁎→ 𝛿i

⁎

(𝛿i
⁎, SKi)→ 𝜇i

⁎

(𝜇i
⁎, PKi) → 𝛿i

⁎

𝜎i→Ci
⁎⁎→Mi

⁎⁎→ 𝛿i
⁎⁎

⁎

Figure 4: The process of Authentication, Update, and Authorization.

Table 1: Specific meaning of symbols.

Notations Meaning

N i The accountName of user

Ii The identity of arbitrary user

IKi The userKey of Ii

IDi The userData of Ii

IRi The userResource of Ii

PKi The publicKey of Ii

SKi The secretKey of Ii

δi The digest of Ii
Mi The plainText of Ii
Ci The cipherText of Ii

μi The signature of Ii

?i The signcryption of Ii
σIRi

The signcryptedUserResource of Ii
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Input:1θ
Output: Table

createTable() private
{

tf.createTable(“management”, “Ii”, “Ni
”, “IDi

”, “IKi
”, “PKi

”, “μi
”, “Ci

”, “σi
”, “IRi

”, “σIRi
”);

}
openTable() private returns(table)
{

TableFactory tf = TableFactoryð0x1001Þ ;
Table table = tf :openTableð“management”Þ;
return table;

}

Algorithm 1: Initialize.

Input:Ii, Ni, IDi, IKi, PKi, μi, Ci, σi, IRi, σIRi

Output: true or false
statu = select(management)
if(statu !==0) {

Table table = openTable();
Entry entry = table.newEntry();
entry.set("Ii, Ni, IDi, IKi, PKi, μi, Ci, σi, IRi

”", Ii, Ni, IDi, IKi, PKi, μi, Ci, σi, IRi);
return True;

} else {
return false;

}

Algorithm 2: BlockUp.

Input:Ni, IDi, IKi
Output: PKi, SKi
Function SignCrypted Input(Mi, SKi) Output(δi, μi, Ci, σi){

δi = Method.hash(Mi);
μi = Method.sign(δi, SKi);
Ci = homomorphicEncryption.Enc(Mi);
σi = signcrypt(μi || Ci);

}
statu = select(Ni);
if(statu !==0) {

Get cryptographic KeyPair = new createKeyPair();
Get cryptographic Method = new cryptographic (CryptoType.SCHNORRTYPE);
PKi = KeyPair.getPKi ();
SKi = KeyPair.getSKi ();
Mi = Ii || IDi || IKi;
δi || μi || Ci || σi = function.SignCrypted(Mi, SKi);
entry.set("Ni, IDi, IKi, PKi, μi, Ci, σi

”", Ni, IDi, IKi, PKi, μi, Ci, σi);
count = table.insert(Ni, entry);
if (count ==1) {
statu_code = true;

} else {
statu_code = false;

}
} else {

statu_code = false;}
return statu_code PKiSKi;

Algorithm 3: Signcrypt.
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the hash value δi
∗. And the ciphertextCi

∗∗ can be decrypted to
acquire δi

∗∗. After obtaining the above data, the next step will
enter to the validation. There are two cases in this process.

Case 1. If δi
∗ = δi

∗∗, the user can be authorized and gain the
part access for userResource IRi.

Case 2. If δi
∗ ≠ δi

∗∗, this user failed to authorization and out-
put 0.

4.7. Conversation. Before two users establish a session, the
system will set the maximum time limit for a single query
to 300 s. After exceeding the time, it will be disconnected
automatically and need to be verified again. During the ver-
ification process, account N i

∗ will be queried whether exist.
The following queries are same as those in Algorithm 5.

4.8. Transaction. The administrator can query the main
parameters of the blockchain to get buildTime, buildType,
genesisBlockHash and contractAddress, etc. These data are
unique and cannot be tampered with arbitrarily.

5. Theoretical Analysis

5.1. Security Proof of Blockchain

5.1.1. Eclipse Attack. The multinode consortium blockchain
system of TB-SCDM is built based on the FISCO BCOS
platform. The system has a node access mechanism, so it is

Input:Ni, IKi, SKi
Output: true or false
Function unSignCrypted Input(σi, PKi) Output(true or false)

{
'μi

’ ' || 'Ci
∗∗ ' = unsigncrypt(σi);

if('μi
∗ ' == 0) {

'μi
∗ ' = 'μi

’ ';
}
'δi

∗ ' = Method.unsign('μi
∗ ', PKi);

'Mi
∗∗ ' = homomorphicEncryption.Dec('Ci

∗∗ ');
'δi

∗∗ ' = Method.hash('Mi
∗∗ ');

if('δi
∗ ' == 'δi

∗∗ ') {
statu_code = true;

} else {
statu_code = false;

}
}
statu = select(Ni);
if(statu !==0) {

Get cryptographic Method = new cryptographic (CryptoType.SCHNORRTYPE);
'IKi

∗ ' = result.getValue2();
'SKi

∗ ' = result.getValue3();
'Mi

∗ ' = Ii || IDi || 'IKi
∗ ';

'δi
∗ ' = Method.hash('Mi

∗ ');
'μi

∗ ' = Method.sign('δi
∗ ', 'SKi

∗ ');
statu_code = function.unSignCrypted(σi, PKi);

} else {
statu_code = false;

}
return statu_code;

Algorithm 4: Authentication

Input:IRi, SKi
Output: true or false

Get cryptographic Method = new cryptographic
(CryptoType.SCHNORRTYPE);

Mi = Ii || PKi || IRi;
δi || μi || Ci || σIRi

= function.SignCrypted(Mi, SKi);

enter.set("IRi, σIRi
”", IRi, σIRi

);
count = table.insert(IRi, σIRi

, entry);
if (count ==1) {

return true;
} else {

return false;
}

Algorithm 5: Update.
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difficult for attackers to obtain legitimate nodes through
normal channels. Therefore, it is difficult for attackers to
obtain legal nodes through normal channels. The PBFT
mechanism of the TB-SCDM determines that if one third
of the nodes of the system operate normally, it will not affect
the normal operation of the whole system. Even if the
attacker obtains the permissions of multiple accounting
nodes, then the attacked node will be quickly discovered
and processed by the central node.

5.1.2. DOS/DDoS Prevention. TB-SCDM adopts the consen-
sus algorithm mechanism of consortium blockchain and
PBFT. Therefore, the attack on ordinary nodes without
accounting permission cannot hinder the normal operation
of the blockchain system. Due to the characteristics of PBFT
consistency algorithm mechanism, as long as there are more
than one-third of normal nodes in the system, the system
can operate normally, which leads to a huge inverse ratio
between the attack cost and benefit of DDoS/DOS. However,
for the consortium blockchain of TB-SCDM, the time and

cost of discovering and repairing accounting nodes are very
small.

5.1.3. 51% Attack Prevention. For the consortium block-
chain, the greater the computing power of all nodes, the
more difficult to implement 51% attacks. It is hard for
attackers to break more than 51% of nodes in a short time,
and it is difficult to complete the destruction of the ledger
before the central node takes corresponding countermea-
sures. Even if the ledger is attacked, the central node can
repair the ledger in a very short time.

5.1.4. Sybil Attack Prevention. Each registered user will gen-
erate a unique public-private key pair. Each node needs a
unique and unforgeable public key when uploading or
updating the data on blockchain. Therefore, any attacker
cannot use a single forged public key to disguise as multiple
users and occupy all links of a billing node.

5.2. Security Proof of Signcryption

5.2.1. Identity Authentication. The system binds the user’s
public key with the user ID and then provides it to the user
for safekeeping in the user registration stage. In addition, the
signcryption method bound with the user’s public key is
adopted in the process of chaining or reading all informa-
tion, which ensures the traceability of the system to the data
and the authentication of the identity.

5.2.2. Confidentiality. Compared with the traditional digital
signature, this paper adopts the signcryption technology
based on Schnorr. Many literatures have verified the IND-
CCA security (i.e., indistinguishability under the adaptive
chosen-ciphertext attacks) based on Schnorr under the ran-
dom oracles or standard oracles. Through the analysis of
provable security theory, signcryption technology can effec-
tively ensure the confidentiality of information in the pro-
cess of transmission.

5.2.3. Unforgeability. TB-SCDM verifies whether the trans-
mitted message comes from the real sender by verifying
the message digest of the sender and receiver. We generate
the compared message digest by storing the public key and
trusted data in the blockchain. If the message digest is the
same as the sender’s message digest, verification can be real-
ized to achieve UF-CMA security (i.e., existentially unforge-
able under the adaptive chosen-message attacks). This article
innovatively integrates signcryption, timestamp, and block-
chain based on Schnorr to ensure the unforgeability of
information.

6. Benchmark Test

6.1. Benchmark Test of Blockchain. In order to efficiently
perform operations, we accessed the data on TB-SCDM
using the CRUD interface supplied by FISCO BCOS 2.0.
The hardware environment is an Intel i5-8265U 1.80GHz
computer, 16GB of memory, and running Windows 10
operating system.

It is available to deploy several different nodes on the
same server for a test chain, we used a Linux server to deploy

Input:Ni, PKi
Output:IRi

timeStamp= System.TimeSeconds();
expireTime = System.TimeSeconds() - timeStamp;
If(expireTime <300) {
Statu = select(Ni);
If(statu! =0) {

‘PKi
∗’= result.getValue2();

statu_code = function.unSignCrypted(σIRi
, ‘PKi

∗’);
If(statu_code ==1) {
Return IRi;

}
}

}

Algorithm 6: Authorization.

Input:Ni, PKi
Output: true or false
timeStamp = System.TimeSeconds();
expireTime = System.TimeSeconds() - timeStamp;
if(expireTime < 300) {

statu = select(Ni);
if(statu !==0) {
'PKi

∗ ' = result.getValue2();
statu_code = function.unSignCrypted(σi, 'PKi

∗ ');
if(statu_code ==1) {

creat.Conversation(Ni);
return true;
}

}
}

Algorithm 7: Conversation
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Input: getchainVersion
Output: buildTime, buildType, genesisHash, etc.

[group:1]> getNodeVersion
ClientVersion{
version='2.8.0',
supportedVersion='2.8.0',
chainId='1',
buildTime='20210830 12:52:15',
buildType='Linux/clang/Release',
gitBranch='HEAD',
genesisHash='bf0e0242a8040ead7549de49423712233a36d1b51b056a1c20df5eb78a9613e5'

}
transaction hash: 0xe88c2b9bf6dec9fa10356fd75b3d5414a5bd48f7ca246a8134e7f877928c47fc
contract address: 0x48102a5d29a6109384cb5a9c97d9fd07dd1a4416
currentAccount: 0xb13d80305a847dd2160c71465b50a6a1c0506ee3
[group:1]> getBlockNumber
9
[group:1]> getCurrentAccount
0xb13d80305a847dd2160c71465b50a6a1c0506ee3

Algorithm 8: Transaction

Table 2: The performance metrics of send rate, latency, and throughput.

Name Succ Fail Send rate (TPS) Max latency(s) Min latency(s) Avg latency(s) Throughput (TPS)

User 1000 0 606.2 2.16 0.32 1.52 371.6

Transfer 10000 0 976.6 18.35 1.33 12.25 509.7
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Figure 5: Memory usage of each node.
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six nodes. For the smart contract of the blockchain, we chose
the solidity language. This paper adopts Caliper as the test
script to test the smart contract of consortium blockchain.
The consortium blockchain is composed of a single group
of six nodes. We select the scenario of 10000 concurrent
transactions and 1000 new user registrations. The perfor-
mance objects tested include memory usage, CPU usage,
data traffic, disk read and write volume of each node, etc.

The performance metrics of send rate, latency, and
throughput are described in Table 2. Figure 5 shows the
memory usage of each node when processing data.
Figure 6 shows the CPU usage of each node when verifying
information. Figure 7 shows the traffic required for each
node to form a consensus. Figure 8 shows the amount of
traffic required by each node to form a consensus on the
hard disk.
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Figure 6: CPU usage of each node.
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Figure 7: Traffic required for each node.
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6.2. Benchmark Test of Signcryption. The TB-SCDM and
previous schemes [28–31] are exploited by the jPBC library
on a laptop, where the configuration is a Windows 11 oper-
ating system, 2.60GHz Intel(R) Core(TM) i7-9750H CPU
with 16-GB RAM.

The meaning of the operation symbols is described in
Table 3. The performance comparison of different schemes
is described in Table 4.

A simple and intuitive method can be adopted in order
to estimate the computation efficiency of the computational
of several schemes. In terms of overall cryptographic opera-
tions, we can find that Iqbal et al. [28] is 5nOM + nOP, Cui
et al. [29] is 3nOM + 2nOP, Hong et al. [30] is 6nOM + 2n
OP, Du et al. [31] is 8nOM, and TB-SCDM is 3nOM. From
the perspective of formula, the cost efficiency of TB-SCDM
is the highest.

Figures 9 and 10 describe the execution time of different
schemes when n changes from 100 to 1000. From the per-
spective of change range, it can be seen that when the num-
ber of users gradually increases, the computational efficiency
of TB-SCDM is more obvious than other schemes.

In Figure 11, in order to compare various schemes more
clearly, we specially select the execution time of signcryp-
tion, unsigncryption, and total operations when the number
of users n equals 1000. The execution times of signcryption
operations are as follows: the running time of Iqbal et al.
[28] is 4 × 1000 × 1:25 = 5000ms, the running time of Cui
et al. [29] is 1000 × 32:23 = 32230ms, the running time of
Hong et al. [30] is 1000 × 3 × 1:25 + 1000 × 32:23 = 35980
ms, the running time of Du et al. [31] is 4 × 1000 × 1:25 =
5000ms, and the running time of TB-SCDM is 2 × 1000 ×
1:25 = 2500ms.
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400

Figure 8: Disc read and write amount of each node.

Table 3: Symbols and descriptions of various operational times.

Symbols Meaning

OM The time of a multiplication operation, 1 OM ≈ 1:25ms
OP The time of a bilinear pairing operations, 1 OP ≈ 32:23ms

Table 4: Performance comparison with other schemes.

Schemes Signcryption cost Unsigncryption cost Execution time/ n = 1000ð Þ Confidentiality Unforgeability

Iqbal et al. [28] 4nOM nOM + nOP 5nOM + nOP/71980ms √ √

Cui et al. [29] nOP 2nOM + 2nOP 3nOM + 2nOP/166090ms √ √

Hong et al. [30] n 3OM + OPð Þ n 3OM +OPð Þ 6nOM + 2nOP/8820ms √ √

Du et al. [31] 4nOM 4nOM 8nOM/8820ms √ √

TB-SCDM 2nOM nOM 3nOM/2520ms √ √
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The execution times of unsigncryption operations are as
follows: the running time of Iqbal et al. [28] is 1000 × 1:25
+ 1000 × 32:23 = 33480ms, the running time of Cui et al.
[29] is 2 × 1000 × 1:25 + 2 × 1000 × 32:23 = 66960ms, the
running time of Hong et al. [30] is 1000 × 3 × 1:25 + 1000
× 32:23 = 35980ms, the running time of Du et al. [31] is 4
× 1000 × 1:25 = 5000ms, and the running time of TB-
SCDM is 1000 × 1:25 = 1250ms.

The execution time of total operations are as follows: the
running time of Iqbal et al. [28] is 5 × 1000 × 1:25 + 1000

× 32:23 = 38480ms, the running time of Cui et al. [29] is 3
× 1000 × 1:25 + 2 × 1000 × 32:23 = 68210ms, the running
time of Hong et al. [30] is 6 × 1000 × 1:25 + 2 × 1000 ×
32:23 = 71960ms, the running time of Du et al. [31] is 8 ×
1000 × 1:25 = 10000ms, and the running time of TB-
SCDM is 3 × 1000 × 1:25 = 3750ms.

On the whole, the computational efficiency of TB-SCDM
is faster than the other four schemes [28–31]. In terms of
security and algorithm efficiency, TB-SCDM is very suitable
for secure communication in VANETs.
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7. Summary

In VANETs, SV using automatic driving need to access each
other or RSU, GPS and other nodes to obtain reliable and sta-
ble data transmission services. Because VANET uses wireless
communication, its openness allows attackers to easily obtain
communication signals and further forge user nodes or Inter-
net of Things nodes, which poses a greater security threat to
SV. Based on the above reasons, this paper proposes a new
trusted blockchain-based signaling protocol and data manage-
ment for authentication and authorization. This scheme can
effectively reduce the storage space occupied by information
and the cost of signcryption verification.
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Objective. To analyse the operational stability of basic acupuncture manipulation (AM) based on three-dimensional (3D) motion
tracking. Method. Two quantitative indicators (spatial and temporal dispersions) and corresponding algorithms of operation
stability were established based on the coordinate-time data derived from 3D motion tracking of basic AM. The differences in
stability were compared between 20 acupuncture teachers and 20 acupuncture students. Results. The teachers and students had
similar temporal stability, but the teachers were more stable in their spatial control, perhaps because of the teachers’ better
fingertip force and more practice with feedback. Conclusion. The spatial and temporal dispersions can be used to evaluate
operational stability in basic AM. Repetitive training and finger force enhancement with more accurate feedback and rhythmic
auditory stimulation are recommended for improving operation stability in basic AM.

1. Introduction

As a rhythmic medical skill, acupuncture manipulation
(AM) is well known as an important basis for acupuncture
treatment [1–3]. The performance of the acupuncturist’s
AM directly affects the patient’s therapeutic effect so that
AM has always been one of the difficulties in the education
of traditional Chinese medicine (TCM) [4]. The basic AM
includes lifting-thrusting and twisting [5, 6]; in clinical work,
the acupuncturists are required to complete multiple cycles
of the above skills in succession; and the finger movements
in each cycle is required to be similar. This requirement is
emphasized as operation stability during the teaching pro-
cess of AM, and the main manifestation of poor operation
stability is the obvious fluctuation of the operation frequency
and amplitude. Therefore, operation stability is considered
as a very important technical indicator [4] for the evaluation
of AM. The traditional teaching mode of AM is instruction
of teachers and self-training of students [7], and the opera-
tion stability is usually evaluated based on the observation
and personal judgments of teacher. Quantitative evaluation

data on this process to help students understand finger
motion characteristics and how they differ from experts are
lacking, resulting in a relatively small learning effects [8].

At present, quantitative evaluation research on AM
mostly focuses on movement and force analysis during nee-
dling, including the motion amplitude, velocity, mechanical
performance of the needle body and operational fingers
[9], the distinctions of the above parameters in different
AM skills [10], and the change in finger joint angles [11].
Some of the research achievements have applied to acupunc-
ture education; for instance, the measured data of experts
were used for training students, and the results showed a
positive role of quantitative data in improving the AM per-
formance of students [12]. However, few studies concern
the operation stability of AM; the main reason is that the
parameters that can be used to assess the stability have not
been extracted from various existing measured data; and rel-
evant comparative analysis based on these parameters need
to be designed and conducted.

Throughout the current research progress, several kine-
matic and kinetic measurement technologies, including
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mechanical motion-electrical signal conversion [13],
mechanical sensing [14], motion tracking [15], and ultraso-
nography [16, 17], have been applied to the quantitative
study of AM. A large amount of kinematic and dynamic
data, such as coordinate, velocity, acceleration, and force,
has been obtained. Among them, motion tracking technol-
ogy can provide the richest kinematic data without interfer-
ing with the operations of acupuncturists. Therefore, in this
study, we defined the relevant quantitative indicators of
operation stability from the coordinate-time data derived
from three-dimensional (3D) motion tracking of basic AM.
Moreover, the differences in the stability of basic AM
between acupuncture professional teachers and students
were compared. We hope that these efforts will provide
new technical indicators and a quantitative reference for
the evaluation of AM and improve the effects of classroom
teaching and extracurricular training.

2. Materials and Methods

2.1. Participants. Twenty students and 20 teachers from the
Acupuncture-Moxibustion and Tuina School of Shanghai Uni-
versity of Traditional Chinese Medicine (TCM) were recruited
as the participants in this study. All the acupuncture teachers
were required to have at least five years of clinical experience,
and the students needed to have finished learning from the
lifting-thrusting and twisting chapters in the course textbook,
Acupuncture and Moxibustion Techniques and Manipulations
[18], and to have hands-on needling experience with the human
body. This study was approved by the ethics committee of
Yueyang Hospital affiliated with Shanghai University of Tradi-
tional Chinese Medicine (reference no. 2021–062), and each
participant signed an informed consent form.

In order to avoid experimental errors caused by the AM
operation in different soft tissue environment of different
human acupoints, this study uniformly used 0:30 × 40mm
acupuncture needles (Suzhou Medical Supplies Factory
Co., Ltd.) to perform AM on a human tissue simulation
model. All the participants were required to perform at least
10 cycles of the following three respective subtypes of lifting-
thrusting and twisting skills.

2.1.1. Lifting-Thrusting Skill

(1) Mild reinforcing-attenuating: thrust and lift needle
evenly

(2) Reinforcing: lift needle gently and slowly, and thrust
needle forcefully and quickly

(3) Attenuating: thrust needle gently and slowly, and lift
needle forcefully and quickly

2.1.2. Twisting Skill

(1) Mild reinforcing-attenuating: twist needle left and
right evenly

(2) Reinforcing: twist needle left forcefully and quickly,
and twist needle right gently and slowly

(3) Attenuating: twist needle right forcefully and
quickly, and twist needle left gently and slowly

2.2. AM Measurement. The measurement of basic AM based
on motion tracking technology was used for the stability
evaluation. The experimental configuration was the same
as that in our previous work [15]. Three sport cameras
whose tripods were adjusted to the appropriate height were
placed before the operation table; the shooting parameters
of the cameras are as follows: resolution 1280 × 720 pixels,
format MP4, full manual mode (M), aperture F1.2, shutter
1/1000s, ISO 6400, automatic white balance, and optical
zoom 0mm (Figure 1(a)).

Before the AM operation, a small 15 cm × 15 cm × 15 cm
3D calibration frame with 8 points was placed on the table
for 3D calibration. Because the thumb tip is the main finger
part for manipulating the needle (Figure 1(b)), a reflective
ball with a diameter of 6.5mm was attached on the center
of thumb nail, used as the trace marker “thumb tip” (TT)
for motion tracking (Figure 1(c)). The tracking point with
the same name as the trace marker was also established in
the motion analysis software Simi Motion 3D Ver 8.5 (Simi
Motion, Simi Reality Motion Systems GmbH, Unterschleis-
sheim, Germany). Simi Motion would automatically track
the movement of the thumb tip during needling and record
the 3D coordinate position of the tracking point at each
sampling time node. After conducting analysis of the AM
operation video of each participant, the X-, Y-, and Z-axis
coordinate-time curves (Figure 1(d)) and related original
data of TT of 9 operation cycles were exported for further
processing. A video of the basic AM skills and their synchro-
nized coordinate-time curves is also attached in the supple-
mentary materials (Video 1).

2.3. Data Analysis. The operation stability of rhythmic skill
movements such as AM evaluates whether the operator’s
performance of each action in every cycle is similar. It
includes temporal and spatial stabilities. Temporal stability
indicates whether a similar amount of time is used for each
skill action in every cycle, and spatial stability determines
whether each skill action has a similar operating trajectory.
According to the action characteristics of basic AM and
measured data exported by Simi Motion, the spatial stability
can be judged according to whether each skill action in every
cycle ends in a similar position. Therefore, two quantified
stability parameters are established to evaluate the operator’s
stability performance:

(1) Temporal dispersion: the standard deviations of the
time courses of thrusting and lifting actions or
twisting-left and twisting-right actions were used to
evaluate temporal stability (Figure 2(a))

(2) Spatial dispersion: the radius of the smallest sphere
including all the end points reached by each skill
action in the 9 operating cycles was used to evalu-
ate spatial stability. In terms of its calculation idea,
taking the twisting-left action during mild
reinforcing-attenuating of twisting skill as an
example, the red dots in Figure 2(b) show the 3D
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distribution of the end points reached by each
twisting-left action. If the smallest sphere includes
all the end points, its radius can represent the dis-
persion of these points (Figure 2(c)). In order to
calculate the sphere radius, the center of the sphere
(blue point) should be located firstly by calculating
the average values of theX, Y , and Z coordinates of
each end point and then taking the maximum dis-
tance from each black point to the center as the
radius. A video demonstrating this calculation idea
is also attached in the supplementary material
(Video 2)

The smaller the two types of dispersions were, the better
the temporal and spatial stabilities. An original PHP script
was used to calculate the above two dispersions based on
the data exported by Simi Motion. All the source code has
been shared in a GitHub repository (https://http://github
.com/SHUTCM-tcme/AMA). The data process can be sum-
marized as follows:

(1) Export the coordinate-time data from Simi Motion

(2) According to different operating skills, the
coordinate-time data with significant motion charac-
teristics along the corresponding axis was selected
for the temporal dispersion calculation. In general,
because TT mainly moves along the Z-axis during
the lifting-thrusting skill and along the X- or Y-axis
during twisting skill, thus, the Z-axis data was used
in lifting-thrusting skill, and X- or Y-axis data was
used in twisting skill

(3) Identify the inflection points of the coordinate-time
curve for locating the crests and troughs. The inter-
val between adjacent crest and trough is the operat-
ing time course of a skill action; then, record all the
operating time courses of two skill actions in the
operation cycle separately (Figure 2(a))

(4) Calculate the temporal dispersions (the standard devi-
ations of the time courses) of different skill actions
based on the corresponding operating time courses

(5) According to the sampling time nodes of the above
crests and troughs, the 3D coordinate values of these
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Figure 1: Experimental configuration. (a) The positions of three cameras. (b) The placement of 3D calibration frame. (c) AM operation on
human tissue simulation model with a trace marker on thumb tip. (d) The X- (upper right), Y- (left bottom), and Z-axis (right bottom)
coordinate-time curves of TT, as well as the operation video (upper left) exported by Simi Motion.
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end points reached by each skill action in every oper-
ation cycle can be determined

(6) Calculate the spatial dispersions (the radius of the
smallest sphere) of different skill actions based on
the 3D coordinate values of the end points
(Figures 2(b) and 2(c))

(7) Evaluate the operator’s stability performance based
on the results of temporal dispersions and spatial
dispersions

2.4. Statistical Analysis. All outcomes were reported as the
mean ± standard deviation. An analysis of independent-
sample t-tests or rank-sum tests was used to assess differ-
ences between groups. The alpha level was established at
p < 0:05 using the Statistical Package for the Social Sci-
ences Ver.19 (SPSS, https://www.ibm.com/products/spss-
statistics) to conduct all statistical analyses.

3. Results

The typical coordinate-time curves along three axes of all the
subtypes of basic AMs are shown in Figures 3 and 4. The raw
data of these curves was collected from the operation of a
senior expert of Shanghai University of TCM. As one of
the authoritative teachers of AM teaching in China, he is
the judge of the AM event of the National Clinical Skill
Competition of Acupuncture, Moxibustion & Tuina in Col-
leges and Universities of TCM held every year.

3.1. Lifting-Thrusting Skill. As shown in the lifting-thrusting
part in Figures 5(a) and 5(b), the comparative analysis
results between the two groups showed that except the tem-
poral dispersion of thrusting action during reinforcing
(63:20 ± 8:16ms in teacher group vs. 99.03± 14.19ms in stu-
dent group, p < 0:05), teachers and students had similar tem-
poral dispersion during the rest actions of three subtypes,
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Figure 2: Illustration of the calculation idea of the temporal and spatial dispersions based on the twisting-left action of twisting skill. (a) The
time dispersion is the standard deviation of the operation time course of each type of action. The calculation of the operation time course is
based on the recognition of the inflection point of the curve. (b) The 3D distribution of the end points (red points) reached by each twisting-
left action; the sequence number of the red dots is the cycle sequence of the twisting-left action. (c) The smallest sphere includes all the end
points and its radius can be regarded as the spatial dispersion.
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Figure 3: Continued.
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which suggested that the temporal stability of students was
similar to that of teachers. In terms of the spatial stability,
the teacher group had a lower spatial dispersion of lifting
action during mild reinforcing-attenuating (1:99 ± 0:28mm
in the teacher group vs. 3:58 ± 1:15mm in the student
group, p < 0:05) and reinforcing (2:31 ± 0:29mm in the
teacher group vs. 3:07 ± 0:26mm in the student group, p <
0:05). Hence, teachers had better ability to control the spatial
position in the process of relatively rapid lifting.

3.2. Twisting Skill. The twisting part (Figures 5(c) and 5(d)
shows that, similar to the results for the lifting-thrusting
skill, there was no significant difference in the temporal dis-
persion during the most actions of three subtypes between
the two groups; the only difference was found in the tempo-
ral dispersion of twisting-left action during attenuating
(187:31 ± 20:01ms in the teacher group vs. 401:00 ± 28:86
ms in the student group, p < 0:05). In terms of the spatial
dispersion, lower spatial dispersion during the twisting-left
action of three subtypes was found in the teacher group
(2:12 ± 0:24mm in teacher group vs. 3:45 ± 0:47mm in stu-
dent group during mild reinforcing-attenuating, p < 0:05;
2:23 ± 0:34mm in the teacher group vs. 4:01 ± 0:36mm in
the student group during reinforcing, p < 0:01; and 4:22 ±
0:30mm in the teacher group vs. 6:38 ± 0:41mm in the
student group during attenuating, p < 0:01). The teachers’
better spatial stability is also maintained during the
twisting-right action (1:88 ± 0:28mm in the teacher group
vs. 2:78 ± 0:28mm in the student group during mild rein-
forcing-attenuating, p < 0:01; 1:87 ± 0:20mm in the teacher
group vs. 3:85 ± 0:33mm in student group during rein-
forcing, p < 0:01; and 3:81 ± 0:40mm in the teacher group
vs. 5:70 ± 0:37mm in the student group during attenuating
p < 0:01). It suggested that the students’ spatial control
ability in the operation of twisting skill needed to be fur-
ther improved.

4. Discussion

In the clinical application of manual acupuncture, the oper-
ation stability is one of the important factors affecting its
therapeutic effect. During the process of rhythmic needling,

excessive fluctuations in frequency and amplitude can easily
cause discomfort to patients and even lead to fainting [19].
Poor spatial stability is also featured with too deep or too
shallow operation amplitude, which may have resulted from
the insufficient stimulation amount or the damage of impor-
tant nerves or blood vessels, respectively [4]. Based on the
coordinate data exported from motion analysis software,
we established two types of parameters to analyse the oper-
ation stability of basic AM. According to the results of the
comparative experiment of teachers and students, teachers
generally had better stability than students, especially the
spatial stability in rapid actions, which supports the general
knowledge [20] and is in line with the results of some other
comparative studies of AM [21, 22]. Therefore, these param-
eters can be regarded as technical indicators for evaluating
the quality of AM. The better performance of teachers
should mainly be attributed to their longer time spent prac-
ticing AM with abundant feedback. Lai et al. found that
movement stability in generalized motor programs (GMPs)
such as basic AM can be increased with constant practice
and feedback, especially bandwidth knowledge of results
(KR) [23]. Several studies also suggested a positive correla-
tion between the amount of physical practice and motor per-
formance [24] and the improvement of different types of
feedback in motor control and learning [25, 26].

Another possible reason for this result is the greater
force of the thumb and forefinger tips of teachers. Some
mechanical sensor-based studies of AM have analysed finger
force during needling, and their results showed that the force
of teacher’s fingertips on the needle handle has greater verti-
cal and tangential components than the force of students’
fingertips [14, 21]. As is known, force is the key to human
motor control and is used to meet specific task goals [27].
During motor behaviour, humans interact with the environ-
ment using their various senses, such as the position and
visual sense, and sensory feedback is constantly integrated
into the central nervous system to coordinate the motion
and force produced by arms or fingers [28]. Meanwhile,
the control of body posture or limb position depends on
muscle force. Studies have suggested that the spatial stability
of limb movements can be improved by increasing muscle
force through training [29]. Furthermore, the comparative
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Figure 3: Typical coordinate-time curves of TT during the twisting skill. The black, red, and blue curves are the typical X-, Y-, and Z-axis
coordinate-time curves of TT during the twisting skill, respectively. (a–c), (d–f), and (g–i) show the corresponding curves of mild
reinforcing-attenuating, reinforcing, and attenuating, respectively.
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results regarding muscle force and motor control ability for
young and old people showed that older people have weak-
ened control ability to control limb positions because of
the decline in muscle force; this also provided evidence for
the close relationship between spatial stability and muscle
force during movement [30].

Another finding of this study is that no significant differ-
ence was found in the temporal dispersion during most skill
actions between the two groups. Thus, students and teachers

have a similar ability to control the cycle stability of rhyth-
mic movement, and compared with spatial stability, consis-
tent performance in temporal stability with experts can be
achieved in a relatively short period of training. Many stud-
ies have explored the control mechanisms of vertebrate
rhythmic movement and revealed that rhythmic activities
are produced from the central pattern generators (CPGs)
in the spine [31, 32]. The CPGs not only produce rhythms
but also alter their frequencies and patterns; unlike spatial
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Figure 4: Typical coordinate-time curves of TT during the lifting-thrusting skill. Figure legend refers to Figure 2.
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control, this control process does not require sensory signals
from peripheral receptors for feedback regulation [33].
Moreover, an interesting numerical model developed in
early research has demonstrated the importance of CPGs
in human rhythmic movement, not only in maintaining sta-
bility against perturbations but also in controlling velocity
[34]. Therefore, the feedback-independent characteristics of
CPGs may contribute to the rapid improvement in temporal
stability in the student group.

According to the above results, four approaches can be
considered for improving the operational ability of basic
AM. The first is repetitive training. Many studies in different
fields, such as the sports education [35, 36] and music [37],
have suggested that repetitive training is one of the key fac-
tors in the enhancement of motor performance, as well as
the stability of continuous periodic skills. Our study also
found that teachers with more practice have better stability
than do students. Thus, repetitive training should be the pri-
ority option for improving stability in AM [38]. The second
approach is providing appropriate feedback. It has been
shown that feedback, including inherent and augmented
feedback, can effectively enhance not only students’ cogni-
tive levels [25] but also their motor control [39, 40]. Further-
more, the more accurate quantified data in feedback are
provided, the better the learning effects for [41]. Some stud-
ies also reported that students’ self-efficacy is likely to
increase when feedback is accurate [42]. Based on these find-
ings, the data we measured can be used as feedback for
enhancing motor control in basic AM. The third approach
concerns finger force enhancement. Possible solutions
include fingertip pressing and gripping training performed
once or twice a week, for example, squeezing the Digi-Flex
hand training device (IMC Products, Hicksville, NY) with
the thumb and forefinger tips [43]. Arm strength training
is also an option because finger force is inseparable from
the support of the palm and arm, especially for spatial con-
trol. Studies have illustrated that a nonspecific upper-limb
strength-training program may improve finger-pinch force
control in older men [43, 44] and increase finger coordina-
tion in skill-specific training [45]. The fourth approach is
rhythmic auditory stimulation (RAS), which is often used
in training for music, dance, and sports, and rhythm percep-
tion and synchronization can help humans predict motion
trajectories and improve spatial control sequentially [46].
Although students have relatively good temporal stability,
RAS is still recommended for training to improve spatial
control capabilities in basic AM.

AM training is a long-term process [47]. We believe that
further analysis of more quantitative parameters based on
existing measured data will be conducive to enhancing stu-
dents’ motor learning and control more quickly and pro-
mote innovation in education related to traditional Chinese
medicine skills.

5. Conclusions

Spatial and temporal dispersions of coordinate data can be
used to evaluate operation stability in basic AM. The com-
parison between teachers and students showed that the two

groups have similar temporal stability in most skill actions
of AM, but the teachers have more stable spatial control.
The main reason for this result may lie in the teachers’
greater practice with feedback and better fingertip force.
Therefore, repetitive training and finger force enhancement
with more accurate feedback and RAS are recommended
for improving motor performance and control in basic AM.
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Intelligent medical treatment is an important research field in today’s world. Artificial intelligence technology is the key factor to
construct intelligent medical treatment. In the development of artificial intelligence technology, it is necessary to establish a
scientific, systematic, and comprehensive system analysis model, inevitably with certain professional characteristics. At present,
in the research of vocal health care in professional vocal music performance, the application of intelligent medical care and
vocal health care in professional vocal music performance is studied. According to the DEMATEL-ISM research method, this
paper constructs 4 internal and external factors and 16 influencing factors to build a comprehensive and systematic weight
analysis model, which provides a theoretical and practical basis for the scientific construction of AI technology algorithms. The
aim is to improve the value and research significance of intelligent medical artificial intelligence technology in professional
vocal music performance sound care.

1. Introduction

For professional vocal singers, “human voice” is their most
important natural “musical instrument,” and how to protect
and care for this “musical instrument” is of great value and
significance to singers. According to Chen [1], “scientific
sound health care is of great significance to comprehensively
improve the technical level and singing quality of singers.”
How to get a beautiful singing voice depends on the follow-
ing factors: healthy voice, scientific voice, and good sense of
music. Good voice plays a very important role in it, and the
larynx vocal cords are an important vocal organ of human
beings to produce scientific vibration, promoting the pro-
duction of sound (voice), and then, by the natural formation
of various cavities in the body, resonance is produced to
achieve the transmission of sound and ultimately achieve a
beautiful voice. Professional vocal music performers master
a method of controlling their body vocal function or their
required timbre through their own scientific training. How-
ever, for a long time, voice health care relies more on their

own knowledge, cognition, and traditional medical tests to
carry out regular maintenance, which cannot well produce
early warning and prompting effect for solving many
chronic diseases such as voice pathological congestion, acute
laryngitis, vocal nodules, and vocal polyps. More impor-
tantly, when the disease is often found, it is based on the very
serious condition; singers in the traditional disease preven-
tion and voice health management have a certain lag.

2. Research Status of Voice Health Care in
Professional Vocal Music Performance

Chinese bel canto singers pointed out that the problems of
white voice, tremolo, throat, nasal, and straight voice are the
key to the voice problems of bel canto singers; Gunjawate
et al. [2], through statistical research, analyze the influence of
the popular folk arts in Karnataka, India, including singing
and dancing, on the health of the voice. It is preliminarily con-
cluded that both innate and acquired voice problemswill affect
the voice health of singers emotionally; Devadas et al. [3]
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explored the relationship between voice problems and differ-
ent health problems such as dental problems, frequent colds,
hearing difficulties, occupational nature, and regular medica-
tion in the study of Western opera singing methods; in Baird
et al. [4], acoustic and laryngoscopic evaluation of voice health
care in a cappella choirs in colleges and universities shows that
there is little difference between professional and non-
professional singers in voice health care, but there are differ-
ences in access to health-related information, resulting in cer-
tain differences; Arunachalam et al. [5] evaluated the voice
problems caused by the training of a classical music style.
Through research, they found that voice change, high pitch
difficulty, voice fatigue, pharyngitis, muscle tension, dyspho-
nia, chronic pharyngitis, and so on are the key to voice prob-
lems; Tepe et al. [6] investigated the voice problems of
chorus singers by questionnaire and found that the key factors
causing chorus voice problems are morning hoarseness,
chronic fatigue, insomnia, emotional tension, adolescent girls’
physiological period, and so on; Flavia et al. [7] established a
20-item singer’s singing ability assessment scale, which
includes the singer’s background, education, work experience,
professional direction, etc. Quantitative analysis of physical
health, singing level, and other aspects is performed; García
and López [8] demonstrate that flamenco singers’ vocal habits,
behavioral differences, drinking, smoking, practice, speaking,
and other habits are exposed to many voice health risk factors,
which make themmore prone to vocal fatigue. Mucosal dehy-
dration, voice damage, and muscle stiffness are more common
in classical singers; according to Irene and Wilson [9], the
“daily life” of professional singers has an important impact
on the health of singers’ voices.

From the above analysis and research, we can see that the
research on voice health care of professional vocal performers
at home and abroad is very rich, but today, with the rapid devel-
opment of artificial intelligence technology, the intelligent med-
ical treatment system formed by combining artificial
intelligence technology has not been studied for voice health
care of professional vocal performers. There are significant dif-
ferences between the research scope and artificial intelligence
methods in the specific process of large data analysis and
research, which are important for daily voice health care and
professional vocal performers. We should study and analyze
them separately in order to establish a reasonable artificial intel-
ligence model. The authors will use the Decision-Making Trial
and Evaluation Laboratory (DTEL), which is considered to be
an effective method for identifying causal chains in complex
systems. DEMATEL and Interpretive Structure Model (ISM)
establish evaluation weights in a combination of qualitative
and quantitative ways. At the same time, a multilevel structure
model of professional vocal performers is obtained through data
analysis. After independent analysis of the influencing factors,
multiple factors are comprehensively integrated, and the rele-
vance between factors and elements is considered, so as to
establish a systematic sound health management model. In
the intelligent medical treatment, the professional vocal per-
formers can perceive the comprehensive interactive effect of
artificial intelligence technology and realize the comprehensive
management of voice health. This study is of great practical
value and significance.

3. Extraction of Factors Affecting Vocal Health
Care of Professional Vocal Actors

In order to comprehensively analyze the various reasons that
affect the voice health of professional vocal music actors, 57
vocal music teachers, students, and actors were sampled to
collect the voice health problems caused by their different
perspectives, and a comprehensive system of influencing fac-
tors was constructed from both internal and external dimen-
sions, combined with literature research and in-depth
interviews with research subjects. The overall analysis sys-
tem is constructed comprehensively, and the four elements
of life, body, training, and society are selected in the final
competition. There are 16 influencing factors, such as die-
tary habits, physical fitness, scientific degree of vocal produc-
tion, degree of speaking, work and rest habits, health degree
of vocal organs, frequency of practice, daily workload, exer-
cise habits, mental health degree, frequency of daily perfor-
mance, intensity of social pressure, habit of using voice,
degree of mental identification, level of vocal singing, and
degree of social demand, which are shown in Figure 1.

4. Construction of the Influence System of
Vocal Health Care in Professional Vocal
Performance and Analysis of the Factors

After sorting out the four elements and sixteen influencing
factors, the overall evaluation system is constructed, which
is divided into three levels: target level, criterion level, and
element level, as shown in Table 1.

4.1. Life Element. Dietary habits (A1): reasonable dietary
habits play an important role in the protection of voice in
professional vocal music performance. Li [10] mentioned
the important value and significance of dietary habits for
professional vocal music performance in his research, so die-
tary habits are one of the important reference indicators.

Work and rest habits (A2): reasonable work and rest
habits will affect the fatigue and health of voice in profes-
sional vocal music performance. In the study of Xu [11],
the key value of work and rest habits for voice health care
is very important. It is also very important to take it as an
important reference index in the internal influencing factors.

Exercise habits (A3): maintaining good exercise habits
plays an important role in reasonable voice health care.
Therefore, Yang [12] has a certain demonstration on the role
of exercise habits in the prevention and treatment of voice
diseases. On the whole, good exercise habits have a certain
monitoring index value for promoting scientific voice health
care.

Voice habit (A4): voice habit is mainly reflected in the
daily use of voice, which is a very dynamic personal habit.
This key role value is mentioned in many professional vocal
performers’ voice health care. Therefore, it is necessary to
adjust the corresponding voice habit, which is an indispens-
able key indicator factor in the big data of intelligent medical
treatment.
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4.2. Body Element. Physical fitness and health level (A5): the
dynamic supervision of the health status of physical fitness
has a very important essential value for the analysis of the
state of voice health care.

Health degree of vocal organs (A6): for the voice health
care of professional vocal performers, the overall pile body
of the vocal organs of singing has important value signifi-
cance. It is the key influencing factor of the overall body ele-
ments, so it is an important key monitoring factor index.

Mental health degree (A7): the degree of mental health
for professional vocal music performers’ voice health care
also has important value and role, and it has an important
impact on the vocal music performers to deal with the state
of singing voice and voice fusion problems; Feng [13]
showed in his research that the degree of mental health for

stimulating voice health care has a certain correlation and
is a very important observation index.

Thinking and mental identification degree (A8): Profes-
sional vocal music performers need to have certain thinking
and mental identification ability. They should have full
imagination ability for image description. The degree deter-
mines the understanding intention of voice health care. They
can judge through daily reflection ability during observation,
which has important observation index value.

4.3. Training Elements. Scientific degree of vocalization (A9):
an important external indicator in professional vocal per-
formers is the degree of mastery of the scientific nature of
vocalization, which is well reflected in the vibration fre-
quency of vocalization and the overall effect of singing. A
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Figure 1: Chart of influential factors of voice health in professional vocal music performance.

Table 1: Impact index system of voice health care in professional vocal performance.

Target layer Criterion layer Feature layer

The influence index system of vocal health care in professional vocal
performance

Life element U1

Dietary habits A1

Work and rest habits A2

Exercise habit A3

Vocal habit A4

Body element U2

Physical fitness and health level A5

Health degree of vocal organ A6

Mental health degree A7

Degree of thinking and mental
recognition

A8

Training element
U3

Scientific degree of phonation A9

Practice frequency A10

Daily performance frequency A11

Vocal singing level A12

Social element U4

How much to speak? A13

Daily workload A14

Intensity of social pressure A15

Social demand degree A16
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comprehensive analysis of the voice will help to fully control
the scientific nature of the overall vocalization.

Exercise frequency (A10): voice management has a cer-
tain value of monitoring the frequency of voice use. When
the frequency of voice management is increasing, it will
put forward better requirements for voice management.

But the endurance of each person is not the same. Therefore,
comprehensive big data analysis and evaluation are needed
to obtain a better reasonable range.

Daily performance frequency (A11): for professional
vocal performers, the pressure faced by the performance
and the impact on the voice are very obvious, and the

Table 2: Comprehensive impact matrix of voice health care in professional vocal performance.

Factor A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16

A1 0.07 0.09 0.12 0.12 0.15 0.15 0.09 0.10 0.11 0.10 0.08 0.08 0.07 0.11 0.12 0.06

A2 0.18 0.13 0.19 0.19 0.22 0.24 0.19 0.19 0.19 0.17 0.17 0.17 0.14 0.19 0.20 0.17

A3 0.18 0.17 0.11 0.16 0.20 0.20 0.17 0.16 0.19 0.16 0.16 0.14 0.12 0.16 0.18 0.10

A4 0.13 0.14 0.12 0.16 0.17 0.23 0.14 0.15 0.22 0.22 0.22 0.21 0.19 0.15 0.15 0.15

A5 0.25 0.25 0.23 0.26 0.21 0.31 0.25 0.26 0.29 0.28 0.28 0.25 0.24 0.27 0.27 0.20

A6 0.18 0.18 0.14 0.25 0.21 0.19 0.20 0.21 0.25 0.24 0.24 0.23 0.21 0.19 0.18 0.17

A7 0.16 0.18 0.17 0.14 0.19 0.18 0.11 0.15 0.15 0.14 0.14 0.13 0.12 0.15 0.19 0.11

A8 0.18 0.19 0.16 0.22 0.17 0.20 0.19 0.14 0.23 0.19 0.19 0.20 0.19 0.21 0.22 0.16

A9 0.17 0.17 0.17 0.26 0.21 0.27 0.19 0.23 0.19 0.25 0.25 0.24 0.17 0.24 0.24 0.21

A10 0.20 0.20 0.17 0.26 0.21 0.27 0.19 0.23 0.26 0.18 0.25 0.24 0.22 0.23 0.19 0.16

A11 0.23 0.25 0.20 0.29 0.26 0.31 0.24 0.26 0.29 0.28 0.21 0.27 0.24 0.27 0.27 0.23

A12 0.19 0.19 0.15 0.27 0.23 0.28 0.19 0.24 0.26 0.25 0.25 0.18 0.19 0.21 0.25 0.21

A13 0.13 0.13 0.12 0.22 0.17 0.23 0.15 0.15 0.22 0.21 0.21 0.20 0.12 0.15 0.15 0.11

A14 0.23 0.23 0.19 0.26 0.25 0.28 0.23 0.22 0.23 0.23 0.23 0.19 0.17 0.17 0.25 0.21

A15 0.20 0.22 0.19 0.25 0.24 0.27 0.22 0.21 0.22 0.21 0.23 0.20 0.17 0.22 0.17 0.20

A16 0.16 0.16 0.14 0.25 0.20 0.23 0.18 0.17 0.25 0.24 0.24 0.23 0.21 0.23 0.23 0.13

Table 3: Influence degree, influenced degree, cause degree, and centrality of each factor.

Factor
Degree of
influence

Influenced
degree

Centrality Degree of cause Factor attribute

Dietary habits A1 1.63 2.86 4.48 -1.23
Consequence

factor

Work and rest habits A2 2.92 2.88 5.79 0.04 Causal factor

Exercise habit A3 2.56 2.56 5.12 0.00 Causal factor

Vocal habit A4 2.75 3.56 6.31 -0.81
Consequence

factor

Physical fitness and health level A5 4.07 3.28 7.35 0.79 Causal factor

Health degree of vocal organ A6 3.28 3.83 7.11 -0.55
Consequence

factor

Mental health degree A7 2.40 2.95 5.34 -0.55
Consequence

factor

Degree of thinking and mental recognition A8 3.04 3.07 6.11 -0.03
Consequence

factor

Scientific degree of phonation A9 3.49 3.54 7.03 -0.05
Consequence

factor

Practice frequency A10 3.46 3.35 6.81 0.11 Causal factor

Daily performance frequency A11 4.11 3.36 7.47 0.75 Causal factor

Vocal singing level A12 3.53 3.14 6.68 0.39 Causal factor

How much to speak? A13 2.66 2.78 5.44 -0.11
Consequence

factor

Daily workload A14 3.56 3.17 6.72 0.39 Causal factor

Intensity of social pressure A15 3.44 3.27 6.71 0.17 Causal factor

Social demand degree A16 3.27 2.57 5.84 0.70 Causal factor
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problems brought by different frequencies are very different.
Professional performers often bear strong pressure when
dealing with the impact of large frequency of performance.
But there will also be a certain limit, so for this artificial
intelligence, tracking and analysis through large data can
obtain considerable value and significance.

Vocal singing level (A12): for professional vocal per-
formers, the singing level will determine the level of voice
use frequency, and this is a positive correlation; when the
singing level is higher, it has an important impact on voice
health value and significance, and when the singing level is
lower, the pressure on voice health is often less. Therefore,
it is one of the important observation indicators.

4.4. Social Element. The degree of speaking (A13): the
dynamic supervision of speaking at ordinary times has
important observation value and significance for voice
health care of professional vocal music performance. Speak-
ing is a very noisy thing for singers, so the degree of speaking
is an important observation index.

Daily workload (A14): the amount of daily workload and
transactional work has an important impact on the voice
health of professional vocal performers. Therefore, the evo-
lution and change of daily workload are two of the factors
that have a direct impact on voice health.

Intensity of social pressure (A15): the intensity of social
pressure has important influence on the psychology of pro-
fessional vocal performers and will also affect the health care
of the voice. The social pressure often has an important crit-
ical value, and the results are not consistent at different
stages, so close attention is needed.

Social demand degree (A16): the demand for profes-
sional vocal performers is large or small, which is an impor-
tant manifestation of establishing the social value of
professional vocal performers, and will also affect the forma-
tion of the overall voice health awareness, so it is one of the
important external factors.

5. Influence Model and Analysis of Vocal
Health Care in Professional
Vocal Performance

5.1. Introduction to Methods and Models. Through the use of
DEMATEL method to determine the impact of various fac-
tors directly affecting the relationship between vocal per-
formers, calculate the impact of various factors and the
extent of the impact of the relationship, to obtain the center,
the reasons, and ultimately the cause and effect factors.
Based on the comprehensive influence matrix calculated by
DEMATEL, the ISM interpretation structure model is used
to establish a multilevel hierarchical interpretation structure
model. The integration of these two methods can reduce the
influence of artificial factors in a traditional reachable
matrix, construct statistical factors synthetically, and
empower and scientifically analyze the related research.

5.2. Model Calculation Process. The DEMATEL research
method was used to set up a comprehensive survey and
interview, and a five-level evaluation system was established,

with 0, 1, 2, 3, and 4 as the hierarchical relationship. 0 has no
effect, 1 has a slight effect, 2 has a small effect, 3 has a mod-
erate effect, and 4 has a great effect on professional vocal
performers, professional vocal performance educators, and
professional vocal performance learners. A total of 10 sub-
jects were interviewed. The direct impact matrix Xd is
obtained by scoring the relevance of each item.

The normalized direct influence matrix X is obtained by
normalizing the direct influence matrix Xd by Xd as in

Xd =

0 A1,2 ⋯ A1,j

A2,1 0 ⋯ A2,j

⋮ ⋮ ⋮ ⋮

Ai,1 Ai,2 ⋯ Ai,j

2
666664

3
777775
: ð1Þ

Among 1 ≤ i ≤ n, 1 ≤ j ≤ n, n is the total number of
influencing elements.

A comprehensive influence matrix T is calculated.
According to the formula, as shown in formula (2), the
obtained comprehensive influence matrix is shown in
Table 2.

= X 1 − Xð Þ−1 = tij
� �

: ð2Þ

And calculate the influence degree (R), the influenced
degree (D), the centrality (R +D), and the cause degree
(R −D) in the comprehensive influence matrix. Centrality
(R +D) is a direct manifestation of the influence of a factor.
As shown in Table 3, cause degree > 0 indicates that the ele-
ment has great influence on other elements, which is called
cause element. The result element means that the cause
degree < 0 indicates that the element is greatly influenced
by other elements, which is called the result element, as
shown in

R = 〠
n

j=1
Tij 1 ≤ i ≤ n, 1 ≤ j ≤ nð Þ, ð3Þ

D = 〠
n

j=1
Tij 1 ≤ i ≤ n, 1 ≤ j ≤ nð Þ: ð4Þ

Establishing the comprehensive influence weight of voice
health care. Because the centrality is used to calculate the
comprehensive impact value of each criterion layer element
on the whole, the comprehensive proportion is shown by
the numerical value. “Therefore, the weight of the first-

Table 4: Weight ratio of comprehensive influence criterion layer of
voice health care in professional vocal music performance.

Factor
Life

element
U1

Body
element
U2

Training
element U3

Social
element
U4

Centrality 21.71 25.92 27.98 24.71

Normalization 21.64% 25.83% 27.90% 24.63%
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level evaluation index can be obtained by normalizing the
centrality of each index,” and the weight vector formula of
the comprehensive influence matrix index is shown in

A = anð jfund, ð5Þ

〠
4

n=1
an = 1，0 ≤ an ≤ 1，n = 1,⋯, 4Þ, ð6Þ

where an is the weight of the index Un. The calculation
results are shown in Table 4.

The calculation of the reachability matrix is based on the
comprehensive influence matrix T , and the overall influence
matrix H is obtained through the publication calculation, as
shown in

H = I + T: ð7Þ

A reachability matrix K is calculated; the calculation
publication of a given threshold value is shown as

Kij = 1, if hij ≥ λ  i, j = 1, 2,⋯,nð Þ, ð8Þ

Kij = 0, if hij < λ  i, j = 1, 2,⋯,nð Þ: ð9Þ
The determination of the threshold λ will divide and

stratify the structure of the influence reachability matrix.
The specific value is obtained according to the analysis of
multiple values to obtain a satisfactory result in line with
the basic level. After multiple values, λ = 0 is finally selected.
A multilevel hierarchical ISM model is established, and each
level is divided according to the K matrix and the corre-
sponding conditions (public notice 9).

Ri ∩ Si = Ri   i = 1, 2,⋯,nð Þ: ð10Þ

Ri is a reachable set and Si is the set of preceding items.
Construct the grading table of comprehensive influencing
factors of voice health care in professional vocal music per-
formance, as shown in Table 5.

5.3. Result Analysis of Influencing Factors of Voice Health
Care in Professional Vocal Performance. Through the calcula-
tion of the above model method, it can be seen that various
factors have great influence on voice health care in profes-
sional vocal music performance. No factor is independent, it

is through mutual influence to finally affect the sound, only
long-term attention to these issues affects the voice, to form
a systematic voice care thinking and voice health effects. Some
of them evolve gradually because of various temporary envi-
ronments and endogenous changes. Through the relevant
research and questionnaire survey, the relevant analysis model
is established. Among various factors, professional vocal
music performance training factors and body factors are the
key factors affecting voice health care. Physical fitness, fre-
quency of daily performance, and social needs are the three
major causal factors, which are the key factors affecting voice
health care. In order to apply AI technology to the construc-
tion of sound health care in professional vocal music perfor-
mance, we need to consider the training elements and the
establishment of body elements. At the same time, three
important factors should be considered in the key indicators,
namely, the physical quality of vocal performers, the frequency
of daily participation, and the change of social needs. Through
these three factors, a systematic comprehensive algorithm sys-
tem is constructed to create a professional vocal performance
voice health artificial intelligence technology. The scale of
influencing factors constructed by ISM tells researchers that
physical fitness and daily performance frequency are the fun-
damental influencing factors. Scientific vocal method, practice
frequency, vocal level, and the reasonable arrangement of daily
work are the median factors; other factors belong to the sur-
face factors. In the vocal health care of professional vocal
music performance, the physical quality and daily perfor-
mance frequency of the performers are the key factors affect-
ing their voice health. Therefore, in artificial intelligence
settings, this one can be used as a key factor to judge whether
the health of voice care is fully considered and judged, when
one of the two settings is higher. At the same time as feedback,
remind the performers concerned to make corresponding
adjustments to maintain a healthy voice.

Compared with other disease management, vocal man-
agement in professional vocal music performance is more
affected by many complicated factors, such as various living
habits, using voice habits, physical quality, and frequency of
use. Therefore, when constructing the assessment system of
artificial intelligence, we need to think systematically, holis-
tically, and integrally with various factors, and we cannot
ignore the important value and significance of various fac-
tors to voice management. According to the expert guidance
of this method, what is constructed at present is a way in
accordance with a certain color of human evolution. With

Table 5: Grading table of influencing factors of voice health care in professional vocal performance.

Ladder
level

Element set Level description

L1
Diet habit A1; work and rest habit A2; exercise habit A3; voice habit A4; health degree of vocal organs
A6; mental health degree A7; thinking and mental recognition degree A8; speaking degree A13; social

pressure intensity A15; social demand degree A16

Surface influencing
factors

L2
Scientific degree of phonation A9; frequency of practice A10; level of vocal singing A12; daily workload

A14
Middle-level

influencing factors

L3 Physical fitness and health A5; daily performance frequency A11
Root cause influence

factor
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the deepening of research and the participation in the evolu-
tion of scholars and thinking, the value and significance are
relatively recognized and revised. This research needs to be
further optimized and promoted in the future.

6. Conclusion

Artificial intelligence technology in intelligent medicine is of
great value to human health in the future. Artificial intelli-
gence algorithms are used to scientifically plan and manage
people’s daily lives, studies, and work. Through the artificial
intelligence technology, it carries on the order management
to everybody’s health and proposes the scientific guidance.
Avoiding further deterioration of the singers and the envi-
ronment is a promising technical direction. Combined with
the professional vocal actor’s voice health management envi-
ronment, it can effectively distinguish the relationship
between singers and environment from both internal and
external aspects. AI settings can avoid deviations. This paper
fully respects the relevant laws of professional development,
from the professional vocal performance of the internal and
external elements constituting a large number of evolution
factors. Finally, the weight relation of the system is formed
by identifying these subtle factors, and the root factors,
intermediate factors, and surface factors are calculated by
the ISM structural equation model. An artificial intelligence
algorithm system is composed of different weights, which
scientifically and reasonably combines professional theory
and practice. We hope that the future of intelligent health
care in vocal performance will provide a new perspective
for vocal health management and vocal enthusiasts and pro-
fessionals around the world will provide a scientific voice
health management program.
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Mobile crowdsensing (MCS) offers a novel paradigm for large-scale sensing with the proliferation of smartphones. Task
assignment is a critical problem in mobile crowdsensing (MCS), where service providers attempt to recruit a group of brilliant
users to complete the sensing task at a limited cost. However, selecting an appropriate set of users with high quality and low
cost is challenging. Existing works of task assignment ignore the data redundancy of large-scale users and the individual
preference of service providers, resulting in a significant workload on the sensing platform and inaccurate assignment results.
To tackle this issue, we propose a task assignment method based on user-union clustering and individual preferences, which
considers the influence of clustering data quality and preference-based sensing cost. Firstly, we design a user-union clustering
algorithm (UCA) by defining user similarity and setting user scale, which aims to balance user distribution, reduce data
redundancy, and improve the accuracy of high-quality user aggregation. Then, we consider individual preferences of service
providers and construct a preference-based task assignment algorithm (PTA) to achieve the diversified sensing cost control
needs. To evaluate the performance of the proposed solutions, extensive simulations are conducted. The results demonstrate
that our proposed solutions outperform the baseline algorithm, which realizes the individual preference-based task assignment
under the premise of ensuring high-quality data.

1. Introduction

The pervasive adoption of mobile smart devices and the
rapid development of communication network technologies
have accelerated the unprecedented expansion of mobile
crowdsensing (MCS) in many aspects of our daily lives.
MCS [1] is a compelling paradigm that allows a large group
of individuals to collaboratively sense data and extract infor-
mation about social events and national phenomena with
common interest using mobile devices (e.g., smartphones,
smart glasses).

Task assignment is a critical problem in MCS, where ser-
vice providers attempt to recruit a group of brilliant users to
complete the sensing task at a limited cost. Thus, the core

goal of task assignment is to make a good balance between
data quality and sensing cost [2]. Specifically, suppose the
sensing platform always assigns inappropriate tasks to users
and keeps users away from daily activities. In that case, users
will refuse to perform tasks, leading to revenue loss for ser-
vice providers and reducing the sensing utility. In addition,
service providers may have individual preferences (i.e., max-
imizing benefits, minimizing costs) when selecting user data,
further increasing the complexity and diversity of the task
assignment.

By now, various methods to improve data quality have
been proposed for task assignment. While service providers
can enjoy the convenience provided by user data, large-
scale user data will lead to the increase of redundant data.
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Data redundancy is a potential threat to data quality, which
will increase the workload of the platform and reduce the
accuracy of the task assignment. Shahraki et al. [3] pointed
out that cluster analysis can solve the problem of data redun-
dancy. The most common data clustering mechanism is the
k-means algorithm, despite the effectiveness, applying the k
-means algorithm in MCS to realize task assignments still
need to tackle complexity and balance challenges. Firstly,
the k-means algorithm may require a high calculation time.
Unfortunately, most task assignment methods are time-
sensitive. That is, the acquisition of high-quality data should
not be at the expense of time. Secondly, these algorithms are
still a risk of poor data balance due to work neglecting the
difference in the scale of clustered users. Thus, leveraging
clustering analysis to form balanced, low-redundancy, and
high-quality data in sensing regions with a limited time is
a crucial problem in the MCS task assignment.

Sensing cost is another important issue to consider in
task assignment, which aims to select suitable users to
achieve task assignment. Up to now, the research works on
sensing cost mainly focused user recruitment cost [4–6],
user travel cost [7–9], and data transferring cost [10–13].
Most of the existing works for sensing cost consider a homo-
geneous preference model, which assumes all service pro-
viders have the same preference. Each service provider
selects user data independently and randomly according to
the same task preference. However, this model is at best an
approximation, because different service providers indeed
have various tastes and preferences. Such heterogeneity in
preferences of service providers has been observed in [14].

The shortcomings of existing works drive us to explore a
new task assignment method from data quality and sensing
cost for realistic MCS applications. Our research efforts aim
to achieve a practical task assignment in different individual
preferences for real MCS with varying user data quality, while
ensuring high-quality clustering data and preference-based
sensing cost. More specifically, we first formulate the problem
of task assignment. This formulation carefully considers the
quality of clustering data and the individual preference for
sensing cost. Afterward, a task assignmentmethod is proposed
based on user-union clustering and individual preferences.
Different from prior works on task assignment, we first con-
sidered data redundancy caused by large-scale user data, lever-
aged the clustering method to reduce data redundancy and
improve the accuracy of high-quality user aggregation. Then,
based on this solution, we analyzed the impact of individual
preferences and solved the diversified task assignment under
the individual preference sensing cost.

In summary, this paper makes the following
contributions:

(i) We formulate the task assignment problem from
two perspectives. High-quality clustering data and
the individual preference sensing cost are consid-
ered in our formulation

(ii) A UCA-based solution is proposed to balance user
data scale, reduce data redundancy, and ultimately
improve platform efficiency and data quality

(iii) A PTA-based solution is proposed to solve the task
assignment under the individual preference sensing
cost. To the best of our knowledge, this is the first
work that validates from different perspectives of
the task assignment the benefits of exploiting indi-
vidual preferences and that gains insights through
simulations based on real-world data

The rest of the paper is organized as follows: Section 2
discusses related work. Section 3 introduces our system
model and problem formulation. Our UCA and PTA solu-
tions are presented in Section 4. In Section 5, we evaluate
our proposed method and present evaluation results. Finally,
we conclude this paper in Section 6.

2. Related Work

Data quality and sensing cost become the main criterion to
assign the tasks. Much work has been done to support the
efficient task assignment in MCS. In the following, we shall
introduce existing work in these two criteria.

2.1. Data Quality. Improving the accuracy of data quality is
an essential design objective for most task assignments. Sev-
eral factors have a significant impact on data quality, includ-
ing data collection times, task duration, and data spatial-
temporal coverage.

Data collection times refer to the number of times a tar-
get phenomenon is expected to be sensed. On the one hand,
multiple measurements can reduce sensor reading errors
and make sensing results approach the ground truth. Gong
et al. [15] pointed out data quality keeps increasing as the
collection times increase, characterized by a non-
decreasing sub-modular function. On the other hand, there
are tiny fluctuations of sensing data even in short durations
and small areas. Xiong et al. [16] proposed that data quality
will no longer increase when the collected data exceeds a cer-
tain threshold. However, multiple measurements are neces-
sary to improve data quality in most cases.

Task duration is the period from the instant a task is
published to the deadline. Wang et al. [17] proposed a
two-level heterogeneous pricing mechanism based on the
timeliness and location dependence of random arrival in
MCS. The proposed greedy task selection algorithm can help
users choose the appropriate task to maximize the total rev-
enue and realize task assignment. Zeng et al. [18] took the
execution time of workers as the optimization goal, and pro-
posed an adaptive Top-k worker selection algorithm to select
the most appropriate workers and achieve efficient task
assignment. Huang et al. [19] investigated and formulated
the time-dependent task allocation problem, and character-
ized the cost of performing a sensing task for each mobile
user. They proposed an efficient task assignment algorithm
called the optimized allocation scheme of time-dependent
tasks (OPAT), which can maximize the sensing capacity of
each mobile user.

Data spatial-temporal coverage is another important
metric to evaluate data quality and has been extensively
studied. To evaluate the time coverage provided by a group
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of users over a period of time, Alagha et al. [20] considered
users’ location and mobility mode. They designed a stable
coverage recruitment parameter to realize task assignment.
To reduce the system cost, Song et al. [21] migrated certain
qualified users to less popular tasks to increase data coverage
and optimize other performance factors. To satisfy both the
service provider’s coverage sensing preference and the user’s
revenue preference, Yucel et al. [22] proposed a coverage-
aware stable task assignment method and proved that the
user’s revenue is proportional to the task coverage scale.
Experimental results show that this method achieved accu-
rate task assignment on the premise of ensuring user satis-
faction and coverage quality.

The above works are good references for addressing the
data quality of task assignment. However, most of these
studies have not considered the importance of clustering
analysis. Guo et al. [23] analyzed some common problems
in task assignment and pointed out that cluster-based task
assignment is necessary for future MCS task assignment. In
the research of user data clustering, Du et al. [24] combined
the data quality of users and proposed a Bayesian co-
clustering truth discovery model to capture the fine-
grained reliability of users on different clusters. This model
enhances the usability of each user under the most appropri-
ate task, which is conducive to observing aggregated tasks.
Jin et al. [25] proposed a novel MCS system framework that
integrates an incentive, a data aggregation, and a data per-
turbation mechanism. The data aggregation mechanism
incorporated workers’ reliability to generate highly accurate
aggregated results. So far, the research of user clustering data
is still in its infancy. It is crucial to consider clustering data
quality evaluation to reduce redundancy and improve plat-
form efficiency.

2.2. Sensing Cost. Sensing cost is the costs paid to perform
tasks, including user recruitment cost, user travel cost, and
data transferring cost. The first is paid by the sensing plat-
form to recruited users for their involvement; the latter
two are paid by users for their movements for data collection
and data upload, respectively.

User recruitment cost includes per-user recruitment cost
and per-data collection cost. To control the recruitment cost
of users, Liu et al. [4] studied the user recruitment problem
on both the user’s and subarea’s sides and proposed a
three-step strategy, including user selection, subarea selec-
tion, and user-subarea-cross (US-cross) selection. Extensive
experiments on two real-world data sets show that user
recruitment algorithms can effectively enhance the data
inference accuracy under a budget constraint. In practical
application, Campioni et al. [5] improved recruitment algo-
rithms for vehicular crowdsensing networks, which aims to
select participants within a crowdsensing network such that
the most sensing data is obtained for the lowest possible cost.
Zhao et al. [6] classified the extrinsic utility into the task pay-
off shared with other participants and the resource cost
incurred by participation. Based on this, they proposed a
social-aware incentive mechanism by deep reinforcement
learning (DRL-SIM) to control user recruitment cost and
derive the optimal long-term sensing strategy for all vehicles.

User travel cost relies on the traveling paths of users,
which could be fixed, predetermined, or predictable based
on users’ historical trajectories [7]. In fixed/predetermined-
path-based MCS, each user can perform tasks alone or
near their traveling path. In this case, the task assignment
problem can often be transformed into a set cover prob-
lem or bipartite graph matching problem. Wei et al. [8]
considered user moving cost and sensing level. They pro-
posed a greedy task assignment algorithm, GP-BS, to select
the most cost-effective participant iteratively. In
predictable-path-based MCS, the traveling path of each
worker is not predetermined. It is tough to accurately pre-
dict the specific locations of users in the future at a fine
granularity. Wang et al. [9] proposed an approach that
exploits the spatial-temporal causality among travel speeds
of road sections by a time-lagged correlation coefficient
function, which aims to overcome the uneven spatial-
temporal distribution of vehicles and the variation of their
data-offering intervals. For the sparse MCS scene, Wang
et al. [10] propose a deep learning-enabled industrial sens-
ing and prediction scheme, aiming to achieve high-
precision prediction of future moments under the hypoth-
esis of sparse historical data.

Data transferring cost is the cost generated for uploading
sensing data. Wang et al. [11] considered that the users’
main concern is the cost of data uploading, which affects
their willingness to participate in a crowdsensing task. The
proposed efficient prediction-based user recruitment for
MCS can achieve a lower recruitment payment and the high-
est delivery efficiency. In [12], a data transfer solution for
crowdsensing was proposed to minimize the number of
users under the constraints of the quality of sensing data
and coverage area of all cell towers. When multiple tasks
share a pool of staff with bandwidth constraints, a multi-
task allocation strategy is proposed in [13] to ensure plat-
form revenue.

Task assignment algorithms for MCS were designed
following the different sensing costs. However, the algo-
rithms proposed in the existing works are usually designed
based on a fixed choice. That is, they all neglect the indi-
vidual preferences for sensing cost. In our previous work
[26], we have pointed out the influence of individual pref-
erences on selection. Therefore, it is necessary to consider
the individual preferences to ensure the practicality of task
assignment.

In summary, despite the variety of the literature on data
quality and sensing cost in MCS task assignments, the goal is
defined chiefly from the overall system’s point of view with-
out considering the individual preferences and the impor-
tance of clustering data. Hence, they may not necessarily
achieve high accuracy and rationality in the task assignment.

3. System Model and Problem Formulation

In this section, we first give the system model for task assign-
ment in MCS. Then, we formulate the task assignment
problem.

3.1. System Model
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3.1.1. Model Construction.We consider a typical MCS archi-
tecture, including a trusted sensing platform, a set of m sens-
ing users, and a set of k service providers, as shown in
Figure 1.

For the task assignment, service providers can publish
different sensing tasks and task centers to the sensing plat-
form, denoted by T = ft1, t2,⋯, tkg, t j−center, respectively.
The sensing platform assigns tasks to sensing users, denoted
by U = fu1, u2,⋯, umg. To reduce data redundancy and the
burden on the sensing platform, users form the user-union
before uploading data. Service providers select appropriate
users to realize task assignment according to individual
preferences.

In this paper, we make the following assumptions.

(i) The initial locations of users are uniformly distrib-
uted in a specific region

(ii) The sensing platform is only responsible for the
data calculation between users and service providers

(iii) Service providers have different individual prefer-
ences and decide the final choice. Service providers
can only select one sensing user to achieve the task
assignment

Such assumptions are practical in enterprise or
agreement-based cooperation scenarios [27].

3.2. Problem Formulation

3.2.1. Data Quality Problem

(1) Data Quality Problem Formulation. In data quality
research, considering a large number of sensing users, each
user uploading data in an independent way will lead to a
decrease in sensing utility. Therefore, we leverage the clus-
tering method to reduce data redundancy and improve the
accuracy of high-quality user aggregation. We evaluate the
data quality and transform the user clustering problem into

the maximum similarity matching problem, which can be
expressed as follows:

maximize sim = 〠
U ,T

simui ,t j−center = 〠
U ,T

〠
ui∈U ,t j−center∈T

f ui, t j−center
� �

ð1Þ

The goal of Equation (1) is to form a union with the
highest user similarity from large-scale participating users,
so as to reduce data redundancy and improve the efficiency
of the sensing platform. f ðui, t j−centerÞ represents the similar-
ity between ui and t j−center, which can be expressed as fol-
lows:

simui ,t j−center = f ui, t j−center
� �

=
1

1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

a=1ωa ∗ ca,um − ca,t j−center /ca,t j−center
� �2

r
,

ð2Þ

where ca,um represents the value of um under evaluation
index a and ca,t j−center represents the value of t j−center under

evaluation index a.

(2) Method Construction. Step 1: Define the user similarity as
a two-tuple.

Definition 1. Define the user similarity as simui ,t j−center = f ðui
, t j−centerÞ.

f ðui, t j−centerÞ is the participants of both clustering data,
where ui denotes the user, and t j−center denotes the center
of task t j.

Sensing platform

Task
Result feedback

Service providers

Upload data

Task release

User–unions

Figure 1: Framework for the mobile crowdsensing.
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Step 2: Calculate the similarity between ui and t j−center,
sort the calculation results, and construct the user-union
clustering.

Step 3: Set a maximum user limit τ in each user-union to
ensure the balance of the union, i.e., ksimui ,t j−centerk ≤ τ.

3.2.2. Sensing Cost Problem

(1) Sensing Cost Problem Formulation. In Section 3.2.1, we
use user data to build user-unions, which realize user clus-
tering, reduce data scale and ensure data quality. Based on
this solution, we consider the diversity and individual prefer-
ences for service providers, and solve the diversified task
assignment under the individual preference sensing cost.

For each task assignment problem, each user-union has
n sets of user schemes and m sets of data sensing cost eval-
uation indexes, denoted by Y = fY1, Y2,⋯, Yng and G = f
G1,G2,⋯,Gmg. Each user scheme represents a sensing cost
requirement, which can be evaluated by the sensing cost
indexes, denoted by fh11, h12,⋯, h1mg. According to the
decision selection sample matrix, service providers select
the appropriate user to realize task assignment. The decision
selection sample matrix is expressed as follows:

H =

h11 h12 ⋯ h1m

h21 h22 ⋯ h2m

⋮ ⋮ ⋮

hn1 hn2 ⋯ hnm

2
666664

3
777775
, ð3Þ

Based on the above conditions, we normalize the deci-
sion information matrix, and use the prospect theory [28]
to obtain the positive and negative prospect value matrix.
Finally, the acceptability advantage solution is used to sort
the schemes and select the most suitable users. Therefore,
we transform the preference-based sensing cost problem
into the maximum comprehensive prospect value, which
can be expressed as follows:

max V 〠
n

i=1
〠
m

j=1
v+ijψ

+ ωj

� �
+ 〠

n

i=1
〠
m

j=1
v−ijψ

− ωj

� �

s:t: ωj ∈ 0, 1½ �

〠
m

j=1
ωj = 1

: ð4Þ

The goal of Equation (4) is to solve the maximum com-
prehensive prospect value, so as to achieve the preference-
based task assignment. The objective function in the first line
is to solve the optimal evaluation index weight. The second
and third lines define the range of each index, respectively.

(2) Method Construction. Step 1: Normalize the decision
matrix of user scheme. We define the user sensing costs as
the cost index and the benefit index, denoted by hbij and hcij

, hbij, h
c
ij ∈H, hbij ∪ hcij =H, and hbij ∩ hcij =∅, which can be

expressed as:

zj =
1
n
〠
n

i=1
hij, ð5Þ

hbij =
hij − zj

max max
j

hij
� �

− zj, zj −min
j

hij
� �� � , ð6Þ

hcij =
zj − hij

max max
j

hij
� �

− zj, zj −min
j

hij
� �� � : ð7Þ

Step 2: Determine the positive and the negative prospect
value matrix. The normalized decision matrix is recorded as
�O = ðhijÞn×m. We construct the positive and the negative
prospect value matrix, which can be expressed as:

h+j =max hij ∣ 1 ≤ i ≤ n
	 


h−j =min hij ∣ 1 ≤ i ≤ n
	 


j = 1, 2,⋯,m

8>><
>>:

, ð8Þ

where Y+ = fh+1 , h+2 ,⋯, h+mg and Y− = fh−1 , h−2 ,⋯, h−mg repre-
sent the positive and the negative ideal scheme, respectively.

Step 3: Calculate the correlation coefficient. A proper
task assignment usually needs a reference node to measure
the prospect value of the scheme, rather than the actual
value of the decision result. Therefore, we use the values of
positive and negative ideal schemes as reference points,
which can be expressed as:

ς+ij =
min
i,j

hij − h+j
��� ��� + φ max

i,j
hij − h+j
��� ���

hij − h+j
��� ��� + φ max

i,j
hij − h+j
��� ���

ς−ij =
min
i,j

hij − h−j
��� ��� + φ max

i,j
hij − h−j
��� ���

hij − h−j
��� ��� + φ max

i,j
hij − h+j
��� ���

8>>>>>>>>>><
>>>>>>>>>>:

, ð9Þ

where ς+ij, ς−ij represent the positive and the negative correla-
tion coefficients, respectively, 0 ≤ ς+ij ≤ 1 ， −1 ≤ ς−ij < 0, φ rep-
resents the resolution coefficient, defineφ = 0:5.

Step 4: Construct prospect decision matrix. We con-
struct a prospect value function to represent the subjective
feelings of service providers about the user scheme selection,
which can be expressed as:

v hið Þ =
1 − ς−ij

� �α
, ς−ij is a reference point

−λ − ς+ij − 1
� �h iβ

, ς+ij is a reference point

8><
>: ,

ð10Þ
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where α and β represent the concave and the convex degree
of the benefit and the cost value functions at the reference
point, respectively, 0 < α < 1, 0 < β < 1. λ represents the
degree of loss aversion of the service provider.

According to Equation (10), we achieve the positive and
the negative values of Yi, which expressed as:

v+ hij
� �

= 1 − ς−ij

� �1

v− hij
� �

= −λ − ς+ij − 1
� �h iβ

8>><
>>:

: ð11Þ

Probability weight is the subjective judgment made by
the service provider according to the probability ω of the
result of the task assignment, which can be expressed as:

ψ ωð Þ+ = ωη

ωη + 1 − ωηð½ �1/η , ς
−
ij is a reference point

ψ ωð Þ− = ωγ

ωγ + 1 − ωð Þγ½ �1/γ
, ς+ij is a reference point

8>>><
>>>:

,

ð12Þ

where α = β = 0:88, λ = 2:25, η = 0:61, γ = 0:69 [28], η and γ
represent the fitting parameters of the probability weight
function on the left and right of the reference point,
respectively.

We calculate the comprehensive prospect value of each
user scheme, which can be expressed as:

Vi = 〠
m

j=1
v+ijψ

+ ωj

� �
+ 〠

m

j=1
v−ijψ

− ωj

� �
: ð13Þ

Step 5: Weight optimization. The weight of the user
scheme should be reasonably assigned, aiming to obtain
the maximum comprehensive prospect value, which can be
expressed as:

V∗
i = 〠

m

j=1
v+ijψ

+ ω∗
j

� �
+ 〠

m

j=1
v−ijψ

− ω∗
j

� �
: ð14Þ

The multi-attribute hesitant fuzzy evaluation matrix is
transformed into the multi-attribute comprehensive pros-
pect matrix.

Step 6: Sort user schemes to determine the preference-
based task assignment.

According to the comprehensive prospect matrix, we
calculate the positive (i.e., f +) and the negative (i.e.,f −) ideal
solutions of each index, which can be expressed as:

f + = max v
i
hi1ð Þ, max v

i
hi2ð Þ,⋯, max v

i
himð Þ

n o

f − = min v
i
hi1ð Þ, min v

i
hi2ð Þ,⋯, min v

i
himð Þ

n o
8><
>: :

ð15Þ

We also need to calculate the group benefit value (i.e., Bi

), individual regret value (i.e., Ri), and comprehensive index
value (i.e., BRi).

Bi = 〠
m

j=1
ωj f + − v hij

� �� �
/ f + − f −
� �

Ri =max
j

ωj f + − v hij
� �� �

/ f + − f −
� �	 


8>>><
>>>:

, ð16Þ

BRi = κ
Bi − B−

i

B+
i − B−

i
+ 1 − κð Þ Ri − R−

i

R+
i − R−

i
, ð17Þ

where B+
i , B−

i represent the maximum and minimum group
benefit value, R+

i , R−
i represent the maximum and minimum

individual regret value, and κ represents the decision prefer-
ence. When κ > 0:5, it means that the service provider adopts
the maximum group benefit to formulate the task assign-
ment scheme. When κ < 0:5, it means that the service pro-
vider adopts the minimum individual regret to formulate
the task assignment scheme. When κ = 0:5, it means that
the service provider adopts the balance principle to formu-
late the task assignment scheme.

According to the judgment criteria of the VIKOR
method [29], the value of Bi, Ri, and BRi are arranged in
descending order. We use BRi to determine the first (i.e.,
Y1) and second (i.e., Y2) user schemes and realize the
preference-based task assignment.

Condition 1 (Acceptability advantage). BRðY2Þ − BRðY1Þ ≥
1/ðn − 1Þ, where m is the number of options.

Condition 2 (Acceptability stable). Y1 has the best Bi or Ri.

When Condition 1 and Condition 2 are both satisfied,
Y1 is the optimal user scheme to realize task assignment.
When only Condition 1 is satisfied, Y1 and Y2 are compro-
mise solutions. When only Condition 2 is satisfied, Y1, Y2,
⋯, YN are approximate ideal schemes.

4. Proposed Task Assignment Solutions

4.1. User-Union Clustering Algorithm. Traditional clustering
algorithms are deficient in the efficiency and balance of clus-
tering results. To solve this issue, we propose the user-union
clustering algorithm (UCA), as shown in Algorithm 1.

Algorithm 1 realizes the generation of user-union. UCA
provides a guarantee for the balance of clustering data by
setting an upper limit. The function of ProperCluster (xi)
is to assign ui to a suitable user-union. CSj is a two-tuple,
which represents the storage of existing user data and the
similarity value of the center task in the jth user-union.
From 1 to 4, the algorithm is used to calculate the similarity
between ui and t j−center, which aims to quantify the behav-
ioral characteristics of each user. From 5 to 18, the algorithm
is used to control the scale of users, which can balance the
number of users in the user-union.

Computational complexity. The k-means algorithm is a
simple and efficient clustering algorithm, and the computa-
tional complexity of the algorithm is O2ðtkmnÞ, where t

6 Wireless Communications and Mobile Computing



represents the number of iterations, m represents the user
scale, n represents the type of user data evaluation index,
and k represents the number of clustering tasks. UCA is an
improvement of the k-means algorithm, which uses user
similarity to realize user clustering and improves the balance
of user scale. First, each user needs to calculate the similarity
with k, and the complexity is kmn. Next, the value of user
similarity is compared with the edge point, when the num-
ber of users in the user-union reaches saturation, and the
complexity is 1. In the worst case, UCA spends k times for
comparison. Therefore, the computational complexity of
UCA is O1ðk2mnÞ. In practical application scenarios, to
ensure the clustering accuracy, the number of algorithm iter-
ations (i.e., t) is usually greater than clustering tasks (i.e., k);
therefore, O2 −O1 = ðt − kÞkmn > 0.

Space complexity. The k-means algorithm needs to store
user data and the clustering tasks data, and the space com-
plexity of is ðk +mÞn. Like the k-means algorithm, UCA also
needs to store user data and clustering task data, and the
space complexity is ðk +mÞn.

4.2. Preference-Based Task Assignment Algorithm. Algo-
rithm 1 provides high-quality data. Then, we propose the
preference-based task assignment algorithm (PTA) to solve
the diversified task assignment under the individual prefer-
ence sensing cost, as shown in Algorithm 2.

Algorithm 2 realizes the reasonable and diverse task
assignment by calculating the value of group benefit, indi-
vidual regret, and a comprehensive index. This is a mode
of task assignment selection from individual preference,
which guides the decision of service providers. From 1 to
2, the algorithm is used to normalize the decision matrix.
From 3 to 4, the algorithm is used to determine the positive
and negative ideal solutions and calculates the correlation

coefficient. From 5 to 6, the algorithm mainly constructs
the prospect decision matrix through optimized weights.
From 7 to 19, the algorithm is used to sort user schemes,
and achieve preference-based task assignment based on the
VIKOR method.

5. Performance Evaluation and Discussion

5.1. Basic Simulation Setup. In our experiments, the data we
used came from the real Dartmouth College Wi-Fi campus
trace data set [30], which was an experiment on the open-
source middleware NSense. This data takes sound collection
as an example, including timestamps, the distance between
test points and sensing nodes, data collection methods, and
data collection environments. We define data collection
methods and environments as benefit indexes. Other metrics
are defined as cost indexes. We consider two user distribu-
tion spaces [31] (i.e., sparse and dense regions) and employ
different metrics to measure the performance in UCA and
PTA.

In the research of task assignments, high-quality user
data can improve the accuracy of assignments. User data
clustering can reduce data redundancy and improve the
overall quality of user data. Therefore, we first verify the per-
formance of UCA. We compare the performance with three
common clustering algorithms [14] (i.e., K-means, K-means
improve, and fuzzy C-means clustering algorithm) by calcu-
lating the accuracy (ACC), normalized mutual information
(NMI), and running time. The K-means improve algorithm
limits the number of users of the K-means, aiming to control
the balance of user distribution scale.

ACC is used to measure the accuracy of the users’ classi-
fication after clustering, and compared to the actual

Input: User data U = fu1, u2,⋯, umg, task set T = ft1, t2,⋯, tkg, maximum user limit τ
Output: Set of K task clusters tc = ftc1, tc2,⋯, tckg
1: ProperCluster(xi)
2: Determine the center of the initial task sets and user data evaluation indexes (Cui

= ðc1,ui , c2,ui ,⋯, cn,uiÞ
3: Calculate the user similarity by Equation (1), and sort data in descending order STC = fsimui ,t j−center ∣ j = 1, 2,⋯, Kg
4: for j⟵ 1 to K DO
5: if ksimui ,t j−centerk < τ

6: ui enter tcj
7: ui and simui ,t j−center are saved in CSj = ffui, simui ,t j−centerg⋯ g
8: break
9: else
10: if simui ,t j−center is less than the minimum similarity value in CSj
11: continue
12: else
13: ui joins the jth union and deletes edge user (ue)
14: ProperCluster(ue)
15: repeat
16: for i⟵ 1 toN DO
17: ProperCluster(xi)
18: until saturate task requirements or reach the maximum number of iterations
19: End

Algorithm 1: User-union clustering algorithm (UCA).
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classification in the prior knowledge, which can be expressed
as:

ACC =
∑N

i=1ν si, map rið Þð Þ
N

, ð18Þ

where N is the number of users, map is a mapping function
that maps the classification of the clustering results to the
original data set, si is the original classification of user data
in prior knowledge. When si =mapðriÞ, the value of ν is 1.
Otherwise, the value of ν is 0.

NMI is used to evaluate the similarity between the clus-
tering results and the distribution of the original dataset,
which can be expressed as:

NMI X, Yð Þ = I X, Yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H Xð ÞH Yð Þp , ð19Þ

where IðX, YÞ represents mutual information between X and
Y . HðXÞ and HðYÞ represent the information entropy of dis-
tributions X and Y, respectively.

Next, we verify the performance of PTA on the premise
of obtaining high-quality user data, which aims to realize
preference-based task assignment under the individual pref-
erence sensing cost. We compare the performance with two
methods (i.e., VIKOR [29] and TOPSIS [32]) by calculating
the compatibility degree and execution time. The VIKOR
method determines the optimal task assignment scheme
without the prospect value. The TOPSIS method is a com-
mon method to solve the ideal point.

Compatibility degree [33] is used to verify the rationality
of task assignment, which can be expressed as:

compdmeti =
1

l − 1
〠
l

metj=2
pmeti,metj

pmeti,metj = 1 −
6

m m2 − 1ð Þ〠
m

d=1
f 2d

8>>>>><
>>>>>:

, ð20Þ

where compdmeti represents the compatibility of the ith
method, pmeti,metj represents the degree of correlation
between i and j, m represents the number of schemes, and
f d represents the sorting difference of the dth scheme in i
and j.

5.2. Experiment Results of UCA. It is meaningless to use
UCA to reduce data redundancy for the small scale of users
in remote regions. Therefore, for the experiment of UCA, we
analyze the clustering effect of large-scale users, when the
number of users varies from 100 to 1000, respectively.
Figures 2–4 show the performance in terms of ACC, NMI,
and running time, achieved by the four algorithms.

Apparently, UCA outperforms the three baselines (i.e.,
higher ACC, higher NMI, and lower running time), no mat-
ter how the number of users varies. In Figure 2, the augmen-
tation of user data decreases the accuracy of all clustering
algorithms. The reason is that the increase of user scale leads
to the rise in low-similarity users, which reduces the cluster-
ing accuracy. The accuracy of UCA is better than these three
algorithms, and the ACC is basically above 0.82. Compared
with the best performance K-means algorithm, the accuracy
is improved by about 10%. The reason is that UCA calcu-
lates user similarity and sets boundary user replacement

Input: Decision sample matrix H
Output: Optimal task assignment
1: Initialization
2: Normalize the sample matrix by Equations (5)–(7)
3: Determine Y+ = fh+1 , h+2 ,⋯, h+mg and Y− = fh−1 , h−2 ,⋯, h−mg by Equation (8)
4: Calculate the correlation coefficient by Equation (9)
5: Build a prospective decision matrix and calculate the prospective value
6: Optimize the index weights to obtain the best comprehensive prospect value by Equations (10)–(14)
7: Calculate Bi, Ri, and BRi by Equations (15)–(17), confirm the first and second value of BRi (i.e., Y1 and Y2)
8: for Y1 and Y2 do
9: if only meet Condition 1 then
10: Y1 and Y2 are compromise solutions
11: end if
12: else if only meet Condition 2 then
13 Calculate the largest N by BRðY2Þ − BRðY1Þ < 1/ðN − 1Þ, and Y1, Y2,⋯, YN are approximate ideal schemes
14: end if
15: if both meet Conditions 1 and 2 then
16: Y1 is the optimal solution
17: end if
18: end for

Algorithm 2: Preference-based task assignment algorithm (PTA).
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rules, which can balance the number of users in different
unions and ensure that users with high similarity are clus-
tered together as much as possible. In addition, the accuracy
of the K-means improve is lower than the K-means algo-
rithm. This means that a single restriction on the size of
users is not conducive to the formation of high-quality user
clustering.

We also perform extensive simulations to validate the
reduction of running time achieved by UCA under various
user scales, as shown in Figure 5. As seen, the results of the
four algorithms show an upward trend, and UCA has the
lowest running time. The reasons are as follows: Firstly, the
K-means algorithm uses random clustering centers to
achieve user clustering through multiple iterations. The
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Figure 2: ACC vs. number of users.
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growth of the user scale leads to more iterations and time
overhead. In addition, setting user boundaries in this algo-
rithm may cause more time costs. Unlike the K-means algo-
rithm, UCA only needs to calculate the similarity between
users and task centers, and compare boundary users to real-
ize the user-union, which can reduce running time. Sec-
ondly, the Fuzzy C-means algorithm provides more flexible
clustering results, but is more sensitive to boundary users.

With the growth of user scale, the existence of enormous
boundary users will require a longer time overhead for this
algorithm.

In general, for the large-scale user clustering scenario,
the proposed user-union clustering algorithm has the char-
acteristics of high classification accuracy and fast calculation
speed. It can provide high-quality user data for the
preference-based task assignment.
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Figure 4: Running time vs. number of users.
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5.3. Experiment Results of PTA. On the premise of ensuring
high-quality clustering users, we perform the performance of
PTA to realize the diversified task assignment under the
individual preference sensing cost. In addition, different user
scales may have various user characteristics, which affect the
performance of execution time and compatibility. As a
result, we first use an example to demonstrate the feasibility
of small-scale data. Then, we consider PTA performance in
two scenarios by calculating execution time and compatibil-
ity degree.

5.3.1. Example. According to UCA, we achieve five alterna-
tive task assignment schemes (i.e., the sensing cost for five
users), as shown in Table 1.

Step 1. Normalize the sample matrix by Eqs. (5)–(7), G1 and
G2 are the cost index, G3 and G4 are the benefit index. The
decision selection sample matrix is

H =

−1 −1 −1 −0:5

0:2 0:619 0:5 −0:75

0 0:238 0:333 0:5

1 −0:143 −0:5 1

−0:4 −0:381 −0:167 −0:25

2
666666664

3
777777775
: ð21Þ

Then, we achieve the positive ideal assignment scheme
(i.e., Y+ = f1, 0:619, 0:5, 1g), and the negative ideal assign-
ment scheme (i.e., Y− = f−1,−1,−1,−0:75g).

Step 2. According to Equation (8), the correlation coefficient
of positive and negative ideal scheme is

ς+ =

0:333 0:333 0:333 0:368

0:556 1 1 0:333

0:500 0:680 0:818 0:636

1 0:515 0:429 1

0:417 0:447 0:529 0:412

2
666666664

3
777777775
,

ς− =

1 1 1 0:778

0:455 0:333 0:333 1

0:500 0:395 0:360 0:412

0:333 0:486 0:600 0:333

0:625 0:567 0:474 0:636

2
666666664

3
777777775
,

ð22Þ

respectively.

Step 3. According to Equation (11), the positive and negative
prospect value matrix of each scheme is

v+ =

0 0 0 0:266

0:586 0:700 0:700 0

0:543 0:643 0:675 0:627

0:700 0:557 0:446 0:700

0:422 0:479 0:568 0:411

2
666666664

3
777777775
,

v− =

−1:575 −1:575 −1:575 −1:503

−1:101 0 0 −1:575

−1:223 −0:826 −0:502 −0:925

0 −1:190 −1:374 0

−1:399 −1:336 −1:159 −1:410

2
666666664

3
777777775
,

ð23Þ

respectively.

Step 4. Optimize the index weights to obtain the best com-
prehensive prospect value by Equation (4), where ω1, ω2,
ω3, ω4 ∈ ½0:1, 0:3�. We achieve the optimal solution (i.e., ω∗

= f0:3, 0:3, 0:3, 0:1g) and the comprehensive prospect
matrix is

v∗ =

−0:516 −0:516 −0:516 −0:206

−0:174 0:223 0:223 −0:268

−0:228 −0:066 0:049 −0:041

0:223 −0:212 −0:308 0:130

−0:324 −0:285 −0:199 −0:163

2
666666664

3
777777775
: ð24Þ

Table 2: The value of Bi, Ri, and BRi.

Scheme Bi Ri BRi
Y1 0.984 0.3 1

Y2 0.261 0.161 0

Y3 0.413 0.183 0.184

Y4 0.393 0.216 0.289

Y5 0.673 0.222 0.504

Table 1: Decision matrix of task assignment scheme.

Scheme G1 G2 G3 G4

Y1 35 1521 0.69 0.68

Y2 29 1487 0.78 0.67

Y3 30 1495 0.77 0.72

Y4 25 1503 0.72 0.74

Y5 32 1508 0.74 0.69
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Step 5. Use the VIKOR method to sort the schemes. Calcu-
late the value of Bi, Ri, and BRi, as shown in Table 2.

Table 2 presents the value of Bi, Ri, and BRi for the five
users. As seen, Y2 has the optimal value of BRi and Bi, which
satisfices Condition 2. Y3 has the sub-optimal value of BRi,
and BR3 − BR2 = 0:184 < 1/ð5 − 1Þ, which does not satisfy
Condition 1. Obviously, Y2 and Y3 are both acceptable and
ideal solutions. The service provider can choose Y2 or Y3
according to individual preference, and PTA implements

the preference-based task assignment. In addition, we also
found an interesting phenomenon that PTA usually chooses
low-cost and high-quality schemes. The reason is as follows.
Firstly, PTA solves the diversified task assignment under the
individual preference sensing cost. That is, service providers
play a decisive role in the task assignment. Considering the
profit orientation of service providers, low-cost and high-
quality schemes are more competitive in selection. Secondly,
sensing users are competitive and work hard. Users try to
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improve the quality of uploaded data to win in a task as
much as possible. Thirdly, in the calculation results of the
best comprehensive prospect value, the weight of the cost
index is much greater than the benefit index, which further
promotes PTA to choose low-cost and high-quality user
solutions.

5.3.2. Performance Comparison. Next, we provide simulation
results by three methods in various scenarios.

(1) Compatibility Degree. According to our definition of
location regions [31], we conduct simulations to observe
the effect of compatibility degree on different solutions when
users are in different regions (i.e., popular region and remote
region), as shown in Figures 4 and 6.

Generally, high compatibility degree means that the user
data is representative and reliable, which means the higher
accuracy of task assignment. Figures 4 and 6 show the per-
formance of compatibility degrees under different numbers
of users and regions. It is seen that as the number of users
increases, the compatibility degree of these methods
decreases. The compatibility degree of PTA is better than
these two methods, and the compatibility degree in the
remote region is better than in the popular region. The rea-
son is as follows. First, as the number of users increases,
more similar users participate in sensing tasks, especially in
a popular region, which reduces the differences between
users. As a result, the sensing platform is challenging to
select suitable users, which leads to a decrease in the compat-
ibility of these solutions. Second, compared with the VIKOR
method, PTA adds prospect theory to reflect that decision-
makers are more sensitive to losses than revenues. Poor
indexes are more difficult to compensate by superior

indexes, and the selected user data is more balanced to
ensure the accuracy of task assignment. Third, compared
with the TOPSIS method, PTA does not need to satisfy both
the optimal positive ideal solution and the worst negative
ideal solution. The final selection meets the individual pref-
erences of the service provider. Furthermore, we also found
that the performance of the three methods in remote regions
is better than in popular regions. The reason is that large-
scale users in popular regions lead to the high similarity
between data, which makes it difficult to assign tasks accu-
rately. On the contrary, the small scale of users in remote
regions is conducive to accurate task assignment.

(2) Execution Time. We perform extensive simulations to
validate the execution efficiency of PTA under various
regions, compared with two solutions, as shown in
Figures 7 and 8.

Figures 7 and 8 both show the execution time of PTA
under various regions. We find that the execution time of
the three solutions increases stably when the number of
users enlarges. More alternative users in the sensing plat-
form lead to more computational overhead. In addition,
the execution time in the popular region is generally higher
than that in the remote region. The reason is that more sim-
ilar users are contained in the popular region, and more cal-
culations are needed to find suitable candidate users. PTA is
slightly worse than VIKOR and TOPSIS methods in execu-
tion time, because PTA makes user selection from multiple
perspectives, which increases the execution time.

In general, the performance of PTA is acceptable in the
preference-based task assignment. The reason is as follows.
Firstly, PTA has a more significant advantage in the accu-
racy of user selection (i.e., the highest compatibility degree),
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which can ensure the accuracy of task assignment. Besides,
as another part of the task assignment method, UCA has
the characteristics of high classification accuracy and fast
calculation speed, which can make up for the lack of execu-
tion time of PTA.

6. Conclusions

In this paper, we addressed a task assignment problem in
MCS. We proposed a task assignment method based on
user-union clustering and individual preferences. Specifi-
cally, we analyzed and formulated the task assignment prob-
lem from two perspectives, respectively. We first define the
user similarity and propose a user-union clustering algo-
rithm (UCA) to reduce data redundancy and achieve high-
quality clustering data. Based on this solution, we further
consider individual preferences of service providers and pro-
pose a preference-based task assignment algorithm (PTA) to
meet the needs of diversified sensing cost and achieve the
task assignment with individual preference. To evaluate the
performance of the proposed solutions, we conducted exten-
sive simulations. The results show that our method realizes
the individual preference-based task assignment under the
premise of ensuring high-quality clustering data. However,
our method usually chooses low-cost and high-quality user
data, which may suppress the revenues of users. At the same
time, for the user-union, using exact values to evaluate data
may reduce the accuracy of evaluation. In future works, we
will balance the revenues between users and service pro-
viders, improve the accuracy of clustering data quality eval-
uation, and develop a task assignment method with lower
complexities.
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Improper wearing of personal protective equipment may lead to safety incidents; this paper proposes a combined detection
algorithm for personal protective equipment based on the lightweight YOLOv4 model for mobile terminals. To ensure high
detection accuracy, a channel and layer pruning method (CLSlim) to lightweight algorithm is used to reduce computing power
consumption and improve the detection speed on the basis of the YOLOv4 network. This method applies L1 regularization
and gradient sparse training on the scaling factor of the BN layer in the convolutional module: global pruning threshold and
local safety threshold are used to eliminate redundant channels, the layer pruning threshold is used to prune the structure of
the shortcuts in the Cross Stage Partial (CSP) module for inference speed improvement, and finally, a lightweight network
model is obtained. The experiment improves the YOLOv4 and YOLOv4-Tiny models for CLSlim lightweight separately in
GTX2080ti environment. Results show that (1) CLSlim-YOLOv4 compresses the YOLOv4 model parameters by 98.2% and
increases the inference speed by 1.8 times with mAP loss of only 2.1% and (2) CLSlim-YOLOv4-Tiny compresses the original
model parameters by 74.3% and increases the inference speed by 1.1 times with mAP increase of 0.8%, which certificates that
this improved lightweight algorithm serves better for the real-time ability and accuracy of combined detection on PPE with
mobile terminals.

1. Introduction

Personal protective equipment (PPE) is equipment for
workers avoiding or lightening accident injury at work.
Common PPEs include safety hard hats, reflective clothing,
and protective clothing in construction scenes [1]. OSHA
(occupational safety and health administration) stipulates
that workers must wear safety hard hats when entering the
construction site, and special types of work shall wear appro-
priate personal protective equipment. Workers working at
heights must wear safety hard hats and safety belts [2]. Out-
door workers shall wear safety hard hats and reflective
clothes, etc. [3]. The traditional image-based PPE detection
algorithm needs to extract the key region features first and
then use the edge information or classification algorithm to
recognize the PPE. Reference [4] uses the template matching
method to judge personnel wear safety belts. Reference [5]
uses edge contour information to identify hard hats. In Ref-
erence [6], it demonstrates the application of Artificial Intel-

ligence (AI) and machine vision for the identification of
personal protective equipment (PPE), particularly safety
glasses in zones of the learning factory, where safety risks
exist. Traditional PPE detection methods have the disadvan-
tages of low precision and slow speed. However, with the
rapid development of convolutional neural networks in the
field of machine vision, many scholars use end-to-end target
detection algorithms to detect PPE and achieve good results.
Reference [7] uses the SSD target detection algorithm to
detect the hard hat in real time and recognize its color infor-
mation. In Reference [8], a convolutional neural network is
used to identify workers and hard hats, and the normaliza-
tion of wearing hard hats according to the overlap value of
workers’ heads and hard hats is verified.

Due to the complexity of the construction environment,
workers wearing a single PPE could not fully protect their
own safety, while the combined detection algorithm of mul-
tiple types of PPEs needs to verify the standardization of use
at the same time. The verification method proposed in
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Reference [8] will increase exponentially with the increase of
PPE components, which will affect the recognition speed.
Based on the YOLOv3 algorithm, Reference [9] detects mul-
tiple types of PPEs and verifies the standardization of wear-
ing, which has high real-time performance but poor
recognition accuracy for small targets or low resolution pic-
ture. At present, there are many ideas worthy of reference in
academic circles to improve the detection accuracy of the
algorithm, such as data enhancement methods that only
increase the training cost without affecting the inference
speed or inserting attention mechanism modules that only
increase a small amount of reasoning cost in the training
process [10, 11]. In 2020, Bochkovskiy et al. proposed their
YOLOv4 algorithm [12]. Combining the popular convolu-
tional network optimization techniques and using more
complex network structures, this algorithm was able to pro-
ceed with fast and accurate training and detection on lower
configuration servers and was identified as an excellent tar-
get detection algorithm. But the huge model and parameter
calculation volumes make it not suitable for mobile ends in
industrial scenarios with limited resources. Therefore, under
the premise of ensuring high detection accuracy, reducing
floating point operations, improving the inference speed,
and making it deployable to mobile terminals with limited
resources are an urgent problem that needs to be solved.
By using the channel pruning method, the parameter quan-
tity of YOLOv3 is compressed by 92%. Reference [13] main-
tains the detection accuracy of the original model and
improves the inference speed by twice. By channel pruning
of the improved YOLOv4 model, the algorithm in Reference
[14] lost 2.43% of the detection accuracy, increased the pre-
diction speed by 2.9 times, and compressed the model by
96%. By designing a lightweight convolutional neural net-
work (CNN) which is named as Shuffle CNN, a Shuffle
CNN-based AMC (Shuffle AMC) method is proposed for
the ubiquitous IoT cyberphysical systems with orthogonal
frequency division multiplexing (OFDM) in Reference
[15]. For facial landmark detection, Reference [16] presents
a novel loss function to train a lightweight student network
(e.g., MobileNetV2).

To solve the problems of combined detection on the
workers’ multiple PPEs and improve the real-time perfor-
mance and detection accuracy of terminals with limited
resources in complex networks, this paper proposes a high
accuracy PPE real-time detection algorithm with a smaller
volume. Based on the popular YOLOv4 and YOLOv4-Tiny
networks for model lightweight, it compresses the model
efficiently by combining channel and layer pruning methods
and gets a combined detection algorithm on PPEs with small
volume and fast detection speed, which is suitable for mobile
ends in industrial scenarios.

2. Improved YOLOv4 for PPE Real-Time
Detection Algorithm

As the improved version on v3, YOLOv4 integrates the idea
of the convolutional neural network algorithm based on the
original YOLO frame and uses many strategies on the back-
bone network of feature extraction, neck network of feature

fusion and the detection head of classification, and regres-
sion for the improvement of the v3 algorithm.

The YOLOv4 network structure is shown in Figure 1,
and CSPDarknet53 is used as the backbone network. In the
structure, the CSP structure can be lightweight and simulta-
neously improve the learning ability of CNN, reduce com-
puting bottlenecks, and reduce memory costs [17]. CBM
and CBL are joined up with batch normalization (BN) oper-
ation after regular convolution (Conv), with commonly used
activation functions of Leaky ReLu, Mish, etc. Before feature
fusion, the SPP module is introduced, which can effectively
increase the network receptive field and obviously separate
the contextual features compared to max pooling operation.
The Path Aggregation Network (PANet) is the enhanced
feature pyramid network [18], which effectively improves
the problem of losing shallow feature information in the
deep network by combining the methods of bottom-up
and top-down paths [19].

To improve real-time performance, a lightweight algo-
rithm YOLOv4-Tiny is proposed on the basis of YOLOv4,
which is showed in Figure 2. In this YOLOv4-Tiny light-
weight network model, three residual modules are used in
the CSPDarknet53 backbone network, the Leaky ReLu func-
tion is used as the activation function, the FPN network is
used in the multiscale feature fusion module, and two detec-
tion heads are used in classification and regression of the
prediction module.

2.1. Activation Functions for the Modification of Class
Probability. In regular target detection tasks, one object
may belong to multiple categories as Figure 3(a). When
there are many overlapping categories in the data set, a sin-
gle detection box can be used to detect multiple classes
simultaneously (e.g., person and male and dog and pug).
Therefore, the single-label classification method has limita-
tions in real scenes; the original YOLOv4 algorithm sup-
poses that all classes are nonmutually exclusive. And the
activation function sigmoid is used for the calculation of
class probability as shown in

σsigmoid zið Þ = ezi

ezi + 1 : ð1Þ

The function processes each class i independently and
normalizes the prediction probability zi of each class
between ½0, 1�. If σsigmoidðziÞ is bigger than a certain threshold,
like 0.5, there is a class in the grid cell; that is to say, an object
can be predicted as multiple classes. And this paper focuses on
the combined detection of workers wearing different classes of
PPEs as shown in Figure 3(b). A worker can only belong to
one category. For instance, the semantic definition of the clas-
ses is given as W, WH, WV, and WHV. If one worker is
detected as a certain class (i.e., WHV), the other classes (i.e.,
W, WH, and WV) of the same target will be replaced. There-
fore, the activation function SoftMax is used to calculate the
class probabilities as shown in

σSoftMax zð Þi =
ezi

∑i=1e
z j
: ð2Þ
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The function supposes that all classes i are exclusive, and it
normalizes the prediction probability zi of each class and
makes the sum of them 1.

2.2. Detection Box Modification and Duplication Strategy. In
the prediction stage, the original YOLOv4 algorithm pro-
ceeds Nonmaximum Suppression (NMS) for one class each
time because the combined detection method in this paper
marks only the worker’s upper part of the body; the similar-
ity of classes is high. If a prediction box belongs to Class A
and Class B at the same time, it is redundancy. So, the regu-
lar NMS algorithm is used for the prediction box of a certain
class and afterwards all classes to eliminate the duplication

of the same worker detected as multiple classes as shown
in Figure 4.

3. Model Lightweight Based on CLSlim-
YOLOv4

3.1. BN Layer and Scaling Factor. BN [20] was a data nor-
malization method proposed, and it has been applied in
most CNNs. Traditional standardization methods distribute
the input of CNN between ½0, 1�, but most of the activation
functions in CNN, such as sigmoid and tanh, are linearly
distributed in the interval ½0, 1�, and standardization
methods can reduce the nonlinear capability of the network.
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Figure 1: YOLOv4 algorithm structure.
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In order to reduce the effects of standardization on activa-
tion functions, two parameters under learning: scaling factor
γ and shifting factor β are imported on the basis of stan-
dardization, and the values after standardization are zoomed
and panned, which can regain the nonlinear expression abil-
ity of the convolution network to a certain extent. The flow
of the BN algorithm is followed, in which Xminibatch and yi
are the input and output of the BN layer; μX and σ2X are
the mean and variance values of the input of the BN layer;
x̂i is the result after standardization.

In the YOLOv4 network, most convolution structures
are composed of the convolution layer, BN layer, and activa-
tion function as shown in the CBM and CBL modules in
Figure 1. If the scaling factor of the BN layer is very small,
the value input into the activation function is very small,
which represents the contribution of the corresponding
channel to the network is also very low. Therefore, γ of the
BN layer can be used as the scaling factor of channel pruning
to evaluate the importance of the channel to the network
without additional costs.

3.2. Sparse Training. In the process of network sparse train-
ing, γ in the CBM and CBL modules of the BN layer is con-

sidered the scaling factor of channel pruning and multiplied
by the corresponding channel. Then, a sparse model is
contained after combined training on network weights and
scaling factors. Most of the scaling factors of channels tend
to 0, and the corresponding loss function is shown in

Loss = 〠
x,yð Þ

l f x,Wð Þ, yð Þ + λ〠
γ∈τ

g γð Þ, ð3Þ

where ðx, yÞ are the training input sample and the corre-
sponding label; Loss is the loss function of CNN normal

Person
male

Dog
pug

(a)

WH WH WHV WHV

(b)

Figure 3: Classes in regular object detection vs. multiple PPE detection.
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Figure 4: Two-stage method of NMS.

Input: Xminibatch = fx1, x2,⋯, xmg ;
Parameter: γ, β;

Output: fyi = BNγ,βðxiÞg ;
μx ⟵ 1/m∑m

i=1xi //Mini-batch min
σ2X ⟵ 1/m∑m

i ðxi − μXÞ //Mini-batch variance

x̂i ⟵ xi − μX/
ffiffiffiffiffiffiffiffiffiffiffiffi

μ2X + ε
p

//Standardization
yi ⟵ γx̂i + β ≡ BNγ,βðxiÞ //Scale and shift

Algorithm 1
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training; W is the weight of the network to be trained; gðγÞ
is the penalty function on scaling factor, adopting g = ∣s ∣ , i.
e., L1 regularization; and λ is the penalty coefficient balan-
cing two weights.

The essence of model channel pruning is cutting out the
connection between the input and output related to a chan-
nel. Due to the combined optimization of loss function
under normal training and scaling factor γ, a valuable chan-
nel can be chosen based on the scaling factor during the
sparse training process. In the training process, the scaling
factor γ of the BN layer shows approximately a normal dis-
tribution that expectation is 1 in the nonsparse YOLOv4
network as shown in Figure 5(a). When the penalty coeffi-
cient in equation (3) is set as 0.0005, after sparse training
on the model, most of the scaling factor γ all go close to 0
as shown in Figure 5(b).

3.3. Channel and Layer Pruning. After sparse training, the
scaling factor γ introduced in Section 3.1 is taken as the basis
evaluating the importance of the channel. This paper defines
a global threshold to control the pruning ratio and intro-
duces a local safety threshold to prevent overpruning on
the number of convolution layer channels and maintain
the integrity of network connectivity. Figure 6 shows the
model sparse training and channel pruning: each channel
of the kth convolution layer is given a scaling factor; after
sparse training, the scaling factor approaches 0; the absolute
value of the scaling factor smaller than the global threshold

is removed; if the scaling factors of the channels in the whole
layer are small than the global threshold, the channels with
scaling factors bigger than the local safety threshold are
reserved to prevent the whole layer pruned.

In the YOLOv4 network pruning process, some struc-
tures need to be handled, such as the CSPn module in the
backbone network CSPDarknet53; and the max pool and
unsample layers independent of the number of channels
can be ignored directly. In the channel pruning process,
the pruning ratio is settled firstly. And then, jγj of the BN
layer to be pruned is ascending sort. And the global thresh-
old ~γ and local safety threshold π are determined based on
the pruning ratio and channel ratio to be reserved for each
layer. Channels to be deleted in each layer are set to 0, and
others 1. Then, the pruning mask is obtained. The CFG
structure of CSP1 in the Darknet framework is shown in
Figure 7. As to the route layer, the characteristic chart of
the corresponding index is output when there is only one
parameter; concatenate operation is proceeded when there
are two parameters. Therefore, the pruning masks of the cor-
responding input layers are connected to and used as their
own pruning masks. The structure of the shortcut layer is sim-
ilar to the residual module of ResNet. Therefore, all layers for
shortcut connection need the same number of channels. The
final pruning masks are generated after traversing the pruning
masks of these layers and making logic or operation.

Channel pruning can greatly reduce the model and
parameter calculation volumes but has little impact on
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Figure 5: (a) Distribution of scaling factor without sparse process; (b) distribution of scaling factor with sparse process.
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improving the inference speed of the model. This paper pro-
poses a layer pruning method on the basis of channel prun-
ing, which works by sorting the scaling factor’s mean value
γmean for each convolution layer, pruning the layer with
the smallest γmean, and introducing layer pruning coefficient
S which is the number of shortcut structures to be pruned.
There are 23 shortcut structures in the backbone network
of YOLOv4. For the integrity of the network structure, each
shortcut with the corresponding two convolution layers in
its upper layer is pruned at the same time. If the layer prun-
ing coefficient S is 8, there will be 24 layers pruned. Layer
pruning can improve the inference speed of the model.
Channel pruning and layer pruning are used to compress
the width and depth of the model, respectively. The pruned
model has a great improvement in parameter calculation,
memory ratio, and inference speed.

3.4. Multiple Iterative Pruning and Fine-Tuning Model. Due
to the reduction of the number of model channels and
layers, there will be accuracy loss inevitably. Therefore, using
the original data set to fine-tune the pruned model to regain
accuracy of the model is necessary. In order to protect the
model’s complete network structure and high detection per-
formance after pruning, the threshold with less precision
loss can be used for pruning each time, and pruning and
fine-tuning can be proceeded many times until the best
pruning performance is achieved. The multiple pruning pro-
cess is shown in Figure 8.

The CLSlim method proposed in the paper combines
channel pruning and layer pruning to compress the model.
After the CLSlim method used in YOLOv4, the number of

the channel and layer can be reduced largely and the struc-
ture of the original model can be kept meanwhile, which will
provide the possibility for application on embedded devices.
Setting different layer pruning coefficients will cut off differ-
ent numbers of shortcut structures, so the structure diagram
of the pruning model is not fixed. When the layer pruning
coefficient is 20, 20 shortcuts of backbone network CSPDar-
knet53 in the YOLOv4 will be pruned. Then, the pruning
model network structure can be obtained as Figure 9, where
Slim-CSPn is the pruned CSPn structure. Compared with
the model before pruning, the CSPDarknet53 backbone net-
work has been reduced by 60 layers.

The YOLOv4-Tiny network can also be lightweight
improved using the CLSlim method. Since YOLOv4-Tiny’s
backbone CSPDarknet-Tiny network does not contain the
shortcut structure, it only needs to make channel pruning
in YOLOv4-Tiny to achieve the model compression effect.

4. Experiment Analysis

4.1. Experiment Environment. The experiment environment
in this paper is under the Windows 10 professional operat-
ing system. Pytorch and Darknet Deep Learning Frame-
works are applied for the realization of the combined
detection algorithm on PPE. The configuration of the server
is the graphics card of NVIDIA GTX2080ti and processor of
Intel Core i7; RK3399pro is adopted as the performance ver-
ification embedded platform.

4.2. Experiment Data Set. Construction scenes generally sep-
arate into aerial work and ground work. As the most com-
mon and basic PPE for workers, a safety hard hat needs to
be worn regularly at any time entering the construction site.
Ground workers are mostly exposed to and in the shade of
the sun. Due to the heavy dust on the construction site, it
is difficult to accurately identify the positions of workers in
this kind of bad environment. Therefore, ground workers
should wear reflective clothing throughout the whole work-
ing period to avoid collision accidents; aerial workers should
wear safety belts to avoid falling accidents. It takes the two
kinds of works as an example, and the construction data
set for PPE combined detection is shown in Table 1.

Experiment data mainly comes from the surveillance
video of a building construction site in Xi’an. The camera
takes pictures of workers standing, squatting, walking, and
in other positions from multiple angles. But there is not
enough data against rules. With these unbalanced sample
categories, it might cause inaccurate experimental results.
Therefore, to expand the data set, pictures of some certain
categories against rules are taken independently at the con-
struction site. The labeling boxes and sample pictures of
each category are listed in Table 2. Label image is used to
label the pictures, and data set in VOC format is set up,
and samples are divided into the training set and test set
by 8 : 2 for model training and performance verification,
respectively.

4.3. Model Training and Pruning. The multiple iterative
pruning and fine-tuning process in Section 3.4 is applied

Input 416 x 416 x 3

CBM 416 x 416 x 32

CBM 208 x 208 x 64

Route 208 x 208 x 64

Route 208 x 208 x 128

CBM 208 x 208 x 64

CBM 208 x 208 x 64

Shortcut 208 x 208 x 64

CBM 208 x 208 x 64 CBM 208 x 208 x 64

CBM 208 x 208 x 64

CBM 208 x 208 x 32

Figure 7: CFG structure of the CSP1 module.
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for channel pruning and layer pruning on the YOLOv4 net-
work, and then, the CLSlim-YOLOv4 model is obtained. The
performance of the model is verified by using the self-built
PPE real-time detection data set. The model training needs
to be trained on computers with high configuration hard-
ware and high-performance GPU graphics cards, and the
experimental environment should be set up, and various

dependency libraries should be installed on the server. For
the comparison of the performances of the pruning model
and nonpruning model, the self-built PPE real-time detec-
tion data set is imported to train the YOLOv4 model firstly;
then, the trained model is used to prune. The model pruning
experiment is also based on the self-built data set. And the
pruning process is as follows:

YOLOv4 L1 sparse training Channels with small
pruning scaling factor

 Layers with small mean
pruning scaling factor

Pruning modelFine-tuning the pruning
network

 Network performance
evaluationCLSlim-YOLOv4

 Iterative pruning

Figure 8: Multiple pruning process.

CBM

Inputs (416,416,3)

CSP1

CSP2

SlimCSP

SlimCSP

SlimCSP

CSPDarknet53

Conv x3

5
SPP

9 13 Max
pooling

Concat + Conv x3

Concat + Conv x5
CBL

Concat + Conv x5

Conv + UpSampling

Conv + UpSampling

DownSampling

Concat + Conv x5

DownSampling

Yolo head

Yolo head

Concat + Conv x5 Yolo head

Conv

PANet

CSPn =

=

CBM CBM CBM Shortcut CBM

CBM
Multiple CSP modules

Route

Detection
head

(52,52,33)

(26,26,33)

(13,13,33)

CBM Route

CBM = CBMCBM

CBM
Route

RouteConv BN Mish SlimCSP CBM

Figure 9: CLSlim-YOLOv4 structure (S = 20).

Table 1: The data set of combined detection on personal protective equipment.

Scene Unsafe behavior Label Description

Ground work
Without safety hard hat

Without reflective clothing

W Worker

WH Worker with safety hard hat

WV Worker with reflective clothing

WHV Worker with safety hard hat and reflective clothing

Aerial work
Without safety hard hat
Without safety belt

W Worker

WH Worker with safety hard hat

WB Worker with safety rope

WHB Worker with safety hard hat and safety rope

7Wireless Communications and Mobile Computing



(1) Sparse Training. It is a game process between accu-
racy and sparsity of the model referring to the loss
function during the model sparse training process
in Section 3.2. If the penalty coefficient of the scaling
factor is too high, the network is with fast sparsity
but the accuracy drops fast too; else, the model’s
accuracy loss is low but with very slow sparsity.
Therefore, choosing a suitable penalty coefficient is
of great importance. Taking the experiment cases
in previous studies, about 100 rounds of sparse train-
ing can reach maximum performance. The parame-
ters applied in the sparse training experiments in
this paper are shown in Table 3. A total of 400
rounds of training is proceeded to ensure sufficient
time left after sparse training for further adjusting
the model.

The sparse training process is shown in Figure 10(a).
Large compression of the model is completed in about the
first 100 rounds, and the accuracy is fine-tuned and restored
in the following 300 rounds. The loss and mAP curves of the
model are shown in Figures 10(b) and 10(c), in which while
the scaling factor of the BN layer is in the period of substan-
tial compression (20-100 epochs), the loss value of the model

increases continuously and then goes to the adjustment
period. The loss value decreases rapidly in the 280 rounds,
and the mAP of the model rebounds significantly; the learn-
ing rate is reduced in the last 120 rounds, and the model
accuracy is repaired.

The performances of the model before and after sparse
training are compared in Table 4. The model accuracy after
sparse training is 2% less than the original YOLOv4 model.

(2) Channel Pruning and Layer Pruning. The pruning
ratios of the experiments in this paper are set to
0.8, 0.9, and 0.95; the ratio of channels to be reserved
on each layer is 0.01, corresponding to the global
threshold ~γ and local safety threshold π in Section
3.3. To get the best pruning parameters, three groups
of comparative experiments are designed for channel
pruning of the model: YOLOv4-0.8, YOLOv4-0.9,
and YOLOV4-0.9, and the performance of the prun-
ing model is evaluated based on five kinds of indices:
model size (model_size), mean accuracy (mAP),
floating point of operations (FLOPs), parameters
(params), and inference speed (inference). The
model detection performances with different prun-
ing ratios are shown in Table 5, in which, with low
precision loss, the YOLOv4-0.9 model compresses
its volume smaller and reduces the volume of float-
ing point operations. So, the YOLOv4-0.9 model is
chosen as the benchmark model for the layer prun-
ing experiment.

Channel pruning can reduce the volume of model
parameter calculation and improves nothing on inference
speed. Therefore, layer pruning on shortcut structures of
the backbone network is required after channel pruning. In
this paper, layer pruning on the best model YOLOv4-0.9
chosen from channel pruning experiments is proceeded.

Table 2: Numbers of categories and sample pictures.

(a)

Label W WH WV

Number of labeling boxes 1756 5327 2227

Sample picture

(b)

Label WHV WB WHB

Number of labeling boxes 7284 3797 5442

Sample picture

Table 3: Experimental parameters.

Parameter Value

Learning rate (learning rate) 0.002324

Number of iterations (epoch) 400

Batch size (batch_size) 8

Momentum (momentum) 0.97

Weight decay (weight_decay) 0.0004569

Learning rate decay factor (Ir_factor) 0.1

Penalty coefficient (λ) 0.0005
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Layer pruning coefficient S is set as 8, 16, 20, 22, and 24, sep-
arately, and the five kinds of indices for model performance
evaluation in channel pruning experiments are also applied
in channel pruning. The model performances with different
layer pruning ratios are shown in Table 6.

After the layer pruning on the YOLOv4-0.9 model, the
model accuracy always decreases to a low level, so the origi-

nal data set needs to be used and fine-tuned to rebound the
lost accuracy. YOLOv4-0.9-20 is finally chosen for fine-
tuning the training. The mean detection accuracy rebounds
from 84.2% to 92.8%. And after the fine-tuning, the final
pruning model CLSlim-YOLOv4 is obtained.

4.4. Evaluation of Pruning Model. To verify the effectiveness
of the pruning method, YOLOv4 and YOLOv4-Tiny are
both improved with lightweight CLSlim in this paper. The
corresponding results are shown in Table 7.

Table 7 compares the model size, mean accuracy, and
other indices of YOLOv4, YOLOv4-Tiny, and pruning
model CLSlim-YOLOv4 and CLSlim-YOLOv4-Tiny. The
size of CLSlim-YOLOv4 is compressed to 4.15M, 1.76% of
YOLOv4’s, with inference speed increasing 1.8 times and
1.9 times in GTX2080ti and RK3399pro, respectively, FLOPs
decreasing 12.1% and model accuracy decreasing 2.1%.
Applying the model pruning method in YOLOv4-Tiny,
the model size is compressed to 25.6%, parameter volume
compressed to 25.5%, FLOPs decreasing 57%, inference
speed increasing 1.1 times of the two type devices, and
model accuracy increasing 0.8%. Parts of the CLSlim-
YOLOv4-Tiny detection results in RK3399pro are shown
in Figure 11.

369
320
280
240
200
160
120
80
40

0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5

Epoch

Scaling factor

(a)

1

3

5

7

0 50 100 150 200 250 300 350 400

Epoch

Loss

(b)

mAP

0.65

0.75

0.85

0.95

0 50 100 150 200 250 300 350 400

Epoch

(c)

Figure 10: (a) Distribution of scaling factor in sparse training process; (b) loss curve in sparse training process; (c) mAP curve in sparse
training process.

Table 4: Comparison of model performances before and after
sparse training.

Model Model_size (MB) mAP (%)

YOLOv4 244MB 93.4%

YOLOv4 after sparse training 244MB 91.7%

Table 5: Comparison of the channel pruning experiments.

Experiment
Model_size

(MB)
mAP
(%)

FLOPs
(G)

Params
(M)

Inference
(ms)

YOLOv4 235 94.9 59.80 63.96 33.9

YOLOv4-0.8 14.00 91.64 18.12 3.67 33.6

YOLOv4-0.9 4.46 91.40 7.64 1.16 33.8

YOLOv4-0.95 1.73 1.41 3.48 0.45 33.5
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5. Conclusions

A combined detection algorithm on personal protective
equipment for mobile terminals is proposed to check
whether it is worn properly. The algorithm is realized based
on the YOLOv4 network. Firstly, this algorithm applies L1
regularization and gradient sparse training on the scaling
factor of the BN layer in the convolutional module of
YOLOv4, and a global pruning threshold is settled to elimi-
nate channel redundant parameters; at the same time, layer
pruning thresholds are set to maintain the network structure
integrity. After channel pruning, model size and parameter
calculation volume decrease significantly. Then, the mean
values of the scaling factors of each layer of the backbone

network are sorted. Combining the layer pruning coefficient,
several layers with small mean values of scaling factors are
pruned, and the inference speed is improved. Afterwards,
the pruning model CLSlim-YOLOv4 is obtained after 2-3
rounds of fine-tuning. To verify the effectiveness of the
pruning method in this paper, with the same data set and
test environment, the lightweight CLSlim method is
imported into YOLOv4 and YOLOv4-Tiny. The test results
show that with the premise of greatly reducing the parame-
ter calculation volume and improving the inference speed,
the accuracy losses of CLSlim-YOLOv4 are only 1%-2%;
compared to YOLOv4-Tiny, CLSlim-YOLOv4-Tiny per-
forms better in detection accuracy, parameter calculation,
and inference speed. There might be false and missed

Table 7: Comparison of the model pruning experiments.

Model Model_size (MB) mAP (%) FLOPs (G) Params (M)
Inference (ms)

GTX2080ti RK3399pro

YOLOv4 235 94.9 59.80 63.96 33.9 620

YOLOv4-Tiny 23.1 93.8 6.92 6.07 7.1 39

CLSlim-YOLOv4 4.15 92.8 7.26 1.08 18.7 320

CLSlim-YOLOv4-Tiny 5.92 94.6 4.00 1.55 6.5 33

Figure 11: Recognition results of CLSlim-YOLOv4-Tiny in RK3399pro.

Table 6: Comparison of the layer pruning experiments.

Experiment Model_size (MB) mAP (%) FLOPs (G) Params (M) Inference (ms)

YOLOv4-0.9 4.46 91.40 7.64 1.16 33.8

YOLOv4-0.9-8 4.44 91.4 7.64 1.16 29.0

YOLOv4-0.9-16 4.34 89.4 7.52 1.13 23.0

YOLOv4-0.9-20 4.15 84.2 7.26 1.08 20.4

YOLOv4-0.9-22 4.06 65.1 6.78 1.05 19.5

YOLOv4-0.9-24 4.04 32.2 6.20 1.05 18.7
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detection in the real-life test of this research. Data sets can be
expanded and enriched to improve the fitting ability of the
model in afterwards research.

The combined detection algorithm on PPE in this paper
can detect several kinds of PPEs at the same time, and ensur-
ing the strong feature extraction ability of complex models,
the model lightweight improvement is made to maintain
high accuracy even with substantial parameter compression.
This method satisfies the real-time ability and accuracy
requirements of the combined detection of PPE in the real
construction environment. The follow-up research will con-
tinue to combine the ones with other model lightweight
strategies to improve the model inference speed and find
model lightweight methods more suitable for source-
limited mobile terminals.
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Influential spreader identification is a vital research area in complex network theory, which has important influence on application
and popularization. Each of the existing methods has its own advantages and disadvantages, and there are still various methods
proposed to solve this issue. In this paper, we come up with a new centrality of influential spreader identification based on network
connectivity and efficiency (CEC). The consequences of spreader deletion can be generally divided into two parts, one is that the
connectivity of network topology is destroyed, and the other is that network’s performance is degraded, which makes the network
unable to meet the functional requirement. Therefore, the relative changes of connectivity and efficiency of network before and
after removing spreaders are used to present the influence of spreaders. We adopt susceptible-infected (SI) model, a well-
known infectious disease model, to verify the effectiveness of CEC through the spreading ability simulation of spreaders in
actual networks. And the simulation results demonstrate the superiority of CEC.

1. Introduction

At present, complex networks are closely associated with our
real life, for example, networks [1, 2], traffic systems [3, 4],
power grids [5, 6], and ecological networks [7, 8]. Influential
spreader identification remains an open and vital research
issue that has attracted increasing attention, which helps to
understand the structure of networks and control the prop-
agation process. Some hazards caused by load propagation
and cascading effect, for example, North American blackout
and WannaCry’s spread, often begin with a small portion of
spreaders but spread rapidly to the entire network [9, 10];
this small portion of spreaders has a great impact on net-
work. Therefore, accurate quantification and identification
of influential spreaders is very important. For instance, we
can effectively suppress the spread of the virus and prevent
its large-scale outbreak by vaccinating key individuals in
infectious disease network [11]. In power grids, we can effec-
tively prevent the cascading failure with taking prior precau-

tions for circuits in vital areas [12]. In social network, such
as MicroBlog and Twitter, we can control the dissemination
of information to guide speech [13].

A variety of approaches have been proposed over the
past few decades. Most of these approaches measure the
influence of spreaders from the structural information of
network.

There are a lot of methods proposed to search these key
spreaders [14]. Degree centrality (DC) [15], one of the sim-
plest and earliest methods, only counts the number of the
directly connected spreaders and results in low complexity.
Closeness centrality (CC) [16] measures spreader’s capabil-
ity to affect others through the network, while it will fail
when applied to disconnected networks. Betweenness cen-
trality (BC) [17] measures spreader’s influence with the per-
spective from shortest path. Except these classical measures,
some new methods have been proposed such as H-index
centrality [18] and evidence theory [19]. Roberts et al. [20]
suggested a centrality which considered the fourth-level
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neighbors as a trade-off measure. However, these centralities
ignore the connections among spreaders, and then, the Clus-
terRank [21] was proposed by taking the effect of clustering
coefficient into consideration. What is more, Kitsak et al.
[22] measured the influence of spreaders from location per-
spective and put forward a new method named K-shell
decomposition (Ks). The spreaders were moved layer by
layer based on continuously updated DC value. The biggest
problem of Ks is the poor distinguish capacity of centrality
value, i.e., poor monotonicity. Then, some approaches were
put forward to solve this issue. Zeng and Zhang [23] came
up with a MDD approach by considering the degree of initial
spreaders and removed spreaders. Bae and Kim [24]
summed the Ks value of neighbors to measure the impor-
tance of spreaders. In addition, there are also some
approaches based on iteration such as PageRank [25], Lea-
derRank [26], and Hits [27]. Different centralities reflect
the influence of spreaders from limited parts; some
researchers have proposed multiattribute ranking
approaches which combines several centralities to compre-
hensively rank the influence of spreaders. Liu et al. [28] pro-
posed an improved Ks and used TOPSIS to fuse DC, CC,
and BC and improved K-shell decomposition. Yang et al.
[29] combined DC, CC, and BC with VIKOR method and
adopted entropy weighting method to reasonably obtain
the weights of attributes. Wen and Deng proposed a local
information dimensionality (LD) to rank key spreaders
[30]. Wang et al. focused on the contribution of spreaders
to network efficiency and proposed EffC method to identify
influential spreaders [31].

In this paper, we consider the importance of spreaders
from global information perspective, and then, a novel cen-
trality called connectivity and efficiency centrality (CEC) is
put forward. The consequences of network spreaders
removal can be generally divided into two aspects [32, 33],
one is that the connectivity of network topology is destroyed,
and the other is that the performance of the network is
degraded, which makes the network unable to meet the ser-
vice requirement. Therefore, we consider the relative
changes of connectivity and efficiency of network before
and after removing spreaders, and the combination of them
is taken as an indicator to determine the influence of
spreaders. Note that the removal of spreaders will also delete
the links connected to them at the same time. To assess the
effectiveness of CEC, we adopt susceptible-infected (SI)
model [34] to measure spreading ability of spreaders in
actual databases, and we compare the performance between
CEC and others to verify the superiority of CEC.

2. Centralities

Given a network GðV , EÞ, where V and E, respectively, rep-
resent the set of spreaders and the set of edges, they meet
m = jEj and n = jV j. A = ðaijÞn×n indicates the adjacent
matrix; if spreader i and spreader j are connected by edge
eij ∈ E, aij = 1; otherwise, aij = 0:

Degree centrality [15], one of the simplest and earliest
local centrality, only counts the number of the directly con-

nected spreaders and results in low complexity.

DC ið Þ = 〠
n

j

aij: ð1Þ

Degree centrality indicates spreaders’ ability to commu-
nicate directly with others.

Closeness centrality [16] considers the influence of
spreaders based on the distance between them. It measures
spreader’s capability to affect others through the network.

CC ið Þ = n − 1
∑n

j dij
, ð2Þ

wherein dij represents the Euclidean distance between
spreader i and spreader j. CC uses average transmission time
of information to determine the influence of a spreader.

Betweenness centrality [17] measures spreader’s influ-
ence with the perspective from shortest path. BC considers
a spreader influential if it expressed as a “bridge.”

BC ið Þ = 1
n − 1ð Þ n − 2ð Þ 〠

s,t≠i

gst ið Þ
gst

 !
, ð3Þ

wherein gst represents the number of the shortest paths
between spreader s and spreader t and gstðiÞ indicates the
number of shortest paths passing through spreader i. BC
can reflect the degree of independence between spreaders.

K-shell decomposition [22] measures the influence of
spreaders from location perspective, which has important
milestone significance. The spreaders were moved layer by
layer based on continuously updated DC value.

3. The Proposed Centrality

We consider the influence of spreaders from global informa-
tion perspective. The influence of spreaders can be measured
by the relative changes of some global characteristic param-
eters of network before and after removing corresponding
spreaders. The consequences of network spreader deletion
can be generally divided into two parts, one is that the con-
nectivity of network topology is destroyed, and the other is
that the network efficiency is degraded, which makes the
network unable to meet the service requirement. Both the
two aspects should be taken into consideration to give com-
prehensive identification results.

Definition 1. The network connectivity represents the aver-
age influence of network to maintain connectivity, which is
indicated as the mean value of the ratio of number of con-
nected spreader pairs to the total number of spreader pairs
in network.

CON Gð Þ = 1
n n − 1ð Þ〠i∈G

〠
j>i
lij, ð4Þ

wherein lij represents the connection parameter from
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spreader i to spreader j; if they have a connected path,
including directly connected path and indirectly connected
path, then lij = 1; otherwise, lij = 0.

Definition 2. The residual network is denoted as Gk after
removing spreader k from G, and the relative changes of net-
work connectivity can be defined as

RE CON kð Þ = CON Gkð Þ − CON Gð Þj j
CON Gð Þ : ð5Þ

Definition 3. The network efficiency refers to the effective-
ness of information transmission on the network. It is
denoted as

EFF Gð Þ = 1
n n − 1ð Þ〠i≠j

1
dij

, ð6Þ

wherein dij refers to the shortest distance between spreader i
and spreader j. Note that if spreader i and spreader j have no
connected path, dij = +∞ and 1/dij = 0.

Definition 4. The residual network is denoted as Gk after
removing spreader k from G, and the relative changes of net-
work efficiency can be written as

RE EFF kð Þ = EFF Gkð Þ − EFF Gð Þj j
EFF Gð Þ : ð7Þ

Definition 5. The proposed connectivity and efficiency cen-
trality (CEC) can be defined as

CEC kð Þ = 1 + RE CON kð Þð Þ × RE EFF kð Þ: ð8Þ

The greater the value of CECðkÞ, the more influential the
spreader k.

4. Simulation and Analysis

4.1. Datasets. We choose four actual networks to conduct
experiments and simulations, which cover multiple fields
and network scales. (i) Karate club [35]: it is a widely used
dataset describing the relationship between karate club

Table 1: The top 10 spreaders using different centralities: karate
club.

Karate club
Rank DC CC BC Ks CEC I(t)

1 34 1 1 1 1 1

2 1 3 34 34 34 34

3 33 34 33 33 3 3

4 3 32 3 31 33 33

5 2 9 32 3 32 2

6 4 14 9 14 2 9

7 32 33 2 2 14 14

8 9 20 14 4 9 32

9 14 2 20 8 4 4

10 24 4 6 9 20 20

Table 2: The top 10 spreaders using different centralities: Jazz
musicians.

Jazz musicians
Rank DC CC BC Ks CEC I(t)

1 136 136 136 60 136 136

2 60 60 153 168 149 149

3 132 168 60 108 60 96

4 168 70 149 122 5 70

5 70 83 168 33 153 60

6 99 132 167 58 185 153

7 108 122 189 66 189 167

8 83 194 115 100 168 5

9 158 174 96 132 34 83

10 7 158 83 179 83 168

Table 3: The top 10 spreaders using different centralities: USAir97.

USAir97
Rank DC CC BC Ks CEC I(t)

1 118 118 118 67 8 118

2 261 261 8 94 261 67

3 255 67 261 109 118 261

4 152 255 201 112 13 8

5 182 201 47 118 201 182

6 230 182 182 131 152 313

7 166 47 255 146 182 201

8 67 166 152 147 313 152

9 112 248 313 150 67 248

10 201 112 13 152 258 258

Table 4: The top 10 spreaders using different centralities: email.

Email
Rank DC CC BC Ks CEC I(t)

1 105 333 333 299 333 105

2 333 23 105 389 58 333

3 16 105 23 434 355 135

4 23 42 578 552 578 42

5 42 41 76 571 105 3

6 41 76 233 726 21 52

7 196 233 135 756 270 21

8 233 52 41 788 376 355

9 21 135 355 885 42 233

10 76 378 42 886 233 270
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members. (ii) Jazz musicians [36]: it is a social dataset
describing the cooperative relationship between jazz musi-
cians. (iii) USAir97 [37]: it is a transportation dataset repre-
senting the airline relationship of American airports in 1997.
(iv) Email: it describes the email exchange in a university.

4.2. Experiment and Analysis

4.2.1. Experiment 1: Comparison of Top 10 Spreaders Ranked
by Different Centralities. The influence of each spreader in
network is calculated using CEC and classical centralities.
The actual spreading ability I(t) (t = 25) calculated by SI
model is used as benchmark; the definition of I(t) will be
introduced later. We pay attention to the top 10 spreaders
sorted by several centralities. As shown in Table 1, in karate
club network, the identification results of CEC and CC are
the best due to their 10 same spreaders as I(t), and DC and
BC have 9 same spreaders as I(t), while Ks owns 8 same
spreaders. In Jazz musician network, shown in Table 2, there

are 5 same spreaders with I(t) in top 10 lists using DC and
CC, while it is only 2 using Ks. CEC owned 7 same spreaders
as I(t) performs slightly worse than BC. Besides, the top 2
spreaders of CEC are the same with I(t). In USAir97 net-
work (Table 3), DC and CC both own 6 same spreaders;
the number of same spreaders of CEC, BC, and Ks is 9, 7,
and 3, separately. In email network, depicted in Table 4,
CEC, CC, and BC have 6 same spreaders as I(t), which is
lightly greater than DC, while there is no any same spreader
between Ks and I(t). In a word, CEC has the most similar
performance with actual ranking results; that is, CEC can
identify spreaders more accurately.

4.2.2. Experiment 2: Comparison of Capability of Different
Centralities to Distinguish Spreaders’ Spreading Ability.
When ranking the influence of spreaders, we find that some
spreaders have the same centrality value and it is impossible
to distinguish them. This phenomenon will reduce the accu-
racy of centrality. We consider the frequency of spreaders
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Figure 1: Example of a figure caption.
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with same rank as an index to assess the distinguishing capa-
bility. The lower the frequency, the better the method. The
experimental results of different centralities are shown in
Figure 1. In the four networks, CEC has the lowest fre-
quency; that is to say, CEC performs best in distinguishing
spreaders’ spreading ability. However, the frequency of DC
and Ks is greater than other methods. The experimental
result indicates the superiority of our method in distinguish-
ing spreading ability.

4.2.3. Experiment 3: Comparison of the Average Spreading
Ability of Top 10 Spreaders. We conduct transmission simu-
lation with SI model [34] to examine the spreading ability of
spreaders. We take spreader i as the source spreader and the
spread process will start from the source spreader. The total
number of infected spreaders will reach nit after tðt = 1, 2,
⋯Þ time step. Then, the spreading ability, denoted as IiðtÞ
= nit/n, is expressed as ratio of infected spreaders to network

size. And the average spreading ability of top 10 spreaders is
represented as IðtÞ = ð∑10

i=1ItðtÞÞ/10. We set tmax = 50; the
simulation results are presented in Figure 2.

From Figure 2, the average spreading ability of top 10
spreaders increases with t, and eventually almost the entire net-
work is infected. In karate club network, we can see that the
black curve and the blue curve overlap; that is to say, the spread-
ing ability of CEC is the same with CC, because the top 10
spreaders of them are the same. It is clear that the spreading
ability of CEC is superior to that of DC, BC, and Ks. In Jazz
musician network, we can find that there are more infected
spreaders of CEC than others, which demonstrates that the
spreading ability of CEC is better than that of other methods.
In USAir97 network, CEC is marginally better than CC, DC,
and Ks, and BC is the poorest because the average number of
infected spreaders of BC is much less than that of others. In
email network, the number of infected spreaders at each step
of CEC is marginally greater than DC, CC, and BC.
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Figure 2: The average spreading ability of top 10 spreaders sorted with different centralities.
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4.2.4. Experiment 4: Comparison of the Correlation between
Centralities and the Actual Ranking Result. We choose Ken-
dall’s tau coefficient (τ) [36] to be a linear correlation coeffi-
cient between the five methods and the actual ranking result.
The value of τ ranges between [0, 1]; the larger the value of τ
is, the more similar two sequences is. Give two sequences
X = fx1, x2,⋯, xsg and Y = fy1, y2,⋯, ysg. (xi, yi) is
regarded as a positive sequence pair when xi > xj and yi >
yj, or xi < xj and yi < yj, or else it will be considered as a neg-
ative sequence pair. Then, Kendall’s tau can be denoted as
τ = ðn+ − n−/nðn − 1ÞÞ , where n+ and n− indicate the num-
ber of positive sequence pairs and negative sequence pairs,
respectively, and n = n+ + n−.

We consider the ranking list at t = 10 obtained by SI
model as the actual ranking result Ia; then, we calculate
the correlation between Ia and centralities. As shown in
Figure 3, CEC outweighs other centralities before spreading
probability 0.07 in karate club network, and it is lower than

CC after spreading probability 0.08. In Jazz musician net-
work, DC has the greatest τ value, while it has very poor per-
formance in email network, and the τ value of CEC is similar
with CC. In USAir97 network, CEC outweighs other central-
ities across the spreading probability. In email network, the τ
value of CEC is lower than CC and Ks before spreading
probability 0.04, and it is similar with Ks after spreading
probability 0.04. Overall speaking, CEC has the best correla-
tion with actual ranking result in the four networks.

5. Conclusion

Identifying influential spreaders is essential for network
invulnerability. In this paper, we pay attention to the
approach of identifying influential spreaders based on global
information, and the connectivity and efficiency centrality
(CEC) are put forward to achieve this goal. Removing
spreaders and the corresponding links will lead to two
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consequences: the destruction of network connectivity and
the decline of network efficiency. Therefore, we consider
both the two aspects to provide a novel centrality in identi-
fying influential spreaders. The relative changes of network
connectivity and efficiency before and after removing
spreaders are taken as indicators to measure the influence
of spreaders; we combine the relative changes of network
connectivity and efficiency to give comprehensive identify-
ing results. The greater the relative changes, the more influ-
ential the spreader. We conduct several experiments based
on actual datasets, and the results show that CEC performs
better than other methods.
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