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This special issue in 2014, in the spirit of its predecessor
published in 2013, continues with the aim of presenting the
original research and review articles on the latest theoreti-
cal, numerical, and practical achievements on discrete and
dynamic optimization problems in operation management.
The issue contains 18 papers as follows.

X. Bao studies the influence of two types of overconfident
behavior, overestimation, and overprecision, on decision of
capacity recovery when power system’s critical capacity is
seriously damaged. A newsvendor model is used to prove
that increasing regulatory punishment for electricity shortage
and providing subsidy for capacity recovery are conducive
measures to calibrate insufficient service level caused by an
overconfident manager.

L. Geng et al. focus on the self-organization of supply
chain with a MAS-based supply chain resilience model
established. The local fitness function and neighborhood
structure as well as interaction rules applicable to supply
chain system are designed through viewing the enterprise as
agent. It is found that there is agglomeration effect and SOC
characteristic in supply chain and the evolution of supply
chain is controlled by parameters of MAS.

X. Li introduces a review paper which proposes some
hot issues in the current research by examining the most
related existing literature from the perspective of operations
management. Some insights and future research directions in
this field are generated.

Y. Li et al. investigate the actuarial models of defined
contribution pension plan. Through assumptions and cal-
culations, the expected replacement ratios of three different

defined contribution pension plans are compared. Particu-
larly, more significant considerable factors are put forward
in the further cost and risk analyses. In order to get an
assessment of current status, the paper finds a relationship
between the replacement ratio and the pension investment
rate using econometrics method.

Q.-C. Meng et al. model the centralization ordering
problem of retailers who face stochastic demands when the
suppliers offer free shipping, in which limited distributional
information such as known mean, support, and some devia-
tionmeasures of the randomdata is needed only.The optimal
order strategies of retailers are explored based on the linear
decision rule mainly for stochastic programming. Further,
the core allocation is also presented among all retailers.

C. G. Monyei et al. examine the characterization of
six oil wells and the allocation of gas considering limited
and unlimited case. A successive application of modified
artificial neural network (MANN) is presented combined
with amild intrusive genetic algorithm (MIGA) to the oil well
characteristics.

J. Qin and W. Liu develop an EOQ model under trade
credit financing with ramp type demand and the demand
dependent production rate. Subsequently, the algorithms are
proposed to decide the optimal replenishment cycle and the
optimal order quantity for the retailer. Finally, the numerical
analysis is demonstrated to illustrate the models and the
sensitively analysis is carried out to give some managerial
insights.

D.-L. Sheng and X. Rong analyze the mean-variance
insurers with the return of premiums clauses to study the
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optimal time-consistent investment strategy for the DC
pensionmergedwith an annuity contract. Both accumulation
phase before retirement and distribution phase after retire-
ment are studied. The numerical analysis is also conducted.

L. Xia and H. Zhi study the Stackelberg game between
a retailer and a manufacturer considering the cap and trade
system and analyse the impact of system parameters on the
participants’ decision making. It is also shown that the side-
payment self-enforcing contract can resolve the arguments
that the existing research overemphasizes on spontaneity of
participation in side-payment contracts design.

W. Xue et al. establish the decision making model for
a firm procuring multiple suppliers and spot markets. The
suppliers are unreliable and provide different types of option-
type supply contracts which should be made before demand
realization, while the spot market can only be used after
demand realization and has both the price and liquidity risks.
The optimal portfolio policy for the firm is developed with
conditions to find the qualified suppliers.

L. Zhang et al. focus on optimal investment strategy for
a dual risk model under the condition that the company can
invest into a risk-free asset and a risky asset. The precommit-
ted strategy and time-consistent strategy are compared with
the following results: the former can make value function
maximized at the original time 𝑡 = 0 and the latter strategy is
time-consistent for the whole time horizon.

L. Zhang et al. establish a double objectives path optimiza-
tion model with the consideration of carbon emissions cost
and economy cost. The DNA-ant colony algorithm is used to
solve the problem and its performance is shown to be better
than that of the basic ant colony algorithm.

H. Zhang et al. propose the macroscopic model of air
traffic flow in airport terminal area and carried out a series of
simulation experiments with the NetLogo platform.Through
both of the theoretical and practical discussions, the basic
interrelationships and influential factors of air traffic flow
characteristic parameters are revealed.

J.-H. Zhang et al. study a two-level and four-party supply
chain consisting of a supplier, an e-commerce platform,
the third-party logistics, and a demander. The existence of
maximum profit of supply chain is obtained and the supply
chain coordination issue is considered.

Y. Zhou et al. use an evolutionary ant colony algorithm
based on RFID and knowledge refinement to solve the rout-
ing optimization problem of warehouse intelligent vehicle in
complex environments. The algorithm is shown to be more
effective than the traditional ant colony algorithm and genetic
algorithmwith higher convergence speed, and it can jumpout
of the U-type or V-type obstacle traps easily.

Some theoretical researches are also included in this
special issue.

L. F. Lu et al. propose a new decomposition model based
on accelerated proximal gradient method for packet-level
traffic data and present the iterative scheme of the algorithm
for network anomaly detection problem, which is termed as
NAD-APG.

L. Shi et al. propose an approach to assess the gauge
capability when a simple linear profile is used to reflect
product quality. This method can simplify the problem when

the measured values are multidimensioned. The example of
spring measurement is presented in this paper which shows
how to implement the proposed method.

L. Xu et al. introduce a new difference system from a
differential competition system using different discretemeth-
ods. The paper gives theoretical analysis for local bifurcation
of the fixed points and derives the conditions under which
the local bifurcations such as flip occur at the fixed points.
Furthermore, one- and two-dimensional diffusion systems
are given when diffusion terms are added.

Xiang Li
Ou Tang

Weihua Liu
Xiaochen Sun
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We focus on the spatiotemporal characteristics and their evolvement law of the air traffic flow in airport terminal area to provide
scientific basis for optimizing flight control processes and alleviating severe air traffic conditions. Methods in this work combine
mathematical derivation and simulation analysis. Based on cell transmissionmodel themacroscopicmodels of arrival anddeparture
air traffic flow in terminal area are established. Meanwhile, the interrelationship and influential factors of the three characteristic
parameters as traffic flux, density, and velocity are presented. Then according to such models, the macro emergence of traffic flow
evolution is emulated with the NetLogo simulation platform, and the correlativity of basic traffic flow parameters is deduced and
verified by means of sensitivity analysis. The results suggest that there are remarkable relations among the three characteristic
parameters of the air traffic flow in terminal area. Moreover, such relationships evolve distinctly with the flight procedures, control
separations, and ATC strategies.

1. Introduction

Air traffic management in terminal area is a knotty problem
for controllers as this place is considered to be the air conges-
tion, flight delay, and aviation accident-prone area. Research-
ing on the fundamental operating features of terminal area
traffic flow and deducing the macro emergence of traffic flow
evolution may contribute to revealing the parameters with
mutual relations, as well as the mechanism of spatiotemporal
evolution, in terms of the traffic flow characteristic elements.
By these means, we canmove forward to exploring the objec-
tive law in air traffic in order to enrich the air traffic flow
theory and to provide scientific basis for air traffic disper-
sion, which may have very important theoretical value and
practical significance.

Traffic flow parameters are the physical variables that
represent traffic flow characteristics including qualitative and
quantitative features of operating states [1]. Basic theories
of vehicle traffic flow have developed for decades and many
results have been made by scholars. Lighthill and Whitham
proposed the simulated dynamic model of traffic flow after
researching on the evolution pattern of traffic flowunder high

traffic density circumstances [2]. Meanwhile, Richards pro-
posed a first order continuummodel of traffic flow, which has
been integrated as the LWR theory [3]. Biham studied urban
traffic flow based on a two-dimensional cellular automaton
[4], while Daganzo researched into dynamic traffic problems
with a cellular transmission model [5–8]. Compared to the
vehicle traffic, less research has been devoted to air traffic
flow theory so far, not to mention that many studies focusing
just on modeling. A simplified Eulerian network model of air
traffic flowwas proposed byMenon et al. [9, 10], and Bayen et
al. studied the liner control problems derived from Eulerian
network model [11–13]. Laudeman et al. noted a quantitative
mathematical model on dynamic density of air traffic flow
[14]. Complexity model based on traffic flow disturbance
was advocated by Lee et al. [15]. Liu et al. proposed a one-
dimensional cellular transmission model specifically appli-
cable to air route [16]. Wang et al. studied the microscopic
plane-following performance and built the air freeway flow
model [17]. Primary discussion for the stability of air traffic
flow operating system was advocated by Zhang and Wang,
while some basic characteristics of air traffic flow were also
involved in this paper [18]. Such research findings have
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made great foundations for further study on air traffic flow
theory. However, no detailed studies have investigated the
characteristic parameters with their objective evolution law
of air traffic flow. In this paper, we will combine traditional
mathematical formula derivation with modern simulation
techniques. Amacroscopic model of air traffic flow in airport
terminal area will be proposed, with which we will simulate
and analyze the interrelation and influential evolvement law
of the characteristic parameters with the goal of providing
theoretical basis for scientific air traffic management.

2. Macroscopic Model

2.1. Definitions. There are many kinds of definitions for
air traffic flow parameters, because of different research
intentions and different methods that can be used. Since we
focus on airport terminal area, the definitions of velocity,
density, and trafficfluxon a segment of air route are as follows.

Trafficflux (𝑞) is the number of aircraftpassing a reference
profile of the observation segment per unit of time. 𝑞 = 𝑁/𝑇,
where𝑇 is the observation time and𝑁 represents the number
of aircraft passing in 𝑇.

Density (𝜌) is the number of aircraft per unit length of the
observation segment. 𝜌 = 𝑁/𝑃, where 𝑃means length of the
observation segment, while𝑁 is the number of aircraft in 𝑃.

Velocity can be divided intomicro andmacro definitions.
Microscopic definitions including instantaneous velocity (V)
and average velocity (V) focus on some point or profile of the
observation segment; macroscopic ones including the space
mean velocity (V𝑠) and timemean velocity (V𝑡) focus on some
area extents or time ranges:

V =
𝑑𝑥

𝑑𝑡
, V =

1

𝑁

𝑁

∑

𝑖=1

V
𝑖
,

V𝑠 = 𝐷 ⋅ (
1

𝑁

𝑁

∑

𝑖=1

𝑡
𝑖
)

−1

, V𝑡 =
1

𝑁

𝑁

∑

𝑖=1

𝑠
𝑖

𝑡
1
− 𝑡
0

.

(1)

One flight (𝑓
𝑖
) of all (𝑁) uses 𝑡

𝑖
time to pass the

observation segment, where the actual distance is 𝐷. And 𝑠
𝑖

is the flying distance of 𝑓
𝑖
in the time period 𝑡

1
− 𝑡
0
.

Historically, the first macroscopic traffic flow model is a
continuity equation, called the Lighthill-Whitham-Richards
(LWR) equation [2, 3]. Like the vehicle traffic flow, air
traffic flux (𝑞) and linear density (𝜌) may also satisfy the
corresponding relations for some given functions 𝑓(⋅) and
𝑔(⋅) with location 𝑥 and time 𝑡, as follows:

𝜌 (𝑥, 𝑡) = 𝑓 (𝑞 (𝑥, 𝑡) , 𝑥) ,

𝑞 (𝑥, 𝑡) = 𝑔 (𝜌 (𝑥, 𝑡) , 𝑥) ,

(2)

𝜕𝑞 (𝑥, 𝑡)

𝜕𝑥
+
𝜕𝜌 (𝑥, 𝑡)

𝜕𝑡
= 𝑠. (3)

On the right side of (3), 𝑠 denotes the number of aircraft
that enter or exit the observation segment. With the basic

Figure 1: Radar track plot in airport terminal area (source: ZGGG
TMA).

equation 𝑞 = 𝜌V, where V denotes space mean velocity V𝑠 and
assuming every flight has the same flying case, we can derive

V (𝑥)
𝜕𝑞 (𝑥, 𝑡)

𝜕𝑥
+
𝜕𝑞 (𝑥, 𝑡)

𝜕𝑡
= V (𝑥) 𝑠. (4)

There are two variables as density and velocity but only
one equation in the LWR model. It cannot be solved as
the differential equation is not closed. In response to this
problem, a balancing velocity-density functional relationship,
as V(𝑥) = V

𝑒
(𝜌(𝑥, 𝑡)), was introduced into LWR theory by

assuming traffic flow invariably in equilibrium state. To plug
this into the equation, a hyperbolic equation of density can be
derived, as follows:

𝜕𝑞
𝑒
(𝜌 (𝑥, 𝑡))

𝜕𝑥
+
𝜕𝜌 (𝑥, 𝑡)

𝜕𝑡
= 𝑠. (5)

2.2. Arrival Traffic Flow Model. LWR model described the
propagation characteristic of the nonlinear density wave to
find the evolution rule of traffic shock wave and rarefaction
wave by characteristics method or numerical simulation [19].
However, air traffic flow differs from vehicle traffic, especially
in airport terminal area (Figure 1). First, the arrival and
departure traffic in terminal area will follow the designed
STAR/SID (standard terminal arrival route/standard instru-
ment departure), which means that aircraft in every route
position must act in accordance with the operational flight
program, that is, flying within a certain scope of designed
flight level and speed. It is usually a small scope and can be
reassigned by controllers. As a result of that, some balancing
velocity-density functional relationships in vehicle trafficmay
not exist in air traffic flow. Second, the density of air traffic
flow is generally much lower than the vehicle traffic in real
operations, which causes the interactions among aircraft to
be weaker compared to vehicles. Therefore, it will be difficult
to make statistical fit of the relationships according to the
available radar data.

To solve the partial differential equation of the LWR
theory, we use cell transmission model to discretize the
continuity equation of macroscopic traffic flow. The method
of discretization is applying a series of interconnected one-
dimensional cells to denote the air route and using the
difference equation of time discretization to describe aircraft
passing through every adjoining cell. It should be feasible to
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Cell

Control

Enter Exit

Figure 2: One-dimensional cell transmission model of air traffic
flow in single direction.

model any air traffic flow scenarios by using interconnected
cells, as shown in Figure 2, putting all the aircraft flying along
the arrival route while in several flight levels onto the same
imaginary plane, hence the air traffic flow in one route can be
approximately seen as one-dimensional continuous flow. In
addition, one air route will be divided into several segments
by series of unit cells. To simplify the model we assume that
there is a unified variable which we will introduce later to
represent different kinds of control measures in one cell, such
as speed control, maneuvering actions, or circling, that is,
adjusting flows by changing speed or flight path of certain
aircraft in the cell.

In the matter of arrival route, let 𝑁𝑎
𝑖
(𝑡) be the number

of arrival aircraft in cell 𝑖 at time 𝑡; then the changes in the
number of arrival aircraft in one cell can be described by the
following difference equation of time discretization:

𝑁
𝑎

𝑖
(𝑡 + 1) = 𝑁

𝑎

𝑖
(𝑡) + 𝜏

𝑖
[𝑞
𝑎

𝑖−1
(𝑡) − 𝑞

𝑎

𝑖
(𝑡)] . (6)

In the equation above,𝑁𝑎
𝑖
(𝑡 + 1) is the number of arrival

aircraft in cell 𝑖 at time 𝑡 + 1, 𝑞𝑎
𝑖−1
(𝑡) represents the flux of

arrival aircraft entering cell 𝑖 from cell 𝑖 − 1 at time 𝑡, while
𝑞
𝑎

𝑖
(𝑡) means the flux of arrival aircraft exiting cell 𝑖 at time 𝑡,

and 𝜏
𝑖
is the time step.

Note. The number, flux et al. mentioned in this section, is
specific to arrival aircraft, while departures will be included
in following parts.

Air traffic flow in air route segment still satisfies the basic
equation 𝑞

𝑖
= 𝜌
𝑖
V
𝑖
, where 𝜌

𝑖
and V

𝑖
stand, respectively, for

segment liner density and space mean velocity of cell 𝑖. The
traffic flux of cell 𝑖will be 𝑞

𝑖
(𝑡) = 𝛼

𝑖
𝑞
𝑖
. Coefficient 𝛼

𝑖
is the rate

of outflow per unit time, which reflects the saturation level
of cell 𝑖. From Section 2.1., we know segment liner density
𝜌
𝑖
= 𝑁
𝑖
/Ω
𝑖
, where Ω

𝑖
is the length of cell 𝑖. Since most

of the time arrival aircraft in airport terminal area are in a
deceleration process, we assume aircraft entering cell 𝑖 from
some certain arrival route positions with an initial velocity V

𝑖

that comes from the STAR and then uniformly decelerating
along the cell (route) with a rate 𝑎𝑎

𝑖
, so we can get the space

mean velocity of cell 𝑖, as follows:

V
𝑖
=

𝑎
𝑎

𝑖
Ω
𝑖

V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖

. (7)

To plug (7) into 𝑞
𝑖
= 𝜌
𝑖
V
𝑖
, we can derive

𝑞
𝑎

𝑖
(𝑡) =

𝛼
𝑖
𝑎
𝑎

𝑖
𝑁
𝑎

𝑖
(𝑡)

V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖

. (8)

However, since the aforementioned situation is an ideal
condition, it is necessary to take control measures for part of
the arrival aircraft into consideration, such as speed control,
maneuvering actions, or circling, because of the existence
of traffic congestion, safety interval, and so forth in real
conditions. For simplicity, we assume that there is a unified
variable to stand for different kinds of control measures,
since whichever measures controllers took, the actual effects
caused by changing speed or flight path and so forth can all be
seen as there to be𝑁𝑎ATC

𝑖
aircraft flying along the cell (route)

with a new constant velocity VATC
𝑖

in cell 𝑖. To be clear, the
variable VATC

𝑖
here represents the displacement velocity that

is lower than the STAR designed velocity generally.
Considering these problems,we derived (9) after integrat-

ing control measures into (8), as follows:

𝑞
𝑎

𝑖
(𝑡) =

𝛼
𝑖
𝑎
𝑎

𝑖
[𝑁
𝑎

𝑖
(𝑡) − 𝑁

𝑎ATC
𝑖

(𝑡)]

V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖

+
VATC
𝑖
𝑁
𝑎ATC
𝑖

(𝑡)

Ω
𝑖

=
𝛼
𝑖
𝑎
𝑎

𝑖

V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖

𝑁
𝑎

𝑖
(𝑡)

− (
𝛼
𝑖
𝑎
𝑎

𝑖

V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖

−
VATC
𝑖

Ω
𝑖

)𝑁
𝑎ATC
𝑖

(𝑡) .

(9)

After substituting 𝑞𝑎
𝑖
(𝑡) in the difference equation (6) with

(9), we got

𝑁
𝑎

𝑖
(𝑡 + 1) = (1 −

𝛼
𝑖
𝑎
𝑎

𝑖
𝜏
𝑖

V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖

)𝑁
𝑎

𝑖
(𝑡)

+ (
𝛼
𝑖
𝑎
𝑎

𝑖
𝜏
𝑖

V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖

−
VATC
𝑖
𝜏
𝑖

Ω
𝑖

)𝑁
𝑎ATC
𝑖

(𝑡)

+ 𝜏
𝑖
𝑞
𝑎

𝑖−1
(𝑡) .

(10)

Let𝐴𝑎
𝑖
= 1−(𝛼

𝑖
𝑎
𝑎

𝑖
𝜏
𝑖
/(V
𝑖
−√V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
));𝐵𝑎
𝑖
= (𝛼
𝑖
𝑎
𝑎

𝑖
/(V
𝑖
−

√V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)) − (VATC

𝑖
/Ω
𝑖
); 𝐶𝑎
𝑖
= 𝛼
𝑖
𝑎
𝑎

𝑖
/(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
);

we can have the simplified equation sets, as follows:

𝑁
𝑎

𝑖
(𝑡 + 1) = 𝐴

𝑎

𝑖
𝑁
𝑎

𝑖
(𝑡) + 𝐵

𝑎

𝑖
𝜏
𝑖
𝑁
𝑎ATC
𝑖

(𝑡) + 𝜏
𝑖
𝑞
𝑎

𝑖−1
(𝑡) ,

𝑞
𝑎

𝑖
(𝑡) = 𝐶

𝑎

𝑖
𝑁
𝑎

𝑖
(𝑡) − 𝐵

𝑎

𝑖
𝑁
𝑎ATC
𝑖

(𝑡) .

(11)

The aircraft in cell are taken as evenly distributed in the
macroscopic traffic flow theory, so the number of aircraft
should be equivalent number. Let 𝑑𝑎

𝑖
(𝑡) be the mean nose

interval of adjacent aircraft at the same direction in cell 𝑖;
therefore the number of aircraft in the cell is𝑁

𝑖
(𝑡) = Ω

𝑖
/𝑑
𝑎

𝑖
(𝑡).

If 𝑑𝑎
𝑖
(𝑡) becomes less than the control separation standard

denoted by 𝑑𝑎ATC
𝑖

, that is to say, aircraft density exceeds the
threshold level, the exceeded aircraft should be arranged to
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Figure 3: Converging and diverging of air traffic flow.

take control measures. In addition, arrival aircraft in airport
terminal area also have to obey the safety separation 𝑑safe

𝑖

according to STAR; that is, 𝑑𝑎
𝑖
(𝑡) ≥ 𝑑

safe
𝑖

.The safety separation
is evaluated by air traffic security department and usually
gets more stringent compared to control separation as 𝑑safe

𝑖
<

𝑑
𝑎ATC
𝑖

. The number of controlled aircraft at time 𝑡 in cell 𝑖
satisfies

𝑁
𝑎ATC
𝑖

(𝑡) =

{{

{{

{

(
1

𝑑
𝑎

𝑖
(𝑡)
−
1

𝑑
𝑎ATC
𝑖

)Ω
𝑖
𝑑
𝑎

𝑖
(𝑡) < 𝑑

𝑎ATC
𝑖

0 𝑑
𝑎

𝑖
(𝑡) ≥ 𝑑

𝑎ATC
𝑖
.

(12)

We have discussed the one-dimensional cell transmission
model of air traffic flow before, while there may be multiple
air routes in terminal area and some of them may cross with
each other, in the way, in the same imaginary plane, as shown
in Figure 3. So the converging and diverging situations are as
shown in Figure 3.

According to the conservation of number, in converging
situation the number of aircraft satisfies

𝑁
𝑘
= 𝑁
𝑘−1
+ 𝑁
𝑘−2
+ ⋅ ⋅ ⋅ + 𝑁

𝑘−𝑛
. (13)

On the contrary, in diverging situation we have

𝑁
𝑘+1
= 𝑘
𝑘+1
𝑁
𝑘
,

𝑁
𝑘+2
= 𝑘
𝑘+2
𝑁
𝑘
,

.

.

.

𝑁
𝑘+𝑛
= 𝑘
𝑘+𝑛
𝑁
𝑘
.

(14)

The coefficient 𝑘 stands for the proportion of traffic flow
to different air route segments; meanwhile 0 ≤ 𝑘

𝑛
≤ 1,∑𝑘

𝑛
=

1.

2.3. Departure Traffic Flow Model. The model of departure
flow in airport terminal area consists of two phases: taking off
from runway and flying along air routes. In the take-off phase,
departure air traffic flow will make the most use of runway
time slots based on the arrival priority, in order to guarantee
a smooth arrival and landing process. Flight departure sched-
ules are generated in stochastic cases, while the departure
flights that disagree with the operation time interval of
runway will be delayed to ground holding procedures until
enough time slots come [20–22]. In the flying stage, departure
aircraft diverge in various directions from the runway center,

which differs from the arrival flow as there would be both
diverging and converging situations in arrival processes.
Under the condition of fully isolation between arrival and
departure routes, flying stagewill dispensewith flow control if
the runway interval problem is solved in the taking-off stage.
And under the condition of semi-isolation between arrival
and departure routes, which means that some air routes may
be overlapped in several segments (in the same imaginary
plane), it is necessary to take both departure aircraft and
arrival ones into consideration simultaneously to focus on
the average nose interval of all aircraft in the overlapped
segments (cells). If the average interval cannot meet safety
needs, departure flow should be adjusted prior to the arrivals.

Let 𝑁ground
(𝑡) be the number of aircraft holding for

departure on ground in time 𝑡, and its change can be
described as follows:

𝑁
ground

(𝑡 + 1) = 𝑁
ground

(𝑡) + 𝜏
𝑖
[𝑞
𝑑

plan (𝑡) − 𝑞
𝑑

𝑠
(𝑡)] . (15)

In (15),𝑁ground
(𝑡+1) is the number of aircraft holding for

departure on ground in time 𝑡 + 1. The demand of departure
per unit time that produced by flight schedules is represented
by 𝑞𝑑plan(𝑡), while 𝑞

𝑑

𝑠
(𝑡) represents the actual number of aircraft

taking off from the runway per unit time.The time step is still
𝜏
𝑖
, and𝑁ground

(𝑡) cannot be negative, so we can get

𝑞
𝑑

𝑠
(𝑡)

=

{{{{{{

{{{{{{

{

𝑁
ground

(𝑡)

𝜏
𝑖

+ 𝑞
𝑑

plan (𝑡) 𝑁
ground

(𝑡)

+ 𝜏
𝑖
[𝑞
𝑑

plan (𝑡) − 𝐶
𝑑

𝑠
(𝑡)] < 0

𝐶
𝑑

𝑠
(𝑡) 𝑁

ground
(𝑡)

+ 𝜏
𝑖
[𝑞
𝑑

plan (𝑡) − 𝐶
𝑑

𝑠
(𝑡)] ≥ 0.

(16)

Consider maximizing the use of runway time slots; vari-
able 𝐶𝑑

𝑠
(𝑡) represents the maximum take-off rate of the run-

way, which depends on the time interval of runway operation.
If the time interval of arrival landing aircraft gets large, influ-
ence such as wake vortex on the runway will have no effect on
take-off aircraft, in which cases departure flows may take off
by the standard time interval separately. Otherwise if arrival
time interval gets intense, mutual interference between
departures and arrivals will be strong, so that departure flows
need to make use of the interspace of the time slots under the
circumstances of an affected runway operation, as follows:

𝐶
𝑑

𝑠
(𝑡) =

{{{

{{{

{

𝑑𝑡
𝑎

𝑠
(𝑡) − 𝑑𝑇

runway
𝑚

𝑑𝑇
runway
𝑚

⋅ 𝑑𝑡
𝑎

𝑠
(𝑡)

𝑑𝑡
𝑎

𝑠
(𝑡) < 𝑑𝑇

runway
𝑠

1

𝑑𝑇
𝑑

𝑠

𝑑𝑡
𝑎

𝑠
(𝑡) ≥ 𝑑𝑇

runway
𝑠

.

(17)

In (17), this 𝑑𝑡𝑎
𝑠
(𝑡) is the actual time interval of arrival

landing and 𝑑𝑇𝑑
𝑠
is the standard take-off time interval of

departures, while 𝑑𝑇runway
𝑠

and 𝑑𝑇runway
𝑚

, respectively, stand
for the irrelevant runway operation time interval and the
modified operation time interval according to the mutual
interference between landing and taking off. Among this, the
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irrelevant runway operation time 𝑑𝑇runway
𝑠

will be a critical
point where interference occurred.

Similar to the Arrival Model, we divide air routes into
several segments by a series of unit-interconnected cells in
the stage of flying along departure routes. Let 𝑁𝑑

𝑖
(𝑡) be the

number of departure aircraft in cell 𝑖 at time 𝑡 and its changing
process can be described as (18). On the left side of the
equation𝑁𝑑

𝑖
(𝑡+1) is the number of departures in cell 𝑖 at time

𝑡 + 1; 𝑞𝑑
𝑖−1
(𝑡) represents the flux of departure aircraft entering

cell 𝑖 from cell 𝑖 − 1 at time 𝑡, while 𝑞𝑑
𝑖
(𝑡)means that the flux

of departure aircraft exiting cell 𝑖 at time 𝑡, 𝜏
𝑖
is the time step.

Since most of the time departure aircraft in airport
terminal area are in an acceleration process, we assume
aircraft entering cell 𝑖 from some certain departure route
positions with an initial velocity 𝑢 that comes from the SID
and then uniformly accelerating along the cell (route) with a
rate 𝑎𝑑
𝑖
. So according to the samemodeling principle from the

Arrival Model, we can get the following similar equations:

𝑞
𝑑

𝑖
(𝑡) =

𝛽
𝑖
𝑎
𝑑

𝑖
[𝑁
𝑑

𝑖
(𝑡) − 𝑁

𝑑ATC
𝑖

(𝑡)]

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


𝑖

+
𝑢
ATC
𝑖
𝑁
𝑑ATC
𝑖

(𝑡)

Ω
𝑖

=
𝛽
𝑖
𝑎
𝑑

𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


𝑁
𝑑

𝑖
(𝑡)

− (
𝛽
𝑖
𝑎
𝑑

𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


−
𝑢
ATC
𝑖

Ω
𝑖

)𝑁
𝑑ATC
𝑖

(𝑡) ,

(18)

𝑁
𝑑

𝑖
(𝑡 + 1) = (1 −

𝛽
𝑖
𝑎
𝑑

𝑖
𝜏
𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


𝑖

)𝑁
𝑑

𝑖
(𝑡)

+ (
𝛽
𝑖
𝑎
𝑑

𝑖
𝜏
𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


𝑖

−
𝑢
ATC
𝑖
𝜏
𝑖

Ω
𝑖

)𝑁
𝑑ATC
𝑖

(𝑡)

+ 𝜏
𝑖
𝑞
𝑑

𝑖−1
(𝑡) .

(19)

In the above equations, coefficient 𝛽
𝑖
stands for the rate

of departures outflow per unit time. The number of aircraft
that need to be arranged to take departure flow control
measures is denoted by the variable𝑁𝑑ATC

𝑖
(𝑡). As mentioned

before, in circumstances of fully isolation between arrival and
departure route segments there will be no extra control to the
departures; that is, 𝑁𝑑ATC

𝑖
(𝑡) = 0. On the other hand, in the

routes overlapped condition part of the departures may take
extra controls. We assume that these controlled departure
flows would move with a new constant ATC velocity 𝑢ATC

𝑖
in

cell 𝑖 and be the same with variable VATC
𝑖

in the ArrivalModel,
in which both represent displacement velocity. Meanwhile
the simplification form is

𝑁
𝑑

𝑖
(𝑡 + 1) = 𝐴

𝑑

𝑖
𝑁
𝑑

𝑖
(𝑡) + 𝐵

𝑑

𝑖
𝜏
𝑖
𝑁
𝑑ATC
𝑖

(𝑡) + 𝜏
𝑖
𝑞
𝑑

𝑖−1
(𝑡) ,

𝑞
𝑑

𝑖
(𝑡) = 𝐶

𝑑

𝑖
𝑁
𝑑

𝑖
(𝑡) − 𝐵

𝑑

𝑖
𝑁
𝑑ATC
𝑖

(𝑡) ,

𝐴
𝑑

𝑖
= 1 −

𝛽
𝑖
𝑎
𝑑

𝑖
𝜏
𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


𝑖

;

𝐵
𝑑

𝑖
=

𝛽
𝑖
𝑎
𝑑

𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


𝑖

−
𝑢
ATC
𝑖

Ω
𝑖

;

𝐶
𝑑

𝑖
=

𝛽
𝑖
𝑎
𝑑

𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


.

(20)

To determine the value of variable𝑁𝑑ATC
𝑖
(𝑡) in overlapped

segments, we will bring the average nose interval (not
time interval) of arrivals noted by 𝑑𝑎

𝑖
(𝑡), the average nose

interval of departures noted by 𝑑𝑑
𝑖
(𝑡), and the average interval

between both arrivals and departures noted by 𝑑𝑎/𝑑
𝑖
(𝑡) in cell

𝑖 all into consideration. The fundamental aim of flow control
in this stage is to make the entire average interval of arrivals
and departures meet the ATC separation requirement 𝑑ATC

𝑖

by adjusting departure flows, as follows:

𝑁
𝑑ATC
𝑖

(𝑡)

=

{{{{{{{{

{{{{{{{{

{

Ω
𝑖

𝑑
𝑑

𝑖
(𝑡)

𝑑
𝑎

𝑖
(𝑡) ≤ 𝑑

ATC
𝑖

(
1

𝑑
𝑎𝐷𝐸𝑃

𝑖
(𝑡)
−
1

𝑑
ATC
𝑖

) ⋅ Ω
𝑖
𝑑
𝑎

𝑖
(𝑡) > 𝑑

ATC
𝑖
,

𝑑
𝑎/𝑑

𝑖
(𝑡) < 𝑑

ATC
𝑖

0 𝑑
𝑎/𝑑

𝑖
(𝑡) ≥ 𝑑

ATC
𝑖
.

(21)

The average interval of arrivals and departures is𝑑𝑎/𝑑
𝑖
(𝑡) =

𝑑
𝑎

𝑖
(𝑡) ⋅ 𝑑

𝑑

𝑖
(𝑡)/[𝑑

𝑎

𝑖
(𝑡) + 𝑑

𝑑

𝑖
(𝑡)].

3. Parameter Analysis

We focus on one single cell in the model as to deduce and
analyze the interrelationship of air traffic flow characteristic
parameters including flight flux, linear density, and traffic
velocity. In the following sections, we discuss this problem
from the two different aspects as arrival and departure, just
like the models we had established before.

3.1. Arrival Routes. To plug (12) into (9), we can have

𝑞
𝑎

𝑖
(𝑡) =

{{{{{{{{{{

{{{{{{{{{{

{

𝛼
𝑖
𝑎
𝑎

𝑖
Ω
𝑖

𝑑
𝑎ATC
𝑖
(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

+VATC
𝑖
(
1

𝑑
𝑎

𝑖
(𝑡)
−
1

𝑑
𝑎ATC
𝑖

) 𝑑
𝑎

𝑖
(𝑡) < 𝑑

𝑎ATC
𝑖

𝛼
𝑖
𝑎
𝑎

𝑖
Ω
𝑖

𝑑
𝑎

𝑖
(𝑡) (V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

𝑑
𝑎

𝑖
(𝑡) ≥ 𝑑

𝑎ATC
𝑖
.

(22)
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According to 𝜌𝑎
𝑖
(𝑡) = 1/𝑑

𝑎

𝑖
(𝑡), we get

𝑞
𝑎

𝑖
(𝑡)

=

{{{{{{{{{

{{{{{{{{{

{

VATC
𝑖
𝜌
𝑎

𝑖
(𝑡)

+

𝛼
𝑖
𝑎
𝑎

𝑖
Ω
𝑖
+ VATC
𝑖
(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

𝑑
𝑎ATC
𝑖
(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

𝜌
𝑎

𝑖
(𝑡) >

1

𝑑
𝑎ATC
𝑖

𝛼
𝑖
𝑎
𝑎

𝑖
Ω
𝑖

(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

𝜌
𝑎

𝑖
(𝑡) 𝜌

𝑎

𝑖
(𝑡) ≤

1

𝑑
𝑎ATC
𝑖

.

(23)

From (23), we can see that the basic parameters such as
flux 𝑞𝑎

𝑖
(𝑡) and density 𝜌𝑎

𝑖
(𝑡) form a piecewise function and

the segment point is the reciprocal value of ATC separation
𝑑
𝑎ATC
𝑖

to the arrival aircraft. Assuming that coefficient 𝛼
𝑖
,

standard deceleration 𝑎𝑎
𝑖
, initial speed V

𝑖
, and length Ω

𝑖
of

one cell are all constant values, the slope and intercept of the
relation curve will be determined by ATC velocity VATC

𝑖
and

the position of inflection point will be determined by 𝑑𝑎ATC
𝑖

.
Let both sides of (23) be divided by 𝜌𝑎

𝑖
(𝑡):

V
𝑖
(𝑡)

=

{{{{{{{{{{{

{{{{{{{{{{{

{

𝛼
𝑖
𝑎
𝑎

𝑖
Ω
𝑖
+ VATC
𝑖
(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

𝑑
𝑎ATC
𝑖
(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

⋅
1

𝜌
𝑎

𝑖
(𝑡)
+ VATC
𝑖

𝜌
𝑎

𝑖
(𝑡) >

1

𝑑
𝑎ATC
𝑖

𝛼
𝑖
𝑎
𝑎

𝑖
Ω
𝑖

(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

𝜌
𝑎

𝑖
(𝑡) ≤

1

𝑑
𝑎ATC
𝑖

.

(24)

If aircraft density comes lower than the critical value, the
mean velocity of traffic flow in one cell will stay constant;
otherwise, there will be an inverse relation between velocity
V
𝑖
(𝑡) and density 𝜌𝑎

𝑖
(𝑡). With an increase of density in cell 𝑖,

mean velocity will become lower gradually and the speed of
reducing just gets more and more slow and eventually tends
to the ATC velocity VATC

𝑖
. Using the basic formula of fluid

𝑞 = 𝜌V, we can get

𝑞
𝑎

𝑖
(𝑡) =

{{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{{

{

𝛼
𝑖
𝑎
𝑎

𝑖
Ω
𝑖
+ VATC
𝑖
(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

𝑑
𝑎ATC
𝑖
(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

⋅
V
𝑖
(𝑡)

V
𝑖
(𝑡) − VATC

𝑖

VATC
𝑖
< V
𝑖
(𝑡)

<
𝛼
𝑖
𝑎
𝑎

𝑖
Ω
𝑖

(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

∃𝑞
𝑎

𝑖
(𝑡) ∈

[
[

[

0,
𝛼
𝑖
𝑎
𝑎

𝑖
Ω
𝑖

𝑑
𝑎ATC
𝑖
(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

]
]

]

V
𝑖
(𝑡) = VATC

𝑖
,

𝛼
𝑖
𝑎
𝑎

𝑖
Ω
𝑖

(V
𝑖
− √V2
𝑖
− 2𝑎
𝑎

𝑖
Ω
𝑖
)

.

(25)

From (25), we can see that the mean velocity of entire
traffic flow in cell 𝑖 ranges fromATC velocity VATC

𝑖
to standard

velocity designed by STAR. If V
𝑖
(𝑡) is equal to one of the

critical values flux 𝑞𝑎
𝑖
(𝑡) may be arbitrary-sized data taking

from zero to the maximum flux value. With an increase of
mean velocity in cell 𝑖, the flux value goes down gradually
and the speed of reducing gets slow.When this mean velocity
goes up to the peak value, it will cause a jump of traffic flux.
Variables 𝑑𝑎ATC

𝑖
and VATC
𝑖

are still the order parameters of the
interrelationship between flux and velocity in cell.

3.2. Departure Routes. In the stage of flying along departure
routes, aircraft keep accelerating and diverging alongwith the
varying of orientation of air routes. There may be 𝑁𝑑ATC

𝑖
(𝑡)

aircraft taken departure flow control measures in some of the
overlapped segments. As an exceptional case of this situation,
flying stage will dispense with flow control in the case of
fully isolation between arrival and departure routes; that is,

𝑁
𝑑ATC
𝑖
(𝑡) = 0. We will focus on the overlapped segments

and analyze the traffic flow characteristic parameters of
departures in detail. To plug (21) into (18) we can have

𝑞
𝑑

𝑖
(𝑡) =

{{{{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{{{{

{

𝑢
ATC
𝑖

𝑑
𝑑

𝑖
(𝑡)

𝑑
𝑎

𝑖
(𝑡) ≤ 𝑑

ATC
𝑖

𝑢
ATC
𝑖

𝑑
𝑑

𝑖
(𝑡)

+
𝑑
𝑎

𝑖
(𝑡) − 𝑑

ATC
𝑖

𝑑
ATC
𝑖
𝑑
𝑎

𝑖
(𝑡)

×(
𝛽
𝑖
𝑎
𝑑

𝑖
Ω
𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


− 𝑢
ATC
𝑖
) 𝑑

𝑎

𝑖
(𝑡) > 𝑑

ATC
𝑖
,

𝑑
𝑎/𝑑

𝑖
(𝑡) < 𝑑

ATC
𝑖

𝛽
𝑖
𝑎
𝑑

𝑖

𝑑
𝑑

𝑖
(𝑡) (√𝑢

2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢

)

𝑑
𝑡

𝑖
(𝑡) ≥ 𝑑

ATC
𝑖
.

(26)
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Since 𝜌𝑑
𝑖
(𝑡) = 1/𝑑

𝑑

𝑖
(𝑡), 𝜌𝑎
𝑖
(𝑡) = 1/𝑑

𝑎

𝑖
(𝑡), substituting in

(26), we get

𝑞
𝑑

𝑖
(𝑡)

=

{{{{{{{{{{{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{{{{{{{{{{{

{

𝛽
𝑖
𝑎
𝑑

𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


𝜌
𝑑

𝑖
(𝑡) 𝜌

𝑎

𝑖
(𝑡) + 𝜌

𝑑

𝑖
(𝑡)

<
1

𝑑
ATC
𝑖

𝑢
ATC
𝑖
𝜌
𝑑

𝑖
(𝑡) +

1 − 𝑑
ATC
𝑖
𝜌
𝑎

𝑖
(𝑡)

𝑑
ATC
𝑖

×(
𝛽
𝑖
𝑎
𝑑

𝑖
Ω
𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


− 𝑢
ATC
𝑖
) 𝜌

𝑎

𝑖
(𝑡) <

1

𝑑
ATC
𝑖

,

𝜌
𝑎

𝑖
(𝑡) + 𝜌

𝑑

𝑖
(𝑡)

>
1

𝑑
ATC
𝑖

𝑢
ATC
𝑖
𝜌
𝑑

𝑖
(𝑡) 𝜌

𝑎

𝑖
(𝑡) ≥

1

𝑑
ATC
𝑖

.

(27)

From (27), we can see that flux 𝑞𝑑
𝑖
(𝑡) and density 𝜌𝑑

𝑖
(𝑡)

form a piecewise function. Similar to the arrival segments
(cells), we assume that coefficient 𝛽

𝑖
, standard acceleration

𝑎
𝑑

𝑖
, initial speed 𝑢, and length Ω

𝑖
of one cell are all constant

values. The density of arrival aircraft denoted by 𝜌𝑎
𝑖
(𝑡) in cell

𝑖 changes over time, which has an effect on the intercept
value of this linear equation. The ATC velocity of departures
denoted by 𝑢ATC

𝑖
shows the slope while the reciprocal of

ATC separation 𝑑ATC
𝑖

is the critical value of flow density,

determining the position of inflection points. Then, letting
both sides of (27) be divided by 𝜌𝑑

𝑖
(𝑡), we got

𝑢
𝑖
(𝑡)

=

{{{{{{{{{{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{{{{{{{{{{

{

𝛽
𝑖
𝑎
𝑑

𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


𝜌
𝑎

𝑖
(𝑡) + 𝜌

𝑑

𝑖
(𝑡)

<
1

𝑑
ATC
𝑖

𝑢
ATC
𝑖
+
1 − 𝑑

ATC
𝑖
𝜌
𝑎

𝑖
(𝑡)

𝑑
ATC
𝑖
𝜌
𝑑

𝑖
(𝑡)

×(
𝛽
𝑖
𝑎
𝑑

𝑖
Ω
𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


− 𝑢
ATC
𝑖
) 𝜌

𝑎

𝑖
(𝑡) <

1

𝑑
ATC
𝑖

𝜌
𝑎

𝑖
(𝑡) + 𝜌

𝑑

𝑖
(𝑡)

>
1

𝑑
ATC
𝑖

𝑢
ATC
𝑖

𝜌
𝑎

𝑖
(𝑡) ≥

1

𝑑
ATC
𝑖

.

(28)

From (28), we can see thatmean velocity 𝑢
𝑖
(𝑡) and density

𝜌
𝑑

𝑖
(𝑡) also form a piecewise function. Two extreme cases are

as follows: the entire density of arrivals and departures is
lower than theATCdensity that is denoted by 1/𝑑ATC

𝑖
; density

only considers arrivals that have already exceeded 1/𝑑ATC
𝑖

.
These two cases will cause mean velocity of departures to
be the standard velocity determined by 𝛽

𝑖
, acceleration 𝑎𝑑

𝑖
,

initial speed 𝑢, length Ω
𝑖
, and departure ATC velocity 𝑢ATC

𝑖
,

respectively. In a certain condition between such two extreme
cases the slope of linear equation is greater than or equal to
𝑢
ATC
𝑖

, while the intercept value is influenced by both 𝑢ATC
𝑖

and
𝜌
𝑎

𝑖
(𝑡). According to the basic formula of fluid 𝑞 = 𝜌V, we get

𝑞
𝑑

𝑖
(𝑡) =

{{{{{{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{{{{{{

{

(1 − 𝑑
ATC
𝑖
𝜌
𝑎

𝑖
(𝑡)) [𝛽

𝑖
𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢

ATC
𝑖
(√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


)]

𝑑
ATC
𝑖
(√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢

)

⋅
𝑢
𝑖
(𝑡)

𝑢
𝑖
(𝑡) − 𝑢

ATC
𝑖

𝑢
ATC
𝑖
< 𝑢
𝑖
(𝑡)

<
𝛽
𝑖
𝑎
𝑑

𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


∃𝑞
𝑑

𝑖
(𝑡) ∈

[
[

[

0,
𝛽
𝑖
𝑎
𝑑

𝑖
Ω
𝑖

𝑑
𝑑ATC
𝑖

(√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢

)

]
]

]

𝑢
𝑖
(𝑡) = 𝑢

ATC
𝑖
,

𝛽
𝑖
𝑎
𝑑

𝑖

√𝑢
2

𝑖
+ 2𝑎
𝑑

𝑖
Ω
𝑖
− 𝑢


.

(29)

The formof (29) ismuch like (25) from the arrival parts. If
mean velocity of departures lies between the standard velocity
and the departure ATC velocity 𝑢ATC

𝑖
there will be an inverse

proportional function between departure flux 𝑞𝑑
𝑖
(𝑡) and

mean velocity 𝑢
𝑖
(𝑡). Moreover, the coefficient of this inverse

proportional function is determined by 𝛽
𝑖
, acceleration 𝑎𝑑

𝑖
,

initial speed 𝑢, and cell lengthΩ
𝑖
all together and changes in

value of the ATC velocity 𝑢ATC
𝑖

will make the function curve
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Figure 4: STAR/SID routes to RWY02L ZGGG.

move horizontally. While if mean velocity of departures lies
on either of the two critical positions departure fluxmay vary
randomly.

4. Simulation Experiment

4.1. Simulation Sample. Based on the simulation platform
NetLogo [23–25] we focused on each cell in the macroscopic
model and designed traffic inflow/outflow behaviors to be
each agent, so as to take control of the inflow/outflowvolumes
among all the cells. Applying the STAR/SID procedures to
runway 02L of Guangzhou Baiyun International Airport (as
shown in Figure 4) into the Netlogo system dynamic simula-
tor (as shown in Figure 5) we can emulate the operation and
evolution process of air traffic flow in the airport terminal
area.

The network of arrival and departure routes in terminal
can be separated into several single direction segments and
converging or diverging segments that can be further decom-
posed into more unit cells. For the purpose of simplicity, we
set one cell dimension to be equal to the length of the shortest
segment in the network and the other air segments to be
integermultiples of unit cell dimension. According to this, we
made the following Tables 1 and 2 of the terminal network.

Each yellow rectangle in Figure 4 represents one cell,
which means a “stock” of fluid in the simulator system. Each
grey pipe represents flowing between adjacent cells, which
means “flow” in system, and the direction of arrow is the same
as the flow direction. Each black valve represents control
measures, which means “strategy” in system, and the inflow
and outflow of air traffic will be under control by giving
the certain valves some corresponding rules. Take typical
overlapped segments “TAN=AGVOS (Segment9&19)” as an
example, the cell transmission model of this is like (30). In
the model, 𝑁𝑎

𝑖/𝑗
𝐴
𝑎

𝑖/𝑗
𝐵
𝑎

𝑖/𝑗
𝐶
𝑎

𝑖/𝑗
, respectively, represents the

number of arrival aircraft and the simplified coefficients of

Table 1: Cell quantities of arrival routes to RWY02L ZGGG.

Segment Code Quantity
MUBEL-GYA Segment1 3 cells
BIPOP-GYA Segment2 2 cells
OSIKA-GYA Segment3 3 cells
P101-GYA Segment4 2 cells
GYA-AGVOS Segment5 2 cells
GYA-D5.1POU Segment6 2 cells
LONGTANG-TAN Segment7 2 cells
DANZHU-TAN Segment8 2 cells
TAN-AGVOS Segment9 2 cells
AGVOS-D15.7IOO Segment10 1 cell
AGVOS-D5.1POU Segment11 1 cell
D5.1POU-D15.7IOO Segment12 1 cell
D15.7IOO-RWY02L Segment13 1 cell

Table 2: Cell quantities of departure routes to RWY02L ZGGG.

Segment Code Quantity
RWY02L-D12.0IOO Segment14 1 cell
D12.0IOO-YIN Segment15 2 cells
D12.0IOO-TAN Segment16 1 cell
TAN-D18.2TAN Segment17 2 cells
D18.2TAN-POU Segment18 3 cells
TAN-AGVOS Segment19 2 cells
AGVOS-D5.1POU Segment20 1 cell
D5.1POU-POU Segment21 2 cells

cell 𝑗 in Segment 𝑖. 𝑁𝑎ATC
𝑖/𝑗

denotes the number of arrival
aircraft taking control measures in cell 𝑗 of Segment 𝑖. 𝑞𝑎

𝑖/𝑗
(𝑡)

means the number of arrival aircraft that exit cell 𝑗 in Segment
𝑖 per unit time. 𝑁𝑑

𝑖/𝑗
𝐴
𝑑

𝑖/𝑗
𝐵
𝑑

𝑖/𝑗
𝐶
𝑑

𝑖/𝑗
𝑁
𝑑ATC
𝑖/𝑗

𝑞
𝑑

𝑖/𝑗
(𝑡), respec-

tively, represents the similar corresponding ones but specially
for departures. Coefficient 𝑘 stands for the proportion of
traffic flow into some segment when diverging occurs in air
routes. 𝜏 is the designed time step for the simulator system:

𝑁
𝑎

9/1
(𝑡 + 1)

= 𝐴
𝑎

9/1
𝑁
𝑎

9/1
(𝑡) + 𝐵

𝑎

9/1
𝜏𝑁
𝑎ATC
9/1

(𝑡) + 𝜏 [𝑞
𝑎

7/2
(𝑡) + 𝑞

𝑎

8/2
(𝑡)] ,

𝑞
𝑎

9/1
(𝑡) = 𝐶

𝑎

9/1
𝑁
𝑎

9/1
(𝑡) − 𝐵

𝑎

9/1
𝑁
𝑎ATC
9/1

(𝑡) ,

𝑁
𝑎

9/2
(𝑡 + 1) = 𝐴

𝑎

9/2
𝑁
𝑎

9/2
(𝑡) + 𝐵

𝑎

9/2
𝜏𝑁
𝑎ATC
9/2

(𝑡) + 𝜏𝑞
𝑎

9/1
(𝑡) ,

𝑞
𝑎

9/2−10/1
(𝑡) = 𝑘

9/2−10/1
[𝐶
𝑎

9/2
𝑁
𝑎

9/2
(𝑡) − 𝐵

9/2
𝑁
𝑎ATC
9/2

(𝑡)] ,

𝑞
𝑎

9/2−11/1
(𝑡) = 𝑘

9/2−11/1
[𝐶
𝑎

9/2
𝑁
𝑎

9/2
(𝑡) − 𝐵

9/2
𝑁
𝑎ATC
9/2

(𝑡)] ,

(30)
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Figure 5: NetLogo system dynamic simulator.

𝑁
𝑑

19/1
(𝑡 + 1)

= 𝐴
𝑑

19/1
𝑁
𝑑

19/1
(𝑡) + 𝐵

𝑑

19/1
𝜏𝑁
𝑑ATC
19/1

(𝑡) + 𝜏𝑞
𝑑

16/1
(𝑡) ,

𝑞
𝑑

19/1
(𝑡) = 𝐶

𝑑

19/1
𝑁
𝑑

19/1
(𝑡) − 𝐵

𝑑

19/1
𝑁
𝑑ATC
19/1

(𝑡) ,

𝑁
𝑑

19/2
(𝑡 + 1)

= 𝐴
𝑑

19/2
𝑁
𝑑

19/2
(𝑡) + 𝐵

𝑑

19/2
𝜏𝑁
𝑑ATC
19/2

(𝑡) + 𝜏𝑞
𝑑

16/2
(𝑡) ,

𝑞
𝑑

19/2
(𝑡) = 𝐶

𝑑

19/2
𝑁
𝑑

19/2
(𝑡) − 𝐵

𝑑

19/2
𝑁
𝑑ATC
19/2

(𝑡) .

(31)

4.2. Simulation Design. In this simulation sample there are
6 entry points for arrivals of the terminal network: MUBEL,
OSIKA, BIPOP, P101, LONGTANG, and DANZHU. We
assume that the arrival rate of each entry point obeys the neg-
ative exponential distribution [26]. To plug the average arrival
rate that comes from flight historical statistics as expected
value into distribution functions we can obtain the changes
of traffic flux over time at each entry point as shown in Figure
6. It should be noted that we use equivalent traffic flow in this
simulation and take each simulation time step as 1 minute.

It can be noticed that traffic flux changes significantly
over time at each entry point. When aircraft keep going to
convergent points, the peak of traffic wave may happen to
meet another one, in which situation traffic density nearby
will be too high to meet separation requirements and the

probability of unsafe events will increase accordingly. Instead,
the trough of traffic wave may also meet another trough that
may lead to a low traffic density and a large aircraft interval at
convergent points, thus reducing the time/space utilization of
limited airspace. Based on the situation we designed a “valve”.
Agent aims at balancing traffic flow in the simulator system to
manage the inflow/outflow of adjacent cells. In addition, this
is much like the principle of “Cutting peak and filling valley”
in real air traffic flow management [27, 28].

The basic strategy of arrival “valve” control is as follows:
first determine whether the mean arrival aircraft interval is
lower than the arrival ATC separation 𝑑𝑎ATC

𝑖
in one cell at any

time, which means whether the stock of aircraft in one cell
exceeds. If yes then the excessive number of aircraft should
operate with the assigned ATC velocity V𝑎ATC

𝑖
and the rest do

not change their speed, while if no then all aircraft can still
follow the STAR. Since V𝑎ATC

𝑖
is lower than normal velocity,

the traffic flux will also be lower compared to no control
situations. With outflow decreasing, the stock of aircraft in
one cell will increase accordingly. At next time step inflow
will be added to the original cell stock. If this total value still
exceeds the standards, control measures should be taken like
before. These cyclic steps keep going until sometime there
comes a small inflow and the total value added with cell stock
goes lower than the standards. In this circumstance all aircraft
in the cell can operate with STAR and aircraft controlled
before can exit cell normally. In the whole process, the total
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Figure 6: Changes of traffic flow over time at entry points.

number of aircraft in one cell cannot exceed the safety value at
any time; that is, mean interval should never be smaller than
the safety separation.

Take typical arrival segment “GYA-AGVOS (Segment5)”
as an example andmaking a comparison of air traffic flux and
stock in cells between before and after the “valve” control, it
is easy to find that the inflow and outflow in this segment
become smooth and steady when there is the “valve” control
and the stock of aircraft in each cell always meets the safety
requirement as shown in Figures 7(a) and 7(b). The unit is
flights/minute.

The departure in terminal area consists of two major
parts: taking off from runway and flying along departure
routes. We designed two successive processes in this simu-
lation accordingly called the airport surface part and the air
routes part, which are complementary in departure process.
Specifically, the airport surface part mainly consists of depar-
ture flights schedule generation, runway time occupation,
take-off slots allocation, and aircraft ground holding. We
assume that the generation of departure flights schedule
obeys a negative exponential distribution. The number of
scheduled departure flights per unit time is as shown in
Figure 8(a). The runway time occupation and take-off slots
allocation are actually how the landing aircraft and taking-off
aircraftmake themost use of runway slot resources within the
limited and dynamic runway operation capacity. Changes in
the number of landing and taking-off aircraft per unit time
are as shown in Figures 8(b) and 8(c). Since landing aircraft
have the priority, taking-off aircraft that are unable to go by
flight schedules will be postponed to take ground-holding
processes. Changes in the number of ground holding aircraft
over time are as shown in Figure 8(d).

In the process of flying along departure routes, there is
no need to take control measures under the condition of full

isolation between arrival and departure routes. The compar-
ison of departure flux and stock over time before and after
control measures is as shown in Figures 7(c) and 7(d). The
basic strategy of departure “valve” control is as follows: first
determine whether the mean arrival aircraft interval is lower
than the ATC separation 𝑑ATC

𝑖
in one cell at any time. If yes

then all the departures in this cell should take control mea-
sures, which means passing the segment with constant ATC
velocity𝑢ATC

𝑖
. If no then determinewhether themean interval

of both arrivals and departures is lower than ATC separation
𝑑
ATC
𝑖

in one cell, and if yes departures must be adjusted to
increase the entire mean interval until it goes above 𝑑ATC

𝑖
.

4.3. Result Analysis. According to the export data derived
fromNetLogo simulation platformwe got series of parameter
scatter diagrams that could reflect the basic traffic flow
characteristics through statistic and analysis, as shown in
Figure 9. Based on this, we analyzed the mutual influence
relationship among traffic flux 𝑞, density 𝑘, and velocity V
of the arrival and departure routes in airport terminal area.
Limited by space this paper only made detailed discussion on
𝑞 − 𝑘 relation of arrivals and departures; meanwhile the rest
of V−𝑘 and 𝑞−V relations were listed in the form of statistical
diagrams for reference.

Taking typical arrival segment, Segment5, as an example,
we derived the basic tendency of traffic flux and density
relationship for arrival routes in terminal area as shown
in Figure 9(a1). From the diagram we can find that the
relationship tendency consists of three main stages.

Stage I is the free flow state inwhich the number of aircraft
in segment is very low and the mean interval exceeds arrival
ATC separation 𝑑𝑎ATC

5
, whichmeans all the aircraft can follow

STAR. The traffic flux is directly proportional to density in
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Figure 7: Comparison of traffic flux and stock over time before and after control measures.

segment and the proportionality coefficient is equal to the
mean velocity of segment. Stage II is the congestion flow
state in which the number of aircraft in segment increases
and then the mean interval is under arrival ATC separation
𝑑
𝑎ATC
5

, which means part of the aircraft should be assigned to
take control measures including decelerating, maneuvering
or holding, and so forth. The relationship between traffic
flux and density occurs a inflection point. The traffic flux in
segment is still directly proportional to density; however the
new proportionality coefficient is equal to the space mean
value of the controlled aircraft velocity and uncontrolled
aircraft velocity; that is,
𝐷𝑁
𝑎

5
(𝑁
𝑎ATC
5
𝑡
𝑠

5
+ ∑
𝑁
𝑎ATC
5

𝑖=1
𝑡
𝑖
)
−1, see details in Section 2.1(1).

All of the control measures in the arrival process, includ-
ing deceleration, maneuvering and holding, will lead to a
decline in the displacement velocity. In the diagram it made
the tendency of flux and density relationship to be leveling
off.While the traffic flux will still increase with density, which
differs from normal vehicle traffic since after inflection point
the vehicle traffic flux decreases with density. The reason
why this difference exists is that the car-following behavior
between adjacent vehicles has significant influences when
congestion occurs on the road while air traffic normally
maintains a larger safe separation. Apart from this, some
control measures as hold pattern make aircraft deviate from
original air routes, which does not affect the other aircraft.
Therefore, after the inflection point traffic flux will not
decrease but increase with a low slope. Stage III is the block

flow state in which the number of aircraft in segment exceeds
safe value with the control adjustment in congestion state
and large amount of traffic converging continuously. The
mean interval is under the safe separation 𝑑safe

5
and insecurity

factors surge that should be avoided as much as possible.
From the above theoretical derivation we can find that

variables related to operational flight program including ini-
tial velocity V

𝑖
, acceleration 𝑎

𝑖
, and lengthΩ

𝑖
of segment (cell)

become constant values as the STAR/SID are established.
This paper focuses on the rest of the variables especially flow
control variables including ATC separation 𝑑ATC

𝑖
and ATC

velocity VATC
𝑖

. Such variables will become order parameters
that influence the mutual relationships among three basic air
traffic flow parameters.

As shown in Figure 9(a2), when arrival ATC separation
𝑑
𝑎ATC
5

rises to 25% the inflection point of traffic flux and
density relationship moves forward and actually the horizon-
tal axis value equals 1/𝑑𝑎ATC

5
. The rise of ATC standard will

lead to a decrease of free flow state in Stage I. More aircraft
need to take control measures; meanwhile the frequency of
high traffic density even block flow in Stage III also increases.
But in whatever Stage I or Stage III, the slope of traffic flux
and density relationship maintains constant; that is, before
inflection point the increase tendency coincides and after
inflection point the increase tendency still keeps parallel.
As shown in Figure 9(a3), when arrival ATC separation
𝑑
𝑎ATC
5

remains the same and arrival ATC velocity VATC
5

turns
down, the inflection point stays the same but aircraft pass
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Figure 8: Changes of traffic flux and stock over time in airport surface part simulation.

the segment with a lower mean velocity after this point.
Therefore, traffic flux has a decelerated growth with the
density. Conversely, if it needs to let traffic flux reach the
level before changing of ATC velocity VATC

5
, the density of air

segment should be higher, which may lead to an early arrival
of the block flow state in Stage III.The free flow state in Stage I
has no change now since it is not affected by controlmeasures.

Taking typical departure segment, Segment19, as an
example, we derived the basic tendency of traffic flux and
density relationship for departure routes in terminal area as
shown in Figure 9(b1).The relationship tendency also consists
of threemain stages. Similar to arrival parts, Stage I is the free
flow state inwhich the traffic flux of departures is directly pro-
portional to density in segment and the proportionality coef-
ficient is equal to the mean velocity of segment from SID.
Stage II is the congestion flow state which is unlike arrival
parts, since in departure routes we focus on the entire mean
interval of both arrivals and departures, not just departures.
With the density of departures rising up in segment, the
entiremean interval can still meet the ATC separation 𝑑ATC

19
if

arrivals density is small enough. Then the tendency of traffic
flux and density relationship lies on the extension line of
Stage I. Stage III is the block flow state in which the number
of arrivals and the number of departures increase simulta-
neously. Accordingly the entire mean interval becomes lower
than the ATC separation 𝑑ATC

19
. Considering the principle

of arrivals priority part of the departures will accelerate
to leave the heavy-traffic segment in order to release the
space resources for arrivals. The new slope of traffic flux and
density relationship equals the departure ATC velocity 𝑢ATC

19
.

The number of adjusted departures is determined by arri-
vals, which is shown as a series of scatter values between
the tendency line of Stage III and extension line of Stage II.
The vertical distance from tendency line of Stage III to the
scatter values varies inversely to the density of arrivals, that
is, ((1 − 𝑑ATC

19
𝜌
𝑎

19
(𝑡))/𝑑

ATC
19
)𝐾 (𝐾 is constant coefficient); see

details in (27).
As shown in Figure 9(b2), after raising up 25% of the ATC

separation 𝑑ATC
19

, there appear more departure aircraft that
need to take control measures.Thus the Stage III also appears
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Figure 9: Scatter diagrams of basic arrival/departure flow characteristic parameters in terminal area.

earlier while the slopes of tendency lines in congestion and
block flow states have no change. However, there are more
scatter values between these two lines.The Stage II congestion
flow state in which entire mean interval (high departure,
low arrival) still exceeds the ATC separation will reduce its
frequency-of-occurrence. More scatter values lie in the Stage
III block flow state. Conversely reducing the ATC separation
𝑑
ATC
19

departures may not need to be adjusted in most cases,
which tend to be the Stage I free flow state.More scatter values
of traffic flux and density liemore on the extension line of free
flow state.

Keeping the ATC separation 𝑑ATC
19

unchanged and chang-
ing the departure ATC velocity 𝑢ATC

19
we can get new relation-

ship tendencies as shown in Figure 9(b3). The Stage I free
flow state keeps the same. But in Stage III block flow state
the variation rate of traffic flux with density increases with
the departure ATC velocity 𝑢ATC

19
, which means departure

flow has raised its outflow rate of heavy-traffic segment.
Meanwhile the impact of arrivals increases by 𝑇𝜌𝑎

19
(𝑡)𝑢

ATC
19

(𝑇
is constant coefficient); see details in (27), which is shown as
the scatter values spread a larger scope from center line of the
free flow state extension direction.

5. Conclusions

Based on CTM we have proposed the macroscopic model
of air traffic flow in airport terminal area and carried out a
series of simulation experiments with the NetLogo platform.
Through both of the theoretical and practical discussions,
we could generally reveal the basic interrelationships and
influential factors of air traffic flow characteristic parameters.
The research findings are as follows.

(1) TheCTM could accurately reflect themacroevolution
laws of air traffic flow in terminal air route network.
Meanwhile, it may also be applied to different kinds
of air traffic scenes including airways, sectors, or
airspaces by modifying conditions correspondingly.
Moreover, it has a remarkable operational efficiency
in multiagent simulations.

(2) There are obvious relationships among the three cha-
racteristic parameters as flux, density, and velocity of

the air traffic flow in terminal area. And such rela-
tionships evolve distinctly with the flight procedures,
control separations, andATC strategies.The air traffic
flow characteristics may take the specific changes
through flight procedure optimization, control sep-
aration modification, or ATC strategy regulation,
which could be part of the scientific basis for air traffic
management in airport terminal area.

(3) The default parameters we used in simulation experi-
ments are from practical ATC rules. Automatic opti-
mization of these parameters for desired traffic flow
characteristics should be taken into consideration in
further studies. In addition, discussions in this paper
focus onmacro perspectives, thus the research results
seem rough anyway. To obtain more detailed and
elaborate traffic flow characteristics it is necessary to
combine such macro studies with micro perspectives
that give full expressions to the following: overflying
or turning and so forth of individual behaviors and
interactive effects. It also should be an important
direction for further study.
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In the cap and trade system, the paper analyses the Stackelberg gamebetween the power asymmetrical retailer andmanufacturer and
designs a side-payment self-enforcing contract to resolve some arguments that the existing research overemphasizes spontaneity of
participation in side-payment contracts design based on supply chain coordination and does not consider rationality and fairness
of allocation of profit increment. Also, the numerical analysis was given. The research shows some important conclusions: in the
supply chain, the dominant manufacturer is not able to encourage the retailer to improve its promotion level by increasing its
carbon cutting level, but the optimal emission reduction level increases with the dominant retailer’s promotion level; the optimal
promotion level, emission reduction, and product demand in a retailer leading supply chain are higher than those in a supply chain
dominated by manufacturer; with the new side-payment self-enforcing contract, decentralized decision according to individual
rationality incurs a collective reason effect in the centralized setting.

1. Introduction

With consumer’s low-carbon awareness improving, product’s
carbon emission affects the utility of consumer directly and
is becoming one of the most important factors affecting
the market demand. All carbon emissions are generated
in the process of product manufacturing and delivering to
meet the needs of the end consumer, and the consumer’s
purchase is the fundamental driving force for enterprises’
emission cutting [1]. With the influence of awareness of
environmental, consumers are willing to pay a higher price
for environmentally friendly products [2].

In order to enhance the transparency around the car-
bon emission of products, carbon labels have become an
important common choice of many enterprises to provide
carbon related information of their products. And it makes
it easy for consumers to compare the carbon footprints of
different products and make right purchase decision [3]. At
the same time, many international companies take measures
to improve their images on carbon emission by publishing

annual environmental and social responsibility reports. In
a word, the impact of carbon emissions on the demand of
product is becoming increasingly important; carbon cutting
has become an important issue for enterprises’ operational
decision making.

Cap and trade system has become an important regula-
tion adopted by many countries to achieve the aim of carbon
emission reduction. In this system, emission allowance is
necessary for company’s production. Company should buy
allowance to offset the quota gap from the carbon market if
its emission volume is larger than its allowance allocated by
government. In contrast, it can sell its surplus quotas to gain
profit. So the cap and trade system will significantly affect
company’s production-related decision-making. However,
there are only a few of papers dealing directly with the issue
of carbon emissions and operations [4, 5].

At the same time, retailers have become the dominant
participants in many industries [6], as a matter of fact, they
determine the product manufacture and sale of the supply
chain [7]. Taking full advantage of their “buyer power,” they
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can pass on the operation risk and cost to the manufacturers
by some unequal contracts. It is good for the retailers but
really hurts the systemprofit of the supply chain and results in
a deviation from Pareto optimality [8]. However, cooperation
is also important for the competing enterprises in supply
chain.They should cooperate to improve themarket demand.
For instance, themanufacturer engages in carbon cutting and
the retailer focuses on marketing and promoting related to
carbon cutting of the product. It is conducive to maximize
their profits.

In this paper, considering the impact of carbon emission
and promotion on market demand and the regulation of
cap and trade on company operation, the game between
manufacturer and retailer is analyzed. In the game, themanu-
facturer decides the carbon emission reduction of per unit of
product to maximize its profit and the retailer maximizes its
profit by adjusting the promotion levels related to emission
cutting. Also, we compare the decision-making of company
in supply chain with a dominant manufacturer with that in
a supply chain dominated by a retailer. Finally, the paper
introduces a new contract to improve the system profit of the
supply chain, while the participants make decisions individ-
ually. With the new contract, both of the manufacturer and
the retailer can gain more profit than before and the supply
chain can gain as much system profit as that in centralized
decision-making case. Also, the new contract is rational and
fair in allocating the profit increment of the supply chain.

The rest of the paper is organized as follows. Section 2
gives the literature review of the supply chain operation
and coordination in low-carbon environment. Section 3 sets
forth the characteristics of the concerned issue, assumptions,
and notations of this paper. In Section 4, we develop game
theoretical model of two parties of the supply chain in cap
and trade system and analyze the decision-making of the
participants in the supply chain dominated by retailer or
manufacturer. The centralized decision analysis will be car-
ried out finally. In Section 5, we will show how to coordinate
the supply chain with a side-payment self-enforcing contract.
In Section 6, the numerical analysis will be shown. Finally,
concluding remark and future research are given in Section 7.

2. Literature Review

Carbon footprint is the cumulative carbon emissions across
the life cycle of product. Integrating the supply chain together
to manage the carbon footprint can not only reduce carbon
emissions, but also create financial value [9]. The global
executives increasingly regard the environment problem
including climate change and carbon regulation as one of
the top concerns [10]. However, research on supply chain
operations under a low-carbon environment is still in its
infancy [5]. Existing research can be reviewed from the
following three aspects.

Firstly, transportation mode selection is an important
topic under carbon regulations. Researches discuss how to
cut carbon emission by adjusting the transportation mode of
supply chain. Carbon emissions arising from transportation
account for a significant proportion of the supply chain
carbon footprint [11]. Hoen et al. have made groundbreaking

researches in this field. Using case studies, they discovered
that in an established network, adjusting transportation
model can reduce carbon emissions by 10% and increased
total logistics costs by only 0.7% [12], but companies should
make decision according to specific carbon regulations and
practical issues [13].

Secondly, supply chain network design is also an impor-
tant topic under carbon regulations. Switching logistic model
is an effective solution for carbon reducing in established sup-
ply chain network. But the network is not always established.
Also, companies in different regions or with different ability
in carbon cutting are different in marginal cost and marginal
profit of carbon cutting.Those differences provide chance for
companies to cooperate in emission reduction and optimize
carbon emission by redesigning their supply chain network.
By this way, they can save logistics cost and enhance carbon
cutting level at the same time [14].

Ramudhin et al. [15] introduced a mixed integer math-
ematical model formulation for green supply chain network
design considering carbon trading regulation. They explored
solutionmethodology to evaluate different strategic decisions
alternatives and their impact in terms of carbon footprint.
Different supply chain network may lead to different carbon
intensity in the process of product distribution [16]. Diabat
and Simchi-Levi [17] formulated a mixed integer program-
ming model to help companies reveal an optimal strategy to
meet their carbon cap andminimize opportunity cost. Supply
chain network design would affect the cost of retailers and
consumers at the same time, so both the consumers’ cost and
the retailers’ emissions constraints should be considered in
supply chain network design [18].

Life cycle assessment (LCA) has been proved as an effec-
tive method to reduce the harm to the environment in new
products and processes design, but it has been rarely adopted
in supply chain management [19]. Considering that, Chaa-
bane et al. [20] integrated LCA into the process of sustainable
supply chain designing under carbon trading regulation.

Thirdly, supply chain coordination is another important
topic under carbon regulations. Because product carbon
footprint is the total carbon emission across its life cycle from
raw material used in its manufacturing to the disposal of the
finished product, it is difficult for an enterprise to achieve the
optimization of carbon footprint by itself, and it is essential
for the enterprises in supply chain to cooperate in carbon
cutting [21].

In fact, carbon emission can be greatly reduced without
significant cost increase by optimizing operation decision and
company cooperation across supply chain [4]. For instance,
carbon emission in supply chain could be minimized by
means of green procurement [22] and order quantity adjust-
ment [23].

Decomposing it into processes of the supply chain is
essential for optimizing carbon footprint. Caro et al. [24]
introduced a simple but effective model to identify each
company’s responsibility for carbon emission reduction and
provide measures for achieving carbon neutral in supply
chain. They found that carbon emission must be allocated
based on supply chain system in order to achieve optimal
carbon emission level.
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On supply chain coordination, Sunand Cao [25] intro-
duced KMRW reputation model into the repeated games of
incomplete information on carbon efficient products between
retailers and a single manufacturer. Considering the “cap-
and-trade” regulation, Du et al. [26] investigated companies’
decision-making in the emission dependent supply chain in
cap and trade system. Based on it,Du et al. [27] considered the
emission cap of emission dependent manufacturer allocated
by the government as a kind of environmental policy and
formally investigated its influence on decision-makingwithin
the supply chain as well as distribution fairness in social
welfare. Under carbon trading system, Xia et al. [28] took
joint carbon emission reduction as a solution to optimize
carbon cutting and improve the profit of the supply chain
system. Also, Xia et al. [29] introduced side-payment self-
enforcing contract to the emission reduction cooperation
between the supplier and the manufacturer. Xie and Zhao
[30]analyzed the carbon reduction cooperation mechanism
in supply chain under the regulation of CDM. With system
dynamics, Yang et al. [31] compared the impact of mandatory
emission reduction and carbon tax on carbon cutting and the
cost of supply chain members.

Xia andHe (2014) analyzed the interactions and decision-
making on carbon emission reduction and sales promo-
tion in a dyadic supply chain considering consumers’ low-
carbon awareness in literature [32]. Although [32] and the
present paper study similar games on emission reduction
and promotion between single manufacturer and single
retailer, they focus on essentially different issues. Firstly in
[32], a nonlinear demand function is adopted, while in the
present paper, in order to understand whether the results
are sensitive to the choice of particular demand structure,
a linear demand function is adopted. However, demand
characteristics, liner or nonlinear, indeed capture market
signals and subsequently affect almost all actions through
the channel. This kind of significant difference can also be
found in literature [33]. Secondly, the particular difference is
that in [32] the regulatory carbon emission policy cap and
trade are not yet incorporated as the background scenario
for the channel running, which will substantially impacts on
the inter-actions choosing as well as channel performance.
For example, company’s operation decisions are definitely
constrained by cap and trade regulation. Furthermore, in [32]
consumers’ low-carbon awareness is considered but is not
incorporated and combined with cap and trade regulatory
policy. Compared with [32], the third significant difference
is that in present paper we introduce the concept power
dominance to research how the shift of power dominance
between upstream supplier and downstream retailer influ-
ences individual interactions and channel performance in
presence of cap and trade regulation and sensitiveness of
market low-carbon awareness, which finally impact on both
carbon emission reduction and marketing decisions.

3. Problem Characteristics,
Notations, and Assumptions

In this paper, the supply chain consists of a manufacturer
focusing on improving the consumer utility by carbon

cutting and a retailer providing promotion for the low-carbon
properties of the product.

Some parameters involved are given as follows.
Decision variables:

V: the retailer’s promotion level, 0 < V < 1;
𝑒: the emission reduction of per unit product, 0 ≤ 𝑒 <
1.

Input and output parameters:

𝐷: market demand of product;
𝑎: market volume without considering the impact of
emission reduction and sales promotion, 𝑎 > 0;
𝑏: the coefficient of promotion level’s impact on
demand, 𝑏 > 0;
𝑟: the coefficient of carbon emission’s impact on
demand, 𝑟 > 0;
𝜎: the emission cap of per unit production, 𝜎 > 0;
𝑝
𝑐
: the price of per unit of carbon allowance, 𝑝

𝑐
> 0;

𝑢
𝑟
: the marginal cost of promotion, 𝑢

𝑟
> 0;

𝑢
𝑚
: the marginal cost of emission reduction, 𝑢

𝑚
> 0;

𝜌
𝑚
: manufacturer’s profit of per unit product without

considering carbon cutting cost, 𝜌
𝑚
> 0;

𝜌
𝑟
: retailer’s profit of per unit product without consid-

ering promotion cost, 𝜌
𝑟
> 0;

Π
𝑚
, Π
𝑟
, and Π: the total profit of manufacturer,

retailer, and the supply chain system, respectively.

For convenience, this paper is based on the following
assumptions. (1)The supply chain provides only one product;
(2) the case of out of stock is not considered; (3) both of the
retailer and manufacturer earn fixed profits per unit product
(without considering the cost of promotion and emission
reduction); (4) the retailer has no carbon emission; (5) the
bid-ask spreads of carbon emission permit are ignored; (6)
the manufacturer’s initial emissions of per unit product are
1; (6) the relationship between marginal cost of emission
reduction and the price of carbon trade satisfies 𝑢

𝑚
> 2𝑟𝑝

𝑐
.

Since the product carbon footprint affects the util-
ity of consumer, carbon emission reduction can enhance
product demand. The profit of manufacturing and selling
environment-friendly products derives from the demand
increment resulting from the improvement of consumer’s
environmental awareness [2]. In order to enhance prod-
uct demand, large retail supermarkets often take action
to encourage the manufacturers to improve their emission
reduction level [34]. For example, Walmart has embraced
its responsibility to protect the environment and has paid
great attention to reduce emissions. Also,Walmart is profiting
from its actions reducing greenhouse gas emissions in its own
operations and its supply chain [35]. In addition to providing
competitive product quality and price to consumers, carbon
cutting and disclosing the information related to carbon
emission have become important measures to improve mar-
ket shares and consumer confidence [7].
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Considering the price and emission reduction of product,
the product demand can be described as 𝐷 = 𝐷

0
− 𝑘𝑝 +

𝑏V − 𝑟(1 − 𝑒). Price can be shown as 𝑝 = 𝑐
𝑟
+ 𝑐
𝑚
+

𝜌
𝑚
+ 𝜌
𝑟
. 𝑐
𝑚
is the marginal production cost of manufacturer

without considering emission reduction. 𝑐
𝑟
is the marginal

cost of retailer without considering promotion. Consumers
are willing to pay higher price for the environment-friendly
products as the improving of their environmental awareness
[36]. But the process of public awareness for environment
protection enhancing is gradual. Also, the consumers’ pur-
chase decisions are constricted by their income. On the
current, it is reasonable to suppose that the purpose of
companies is to improve market demand by carbon cutting
rather than by raising prices. It is similar to the “bonus pack”
strategy adopted by companies. So, we assume 𝜌

𝑚
and 𝜌
𝑟
are

constant. Let 𝑎 = 𝐷
0
−𝑘(𝑐+𝜌

𝑚
+𝜌
𝑟
) − 𝑟; the product demand

can be expressed as

𝐷 = 𝑎 + 𝑏V + 𝑟𝑒. (1)

Since the costs of emission reduction (𝑐(𝑒)) and promo-
tion (𝑐(V)) are convex in 𝑒 and V respectively, and they can be
assumed as 𝑐(𝑒) = 𝑢

𝑚
𝑒
2

/2 and 𝑐(V) = 𝑢
𝑟
V2/2, respectively.

Profit function of manufacturer and retailer can be
expressed as following, respectively:

Π
𝑚
= 𝜌
𝑚
(𝑎 + 𝑏V + 𝑟𝑒) −

𝑢
𝑚
𝑒
2

2

+ (𝜎 + 𝑒 − 1) 𝑝
𝑐
(𝑎 + 𝑏V + 𝑟𝑒) ,

(2)

Π
𝑟
= 𝜌
𝑟
(𝑎 + 𝑏V + 𝑟𝑒) −

𝑢
𝑟
V2

2
. (3)

4. Analytical Model

In a supply chain with a dominant manufacturer or a dom-
inant retailer, the manufacturer and retailer, in pursuit of
their own maximal profits, make their optimal decisions on
emission reduction and promotion related to carbon cutting,
respectively, in Stackelberg game.

4.1. Stackelberg Game between the Retailer and the Dominant
Manufacturer. In a supply chain with a dominant manufac-
turer, the manufacturer makes its optimal decisions on emis-
sion cutting. Then the retailer makes its optimal decisions
on promotion when sufficient information about emission
reduction is acquainted.

The optimal promotion level will be determined accord-
ing to the retailer’s profit-maximizing function which can be
given by

max
0<V<1

Π
𝑟
= 𝜌
𝑟
(𝑎 + 𝑏V + 𝑟𝑒) −

𝑢
𝑟
V2

2
. (4)

Since 𝜕2Π
𝑟
/𝜕V2 = −𝑢

𝑟
< 0, the optimal promotion level

can be expressed as

V∗ =
𝜌
𝑟
𝑏

𝑢
𝑟

. (5)

Substituting V∗ = 𝜌
𝑟
𝑏/𝑢
𝑟
into (2), the optimal carbon

emission reduction per unit of production can be gained as

𝑒
∗

=
1

𝑢
𝑚
− 2𝑟𝑝
𝑐

[𝑟𝜌
𝑚
+ 𝑝
𝑐
𝑎 − 𝑟𝑝

𝑐
(1 − 𝜎) +

𝑝
𝑐
𝑏
2

𝜌
𝑟

𝑢
𝑟

] . (6)

Since 𝜕𝑒∗/𝜕𝑝
𝑐
> 0, 𝜕𝑒∗/𝜕𝑢

𝑚
< 0, 𝜕𝑒∗/𝜕𝜌

𝑟
> 0, 𝜕𝑒∗/𝜕𝜌

𝑚
>

0, 𝜕𝑒∗/𝜕𝑢
𝑟
< 0, 𝜕V∗/𝜕𝜌

𝑟
> 0, and 𝜕V∗/𝜕𝑢

𝑟
< 0, thus we can

get Conclusion 1 shown as follows.

Conclusion 1. In the supply chain with a dominant manufac-
turer, (1) the optimal promotion level V∗ increases with 𝜌

𝑟
and

decreases as 𝑢
𝑟
increases, but it has nothing to do with 𝜌

𝑚
, 𝑝
𝑐
,

and 𝑢
𝑚
; (2) the optimal emission reduction level 𝑒∗ increases

with𝜌
𝑚
,𝜌
𝑟
, and𝑝

𝑐
and decreases as𝑢

𝑚
and𝑢
𝑟
increase; (3) the

manufacturer is not able to influence the retailer’s promotion
level by adjusting emission reduction level.

Conclusion 1 shows that the dominant manufacturer is
not able to encourage the retailer to improve its promotion
level by increasing the volume of emission reduction. The
reason is that the retailer can obtain more profit than before
without improving promotion if the manufacturer increases
emission reduction.

The higher 𝜌
𝑚
is, the more profit the manufacturer has to

invest in emissions reduction. It results in more demand and
more profit in turn. Even it is possible for the manufacturer
to sell its surplus quotas to gain more profit by means of
emission reduction.The higher 𝑢

𝑚
is, the higher themarginal

cost of carbon cutting is, the lower the incentive for the
manufacturer to reduce carbon emission is. On the contrary,
the higher𝑝

𝑐
is, themore the relativemarginal carbon cutting

cost is. So the manufacturer’s emission reduction volume
increases with 𝑝

𝑐
. It is similar to the fact that the optimal

emission reduction level increases with 𝜌
𝑟
and decreases with

𝑢
𝑟
.

4.2. Stackelberg Game between the Manufacturer and the
Dominant Retailer. In the supply chain with a dominant
retailer, at first, the retailer makes its optimal decisions on
promotion level related to emission reduction. Then the
manufacturermakes its optimal decisions on emission reduc-
tion when sufficient information about promotion level is
acquainted.

The optimal carbon cutting level will be determined
according to the manufacturer’s profit-maximizing function
which can be given by

max
0≤𝑒<1

Π
𝑚
= 𝜌
𝑚
(𝑎 + 𝑏V + 𝑟𝑒) −

𝑢
𝑚
𝑒
2

2

+ (𝜎 + 𝑒 − 1) 𝑝
𝑐
(𝑎 + 𝑏V + 𝑟𝑒) .

(7)

Since 𝑢
𝑚
> 2𝑟𝑝

𝑐
, Π
𝑚
is concave in 𝑒. Let 𝜕Π

𝑚
/𝜕𝑒 = 0; the

optimal emission reduction level is gained as

𝑒
𝑟𝑑

∗

=
𝑟𝜌
𝑚
+ 𝑝
𝑐
(𝑎 + 𝑏V + 𝑟𝜎 − 𝑟)
𝑢
𝑚
− 2𝑟𝑝
𝑐

. (8)
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Substituting 𝑒
𝑟𝑑

∗ into (3), let 𝜕Π
𝑟
/𝜕V = 0; then the

retailer’s optimal promotion level can be gained as

V
𝑟𝑑

∗

=
𝑏𝜌
𝑟

𝑢
𝑟

(1 +
𝑟𝑝
𝑐

𝑢
𝑚
− 2𝑟𝑝
𝑐

) . (9)

Then the optimal emission reduction is

𝑒
𝑟𝑑

∗

=
1

𝑢
𝑟
(𝑢
𝑚
− 2𝑟𝑝
𝑐
)

× {𝑢
𝑟
[𝑟𝜌
𝑚
+ 𝑎𝑝
𝑐
+ 𝑟𝑝
𝑐
(𝜎 − 1)]

+𝑏
2

𝜌
𝑟
𝑝
𝑐
[1 +

𝑟𝑝
𝑐

𝑢
𝑚
− 2𝑟𝑝
𝑐

]} .

(10)

Since 𝜕𝑒
𝑟𝑑

∗

/𝜕V > 0, 𝜕V
𝑟𝑑

∗

/𝜕𝜌
𝑟
> 0, 𝜕V

𝑟𝑑

∗

/𝜕𝜌
𝑚

= 0,
𝜕V
𝑟𝑑

∗

/𝜕𝑢
𝑟
< 0, 𝜕V

𝑟𝑑

∗

/𝜕𝑢
𝑚
< 0, 𝜕V

𝑟𝑑

∗

/𝜕𝑝
𝑐
> 0, 𝜕𝑒

𝑟𝑑

∗

/𝜕𝜌
𝑚
> 0,

𝜕𝑒
𝑟𝑑

∗

/𝜕𝜌
𝑟
> 0, 𝜕𝑒

𝑟𝑑

∗

/𝜕𝑢
𝑚
< 0, 𝜕𝑒

𝑟𝑑

∗

/𝜕𝑢
𝑟
< 0, 𝜕𝑒

𝑟𝑑

∗

/𝜕𝑝
𝑐
> 0,

V
𝑟𝑑

∗

> V∗, and 𝑒
𝑟𝑑

∗

> 𝑒
∗, thus we can get Conclusion 2 shown

as follows.

Conclusion 2. In the supply chain with a dominant retailer,
(1) the optimal emission reduction level increases with the
retailer’s promotion level, 𝜌

𝑚
, 𝜌
𝑟
, and 𝑝

𝑐
, and decreases

with 𝑢
𝑚

and 𝑢
𝑟
; (2) the retailer’s optimal promotion level

increases with 𝜌
𝑟
and 𝑝

𝑐
and decreases with 𝑢

𝑚
and 𝑢

𝑟
, but

it has nothing to do with 𝜌
𝑚
; (3) the optimal promotion and

emission reduction level in the supply chain dominated by
retailer are higher than those in the supply chain dominated
by manufacturer.

The optimal emission reduction level increases with the
retailer’s promotion level. It means that the dominant retailer
is able to encourage the manufacturer to improve emission
reduction level by improving the promotion level. Since the
retailer makes decision firstly. Its decision affects the product
demand directly and affects the manufacturer’s profit or cost
gained by carbon trade. So the retailer’s promotion affects
themanufacturer’s carbon cutting decision. It is an important
difference insight compared to the supply chain dominated by
manufacturer.

The optimal promotion and emission reduction level in
the supply chain dominated by retailer are higher than those
in the supply chain dominated by manufacturer. There are
two reasons. On the one hand, the retailer is closer to market
than the manufacturer. It can obtain market information
with lower cost and understand consumer preference more
clearly than manufacturer. On the other hand, as above,
the manufacturer’s emission reduction increases with the
promotion level.The retailer can encourage themanufacturer
to improve carbon cutting effectively. But the dominant
manufacturer is not able to encourage the retailer to improve
promotion level. So, the promotion and emission reduction
level in the retailer leading supply chain are higher than those
in the supply chain dominated by manufacturer.

4.3. Centralized Decision. Centralized decision can bring
optimal profit for the supply chain system. But a binding
agreement is necessary to encourage the manufacturer and

the retailer to agree with centralized decision-making. The
optimal carbon cutting and promotion level will be deter-
mined according to the system’s profit-maximizing function
which can be given as

max
0≤𝑒<1,0<V<1

Π (V, 𝑒) = [𝜌
𝑚
+ 𝜌
𝑟
+ (𝜎 + 𝑒 − 1) 𝑝

𝑐
]

× (𝑎 + 𝑏V + 𝑟𝑒) −
1

2
𝑢
𝑚
𝑒
2

−
1

2
𝑢
𝑟
V2.

(11)

If −𝑢
𝑟
(2𝑟𝑝
𝑐
− 𝑢
𝑚
) − 𝑏

2

𝑝
𝑐

2

≥ 0, the optimal carbon
reduction and promotion level of the centralized decision
supply chain can be expressed as

𝑒
∗∗

=

𝑎𝑢
𝑟
𝑝
𝑐
+ (𝑏
2

𝑝
𝑐
+ 𝑟𝑢
𝑟
) [𝜌
𝑚
+ 𝜌
𝑟
+ (𝜎 − 1) 𝑝

𝑐
]

𝑢
𝑚
𝑢
𝑟
− 2𝑟𝑢

𝑟
𝑝
𝑐
− 𝑏
2
𝑝
𝑐

2
,

V∗∗ =
𝑏 (𝑢
𝑚
− 𝑟𝑝
𝑐
) [𝜌
𝑚
+ 𝜌
𝑟
+ (𝜎 − 1) 𝑝

𝑐
] + 𝑎𝑏𝑝

𝑐

2

𝑢
𝑚
𝑢
𝑟
− 2𝑟𝑢

𝑟
𝑝
𝑐
− 𝑏
2
𝑝
𝑐

2
.

(12)

5. Supply Chain Coordination Based on
Side-Payment Contract Design

The decision (V∗∗, 𝑒∗∗) is the optimal decision of the cen-
tralized decision supply chain. It achieves the system’ Pareto
equilibrium point without considering the cost of resource
allocation between themanufacturer and the retailer. It is also
the benchmark ofmaximizing the outputs of the supply chain
system.

Obviously, because of double marginal effect, it is impos-
sible to achieve the optimal profit point in Stackelberg
game without effective contract. In a centralized decision
supply chain, the profit of the system can be maximized,
and it is possible for the manufacturer and the retailer to
gain more profit than in decentralized decision model. It
provides impetus for the manufacturer and the retailer to
cooperate. At the same time, participation constraint and
incentive compatible constraint are two essential constraints
for themanufacturer and the retailer to agreewith centralized
decision-making. The distribution of profit increment must
be fair and reasonable from the perspective of both manufac-
turer and retailer.

Assume that the supply chain is dominated by the
manufacturer. In the following section, the paper will analyze
how to achieve Pareto Optimality with a side-payment self-
executing contracts (SSEC) [37]. The new contract changes
the payment function of both sides in the game andmakes the
supply chain system achieve the same optimal profit as in cen-
tralized decision-making model when the manufacturer and
the retailer make decision according to individual rationality.
At the same time, the profits of manufacturer and retailer sat-
isfy the participation constraint and the incentive compatible
constraint, and both of the players agree the deal is fair.

The side-payment self-executing contracts can be
designed as �̃�(V, 𝑒) = 𝑇(V, 𝑒) + 𝑔. In order to conveniently
research, 𝑇(V, 𝑒) can be assumed as the linear function about
V and 𝑒; that is, 𝑇(V, 𝑒) = 𝑥V + 𝑦𝑒. 𝑥 and 𝑦 are nonzero
constants. The parameter 𝑔 is constant. In this case, the
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profit-maximizing functions of the manufacturer and the
retailer can be expressed, respectively, as follows (the actual
direction of the side-payment is determined according to the
sign of �̃�(V, 𝑒)):

max
0≤𝑒<1

Π


𝑚
= Π
𝑚
− �̃� (V, 𝑒)

= [𝜌
𝑚
+ (𝜎 + 𝑒 − 1) 𝑝

𝑐
] (𝑎 + 𝑏V + 𝑟𝑒)

−
1

2
𝑢
𝑚
𝑒
2

− 𝑇 (V, 𝑒) − 𝑔,

max
0≤V<1

Π


𝑟
= Π
𝑟
+ �̃� (V, 𝑒)

= 𝜌
𝑟
(𝑎 + 𝑏V + 𝑟𝑒) −

1

2
𝑢
𝑟
V2

+ 𝑇 (V, 𝑒) + 𝑔.

(13)

Since all of Π
𝑚
(V, 𝑒), Π

𝑟
(V, 𝑒), and �̃�(V, 𝑒) are concave in

V and 𝑒, both of Π
𝑚
(V, 𝑒) and Π

𝑟
(V, 𝑒) are concave in V and

𝑒. In this case, the manufacturer plays Stackelberg game with
the retailer and decides its emission reduction to maximize
its profit firstly. Then, the retailer makes decision about the
promotion level tomaximize its profit.The equilibrium of the
game could be gained by backward induction as follows:

V =
𝜌
𝑟
𝑏 + 𝑥

𝑢
𝑟

,

𝑒


=
1

𝑢
𝑚
− 2𝑟𝑝
𝑐

× {𝑝
𝑐
(𝑎 + 𝑏

𝜌
𝑟
𝑏 + 𝑥

𝑢
𝑟

) + 𝑟 [𝜌
𝑚
+ (𝜎 − 1) 𝑝

𝑐
] − 𝑦} .

(14)

Then, the requirement of the side-payment self-executing
contracts can be expressed as follows.

5.1. Incentive Compatible Constraint. The game equilibrium
in case of side-payment self-executing contracts is the same as
that in case of centralized decision-making; that is, (V, 𝑒) =
(V∗∗, 𝑒∗∗).

Under this constraint, since the optimal decisions in the
two cases are the same, the profit of the system in the two cases
is the same and the supply chain system is able to achieve
Pareto Optimality.

5.2. Participation Constraint. Both of the manufacturer and
the retailer are able to gain more profit in case of side-
payment self-executing contracts implemented not less than
that before this contract is adopted; that is, Π

𝑚
≥ Π
𝑚

∗,
Π


𝑟
≥ Π
𝑟

∗.

The side-payment function is determined once 𝑥, 𝑦, and
𝑔 are determined. According to the incentive compatible
constraint, 𝑥 and 𝑦 can be given as follow:

𝑥 = − 𝜌
𝑟
𝑏 + 𝑢
𝑟
( (𝑏𝑝
𝑐

2

(𝑟𝜎 − 𝑟 + 𝑎)

+𝑏 (𝑢
𝑚
− 2𝑟𝑝
𝑐
) [𝜌
𝑚
+ 𝜌
𝑟
+ (𝜎 − 1) 𝑝

𝑐
] )

× (𝑢
𝑚
𝑢
𝑟
− 2𝑟𝑝
𝑐
𝑢
𝑟
− 𝑏
2

𝑝
𝑐

2

)
−1

) ,

𝑦 = 𝑟𝜌
𝑚
.

(15)

Then, the side-payment function can be expressed as

�̃� (V, 𝑒) = − ((𝑏𝑢
𝑟
𝑝
𝑐
(𝜎 − 1) (𝑢

𝑚
− 𝑟𝑝
𝑐
) + 𝑏𝑝

𝑐

2

(𝑎𝑢
𝑟
− 𝑏
2

𝜌
𝑟
)

+ 𝑏𝑢
𝑟
(𝑢
𝑚
− 2𝑟𝑝
𝑐
) (2𝜌
𝑟
+ 𝜌
𝑚
) )

× (𝑢
𝑚
𝑢
𝑟
− 2𝑟𝑝
𝑐
𝑢
𝑟
− 𝑏
2

𝑝
𝑐

2

)
−1

) V

− 𝑟 [(𝜎 − 1) 𝑝
𝑐
+ 𝜌
𝑚
] 𝑒 + 𝑔.

(16)

In the following section, we discuss how the value of𝑔 can
be determined according to the participation constraint.

As pointed out in [32], Nash bargainingtheory is often
used to resolve the problem of profit allocating in perfect
information static game. In fact, Nash bargaining theory is
fitful in the case of cooperative game. When Nash bargaining
is adopted, a binding agreementis necessary for the domi-
nantplayer would not prefer to cooperative game. So Nash
bargaining solution is not easy to achieve. But in real market,
transaction is frequently between the manufacturer and the
retailer. It is similar to multi-period bargaining game. So we
can adopt Rubinstein bargaining game to simulate the process
of profit allocation.

Ruhinstein [38] has proved thata unique sub-game refin-
ing Nash equilibrium is existed as (𝛿

𝑟

∗

, 𝛿
𝑚

∗

) = ((1 − 𝜃
𝑟
)/(1 −

𝜃
𝑟
𝜃
𝑚
), (𝜃
𝑟
− 𝜃
𝑟
𝜃
𝑚
)/(1 − 𝜃

𝑟
𝜃
𝑚
)) in an indefinite duration alter-

nating offers game. In which 𝜃
𝑟
and 𝜃
𝑚
is the discount factors

of retailer and manufacturer respectively, 𝛿
𝑟
and 𝛿

𝑚
denote

the share of profit increment of retailer and manufacturer
in total profit increment because of cooperation respectively
(𝛿
𝑟
+ 𝛿
𝑚
= 1). And the larger 𝛿 is, the more patient the player

is, the greater impact it has on the game and less lost it will
suffered because of time delay. In this paper,

ΔΠ
𝑚
= Π


𝑚
− Π
𝑚

∗

= Π
𝑚
(V, 𝑒) − 𝑇 (V, 𝑒) − 𝑔 − Π

𝑚
(V∗, 𝑒∗)

= 𝛿
𝑚
ΔΠ,

ΔΠ
𝑟
= Π


𝑟
− Π
𝑟

∗

= Π
𝑟
(V, 𝑒) + 𝑇 (V, 𝑒) + 𝑔 − Π

𝑟
(V∗, 𝑒∗)

= 𝛿
𝑟
ΔΠ,

ΔΠ = ΔΠ
𝑚
+ ΔΠ
𝑟
.

(17)
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Table 1: The value of some parameters.

𝜌
𝑚

𝜌
𝑟

𝑢
𝑚

𝑢
𝑟

𝑝
𝐶

Figure 1 2 ≤ 𝜌
𝑚
≤ 5 10 650 500 4

Figure 2 4 6 ≤ 𝜌
𝑟
≤ 10 650 500 4

Figure 3 4 10 650 ≤ 𝑢
𝑚
≤ 800 500 4

Figure 4 4 10 650 400 ≤ 𝑢
𝑟
≤ 600 4

Figure 5 4 10 800 600 3 ≤ 𝑝
𝑐
≤ 5
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on 𝑞

2 3 4 5

𝜌m

5

6

7

8

9

10

11

ΔΠm

ΔΠr

Δ
Π

(c) The impact of 𝜌
𝑚
on

ΔΠ

2 3 4 5

𝜌m

1400

1450

1500

1550

1600

1650

1700

1750

Π

Π∗

Π

(d) The impact of 𝜌
𝑚
on Π

2 3 4 5

𝜌m

−10

−9

−8

−7

−6

−5

−4

−3

−2

T
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Figure 1: The impact of 𝜌
𝑚
on decision variables and profits.

Based on the above three equations, the value of 𝑔 can be
determined by

𝑔 = 𝛿
𝑟
[Π
𝑚
(V, 𝑒) − 𝑇 (V, 𝑒) − Π

𝑚
(V∗, 𝑒∗)]

− 𝛿
𝑚
[Π
𝑟
(V, 𝑒) + 𝑇 (V, 𝑒) − Π

𝑟
(V∗, 𝑒∗)] .

(18)

According to the result of game equilibrium above and
(18), the value of𝑔 can be determined.Thus, the side-payment
function of the new contract, �̃�(𝑞, 𝑒) = 𝑥𝑞2 + 𝑦𝑒2 + 𝑔, can be
identified.

6. Numerical Analysis

In the following section, assuming the manufacturer is the
dominator, we analyze the impact of 𝑢

𝑚
, 𝑢
𝑟
, 𝑝
𝑐
, 𝜌
𝑟
, and

𝜌
𝑚
on the decision and profit of manufacturer and retailer

and the profit of the supply chain system. Also, we illustrate
the application of the side-payment self-executing contract.

The similar analysis can be carried out in the supply chain
dominated by retailer.

To ensure the existence of optimum conditions in all
kinds of game, the related parameters are set as follows.

Let 𝑎 = 100, 𝑏 = 12, 𝜎 = 0.8, 𝑟 = 10, 𝛿
𝑚
= 0.6, and

𝛿
𝑟
= 0.4. The values of 𝑢

𝑚
, 𝑢
𝑟
, 𝑝
𝑐
, 𝜌
𝑟
and 𝜌

𝑚
are shown as

Table 1.
The output of numerical analysis, expressed from Figures

1 to 5, verifies Conclusions 1 and 2. At the same time, some
important conclusions are gained as follows.

(1) In the case of implementing the side-payment self-
executing contract, the dominant manufacturer’s optimal
emission reduction level increases with 𝜌

𝑚
, 𝜌
𝑟
, and 𝑝

𝑐
(shown

as Figures 1(a), 2(a), and 5(a), resp.), but it decreases with
increasing 𝑢

𝑚
and 𝑢

𝑟
𝑝
𝑐
(shown as Figures 3(a) and 4(a),

resp.). It is the same as the discipline before the new contract
was implemented. In the supply chain dominated by man-
ufacturer, the main purpose of the contract is to encourage
the retailer to improve the promotion level. It does not affect
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Figure 2: The impact of 𝜌
𝑟
on decision variables and profits.

the impact of 𝜌
𝑚
, 𝜌
𝑟
, 𝑝
𝑐
, 𝑢
𝑚
, and 𝑢

𝑟
on the manufacturer’s

decision-making.
(2) With the side-payment self-executing contract imple-

mented, the optimal promotion level of the retailer, V, in the
supply chain dominated by the manufacturer, increases with
the increasing 𝜌

𝑟
, 𝜌
𝑚
, and 𝑝

𝑐
(shown as Figures 1(b), 2(b), and

5(b), resp.), but it is decreases with the increasing 𝑢
𝑟
and 𝑢

𝑚

(shown as Figures 4(b) and 3(b), resp.).
Similar to the analysis in Section 4.1, V increases with 𝜌

𝑟

and decreases with 𝑢
𝑟
after the new contract is implemented.

Before implementing the new contract, since the retailer
can obtain more profit than the case without improving
promotion if the manufacturer increases emission reduction,
the dominant manufacturer is not able to encourage the
retailer to improve its promotion level by increasing emission
reduction. In this case, V has nothing to do with 𝜌

𝑚
and 𝑢

𝑚
.

In the side-payment self-executing contract, 𝑇(V, 𝑒) =

𝑥V + 𝑦𝑒 makes the profit increment associate with emission
reduction and promotion level, and 𝑔 makes the allocation
of profit increment associate with the participant’s discount
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Figure 3: The impact of 𝑢
𝑚
on decision variables and profits.
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Figure 4: The impact of 𝑢
𝑟
on decision variables and profits.
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Figure 5: The impact of 𝑝
𝑐
on decision variables and profits.

factors. Because of those, the allocation of incremental profit
is fair, and the retailer’s promotion level increases with
emission reduction level. So the parameters influencing the
manufacturer’s decision-making affect the retailer’s decision-
making too.

(3) With the side-payment self-executing contract, the
profit of supply chain system when the manufacturer and
retailer make decision individually is equal to that in cen-
tralized decision-making case; that is, Π = Π

∗∗(shown as
Figures 1(d), 2(d), 3(d), 4(d), and 5(d), resp.). And both the
promotion level and emission reduction level are higher than
before; that is, 𝑒 > 𝑒

𝑟𝑑

∗

> 𝑒
∗ (shown as Figures 1(a), 2(a),

3(a), 4(a), and 5(a)) and V > V
𝑟𝑑

∗

> V∗ (shown as Figures
1(b), 2(b), 3(b), 4(b), and 5(b)).

Since the side-payment self-executing contract satisfies
both the participation constraint and the incentive compat-
ible constraint, the incremental profit can be allocated fairly,
and the contradiction between individuals and system is
resolved when the participants make decision individually.
Thus, Π = Π

∗∗. At the same time, the manufacturer is
willing to improve emission reduction level and so is the
retailer. Combined with the previous analysis, 𝑒

𝑟𝑑

∗

> 𝑒
∗, and

V
𝑟𝑑

∗

> V∗, we can gain the conclusion 𝑒 > 𝑒
𝑟𝑑

∗

> 𝑒
∗ and

V > V
𝑟𝑑

∗

> V∗.
(4) With the side-payment self-executing contract, all

the profit of the supply chain system, manufacturer, retailer,
and the profit increment of the system increase with the
increasing 𝜌

𝑚
, 𝜌
𝑟
and𝑝

𝑐
(shown as Figures 1(c), 2(c), and 5(c),

resp.), and decreases with the increasing 𝑢
𝑚
and 𝑢
𝑟
(shown as

Figures 3(c) and 4(c), resp.).
According to the previous analysis, it is obvious that Π

increases with 𝜌
𝑚
, 𝜌
𝑟
, and 𝑝

𝑐
and decreases with 𝑢

𝑚
and

𝑢
𝑟
. In case that the new contract is executed, either of the

manufacturer and the retailer improves its decision value
which can improve the profit of the supply chain system
and the profit increment will be allocated fairly between
the participants. Thus, both of the participants’ profits are
improved, the incrementsΔΠ

𝑚
andΔΠ

𝑟
increase with 𝜌

𝑚
, 𝜌
𝑟
,

and 𝑝
𝑐
and decrease with 𝑢

𝑚
and 𝑢

𝑟
.

(5) The sign of the side-payment function (�̃�) is uncer-
tain, shown as Figures 1(e), 2(e), 3(e), 4(e), and 5(e).

Since the side-payment function (�̃�) is designed to
encourage the participants to improve emission reduction
and promotion level and to balance the allocation of profit
increment, its sign is determined by the value of 𝑇(V, 𝑒) =
𝑥V + 𝑦𝑒 and 𝑔.

7. Conclusions

The paper studies the Stackelberg game between a retailer
and a manufacturer considering the cap and trade system
and analyzes the impact of 𝜌

𝑟
, 𝜌
𝑚
, 𝑝
𝑐
, 𝑢
𝑚
, and 𝑢

𝑟
on the

participants’ decision-making. Some conclusions are gained:
the dominant manufacturer is not able to encourage the
retailer to improve its promotion level by increasing emission
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reduction, but the dominant retailer is able to encourage the
manufacturer to increase its emission reduction by improving
promotion level; the optimal emission reduction and pro-
motion level in the retailer leading supply chain are higher
than those in the supply chain dominated by manufacturer.
Further, using the manufacturer leading supply chain for
example, the paper designs a side-payment self-enforcing
contract to maximize the system profit of supply chain and
to make the optimal system profit in case of decentralized
decision-making equal to that in case of centralized decision-
making. Finally, a numerical analysis is given.

The paper considers the impact of carbon cutting and
promotion related to carbon cutting on the product demand
under the cap and trade system. The side-payment self-
enforcing contract can resolve the arguments that the existing
research overemphasizes on spontaneity of participation
in side-payment contracts design based on supply chain
coordination and does not consider rationality and fairness
of allocation of profit increment. It is helpful for the company
operation under low-carbon environment.The paper is based
on a two-echelon supply chain with deterministic product
demand.The research on supply chain coordination in case of
supply chain network with stochastic product demand con-
sidering carbon regulations is the further research direction.
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Building resilient supply chain is an effective way to deal with uncertain risks. First, by analyzing the self-organization of supply
chain, the supply chain resilience is described as a macroscopic property that generates from self-organizing behavior of each
enterprise on the microlevel. Second, a MAS-based supply chain resilience model is established and its local fitness function,
neighborhood structure, and interaction rules that are applicable to supply chain systemare designed through viewing the enterprise
as an agent. Finally, with the help of a case, we find that there is an agglomeration effect and a SOC characteristic in supply chain
and the evolution of supply chain is controlled by parameters of MAS. Managers can control the supply chain within the resilient
range and choose a good balance between interest and risk by controlling enterprises’ behavior.

1. Introduction

Although the supply chain has been improved in efficiency
during the globalization of economy, it has also become
riskier. A great deal of research has been conducted on supply
chain flexibility, robustness, and vulnerability in recent years.
The risk in different aspects of the supply chain is nevertheless
unresolved. In order to overcome the vulnerability, the supply
chain should possess comprehensive advantages in robust
and flexible strategies. A concept of establishing a resilient
supply chain is proposed. Supply chain resilience can be
regarded as a comprehensive integration of the supply chain
flexibility, robustness, and vulnerability.

Supply chain flexibility is a concept that focuses on the
capability to adapt to the external changes. And it also reflects
the adaptability of the system, which is a “change responding
to change” strategy. Comparedwith the supply chain network
resilience, the definition of flexibility is relatively narrower,
which mainly refers to the ability to respond to the changes
in customers’ demand. This depends on the coordination
of information flow, logistics, and capital flow between the
upstream and downstream members of the supply chain.

The supply chain robustness is the ability to maintain
operational function when the system is subject to uncertain
interference from the internal operations and external events,
which characterizes the robustness of the system, and is
a rigid “maintaining the status quo” strategy [1]. Although
the supply chain robustness cannot adapt, the supply chain
flexibility can do it.This adaptive capacity refers to the ability
to quickly restore its original state or a state that benefits
the supply chain operations when an interruption occurs. In
other words, robustness is the ability of anti-impact, while
resilience is the ability to quickly recover from the impact.

Supply chain vulnerability reflects the maximum impact
that the supply chain can resist under network interruption,
which means the maximum deviation from the normal
performance after an interruption occurs. The duration
of interruption is not a significant factor of vulnerability,
while the maximum negative impact of the interruption is
significant. Vulnerability is one of the aspects that measure
resilience.

The supply chain flexibility strategy and robustness strat-
egy have their own strengths as well as limitations. Supply
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chain resilience, which contains adaptability without losing
robustness, puts more emphasis on recovery capability.

The reason why supply chain has such strong competitive
ability is owing to the fact that the supply chain is a virtual
organization which has self-organizing ability and consists
of enterprises with different functions and different types.
In actual operation, every enterprise is an organization that
possesses independent power to make decisions, and any
enterprise cannot fully control the behavior of other enter-
prises. Besides, there is no internal centralized control within
supply chain system. Each enterprise follows certain rules,
fulfills its duties, and mutually coordinates with each other,
and the system automatically forms an ordered structure,
which reflects the self-organizing ability of the supply chain.
In a word, the microlevel self-organization of supply chain is
the root of reflecting the macrolevel supply chain resilience.

The way to make in-depth analysis of supply chain resil-
ience is to start from microlevel self-organization of the
supply chain and adopt bottom-up modeling method to
study the interaction rules of each individual in supply chain
system, which generates macrolevel supply chain resilience.
From the system point of view, this paper studies the root of
generating supply chain resilience and its properties.Through
taking each enterprise as an agent and regarding supply chain
local relationships as the environment, it builds multiagent
systems that are similar to physical system and designs the
unique local fitness function, neighborhood structure, and
mutual interaction rules that supply chain owns. Then, it
uses local information to guide the interactions between the
agents as well as between the agents and the environment
by agents’ self-organizing ability, which ultimately generates
supply chain resilience.

2. Literature Review

Resilience was first introduced by Holling [2], who proposed
that “resilience determines the persistence of relationships
within a system and is a measure of the ability of these
systems to persist and absorb changes of state variables,
driving variables, and parameters.” Since then, the concept of
resilience has been studied in many disciplines as shown in
Table 1.

Resilience of supply chain was defined as the ability to
return to its original state or an even better state after the
disruptive event. Resilience of supply chain encompasses
conducting preparation, response, and recovery activities for
a disaster event.

There are some quantitative studies which attempt to
create a framework for assessing supply chain resilience per-
formance (see Table 2).

These literatures studied supply chain resilience from
certain aspects. But there is no literature on the root of supply
chain resilience and its characteristic, which is what we want
to study.

3. Generation of Supply Chain Resilience

3.1. Supply Chain Resilience. Supply chain is an open system.
As an economic system, supply chain system is essentially the

Table 1: Resilience studies in many disciplines.

Authors Disciplines
Folke et al. [3] Ecology
Adger [4] Sociology
Bonanno [5] Psychology
Callaway et al. [6] Network theory
Starr et al. [7] Risk management
Sheffi [8] Supply chain

result of communicating and integrating resources and ability
between enterprises or between enterprises and the external
environment. In the supply chain system, the distribution of
resources, such as capital, technology, and brand, is different
and unbalanced. Besides, the ownership and acquisition
of resources, the obtaining of synergy theory and synergy
results, the distribution of the interests between allies, and
so on are also unbalanced. Competitive environment makes
collaborative organizing activities of the supply chain mem-
bers far fromequilibrium.Thenonlinear interaction of supply
chain system determines its self-organizing evolution. Non-
linear interaction leads to the existence of both cooperation
and competition between all members, and fluctuation of
the individual is able to scale into the overall behavior.
Due to random fluctuations, supply chain system becomes
orderly and even forms new structure. For example, the
consequences of information distortion and bullwhip effect
lead to the fluctuations of manufacturers’ state, and some
minor changes in market factors may accumulate to fierce
fluctuation of manufacturers’ state, whichmay evenmake the
whole system collapse.Thus, supply chain is a self-organizing
system. Only when supply chain is in an open environment
can it input the material, energy, and information and reduce
the entropy of the system. Furthermore, only when supply
chain stays far from equilibrium can it form intrasystem
fluctuations and promote its spontaneous activity under
nonlinear interactions. Such self-organizing ability gives the
supply chain strong innovation ability and adaptability, which
is the root of its strong competition.

On the microlevel, each enterprise in the supply chain
is deemed as an agent. The agent can change with the
environment and self-organize to make decision. Every time
the environment factors change, it prompts each agent in the
supply chain to change its own executing ability under the
action of self-organizing ability and further changes its status
in the supply chain. Such process goes on continuously, which
forms the evolution process of supply chain system.The sup-
ply chain evolution process is in fact a self-organizing process,
which generates supply chain resilience. In a self-organizing
system, it forms the macroform or order from bottom to top
through the “local rules” of each individual behavior, such
property of the whole while part doesn’t possess, is called
“emergence.” Supply chain resilience generates from self-
organizing behavior of each member, as shown in Figure 1.

On the macrolevel, resilience management ability ana-
lyzes the effect on resilience from the following aspects as a
whole: adaptation and coordination between node members,
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Table 2: Quantitative studies on supply chain resilience.

Authors Methods Main works and findings

Priya Datta et al. [9] Agent-based computational
modelling

This literature studied complex multiproduct and multicountry
supply chain subject to demand variability and production and
distribution capacity constraints, which aimed to improve operational
resilience.

Ratick et al. [10] Linear programming
The literature used set cover location modeling to show that it is
important to take into account potential exposure of facilities when
designing supply chains.

Colicchia et al. [11] Simulation applied to real
scenario

This literature identified a set of approaches to manage risks to
enhance supply chain resilience. Mitigation strategies do not
influence lead-time variability but can reduce lead-time average,
which will lead to resilience.

Zhao et al. [12] The simulation analysis of
military security network

This literature analyzed resilience of supply network topology
structure under random attacks and attempted attacks from the
aspects of availability, connectivity, accessibility, and so forth.

Geng et al. [13] The simulation analysis of
cluster supply chain

This literature analyzed dynamic evolution process based on
cascading effect mode when cluster supply chain failure happens,
which helped to illustrate that the root of vulnerability lies in
cascading failure, while self-organization is the key to resilient
recovery.

Pettit et al. [14] Questionnaire survey

This literature developed a measurement tool titled the Supply Chain
Resilience Assessment and Management. Critical linkages are
uncovered between the inherent vulnerability factors and controllable
capability factors.

Francis and Bekera [15] The simulation analysis of
electric power network

This literature proposed a framework which is focused on the
achievement of three resilience capacities: adaptive capacity,
absorptive capacity, and recoverability.

Resilience
management ability

Supply chain
ability

Supply chain
resilience effect

Agent self-organizing
ability

Agent executing
ability

Agent status

Environment

Environment

The microdescription of supply chain resilience

The macrodescription of supply chain resilience

Generation

Figure 1: Micro- and macrodescription of supply chain resilience.

prediction of future events, recovery situation from disaster,
and so forth. Reflected into the microlevel, resilience man-
agement ability is the self-organizing ability of each agent in
supply network. Supply chain ability is an important ability
that maintains the normal operation of entire supply chain
network, which is the executing ability of each agent in supply
networkwhen reflected into themicrolevel. Reflected into the
microlevel, supply chain resilience effect is each agent’s status
in the supply network, which represents each enterprise’s
activity ability and network status, and is represented by its
kinetic energy and potential energy. Micro- and macrocon-
trast of supply chain are shown in Table 3.

Resilience management ability has positive influence on
supply chain resilience. When supply chain risk happens,
some nodemembersmay not be able to survive together with
the other members in the supply chain. At this time, it needs
some enterprises with similar resources to join in; if the new
enterprise can quickly integrate into the supply chain, then it
can improve customer satisfaction and business performance
of the supply chain, which means that it can improve supply
chain resilience. If enterprises can predict future events well,
they can take corresponding prevention measures to reduce
the effects that risk brings, and even if the risk happens,
they can take positive measures to restore normal state of
supply chain and improve supply chain resilience. And if the
recovery ability of nodemembers is strong enough, the supply
chain can meet normal operation conditions of enterprises
as soon as possible and decrease stock-out rate and then
improve supply chain network resilience. In addition, after
the risk happens, if enterprises can coordinate well, they can
ride out the storm together, maintain the normal operation
of supply chain, improve customer satisfaction, ensure enter-
prise performance, and improve supply chain resilience.

Supply chain ability has positive impact on supply chain
resilience and resilience management ability. The stronger
the supply chain ability is, the stronger the ability of supply
chain node enterprises to deal with various emergencies is.
Even if supply chain risk happens, supply chain can recover
quickly, and supply chain resilience will be strengthened.
Thus it can be seen that supply chain ability is a key factor that
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Table 3: Micro- and macrocontrast of supply chain.

Macrocontrast Microcontrast

Resilience
management ability

Adaptability,
predictive ability,
recovery ability,
coordinating ability

Agent self-organizing
ability

Learn from each other, exchange
experiences, communicate and coordinate,
share risk, get warning information as early
as possible, reduce unnecessary loss, and
recover function quickly.

Supply chain ability

Information management ability,
logistics management ability,
resource support ability,
target combination ability,
fund procurement ability,
risk management ability,
reconstruction transformation
ability,
study and absorptive ability

Agent executing
capability

Collect, analyze, and sort the information
and finally obtain effective information.
Deal with logistics facilities establishment
and location and provide optimized logistics
protection. Find node members that fit for
their own development and make effective
combination to reach the company target.
Complete fund procurement and maintain
the normal operation of enterprises after the
occurrence of risk. Find new resources to
meet the changing market. Improve the
defects in the supply chain and build a new
supply chain network.

Supply chain
resilience effect

Wavy curve
asymptotically stable Agent status Activity ability, network status.

influences supply chain resilience, and flexible use of various
supply chain abilities can improve the ability of enterprises to
face risks, improve supply chain resilience, and then improve
enterprise performance. Under the effect of resilience man-
agement ability that formed by self-organization, supply
chain ability can manage various risks effectively and help
enterprises survive through a variety of difficulties [16].

Supply chain resilience effect is an asymptotically stable
wave curve. It changes with time, showing the process
that successively reflects response delay, reflects destruction
spread, reflects destruction recovery, and eventually achieves
asymptotically stable state. Such description of supply chain
resilience effect not only clearly lays out the self-organizing
evolution of supply chain resilience that changes with the
time, but also meets several major features that supply net-
work resilience should have, such as self-recovery, antidisrup-
tion, and active response. Besides, it can evaluate absorption
ability, adaptability, and recovery ability of the supply chain.
For details, please see our previous study in [13].
Definition of Resilience. The supply chain resilience is defined
as follows: when dealing with unexpected interrupts, supply
chain system restores a new stable state through microcon-
stant evolution of enterprises’ self-organizing ability; such
emergence on the macrolevel is shown as supply chain
resilience. Supply chain system with resilience can eliminate
the influence brought by fluctuations, release energy, and
then slow down the occurrence of large-scale collapse on the
whole.

3.2. Self-Organized Criticality of Supply Chain Resilience. An
important concept related to the self-organization is self-
organized criticality (SOC) [17–19]. The SOC theory refers
to an open and dynamic complex system that is far from
equilibrium state and consists of multiple cells, which can
evolve to a critical state through self-organizing process.

When such system stays in the critical state, a small local
disturbance may be amplified by mechanism similar to
“domino effect,” and the effect may be extended to the entire
system, forming a large avalanche. System in the critical state
will bring about “avalanche” events of various sizes, and both
the avalanche’s time dimension and its space dimension obey
power-law distribution. The power-law distribution is an
important characteristic of self-organized criticality, which
also owns scale-free property, openness, robustness, and
other characteristics.

Some literatures show that supply chain network has
scale-free, high integration, and other characteristics. The
average outgoing and incoming degree distribution of supply
chain network under steady state obeyed power-law distribu-
tion [20–22].

This paper argues that supply chain resilience possesses
self-organized criticality. The process that supply chain
evolves towards the critical state is not affected by any external
factors. Owing to the dynamic interactions between individ-
ual elements in the system, the critical state can be set up and
such critical state is self-organizing. Within the critical point
of supply chain resilience, core enterprises can control the
changes of system external parameters at proper time based
on understanding and grasping the operation mechanism
and laws, so they can constrain system’s operation process,
making the system produce small internal fluctuations. Such
gradually varied internal fluctuation process of the system
could eliminate conflicts within the system, making the
system stay in balance, whichmeans that the systempossesses
resilience. At the critical point of supply chain resilience, it
may be amplified into a huge fluctuation through nonlinear
interactions and cascading effects within the system, leading
to a rapid collapse after the system loses its balance.

This paper will expound such a view as follows. The
microlevel interactions between enterprises in the supply



Discrete Dynamics in Nature and Society 5

chain result in themacrolevel self-organized criticality gener-
ation of supply chain resilience. If the supply chain is within
the critical value, small disturbance will only lead to tiny
changes and system will not meet any great disaster. On the
contrary, if the environment variables reach the critical value,
small disturbance may lead to various scales of avalanche.

4. Supply Chain Resilience Control Model
Based on MAS

The paper is intended to build supply chain MAS system
and interpret and evaluate supply network resilience through
self-organizing ability of its intelligent agents. In this section,
we will define the agent, environment, local fitness function,
interactive strategy, and reaction behavior between the agents
of MAS, build the MAS system of supply network, put
forward supply network resilience index, and study the
characteristics of resilient generation from the point of self-
organization.

4.1. Basic Concepts of MAS. An agent is able to survive and
take part in activities in the environment, which can sense
its local environment and has certain goal as well as state
variable of reaction behavior. MAS system is a system that
achieves a certain goal by the interactions and effects between
many internal agents. MAS system consists of computing
entities that possess autonomy, reactivity, initiative, and social
attributes. By microscopic or local (i.e., agents and the inter-
actions between them) behavior or mechanism, MAS desires
to obtain necessary macroglobal (i.e., the entire multiagent
system) function [23, 24].

The definition of MAS system is as follows.

Definition (MAS system). An agent system is a system that
contains the following elements:

(1) the environment 𝐸, in which the agents survive and
conduct activities;

(2) a set of agents, 𝐴 = (𝑎
1
, 𝑎
2
, . . . , 𝑎

𝑛
);

(3) a set of reaction rules, which controls the interaction
behavior between agents as well as between agents
and the environment and is the law of the agent
society.

Supply chain individuals own self-organizing properties,
including intelligence and adaptability, follow certain rules,
and adjust their states and behavior according to the envi-
ronment and received information, making the system show
a higher level of order as a whole. In other words, the
supply chain is a MAS system. Supply chain system is based
on the idea of decentralized control and each individual
makes corresponding decision-making behavior in the cur-
rent neighborhood according to the local information and
local fitness function.The overall behavior of the supply chain
generates through competition, cooperation, and other local
behaviors between individuals.

The study on resilient self-organizing emergence of sup-
ply chain MAS is faced with 4 key problems as follows [25].

(1) The first problem is how to reasonably map the
supply chain system into a MAS system, namely, the
definition of the agent.

(2) The second problem is how to define the local fitness
function. The local fitness function is based on the
idea of distributed control, using limited local infor-
mation to evaluate the state of a single agent and guide
the overall evolution. Although the definition of local
fitness function is not unique, reasonable local fitness
function is the key to the effect of self-organization
emergence.

(3) The third problem is how to define the neighborhood.
The definition of neighborhood is a very important
concept for optimizing the neighborhood, which
guides how to generate a new state from the current
state. Furthermore, how to choose a reasonable neigh-
borhood structure is an important factor to the self-
organizing optimization.

(4) The fourth problem is how to define the interaction
rules between agents. MAS system achieves overall
self-organization evolution through competition and
cooperation between the agents. The reasonable and
effective interaction rules between the agents can
quickly lead the system to generate stable structure.

4.2. Mapping the Supply Network into MAS. To map the sup-
ply network into MAS system, now we define the following
concepts.

4.2.1. Agent. Take each enterprise in the supply chain as an
agent [26] and the specific descriptions of the agents in supply
chain MAS are shown in Figure 2.

A supply network system that consists of 𝑁 agents is
given and represented as 𝑆 = ⟨𝑋, 𝑃, 𝑉, 𝐴⟩, where 𝑋 =

(𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑖
, . . . , 𝑥

𝑁
), 𝑥
𝑖
∈ 𝑅
𝑛, is the position vector of agent

𝑖, which represents the status of this member in supply chain;
𝑃 = {𝑐

1
, 𝑐
2
, 𝑐
3
, 𝑐
4
, 𝑐
5
, 𝑑, 𝑟, 𝐴max, 𝑉max} is the control parameter

set of the agents; 𝑉 = (V
1
, V
2
, . . . , V

𝑖
, . . . , V

𝑁
), V
𝑖

∈ 𝑅
𝑛, is

the velocity vector of agent 𝑖, which represents the executing
ability of the member; and 𝐴 = (𝑎

1
, 𝑎
2
, . . . , 𝑎

𝑖
, . . . , 𝑎

𝑁
),

𝑎
𝑖

∈ 𝑅
𝑛, is the acceleration vector, which represents the

self-organizing ability of the member. In other words, we
assume that each member owns such attributes as self-
organizing ability, executing ability, and network status, as
shown in Figure 3. The executing ability of a member is its
self-organizing ability multiplied by time, and the status of
this member is its executing ability multiplied by time. The
motion of an agent is controlled by the following equation:

̇𝑥
𝑖
= V
𝑖
, ̇V

𝑖
= 𝑎
𝑖
. (1)

4.2.2. Local Fitness Function. Assume that the decision of
each enterprise in supply chain is determined by the enter-
prise status 𝑉

1
in the neighborhood, the core enterprise of

the overall supply chain has status 𝑉
2
, the executing ability

of the enterprise within neighborhood is 𝑉
3
, the core enter-

prise within the neighborhood has status 𝑉
4
, and random

perturbation is𝑉
5
. Affected by local influence, self-organizing
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Figure 2: MAS mapping of supply chain.
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Figure 3: The initial supply network of FAW Xiali.

ability and executing ability of each member in the supply
chain are changing with the time, and self-organizing ability
causes changes in executing ability. In the model, local fitness
function of the agent represents the agent’s self-organizing
ability at each time step, which means the instantaneous
acceleration vector of the agent.

The local fitness function, namely, the calculating formula
of instantaneous acceleration, is as follows:

𝑉 = 𝑐
1
𝑉
1
(𝑑) + 𝑐

2
𝑉
2
+ 𝑐
3
𝑉
3
+ 𝑐
4
𝑉
4
+ 𝑐
5
𝑉
5
,

𝐴 = 𝐴max
𝑉

|𝑉|
.

(2)

𝑉
1
is a vector that points to the neighbors within a

distance of 𝑑; 𝑉
2
is a vector describing the center of the

simulated world;𝑉
3
is the average of the neighbors’ velocities;

𝑉
4
is a vector that points toward the center of gravity of

the neighbors; 𝑉
5
is a random unit-length vector; 𝑉 is the

summation of behavioral tendencies with weights; A is an
agent’s instant acceleration vector at each time step (|𝐴| <

𝐴max); 𝐴max is the maximum acceleration of an agent; 𝑉max
is the maximum velocity of an agent; 𝑐

1
–𝑐
5
are the weights

of vectors 𝑉
1
–𝑉
5
; 𝑑 is the desired distance that an agent

tries to maintain with its neighbors; the combination of 𝑐
1

and parameter 𝑑 determines the relaxation degree of model
shape; 𝑐

2
is used to control the motion range of all agents in

the analog world; 𝑐
3
represents the consistency degree that

makes certain individual keep the same velocity with other
individuals in its neighborhood; 𝑐

4
indicates the distance

degree that makes certain individual keep away from other
individuals in its neighborhood; and 𝑐

5
is used to control the

arbitrary degree of individual’s acceleration change.

4.2.3. Environment. The agent in supply chain mainly self-
organizes and adjusts its behavior according to the neighbors’
behavior. An agent that relates to any other agent must exist
within certain range, and the relationship between agents can
be divided into two states: cooperation and noncooperation,
which is shown as attraction and rejection behavior. Define
the neighborhood of agent 𝑖 as follows:

NEB
𝑖
= {𝑥
𝑗
|

𝑥
𝑖
− 𝑥
𝑗


≤ 𝑑, 𝑖 ̸= 𝑗; 𝑖, 𝑗 = 1, 2, . . . , 𝑁} , (3)

where ‖𝑥
𝑖
− 𝑥
𝑗
‖ is Euclidean distance and 𝑑 is neighborhood

radius, which is the optimal distance between every two
agents.

Define the rejection region of agent 𝑖 as follows:

REP
𝑖
= {𝑥
𝑗
|

𝑥
𝑖
− 𝑥
𝑗


≤ 𝑟, 𝑖 ̸= 𝑗; 𝑖, 𝑗 = 1, 2, . . . , 𝑁} , (4)

where 𝑟 is the rejection distance, which is the maximum
operating distance of the rejection function, 𝑟 ≤ 𝑑. If the
distance between two agents is less than 𝑟, then the rejection
occurs.

4.2.4. Response Rules. In this paper, we divide the neighbor-
hood range according to the distance between each agent
and its neighbor agents. An agent establishes or disconnects
the interaction between it and other agents within the
neighborhood, which makes the local topology structure of
agents in the system change, leading to the entire system
topology evolution.

Response rules are as follows. The member that enters
into the neighborhood from somewhere outside the neigh-
borhood establishes new contacts. And the members within
rejection region have competitive relationship and repulsive
force towards other agents within rejection region, while the
members within neighborhood have cooperative relationship
and attractive force towards other agentswithin the neighbor-
hood. By the local fitness function, we can obtain new self-
organizing ability and executing ability of each member and
then get the new network status.

4.3. The Resilient Index of Supply Chain MAS. Supply chain
MAS is a self-organizing system, and its resilience generates
from the microlevel and is revealed in macrolevel. The
concept of energy in system dynamics can be an effective
interpretation of the relationship between behavior and inter-
nal mechanism. Positive and negative feedback mechanisms
are formed between every two agents, which is shown as the
transmission of system internal energy. Therefore, we can
show the influence of dynamic process on overall system
resilience through quantifying system internal energy.

Assume that each supply chain member is an agent with
resilience; then we can determine whether the relationship
between it and other members is strengthened or weakened
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according to the environment, such as order quantity. The
relation change between two agents can be seen as elastic
force of mutual attraction ormutual repulsion, and the elastic
force causes the movement of the agent, which leads to
changes of the agent status in the entire supply chain. For
example, certain enterprise will rise in the competition and
become the core business, and core enterprise may gradually
lose dominance. Take the agent status in the supply network
as the elastic potential energy and the agent activity in the
supply network as the elastic kinetic energy, which together
constitute the resilient system of supply chain.

𝑈
𝑖
(𝑡) and 𝐸

𝑖
(𝑡) are used to, respectively, represent the

potential energy and kinetic energy of agent 𝑖, and 𝑈
𝑖
(𝑡) is

the relative potential energy of the agent compared to MAS
center; 𝑈

𝑖
(𝑡) = ‖pos

𝑖
− pos‖2. Kinetic energy 𝐸

𝑖
(𝑡) is the

relative kinetic energy of the agent compared to MAS center;
𝐸
𝑖
(𝑡) = ‖V

𝑖
− V‖2.

The resilient index of supply chain MAS is

𝑄 (𝑡) =

𝑁

∑

𝑖=1

(𝑈
𝑖
(𝑡) + 𝐸

𝑖
(𝑡)) . (5)

4.4. Algorithm Implementation

Step 1. Initialize the state of each agent in supply chain and
corresponding weights of the objects.

Step 2. With regard to the current state, do the following.
(1) Calculate the neighborhood of current scheme and

judge whether it belongs to neighbors.
Because each agent only communicates with adjacent

agents and local environment, we need to determine whether
the distance between each agent and other agents is within the
given value of the neighbor; namely,weneed to judgewhether
the two agents are neighbors or not. And this is the basis
of calculating subsequent variables. If the distance between
two agents is less than the value of neighbor, then the two
agents are neighbors and their behaviors affect each other.
Otherwise, the two agents do not affect each other. Given that
the distance value between two agents is 𝑑(𝑖, 𝑗), the judge is
as follows:

if 𝑑 ≤ neighbor, then 𝑖 and 𝑗 are neighbors.
(2) Calculate the values of variables 𝑉

1
–𝑉
5
.

𝑉
1
is the average vector of certain agent pointing to all

other agents within a distance of 𝑑, named as Spacing𝑈. If
two agents 𝑖 and 𝑗 are neighbors but their distance is less than
a given value, then the two will produce repulsion and adjust
the vector 𝑉

1
as follows:

Spacing𝑈(𝑖, :) = Spacing𝑈(𝐼, :) + [abs(𝑥(𝑖) −

𝑥(𝑗))abs(𝑦(𝑖) − 𝑦(𝑗))].
𝑉
2
is a vector pointing to the center of analog world and

its name is decided by the center of analog world, named
as 𝑊center𝑈, where 𝑖 ̸= 𝑗 and 𝑁 is the number of agents.
Consider the following:

𝑊center𝑈(𝑖, :) = [𝑊center𝑈(𝑖, :) + 𝑥(𝑗)𝑊center𝑈(𝑖,

:) + 𝑦(𝑗)],
𝑊center𝑈(𝑖, :) = 𝑊center𝑈(𝑖, :)/𝑁.

Moreover, we need to limit the range of the vector, in
order to make entire motions of the system within the range,
and adjust the vector as follows:

If |𝑊center𝑈(𝑖, :)| > bound,
𝑊center𝑈(𝑖, :) = [𝑊center𝑈(𝑖, :) − 𝑥(𝑗)𝑊center𝑈(𝑖,

:) − 𝑦(𝑗)].

𝑉
3
is the average speed vector of all agents that is

adjacent to certain agent, named as Velocity𝑈, and its value
is determined by the speed of the agent and its neighbors:

Velocity𝑈(𝑖, :) = Velocity𝑈(𝑖, :) + Velocity𝑈(𝑗, :),
Velocity𝑈(𝑖, :) = Velocity𝑈(𝑖, :)/number(neighbor).

𝑉
4
is a vector of certain agent pointing to the center of

all of its adjacent agents, which is determined by the average
vector of the agent and its adjacent agents, named as Center𝑈.
Its value is determined by the speed of the agent and its
neighbors:

Center𝑈(𝑖, :) = [Center𝑈(𝑖, 1) + 𝑥(𝑗)Center𝑈(𝑗, :) +

𝑦(𝑗)],
Center𝑈(𝑖, :) = Center𝑈(𝑖, :)/number(neighbor).

𝑉
5
is a vector of random unit length, named asWander𝑈,

the initial value of which is randomly given as follows:

Wander𝑈(𝑖, :) = 2 ∗ rand(1, 2).

(3) Calculate the local fitness value of each agent accord-
ing to local fitness function, which means the calculation of
agent’s acceleration.

(4) Guide the interactions between all agents according to
local fitness function, which means the calculation of agent’s
new position.

The interactions between all agents make the system
evolve from initial interrupts to the equilibrium state of each
node. Under the new obtained equilibrium state, change the
agent state according to system local energy information,
which makes the system achieve a more stable equilibrium
state again and optimize the system resilience.

(5) Return the current value of system resilience.

Step 3. Repeat Step 2 until termination.

5. Case Simulation and Analysis

Take the Tianjin FAWXiali Automobile Group’s supply chain
as a prototype for simulation. According to the transactions
in 2011, we extract and compare FAW Xiali’s supply data
of recent years and then select the enterprises that make
transactions with Tianjin FAW Group of more than 500,000
yuan as the nodes to constitute the supply chain we study,
which includes 12major suppliers and 7 principal subsidiaries
as well as 11 major vendors of Tianjin FAW Group [27]. The
initial network is shown in Figure 3.

5.1. Evolution Characteristics of Supply Chain. We select 5 sets
of parameters to regulate the behavior of each supply chain
member and simulate the process of supply chain evolution,
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Table 4: The simulation coefficient.

Number 𝑐
1

𝑐
2

𝑐
3

𝑐
4

𝑐
5

𝑉max 𝐴max 𝑑

1 5 8 7 8 5 13 38 0.14
2 6 15 10 8 7 5 38 0.14
3 6 9 1 5 8 36 11 0.59
4 3 5 7 7 4 13 37 0.40
5 3 5 7 7 4 13 37 0.10

as shown in Table 4. In particular, the network diagram of
part time period in evolution process of number 1 is selected
to represent the evolution process of supply chain, as shown
in Figure 4. In Figure 4, vertical and horizontal coordinates
represent agent’s position in MAS, which reflects enterprise
status in the supply chain. As we can see from Figure 4, each
agent’s vertical and horizontal coordinates’ value gradually
increases, which means that the ability of each enterprise
in supply chain is constantly increasing. And the distance
between all agents is smaller and smaller, which means that
the cooperation between enterprises is closer and closer. The
supply chain shows a combined effect.

Figures 5, 6, 7, and 8, respectively, correspond to the
evolution results of the 4 sets of parameters from number 2
to number 5. These evolution results all reflect the combined
effect of supply chain and the parameters have a certain
impact on it. We find that the parameter of 𝑉max directly
influences the speed of combined effect. Comparing number
1 with number 2, when we decrease the value of 𝑉max from 13
to 5 and keep the other parameters unchanged, the speed of
combined effect is significantly faster. Because the enterprise
executive ability becomes stronger, mutual cooperation is
more efficient. In addition, the parameter 𝑑 also has a direct
impact on the speed of combined effect. Comparing number
3 with number 5, the value of 𝑑 is larger in number 3, which
means that each enterprise has larger neighbor range and
can cooperate with more enterprises, leading to more mutual
cooperation and faster combined effect speed, while the value
of 𝑑 in number 5 is smaller and the situation is just the
opposite.

Supply chain vulnerability is caused by cascading failures,
while the combined effect happens to be the hindrance of
cascading failures. Therefore, the combined effect is a factor
that shows supply chain resilience.

The evolution of supply chain lies in affecting and con-
straining mutual behavior through interconnections and
interactions between individuals. Clustering coefficient can
be used to express connectivity, as a quantitative indicator
of supply chain MAS connectivity factor. The entire network
clustering coefficient 𝐶 is the average of clustering coefficient
𝐶
𝑖
for each node 𝑖. Consider the following:

𝐶
𝑖
=

2𝐸
𝑖

[𝑘
𝑖
(𝑘
𝑖
− 1)]

. (6)

Rate of information flow is established based on the con-
nectability of individuals.The information flow can be shown

throughmeasuring the connection path length between indi-
viduals.We choose the average path length 𝐿 as a quantitative
indicator of supply chain MAS internal information flow.
Consider the following:

𝐿 =
2

𝑁 (𝑁 − 1)

𝑁

∑

𝑖=1

𝑁

∑

𝑗=𝑖+1

𝑑
𝑖𝑗
. (7)

Figure 9 shows the clustering coefficient (red) and the
average path length (green) of supply chain evolution in
number 1. The clustering coefficient keeps rising, indicating
that individual connectivity continuously strengthen, which
gradually generates system resilience. When the clustering
coefficient is 1, it indicates that all agents are within other
agents neighborhood and connectivity is optimal. The aver-
age path length keeps decreasing, indicating that the inter-
actions of individual information change from indirect pro-
cess to direct process. With the communication constantly
decreasing, local rate of information flow is enhanced. When
the average path length is 1, the system has the best overall
interactivity. The same characteristics of the two indexes are
also shown in the data from number 2 to number 5.

As the above characteristics, the degree of homogeneity
in the supply chain enterprise is higher and higher. Such
a system can resist well the expected danger, but in the
face of some unexpected threat it becomes extremely fragile.
Therefore, the supply chain is a robust-yet-fragile system.

5.2. Resilience Analysis of Supply Chain. The average acceler-
ation vector, position center, and average velocity vector are
represented as 𝑎, 𝑥, V, respectively, and the calculation is as
follows:

𝑎 =
1

𝑁

𝑁

∑

𝑖=1

𝑎
𝑖
, 𝑥 =

1

𝑁

𝑁

∑

𝑖=1

𝑥
𝑖
, V =

1

𝑁

𝑁

∑

𝑖=1

V
𝑖
. (8)

The neighborhood center of agent 𝑖 and the average
velocity vector of all agents within its neighborhood are
represented as 𝑥

∗

𝑖
and V∗
𝑖
, respectively, and the calculation is

as follows:

𝑥
∗

𝑖
=

1

𝑀
𝑖

𝑀
𝑖

∑

𝑗=1

𝑥
𝑗
, V∗

𝑖
=

1

𝑀
𝑖

𝑀
𝑖

∑

𝑗=1

V
𝑗
, (9)

where 𝑀
𝑖
is the number of agents within the neighborhood

of agent 𝑖. Consider the following:

𝑄 (𝑡) =
1

2

𝑁

∑

𝑖=1

(𝑈
𝑖
(𝑡) + 𝐸

𝑖
(𝑡)) ,

𝐸
𝑖
(𝑡) = 𝑐

3


V
𝑖
− V
2

,

𝑈
𝑖
(𝑡) = 𝑐

1


𝑥
𝑖
− 𝑥
∗

𝑖



2

+ 𝑐
2


𝑥
𝑖
− 𝑥



2

+ ∑

𝑗=1,𝑗 ̸=𝑖

𝑐
4
𝜓 (


𝑥
𝑖
− 𝑥
𝑗


) .

(10)
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Figure 4: The emergence of supply chain combined effect.

The mean square error of acceleration, position, and velocity
are, respectively, represented as 𝜎

𝑎
, 𝜎
𝑥
, and 𝜎V. Consider the

following:

𝜎
𝑎
= √

1

𝑁

𝑁

∑

𝑖=1


𝑎
𝑖
− 𝑎



2

, 𝜎
𝑥
= √

1

𝑁

𝑁

∑

𝑖=1


𝑥
𝑖
− 𝑥



2

,

𝜎V = √
1

𝑁

𝑁

∑

𝑖=1


V
𝑖
− V
2

.

(11)

Assume that (1), for any agent, ‖𝑥
𝑖
−𝑥
𝑗
‖ ≤ 𝑑 and (2) the initial

system resilience is 𝑄
0
, ∀𝑡 > 0, 𝑄(𝑡) ≤ 𝑄

0
.

The characteristic of function with potential energy
𝜓(‖𝑥
𝑖
− 𝑥
𝑗
‖) ≥ 𝜓(𝜌) is given as follows:

𝑄 (𝑡) =
1

2

𝑁

∑

𝑖=1

(𝑈
𝑖
(𝑡) + 𝐸

𝑖
(𝑡)) ,

𝑁

∑

𝑖=1

𝑐
1


𝑥
𝑖
− 𝑥
∗

𝑖



2

+

𝑁

∑

𝑖=1

𝑐
2


𝑥
𝑖
− 𝑥



2

+

𝑁

∑

𝑖=1

∑

𝑗=1,𝑗 ̸=𝑖

𝑐
4
𝜓 (


𝑥
𝑖
− 𝑥
𝑗

𝜎
)

+

𝑁

∑

𝑖=1

𝑐
3


V
𝑖
− V
2

≤ 2𝑄
0
,

𝑁

∑

𝑖=1

∑

𝑗=1,𝑗 ̸=𝑖

𝑐
4
𝜓 (


𝑥
𝑖
− 𝑥
𝑗

𝜎
) ≥ 𝑐
4
𝑁(𝑁 − 1) 𝜓 (𝜌) ,
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Figure 5: Evolution results of number 2.
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Figure 6: Evolution results of number 3.
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Figure 7: Evolution results of number 4.
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Figure 8: Evolution results of number 5.
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Figure 9: The emergence of connectivity and rate of information
flow.

𝑁

∑

𝑖=1

𝑐
1


𝑥
𝑖
− 𝑥
∗

𝑖



2

+

𝑁

∑

𝑖=1

𝑐
2


𝑥
𝑖
− 𝑥



2

+

𝑁

∑

𝑖=1

𝑐
3


V
𝑖
− V
2

≤ 2𝑄
0
− 𝑐
4
𝑁(𝑁 − 1) 𝜓 (𝜌) .

(12)

Assume that 𝐾 = 2𝑄
0
− 𝑐
4
𝑁(𝑁 − 1)𝜓(𝜌) and

𝑁

∑

𝑖=1

𝑐
2


𝑥
𝑖
− 𝑥



2

≤ 𝐾,

𝑁

∑

𝑖=1

𝑐
3
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As shown in (14), the fluctuation of all agents’ ability and
status will stabilize within a certain range, and the specific
range is related to the system initial state and its coefficient.
The smaller the value is, the more consistent the agent
behavior will be and themore orderly the systemwill become.
Small perturbation will not have a devastating impact on
the supply chain, and the system will recover during the
dynamic self-organizing process. In the case of small random
disturbance, we can constrain the overall behavior of the
supply network through setting the value of the initial state
and the control parameters.

5.3. Supply Chain Resilience and SOC Emergence. Self-orga-
nized criticality can be considered as a characteristic state
of criticality which is formed by self-organization in a long
transient period at the border of stability and chaos, as shown
in Figure 10.

Figure 11 shows the resilience index of evolution in
number 1, which is used to display the effect of supply chain
resilience. Figure 12 shows the resilience index of evolution in
number 1when the coefficient ofWander𝑈 is larger (𝑉

5
= 20);

namely, the random disturbance is very large, in which the
resilience disappears. Figure 11 is an orderly part of Figure 10,
while Figure 12 is the other part of Figure 10, and there will be
a critical value.The same characteristic is shown in Figures 13
and 14, which corresponds to the situation in number 5.

The simulation verifies the essence of supply chain
resilience that we have described in Section 3, in which the
supply chain resilience is the macroproperty that generates
from microindividual “self-organization.” In the process of
evolution, supply chain system owns a stable state, which is
gradually formed through each enterprise in the supply chain
constantly adapting to the internal and external environment,
and the dependence on the environment forms contractual
relationships between enterprises. Thus, it ensures that the
parameters of enterprises can be far away frommutation and
obtain a relatively stable operational condition. This stable
state is within the range of critical value. Because the random
variable𝑉

5
is added from the outside of system and the kinetic

energy of each agent is transformed into potential energy
through self-organizing interactions, the agent with stronger
potential energy will have stronger self-organizing ability,
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Figure 11: There is resilience within SOC/number 1.
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Figure 12: There is no resilience at SOC/number 1.

which can further enhance the agent kinetic energy. There-
fore, there is energy flow within whole supply chain system.
The reason why the critical point can be achieved is because
the energy is inputted from the outside of system in the form
of random variable 𝑉

5
. The impact of fluctuations continues

to gather, eventually leading to a large-scale collapse.
In order to further verify the above conclusion, we

conduct a test based on the data of chemical integrated supply
network in the literature of [28]. The network organization
focuses on natural gas and chemical engineering production
and owns a cooperative systemof up,middle, and downprod-
uct chainwith comprehensive supporting enterprises, includ-
ing 40 functional units, in which 1–19 are the core production
units, 20 and 21 are rawmaterials processing units, and 22–40
are storage and transportation units of semifinished products
and finished products. The initial network is shown in
Figure 15. The parameters of number 1 are used in this case.
The same characteristics are shown in Figures 16 and 17,
which correspond to the situation in the case.
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Figure 14: There is no resilience at SOC/number 5.

In fact, the disaster is caused by many small highly
decentralized decisions, which gather together in a pace
that is difficult to detect. Every decision is too tiny to look
harmful, but they can slowly erode the resilience of the
system. When making decisions, none of the enterprises can
understand the impact that their behavior brings to the entire
supply chain and, unknowingly, the system becomes more
vulnerable. Every enterprise takes rational action itself within
local range, which can bring significant individual interest.
As time goes on, these decisions slowly change the rules of
the system. Since the previous choices may not be punished,
each enterprise tends to choose behavior with more interest,
which also brings higher risk. As a whole, the supply chain
system slowly approaches the possible disaster, showing self-
organized criticality.

From resilience to no-resilience, it will cross a critical
point. And the critical point for the supply chain system also
frequently changes. It needs to balance between interest and
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Figure 15: The supply network of chemical group.

0 20 40 60 80 100
10

20

30

40

50

60

70
Supply chain resilience

En
er

gy

Time

Figure 16: There is resilience within SOC/chemical.
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risk to make choice between the efficient but vulnerable and
the inefficient but robust. To control supply chain resilience,
it needs to choose a good balance between them.

6. Conclusion

Based on our previous study [11], we map the supply chain
system into MAS system through the comparison of supply
chain’s microscopic individual behavior and its macroscopic
property. Through taking the enterprise as agent and design-
ing the local fitness function, neighborhood structure, and
interaction rules that are suitable for supply chain system, we
find that the macroscopic property of supply chain system
generates from its microscopic behavior and the supply
chain resilience generates by local self-organizing behavior.
Besides, we also study the resilience of supply chain and
its self-organized critical characteristic. And we get some
meaningful conclusions as follows.

(1) We find the combined effect in the evolution of supply
chain through the simulation, which is similar to
the actual situation. The connectivity increases as
the clustering coefficient increases, and the rate of
information flow increases as the average path length
decreases.Through closer and closer cooperation and
communication of information between enterprises,
the degree of homogeneity in the supply chain enter-
prise becomes higher and higher.

(2) Through analyzing the statistical properties of supply
chain resilience model, it is shown that resilience
is controlled by parameters of agents, such as the
executive ability and the scope of choosing partners,
which have a positive effect on the combined effect.
Managers can control the supply chain within the
resilient range by controlling the behavior of the
enterprise. Within the range, supply chain can con-
tinuously eliminate effects and release energy due
to its self-organizing behavior, to slow down the
occurrence of large-scale collapses events.

(3) We find that there exists SOC characteristic in supply
chain resilience through the simulation, and the
supply chain is a robust but vulnerable system. Most
of the time, supply chain stays in a stable state
due to its resilience. But when it crosses the self-
organization critical point, the supply chain will out
of control and an avalanche event may occur by small
perturbations, which means that the supply chain is
extremely vulnerable in this environment. Managers
will find the proper balance between the efficiency
and risk by controlling the behavior of the enterprises.

To enhance the supply chain resilience, we should pay
close attention to self-organizing ability of each enterprise.
As the supply chain has characteristic of self-organized
criticality, supply chain should be prevented from crossing
self-organized critical point and should be controlled. To
control supply chain resilience, we can choose a good balance
between the efficient but vulnerable and the inefficient but
robust. This study provides theoretical guidance to optimize

the resilience of the supply chain through local control. In the
future, we will study the factors that affect the self-organized
critical point and how to prevent the supply chain from
crossing self-organized critical point.
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Supplier’s reliability is a major issue in procurement management. In this paper, we establish a decision making model from the
perspective of the firm who will procure from the multiple suppliers and the spot markets.The suppliers are unreliable and provide
different types of option-type supply contracts which should be made before demand realization, while the spot market can only be
used after demand realization and has both the price and liquidity risks.We establish the optimal portfolio policies for the firmwith
conditions to find the qualified suppliers. By defining a new function which contains the demand risk, the supplier’s risk, and the
liquidity risk, we find that the optimal policy is to allocate different curves of this function to different suppliers.We also study some
special cases to derive some managerial insights. At last, we numerically study how the various risks affect the choice of suppliers
and the value of the option contract.

1. Introduction

Procurement is one of the major elements of a firm’s oper-
ations management. In most industries, procurement cost
usually consists of a large part of the firm’s total costs and thus
has large influence on the firm’s total operation cost and its
competitive advantage. To manage the procurement cost, it
is a common practice for firms to maintain a list of suppliers
with different cost structures to secure their supply. However,
the resulting complex procurement structure leads to some
complex management problems, for example, how to choose
the appropriate suppliers and how to allocate the demand
to each of these suppliers. These management problems ask
for the practitioners and scholars to develop or provide tools
to procurement managers in decision making, to maintain a
stable production and a high customer service level under a
reasonable procurement cost. In practice, long term contract
between a firm and its supplier, with fixed or flexible terms in
price or quantity, is still the major way.With such a long term
contract, a firm can always secure the quantity andmaintains
a reasonable procurement cost in the meantime. However, as

reported in a global investigation by Mckinsey [1], with the
rapid changing of the business environment, the reliability
risk of the supplier has also become one of the major issues in
the procurement practice and has been paid attention to by
the practitioners and scholars. For example, in 2000, Sony’s
stock price plummets 9% because his supplier cannot supply
the LCD and flash memories in time, which leads to Sony’s
incapability to meet his customer’s demand for PlayStation.
In 2005, one of the major private-owned coal companies,
that is, Peabody Energy, has announced a loss of 3.4$ in
his semiannual report because his supplier cannot fulfill the
supply contract.

Besides the traditional long term contract, spot market
(and B2B market) has played a more and more important
role in a firm’s procurement strategy as a solution to those
mismatches between supply and demand, especially with
the development of information technology. It has become
a supplement to the traditional long term contract, with
its time and quantity flexibility in procurement. Currently,
the products traded in the spot market have expanded and
include semiconductors, memories, and CPUs besides the
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traditional commodities such as oil, metal, and agricultural
products. However, spot market has its own deficiency as
compared to the long term contract. On the one hand, the
price in spot market is volatile. For example, although the
price for semiconductors has a decreasing tend in the long
term, the short term price increase can arrive to 200% or
300%. On the other hand, the spot market exits liquidity
problem, which means that the firm cannot buy the required
quantity at the spot price in some times. Although the
liquidity issue is not a problem for the liquid market such as
the copper and zinc, it is still a problem for iron and paper
pulp [2].

To mitigate the procurement risk (i.e., reliability risk,
price risk, and liquidity risk) discussed above, HP launches
a PRM (proactive risk management) project. The major
idea of such project is to segment the demand curve with
different risk and then outsource them to the supplier with
different cost structures. Our paper is based on the idea
proposed by such project. Specifically, we establish a decision
making model from the perspective of the firm who will
procure from the multiple suppliers and the spot markets.
The suppliers are unreliable and provide different types of
option-type supply contracts which should be made before
demand realization, while the spot market can only be used
after demand realization and has both the price and liquidity
risks. Under such a decision-making framework, we establish
the optimal portfolio policies for the firm with conditions
to find the qualified suppliers. Moreover, we show how the
various risks affect the choice of suppliers and the value of
the option contract. Our contribution has twofold: first, we
provide a procurement portfolio policy to a more general
environment; second, we provide some insights on how the
environment parameters affect the buyer’s cost.

The paper is organized as follows. In Section 2, we will
review the related literature and position our research among
them. In Section 3, we will establish the model and develop
the optimal policy. Moreover, we will study two special cases
to dig out more insights. In Section 4, the numerical study
will be conducted. And last, in Section 5, a conclusion will be
made with some discussions for future research.

2. Review of the Literature

One research stream related to our current research is
those works on optimal coordination policies with long
term contracts, including the quantity flexible contract, price
flexible contracts, and time flexible contracts. However, most
previous works do not consider the spot market and do not
include the supplier’s reliability risk. Readers can refer to
Cachon [3] for a brief review on these models. Based on
these works, Wu et al. [4], Kleindorfer and Wu [5], and Wu
and Kleindorfer [6] study the coordination mechanism with
the presence of spot market. Specifically, Wu et al. [4] and
Kleindorfer and Wu [5] consider the coordination strategy
and the options’ pricing strategy under two-party tariff
contract.Wu andKleindorfer [6] extend themodel to include
multiple suppliers and investigate the coordination strategy
and the contract’s pricing problem. However, different to the

model in our paper, in those models, the spot prices are
always assumed to be a deterministic function of the demand
and, moreover, the suppliers are all reliable.

Another related research stream is those works which
consider the optimal procurement policies from the buyer’s
perspective, tominimize his total procurement cost. Ritchken
and Tapiero [7] study the role of the option contracts in
the risk management, when the spot market is stochastic.
Mattock [8] studies the optimal capacity planning problem
when the demand and the spot price are related and proposes
an algorithm to solve the corresponding problem. However,
these models only consider one supplier. When there are
multiple suppliers, Schummer and Vohra [9] consider the
optimal procurement policy and find that the problem can
be converted to a linear programming problem. They thus
designed an incentive compatible auction mechanism for the
option-type procurement contract. With a similar frame-
work, Mart́ınez-de-Albéniz and Simichi-Levi [10] study the
procurement problems for planning horizon with multiple
periods. They derive the optimal procurement policy under
the condition that the contract types and numbers in each
period are the same. Fu et al. [11] further propose an
algorithm for the optimal ordering policy when the stochastic
demand and the spot price are correlated. However, all those
works neglect the reliability risk and the spotmarket liquidity
risk.

Our current research also contributes to the literature
on operations management in the presence of random yield.
Yano and Lee [12] andMinner [13]make some conclusions on
these works. In general, most of these works only establish
the optimal policy under supply risk and the supply chain
typically includes only one supplier. With the newsvendor
framework, Dada et al. [14] extend previous research to
include multiple suppliers with different reliability risks. In
their model, the supply risk for each supplier is independent
of each other and there are no spot markets. Moreover, the
contracts between the suppliers and the buyer are wholesale-
price contracts. Our paper considers the random yield prob-
lems with multiple suppliers; however, the difference lies in
twofold: first, the long term contract we considered is option-
type contract; second, the reliability risks for each supplier are
totally correlated. Although the second characteristic is strict,
it has its own practice background. Moreover, it makes our
model more tractable.

3. Model Formulation

We consider a single period procurement model under a
supply chain with a buyer and 𝑁 suppliers (see Figure 1), in
which the 𝑖th supplier is called supplier 𝑖, 𝑖 = 1, 2, . . . , 𝑁.
Similar to the settings in Fu et al. [11], the buyer can procure
from each of these suppliers before demand realization or
can buy from the spot market after demand realization.Thus,
we assume the lead time for procurement from suppliers
as one and that from the spot market as zero. This is a
typical assumption in literature considering both the long
term supplier and the spot market. However, different to
the models of Fu et al. [11], we consider two more realistic
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Figure 1: Model description.

settings. First, the procurement from the spot market will
face the liquidity risk and thus has uncertainties, even after
spot price realization. We denote the probability that the
buyer can procure from the spot market at the prevailing
spot price by 𝑚, 𝑚 ∈ [0, 1]. The value of 𝑚 is a stochastic
variable. Such probability measures the uncertainty that the
buyer can find a proper seller in the spot market. For a
discussion on the liquidity risk, readers can refer to Wu and
Kleindorfer [6]. Second, the suppliers are unreliable. That is,
if the buyer procures 𝑄

𝑖
from the 𝑖th supplier, he can only

get 𝑟
𝑖
𝑄
𝑖
after demand realization, in which 𝑟

𝑖
is a random

variable realized after demand realization (or equivalently,
after products arrive). Such multiplicative type of random
yield is also studied in Yano and Lee [12].

Then, the decision sequences of the model are as follows.

(1) At the beginning of the planning horizon, denoted by
time 𝑡 = 0, supplier 𝑖, 𝑖 = 1, 2, . . . , 𝑁, will provide
an option-type supply contract (𝑐

𝑖
, ℎ
𝑖
) to the buyer.

Here, 𝑐
𝑖
is the unit reservation price which the buyer

should pay when making the contract for reserving
a fixed quantity, ℎ

𝑖
is the unit exercise price which

will be paid by the buyer on the actual quantity of
the products received. The different pairs of (𝑐

𝑖
, ℎ
𝑖
)

represent the different cost structure and risk attitude
of the suppliers. From the perspective of the buyer,
these pairs provide him different flexibilities. Thus,
the buyer should decide the quantity 𝑄

𝑖
to reserve

from each of the suppliers.
(2) Then, the selling season starts and the products from

the supplier are delivered at time 𝑡 = 1. Depending on
the realization of the customer demand 𝐷, the spot
price 𝑝

𝑠
, the market liquidity 𝑚, and the suppliers’

supply risk 𝑟
𝑖
’s, the buyer should decide the exercise

quantity from each of these suppliers and the spot
market to satisfy the demand. We denote the order
quantities from the supplier 𝑖 after demand realization
by 𝑥
𝑖
when the spot market has enough liquidity and

denote that from the supplier 𝑖 by 𝑥
𝑖
when the spot

market has no liquidity to satisfy the buyer’s demand.
(3) At last, all unsatisfied demands will incur a shortage

cost 𝑠 to the buyer, and the buyer calculates his total

procurement cost. We assume 𝑠 ≥ max
𝑖
{ℎ
𝑖
, 𝑖 =

1, 2, . . . , 𝑁} without loss of generality.

To make our model tractable, we propose the following
assumption on the random yield 𝑟

𝑖
for each supplier.

Assumption 1. 𝑟
𝑖
= 𝑘
𝑖
𝜂, in which 𝜂 is a random variable with

mean 𝜂.

Although this assumption is requiredmainly by technical
reason, it has its own practical support. This assumption
implies that the supply risks of these suppliers are all asso-
ciated with a common environment variable 𝜂. For example,
if those suppliers all have the same upstream supplier with
disruption risk, or if all these suppliers’ risks associated
with some common variable (e.g., location, macroeconomic
environment, spot price, etc.), we can regard that the supply
risks of those suppliers have the form which this assumption
asks for. Here, 𝑘

𝑖
measures the magnitude that the supplier 𝑖’s

supply risk affected by the environment variable. The higher
the value of 𝑘

𝑖
is, the higher themean supply quantity and the

associated variance are. However, the coefficient of variant for
each supplier’s random yield 𝑟

𝑖
remains the same.

Without loss of generality, we assume the suppliers are
ordered by the values of 𝑐

𝑖
. That is, 𝑐

1
> 𝑐
2
> ⋅ ⋅ ⋅ > 𝑐

𝑁
.

Then, we should have ℎ
1
< ℎ
2
< ⋅ ⋅ ⋅ < ℎ

𝑁
, as other

contract pairs unsatisfying such condition will be ruled out.
Moreover, we assume ℎ

1
= 0. Then, the contract provided by

supplier 𝑖 is a wholesale price contract with wholesale price
𝑐
1
, while other contracts are option contracts. We assume

that even when the realized quantity from any supplier is
less than the quantity reserved by the buyer, the supplier will
not refund those reservation prices to the buyer. The other
notation is as follows. Denote the cumulative distribution
function and the probability density function of 𝑚, 𝑝

𝑠
, 𝐷, 𝜂

by 𝐹(𝑚, 𝑝
𝑠
, 𝐷, 𝜂) and 𝑓(𝑚, 𝑝

𝑠
, 𝐷, 𝜂), respectively. Denote the

marginal cumulative distribution function and the marginal
probability density function of random variable 𝑋 by 𝐹

𝑋
(𝑋)

and 𝑓
𝑋
(𝑋), respectively. Denote the joint cumulative distri-

bution function and the joint probability density function
of random variables 𝑋 and 𝑌 by 𝐹

𝑋𝑌
(𝑋, 𝑌) and 𝑓

𝑋𝑌
(𝑋, 𝑌),

respectively. Denote the marginal cumulative distribution
function and the marginal probability density function of
random variable 𝑋, when 𝑍 = 𝑧, by 𝐹

𝑋
(𝑋, 𝑧) and 𝑓

𝑋
(𝑋, 𝑧),

respectively.
With the model description (see Notation Section), we

can establish the optimization model at time 𝑡 = 0 for the
buyer as follows:

min
𝑄
𝑖
,𝑖=1,2,...,𝑁

𝑁

∑

𝑖=1

𝑐
𝑖
𝑄
𝑖
+ 𝐸
𝐷,𝑚,𝑝,𝜂

[(1 − 𝑚)Φ
1
(Q, 𝐷, 𝑝, 𝜂)

+ 𝑚Φ
2
(Q, 𝐷, 𝑝, 𝜂)] ,

(1)

in which Q = [𝑄
1
, . . . , 𝑄

𝑁
] and Φ

1
(Q, 𝐷, 𝑝, 𝜂) and Φ

2
(Q, 𝐷,

𝑝, 𝜂) are the decision models at time 𝑡 = 1, after realization of
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𝐷,𝑚, 𝑝, 𝜂, depends on whether the buyer can or cannot buy
from the spot market. Specifically,

Φ
1
(Q, 𝐷, 𝑝, 𝜂) = min

𝑥
𝑖
,𝑖=1,2,...,𝑁

(

𝑁

∑

𝑖=1

ℎ
𝑖
𝑥
𝑖
+ 𝑠𝑦)

s.t. 𝑥
𝑖
≤ 𝑟
𝑖
𝑄
𝑖
, 𝑖 = 1, 2, . . . , 𝑁

𝑁

∑

𝑖=1

𝑥
𝑖
+ 𝑦 = 𝐷

𝑥
𝑖
≥ 0, 𝑖 = 1, 2, . . . , 𝑁

(2)

is the decision on the procurement quantity from each
supplier when the spot market has liquidity problem, and

Φ
2
(Q, 𝐷, 𝑝, 𝜂) = min

𝑥
𝑖
,𝑖=1,2,...,𝑁

(

𝑁

∑

𝑖=1

ℎ
𝑖
𝑥
𝑖
+min {𝑝

𝑠
, 𝑠} 𝑦)

s.t. 𝑥
𝑖
≤ 𝑟
𝑖
𝑄
𝑖
, 𝑖 = 1, 2, . . . , 𝑁

𝑁

∑

𝑖=1

𝑥
𝑖
+ 𝑦 = 𝐷

𝑥
𝑖
≥ 0, 𝑖 = 1, 2, . . . , 𝑁

(3)

is the decision on the procurement quantities from each
supplier and the spot market when the spot market has ample
supply.

We now first consider the decision problems in the time
𝑡 = 1. The policy in this stage is rather simple as all market
uncertainties have realized. Specifically, the buyer satisfies his
demand from the supplier with the lowest exercise price to
the one with the largest exercise price and bears the shortage
cost at last when the spot market is unavailable (or procures
from the spot market if the spot market is available and the
spot price is lower than the shortage cost). In the following
part, we will only focus on the decision problems on the
optimal reservation quantity 𝑄

𝑖
from supplier 𝑖 at time 𝑡 = 0.

Specifically, we first analyze the case, the general case, when
all stochastic factors are considered. Then, we consider two
special cases. One case only considers the demand risk and
assuming 𝑟

𝑖
= 1, for all 𝑖 = 1, 2, . . . , 𝑁, while the other

case assumes that the spot price 𝑝
𝑠
and the market liquidity

probability 𝑚 are deterministic. The purpose of these two
special cases is to derive some managerial insights.

Before going further to the analysis, we first introduce the
definition of active contract as defined in Fu et al. [11].We use
𝑄
∗

𝑖
to denote the optimal reservation quantity to supplier 𝑖.

Definition 2. Contract 𝑖 is called active, if 𝑄∗
𝑖
> 0. Contracts

𝑖 and 𝑗 are called consecutive active contracts, if

𝑄
∗

𝑖
> 0, 𝑄

∗

𝑗
> 0, 𝑄

∗

𝑟
= 0 for 𝑖 < 𝑟 < 𝑗. (4)

Contract 𝑖 is called the last active contract, if

𝑄
∗

𝑖
> 0, 𝑄

∗

𝑟
= 0, 𝑟 > 𝑖. (5)

Moreover, we define the effective exercise price ℎ
𝑖
, 𝑖 =

1, 2, . . . , 𝑁, and the effective shortage cost 𝑠 as

ℎ


𝑖
= {

ℎ
𝑖
, if ℎ

𝑖
≤ 𝑝
𝑠
;

(1 − 𝑚) ℎ
𝑖
+ 𝑚𝑝
𝑠
, if ℎ

𝑖
> 𝑝
𝑠
,

𝑠


= {
𝑠, if 𝑠 ≤ 𝑝

𝑠
;

(1 − 𝑚) 𝑠 + 𝑚𝑝
𝑠
, if 𝑠 > 𝑝

𝑠
.

(6)

3.1. Analysis for the General Setting. For the general setting,
we can define a series of functions, {𝑔

𝑛
}
𝑁

𝑛=1
, as follows:

𝑔
𝑛
(𝑄
1
, 𝑄
2
, . . . , 𝑄

𝑛
) = 𝜂𝐹

𝐷
(𝑚, 𝑝

𝑠
, 𝜂 (

𝑛

∑

𝑖=1

𝑘
𝑖
𝑄
𝑖
) , 𝜂) . (7)

Then, we have the following property associated with the
optimal solutions to the procurement problem.

Theorem3. There exists a series of active contracts {𝑄∗
𝑖
} for the

optimization problem (1). For any consecutive active contracts
𝑖 and 𝑗, (𝑗 > 𝑖), one has the following.

(1) If 𝑖 is not the last active contract, then one has

∫∫∫

𝜂,𝑝
𝑠
,𝑚

(𝜂 − 𝑔
𝑖
(𝑄
∗

1
, 𝑄
∗

2
, . . . , 𝑄

∗

𝑖
)) (ℎ


𝑗
− ℎ


𝑖
)

× 𝑓
𝑚,𝑝
𝑠
,𝜂
(𝑚, 𝑝
𝑠
, 𝜂) 𝑑𝜂𝑑𝑝

𝑠
𝑑𝑚 =

𝑐
𝑖

𝑘
𝑖

−

𝑐
𝑗

𝑘
𝑗

.

(8)

(2) If 𝑖 is the last active contract, then one has

∫∫∫

𝜂,𝑝
𝑠
,𝑚

(𝜂 − 𝑔
𝑖
(𝑄
∗

1
, 𝑄
∗

2
, . . . , 𝑄

∗

𝑖
)) (𝑠


− ℎ


𝑖
)

× 𝑓
𝑚,𝑝
𝑠
,𝜂
(𝑚, 𝑝
𝑠
, 𝜂) 𝑑𝜂𝑑𝑝

𝑠
𝑑𝑚 =

𝑐
𝑖

𝑘
𝑖

.

(9)

Proof. By expanding the optimization problem, given the
reservation quantity 𝑄

𝑖
form supplier 𝑖, we get that the

objective function has the form of
𝑁

∑

𝑖=1

𝑐
𝑖
𝑄
𝑖
+ ∫

𝜂

{

𝑁

∑

𝑖=1

∫

𝑇
𝑖

𝑇
𝑖−1

(

𝑖−1

∑

𝑡=1

ℎ


𝑡
𝑟
𝑡
𝑄
𝑡
+ ℎ


𝑖
(𝐷 − 𝑇

𝑖−1
))𝑓
𝐷,𝜂
𝑑𝐷

+∫

∞

𝑇
𝑁

(

𝑁

∑

𝑡=1

ℎ


𝑡
𝑟
𝑡
𝑄
𝑡
+ 𝑠


(𝐷 − 𝑇
𝑘
))𝑓
𝐷,𝜂
𝑑𝐷}𝑑𝜂

(10)

in which 𝑇
𝑖
= ∑
𝑖

𝑡=1
𝑟
𝑡
𝑄
𝑡
, 𝑇
0
= 0, and 𝑘 is the last contract

whose exercise price is less than the spot price.
Taking the first derivative with respect to𝑄

𝑖
and equaling

it to zero, we get

𝑐
𝑖
+ ∫

𝜂

{

{

{

𝑁−1

∑

𝑗=𝑖

∫

𝑇
𝑗+1

𝑇
𝑗

𝑟
𝑖
(ℎ


𝑖
− ℎ


𝑗
) 𝑓
𝐷,𝜂
𝑑𝐷

+∫

∞

𝑇
𝑁

𝑟
𝑖
(ℎ


𝑖
− 𝑠


) 𝑓
𝐷,𝜂
𝑑𝐷

}

}

}

𝑑𝜂 = 0.

(11)
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It is obvious that the HessianMatrix of the objective function
is positive definite and thus there exist unique solutions for
𝑄
𝑖
, for 𝑖 = 1, 2, . . . , 𝑁, within the restriction that 𝑄

𝑖
≥ 0.

For any consecutive active contracts 𝑖, 𝑗, and the last active
contract 𝑙, (𝑙 > 𝑗 > 𝑖), we have

𝑐
𝑖
+ ∫

𝜂

{

𝑙−1

∑

𝑡=𝑖

∫

𝑇
𝑡+1

𝑇
𝑡

𝑟
𝑖
(ℎ


𝑖
− ℎ


𝑡
) 𝑓
𝐷,𝜂
𝑑𝐷

+ ∫

∞

𝑇
𝑙

𝑟
𝑖
(ℎ


𝑖
− 𝑠


) 𝑓
𝐷,𝜂
𝑑𝐷}𝑑𝜂 = 0,

𝑐
𝑗
+ ∫

𝜂

{

{

{

𝑙−1

∑

𝑡=𝑗

∫

𝑇
𝑡+1

𝑇
𝑡

𝑟
𝑗
(ℎ


𝑗
− ℎ


𝑡
) 𝑓
𝐷,𝜂
𝑑𝐷

+ ∫

∞

𝑇
𝑙

𝑟
𝑗
(ℎ


𝑗
− 𝑠


) 𝑓
𝐷,𝜂
𝑑𝐷

}

}

}

𝑑𝜂 = 0,

𝑐
𝑙
+ ∫

𝜂

{∫

∞

𝑇
𝑙

𝑟
𝑙
(ℎ


𝑙
− 𝑠


) 𝑓
𝐷,𝜂
𝑑𝐷}𝑑𝜂 = 0.

(12)

Rearranging these terms yields the result.

Thus, this result shows how to allocate the various risks
to each supplier by the new function 𝑔

𝑛
(𝑄
1
, 𝑄
2
, ..., 𝑄
𝑛
). As

𝑔
𝑛
(𝑄
1
, 𝑄
2
, ..., 𝑄
𝑛
) > 0 and ℎ

𝑗
> ℎ


𝑖
, we can get the fol-

lowing relationship between two consecutive active contracts
𝑖, 𝑗, (𝑗 > 𝑖):

𝑐
𝑗

𝑘
𝑗

+ 𝐸 [𝜂ℎ


𝑗
] >

𝑐
𝑖

𝑘
𝑖

+ 𝐸 [𝜂ℎ


𝑖
] . (13)

This means that the adjusted cost of the active option
contract, that is, 𝑐

𝑗
/𝑘
𝑗
+ 𝐸[𝜂ℎ



𝑗
], has an increasing trend.

3.2. Special Case with Only DemandUncertainty. In this case,
there is only demand risk, and there are no reliable risks from
the supplier and without loss of generality, we assume that
𝑟
𝑖
= 1, for all 𝑖 and𝑚 and 𝑝

𝑠
are constants. Then, we have the

following result.

Proposition 4. For any consecutive active contracts 𝑖 and 𝑗,
(𝑗 > 𝑖), one has the following.

(1) If 𝑖 is not the last active contract, then one has

1 − 𝐹
𝐷
(

𝑖

∑

𝑡=1

𝑄
∗

𝑖
) = −

𝑐
𝑗
− 𝑐
𝑖

ℎ


𝑗
− ℎ


𝑖

. (14)

(2) If 𝑖 is the last active contract, then one has

1 − 𝐹
𝐷
(

𝑖

∑

𝑡=1

𝑄
∗

𝑖
) = −

𝑐
𝑖

ℎ


𝑖
− 𝑠

. (15)

Note that the active contract with exercise price less
than the spot market is independent of the market liquidity
𝑚, while other active contracts depend on 𝑚; we have the
following corollary concerning the difference between the
optimal policies when the spot market is available or not.

Corollary 5. Given the spot price 𝑝
𝑠
, denote the first active

contract with exercise price higher than 𝑝
𝑠
by 𝑗∗ when the

spot market exists and 𝑗𝑜 when there is no spot market. Then,
𝑗
∗

≥ 𝑗
𝑜. Moreover, if 𝑗∗ = 𝑗𝑜, then all the active contracts are

the same whenever there is a spot market.

This corollary implies that it is possible for the buyer to
buy from those suppliers with exercise price higher than the
spot price when there is market liquidity risk. Furthermore,
as compared to the optimal policy without the spot market,
the existence of the spot market will induce the buyer to
choose those suppliers with higher exercise price and lower
reservation price (i.e., 𝑗∗ ≥ 𝑗𝑜).

When 𝑗∗ = 𝑗𝑜, if we use 𝑇𝑜
𝑖
= ∑
𝑖

𝑡=1
𝑄
𝑡
and 𝑇∗

𝑖
= ∑
𝑖

𝑡=1
𝑄
∗

𝑡

to represent the optimal order up to level from the active
supplier 𝑖. Denote the last active contract with exercise price
lower than𝑝

𝑠
as 𝑘.Then, when 𝑖 ≤ 𝑘,𝑇∗

𝑖
= 𝑇
𝑜

𝑖
andwhen 𝑖 > 𝑘,

we have

1 − 𝐹
𝐷
(𝑇
∗

𝑖
)

1 − 𝐹
𝐷
(𝑇
𝑜

𝑖
)
=

1

1 − 𝑚
. (16)

We have the following result concerning how the order up
to level from supplier 𝑖 changes as the market liquidity varies.

Corollary 6. Consider 𝑇∗
𝑖
≤ 𝑇
𝑖
and 𝜕𝑇∗

𝑖
/𝜕𝑚 = −(1 −

𝐹
𝐷
(𝑇
𝑜

𝑖
))/𝑓
𝐷
(𝑇
∗

𝑖
)(1 − 𝑚)

2

< 0.

This result implies that the order up to level from supplier
𝑖 when there is a spot market will be lower than that when
there is no spot market. Moreover, such order up to level is
increasing in the market liquidity risk, that is, 1 − 𝑚.

3.3. Special Case with Only Supply Uncertainty and Demand
Uncertainty. In this case, the spot price 𝑝

𝑠
and the market

liquidity probability 𝑚 are deterministic; we can define a
series of functions, {𝐺

𝑛
}
𝑁

𝑛=1
, as follows:

𝐺
𝑛
(𝑄
1
, 𝑄
2
, . . . , 𝑄

𝑛
) = 𝐸[𝜂𝐹

𝐷
(𝜂(

𝑛

∑

𝑖=1

𝑘
𝑖
𝑄
𝑖
) , 𝜂)] . (17)

Then, we have the following property associated with these
functions. This property is an application of the stochastic
small property and we neglect the proof of this result here.

Lemma 7. Consider 𝐺
𝑛
(Q) ≤ 𝐺

𝑛+1
(Q).

With the assistant of this property, one can establish the
following result on the optimal reservation policies at time
𝑡 = 0.

Proposition 8. For any consecutive active contracts 𝑖 and 𝑗,
(𝑗 > 𝑖) one has the following.

(1) If 𝑖 is not the last active contract, then one has

𝜂 − 𝐺
𝑖
(𝑄
∗

1
, 𝑄
∗

2
, . . . , 𝑄

∗

𝑖
) = −

𝑐
𝑗
/𝑘
𝑗
− 𝑐
𝑖
/𝑘
𝑖

ℎ


𝑗
− ℎ


𝑖

. (18)
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Table 1: Parameters for numerical studies.

Demand𝐷 Spot price 𝑝
𝑠

Market liquidity𝑚 Shortage cost 𝑠
𝑁(100, 30) 𝑁(20, 6) 𝑁(0.5, 0.15) 30

(2) If 𝑖 is the last active contract, then one has

𝜂 − 𝐺
𝑖
(𝑄
∗

1
, 𝑄
∗

2
, . . . , 𝑄

∗

𝑖
) =

𝑐
𝑖
/𝑘
𝑖

ℎ


𝑖
− 𝑠

. (19)

This result, combined with the analysis in Fu et al. [11],
also implies that the algorithm to choose the active contracts
is as follows: (1) find the contract with the lowest adjusted
cost 𝑐
𝑖
/𝜂𝑘
𝑖
as the first active contract; (2) given the previous

active contract 𝑖, find the next active contract as the one that
has the largest value of (𝑐

𝑖
/𝑘
𝑖
𝜂 − 𝑐
𝑗
/𝑘
𝑗
𝜂)/(ℎ


𝑗
− ℎ


𝑖
). Moreover,

we have the following result.

Corollary 9. If 𝑘
1
= 𝑘
2
= ⋅ ⋅ ⋅ = 𝑘

𝑁
, then, the active contracts

are independent of 𝜂.

This result is interesting and shows that the active con-
tracts are independent of the supply uncertainty when the
suppliers all have the same yield risk. However, the order
up to level from each active contract will depend on the
distribution of 𝜂.

4. Numerical Analysis

In this section, we numerically study howdifferent risks affect
the buyer’s optimal reservation quantity. We only focus on
the case when there is no supply risk, that is, 𝑟

𝑖
= 1 for

𝑖 = 1, 2, . . . , 𝑁.
We assume that the demand, the spot price, and the mar-

ket liquidity have joint normal distributions with parameters
on their marginal distribution as showed in Table 1.

We consider three contracts with parameters as
(10, 0), (5.3237, 6.7810), (1.1580, 16.7230). Thus, the first
contract is the wholesale price contract and the other two are
option-type contracts. The purpose of this study is twofold.
First, we will analyze how the correlation between the spot
market price and spot market liquidity affects the optimal
policy. Second, we will study the effect of the correlation
between the market liquidity and the customer demand. In
both cases, we will vary the correlation tested while keeping
other correlations as zero.

4.1. Effect of the Correlation between Market Liquidity and
Spot Price. Keeping other parameters unchanged, we vary
the correlation between the market liquidity and spot price
from −0.8 to 0.8. The high correlation implies that the event
that the spot price is high and the market is available has
a large probability. The corresponding results are listed in
Table 2.

From Table 2, we find that the higher the correlation, the
larger the quantity reserved by the option-type contract.This
implies that when the correlation is high, the buyer will rely
more on the long-term contract, and when the correlation

Table 2: Effect of correlation between spot market price and
liquidity.

The
correlation

Optimal solution
Wholesale contract Option-type contract

𝑄
∗

1
𝑄
∗

2
𝑄
∗

3
Total

0.8 85.0244 19.7656 29.4336 49.1992
0.4 85.0244 19.7656 29.4336 49.1992
0 85.0244 19.2285 29.3262 48.5574
−0.4 85.0244 19.2285 28.7891 48.0176
−0.8 85.0244 18.5840 28.7891 47.3731

Table 3: Effect of correlation betweenmarket liquidity and demand.

The
correlation

Optimal solution
Wholesale contract Option-type contract

𝑄
∗

1
𝑄
∗

2
𝑄
∗

3
Total

0.8 85.0244 18.5840 25.7812 44.3652
0.4 85.0244 19.2285 27.5000 46.7285
0 85.0244 19.2285 29.3262 48.5547
−0.4 85.0244 19.2285 31.1534 50.3809
−0.8 85.0244 19.7656 32.4414 52.2070

is negative, he will rely more on the spot market. This is
reasonable as the large correlation implies that the buyer
can only buy from spot market at high spot price with a
high probability. Moreover, the quantity procured from the
wholesale contract is insensitive to such correlation, while the
option-type contractwith the lowest reservation price and the
highest exercise price is the most sensitive to the correlation.
This is because those option-type contracts play a role mainly
as a risk hedging tool and thus are more sensitive to the risk.

4.2. Effect of the Correlation between Market Liquidity and
Demand. Keeping other parameters unchanged, we vary
the correlation between the market liquidity and customer
demand from −0.8 to 0.8. The high correlation implies that
the event that the customer demand is high and the spotmar-
ket is unavailable has a high probability. The corresponding
results are listed in Table 3.

From Table 3, we find similar effect of the correlation
on the sensitivity of the contracts, with the possible same
reasons. However, the effect of the correlation on the optimal
reservation quantity by the option-type contract is reversed.
This is also intuitive as the higher the correlation, the higher
the probability that the buyer can use the spot market to
satisfy his demand. Thus, this results in the low reservation
quantity by the option-type contract, and the buyer will rely
more on the spot market procurement.

5. Conclusion

In this paper, we establish a decision making model from the
perspective of the firm who will procure from the multiple
suppliers and the spot markets. The suppliers are unreliable
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and provide different types of option-type supply contracts
which should be made before demand realization, while the
spot market can only be used after demand realization and
has both the price and liquidity risks. Thus, compared to
existing literature, one major feature of our model is that we
take the supply uncertainty and spot market liquidity risk
into consideration. Fromour analysis, we develop the optimal
portfolio policies for the firm with conditions to find the
qualified suppliers. Specifically, we find that we can define a
new series of functions that consist of all the associated risks
and then allocate different curves of these functions to the
suppliers with different contract structures. We also analyze
two special cases of the model to dig out some managerial
insights. Moreover, we numerically study how the various
risks affect the choice of suppliers and the value of the option
contract.

Notations

𝑁: The number of suppliers
𝑚: The probability the spot market is

illiquid
Q = [𝑄

1
, . . . , 𝑄

𝑁
]: 𝑄
𝑖
is the order quantity from supplier 𝑖

𝑟
𝑖
= 𝑘
𝑖
𝜂: The random yield for supplier 𝑖

(𝑐
𝑖
, ℎ
𝑖
): The reservation price and exercise price

provided by supplier 𝑖
𝑠: The shortage penalty cost
𝑝: The spot market price
𝐷: The stochastic demand
𝑥
𝑖
: The exercise quantity from supplier 𝑖

when spot market is liquid
𝑥
𝑖
: The exercise quantity from supplier 𝑖

when spot market is illiquid.
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Defined contribution and annuity contract are merged into one pension plan to study both accumulation phase and distribution
phase, which results in such effects that both phases before and after retirement being “defined”. Under the Heston’s stochastic
volatility model, this paper focuses on mean-variance insurers with the return of premiums clauses to study the optimal time-
consistent investment strategy for theDCpensionmergedwith an annuity contract. Both accumulation phase before retirement and
distribution phase after retirement are studied. In the time-consistent framework, the extendedHamilton-Jacobi-Bellman equations
associated with the optimization problem are established. Applying stochastic optimal control technique, the time-consistent
explicit solutions of the optimal strategies and the efficient frontiers are obtained. In addition, numerical analysis illustrates our
results and also deepens our knowledge or understanding of the research results.

1. Introduction

Annuity contract and defined contribution are merged into
one pension plan to study both accumulation phase and
distribution phase, which results in such effects that both
phases before and after retirement being “defined,” making
the defined contribution plans even more portable and of
great convenience for insurance companies.

Annuity is any financial contract providing continuing
payment with a fixed total amount on fixed time interval
which usually can be once a year. A lot of research have been
done on annuity plans and have gained many good results.
For example, Gao [1] investigated annuity contracts in the
optimal investment problem under the constant elasticity of
variance model in 2009.

Defined contribution (DC) pension plan is a type of
retirement plan in which fixed contributions are paid into an
individual account, and then the contributions are invested
in a financial market and the returns on the investment
(positive or negative) are credited to the individual’s account.
Only contributions to the account are guaranteed, but the

future benefits fluctuate on the basis of investment earnings
(referring to Cairns et al. [2], etc.). A pension member
contributes a predetermined amount of money as premiums
before retirement, which lasts for thewholeworking period of
the pension member. From the moment the member retires,
the accumulation phase end and the fund will be distributed
monthly as old-age pension. Obviously, the distribution per
month is not predetermined; however, it is determined by the
whole accumulation fund size.

Different from the defined contribution (DC) pension
plans, a defined benefit plan is “defined” in the sense that
the benefit formula is defined and known in advance, which
is based on the earnings history, tenure of service, and
age, rather than depending on individual investment returns
directly. Because of the cost of administration being fewer
than defined benefit plans and ease of determining the plan
sponsor’s liability in practice, defined contribution plans have
been widespread all over the world as the dominant form of
plan in many countries.

For the reason that the retirement benefits of the DC
pension plan depend on the fund size, the insurermust invest
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on financial markets to increase the returns, which results
in the optimal investment problem becoming so crucial that
lots of interests attracted into this field. Dokuchaev and Yu
Zhou [3] studied optimal investment strategies with bounded
risks, general utilities, and goal achieving. Blanchet-Scalliet
et al. [4] investigated optimal investment decisions when
time horizon is uncertain. Faggian and Gozzi [5] developed
dynamic programming approach for a family of optimal
investment models with vintage capital. Blake et al. [6] study
the optimal asset allocation problem for DC pension funds.

In the financial market, the price process of stock is
described by Heston’s stochastic volatility (SV) model. Hes-
ton’s stochastic volatility (SV) is a classical stochastic volatility
model. In the previous literatures, Heston’s SV model was
very popular for option pricing; however, there are few
literatures about the investment problem for insurers. Kraft
[7] began to apply the Heston model to study the portfolio
problem By maximizing utility from terminal wealth with
respect to a power utility function. Li et al. [8] apply
the Heston’s SV model to investigate the reinsurance and
investment problem under the mean-variance criterion.

Mean-variance criterion is first proposed by Markowitz
[9] to investigate portfolio selection. But the optimal strate-
gies under the mean-variance criterion are not time con-
sistent, because the mean-variance criterion lacks the iter-
ated expectation property so that the Bellman’s principle of
optimality does not hold. However, in many situations time
consistency of strategies is a basic requirement for rational
decision makers. Recently, many researchers paid much
attention to time-inconsistent stochastic control problems
and aimed at deriving the optimal time-consistent strategies.
In 2010, Bjork and Murgoci [10] studied the general theory
of Markovian time inconsistent stochastic control problems.
Bjork et al. [11] investigated the portfolio optimization with
state-dependent risk aversion in the mean-variance frame-
work in 2012.

Some pension plan members may die early during the
accumulation phase so that they have no chance to accept
pension distribution after retirement. The DC pension plans
must have return of premium clauses to protect the rights of
them. With this kind of actuarial clause, the dead member
can withdraw the premiums she/he contributes or the premi-
ums accumulated by a predetermined interest rate. For this
problem, He and Liang [12] studied the DC pension plan for
a mean-variance insurer with the return of premiums clauses
in 2013. But they focused on the accumulation phase before
retirement while there is no serious research on the other
phase after retirement.

As far as we know, there is no literature to study both
annuity contract and the DC plan with the return of pre-
miums clauses under Heston’s SV models under the mean-
variance criterion. In this paper, we study a whole pension
plan that the DC pension plan with the return of premiums
clauses is merged with annuity contract under the mean-
variance criterion to find an optimal time consistent strategy
under the Heston’s stochastic volatility model which can
describe the volatility of risk asset more perfectly. Both
accumulation phase before retirement and distribution phase
after retirement of pension plan are studied in detail.

This paper proceeds as follows. In Section 2, we formulate
the model and introduce the actuarial methods of the DC
pension plan with the return of premiums clauses. Section 3
solves the time inconsistent problem in the framework of
mean-variance criterion. In Section 4, we give some numer-
ical analysis to demonstrate the results. Section 5 concludes
the paper.

2. Formulation of the Model

In this paper, the defined contribution in the accumula-
tion phase before retirement is merged with an annuity in
the distribution phase after retirement to make one whole
pension plan. The contributions are invested in a financial
market, which consists of one risk-free asset and a stock, to
increase revenues. We try to find the optimal time-consistent
investment policy of the DC pension fund for a mean-
variance insurer with the return of premiums clauses during
the accumulation phase and the benefits of pension fund paid
by the form of annuities in distribution phase.

2.1. The Financial Market. Throughout this paper, (Ω,F, 𝑃,
{F
𝑡
}
0≤𝑡≤𝑇

) denotes a complete probability space satisfying the
usual condition, where 𝑇 > 0 is a finite constant representing
the investment time horizon; F

𝑡
stands for the information

available until time 𝑡.
The price 𝑆

0
(𝑡) of bonds is given by

d𝑆0 (𝑡) = 𝑟𝑆0 (𝑡) d𝑡, 𝑆
0

(0) = 1. (1)

The price 𝑆(𝑡) of equities obeys the Heston’s stochastic
volatility model:

d𝑆 (𝑡) = 𝑆 (𝑡) [(𝑟 + 𝜆𝐿 (𝑡)) d𝑡 + √𝐿 (𝑡)d𝑊
1
(𝑡)] ,

𝑆 (0) = 𝑠
0
,

d𝐿 (𝑡) = 𝑘 (𝜃 − 𝐿 (𝑡)) d𝑡 + 𝜎√𝐿 (𝑡)d𝑊
2
(𝑡) ,

𝐿 (0) = 𝑙
0
,

(2)

where 𝑟 > 0 is the risk-free interest rate and 𝜆, 𝑘, 𝜃, 𝜎 are
positive constants and the two Brownian motions satisfying
E[𝑊
1
(𝑡),𝑊

2
(𝑡)] = 𝜌 ⋅ 𝑡, 𝜌 ∈ [−1, 1] are the correlation

coefficients of𝑊
1
(𝑡),𝑊

2
(𝑡).

2.2. The Accumulation Phase before Retirement. During the
period before retirement, the contributions are invested in
a risk-free asset and a stock to maximize the pension fund
size at retirement. Let𝑋(𝑡) denote the pension wealth at time
𝑡 ∈ [0, 𝑇], inspired by He and Liang [12], and we formulate
the model of DC pension fund with the return of premiums
clauses for Heston’s stochastic volatility model as follows.

For the convenience of expression, Let us do some symbol
descriptions first.

𝑃 denotes the premium per unit time, which is a
predetermined variable;
𝜔
0
denotes the accumulation period starting age;



Discrete Dynamics in Nature and Society 3

𝑇 is the time length; that is, 𝜔
0
+ 𝑇 is the end age of

the pension fund accumulation period;

𝛿
(1/𝑛),𝜔

0
+𝑡

denotes the mortality rate from time 𝑡 to
time 𝑡 + (1/𝑛);

𝑡𝑃 is the accumulated premium at time 𝑡;

𝑡𝑃𝛿
(1/𝑛),𝜔

0
+𝑡

is the premium returned to the dead
member from time 𝑡 to time 𝑡 + (1/𝑛).

The plan members who die early can withdraw the pre-
miums she/he contributes or the premiums accumulated at a
predetermined interest rate, which is the actuarial return of
premiums clause.

To guarantee the interests of pension members, the
pension management must invest in equities and bonds to
increase the size of pension fund during the accumulation
phase.

𝜋 is the proportion allocated in the equities, which is
the control variable;

1 − 𝜋 is the remaining allocated in bonds.

First, we formulate the fund size 𝑋(𝑡) as a differential form.
Taking the time interval by [𝑡, 𝑡 + (1/𝑛)],

𝑋(𝑡 +
1

𝑛
)

= 𝑋 (𝑡) (𝜋

𝑆
𝑡+(1/𝑛)

𝑆
𝑡

+ (1 − 𝜋)

𝑆
0

𝑡+(1/𝑛)

𝑆
0

𝑡

)

+ 𝑃
1

𝑛
− 𝑃𝑡𝛿

(1/𝑛),𝜔
0
+𝑡

= 𝑋 (𝑡) (1 + 𝜋

𝑆
𝑡+(1/𝑛)

− 𝑆
𝑡

𝑆
𝑡

+ (1 − 𝜋)

𝑆
0

𝑡+(1/𝑛)
− 𝑆
0

𝑡

𝑆
0

𝑡

)

+ 𝑃
1

𝑛
− 𝑃𝑡𝛿

(1/𝑛),𝜔
0
+𝑡

= 𝑋 (𝑡) (1 + Δ
𝑡,(1/𝑛)

) + 𝑃
1

𝑛
− 𝑃𝑡𝛿

(1/𝑛),𝜔
0
+𝑡
,

(3)

whereΔ
𝑡,(1/𝑛)

= 𝜋((𝑆
𝑡+(1/𝑛)

−𝑆
𝑡
)/𝑆
𝑡
)+(1−𝜋)((𝑆

0

𝑡+(1/𝑛)
−𝑆
0

𝑡
)/𝑆
0

𝑡
).

Using the actuarial formulas to simplify (3), the force
function of mortality denoted by 𝜇(𝑡) and the conditional
death probability satisfies

𝛿
𝑡,𝑦
= 1 − 𝑝

𝑡,𝑦
= 1 − 𝑒

−∫

𝑡

0

𝜇(𝑦+𝑠)d𝑠
. (4)

So

𝛿
(1/𝑛),𝜔

0
+𝑡
= 1 − 𝑒

−∫

(1/𝑛)

0

𝜇(𝜔
0
+𝑡+𝑠)d𝑠

= 𝜇 (𝜔
0
+ 𝑡)

1

𝑛
+ 𝑜 (

1

𝑛
) ,

(5)

as 𝑛 → ∞, and 𝜇(𝜔
0
+ 𝑡) is small during the accumulation

phase of the pension plan. Thus

𝑋(𝑡 +
1

𝑛
) = 𝑋 (𝑡) (1 + Δ

𝑡,(1/𝑛)
) + 𝑃

1

𝑛
− 𝑃𝑡𝛿

(1/𝑛),𝜔
0
+𝑡

= 𝑋 (𝑡) (1 + Δ
𝑡,(1/𝑛)

) + 𝑃
1

𝑛
− 𝑃𝑡𝜇 (𝜔

0
+ 𝑡)

1

𝑛

+ 𝑜 (
1

𝑛
) ,

(6)

𝑋(𝑡 +
1

𝑛
) − 𝑋 (𝑡) = 𝑋 (𝑡) Δ

𝑡,(1/𝑛)
+ 𝑃

1

𝑛

− 𝑃𝑡𝜇 (𝜔
0
+ 𝑡)

1

𝑛
+ 𝑜 (

1

𝑛
) .

(7)

Let 𝑛 → ∞, and then

𝑆
𝑡+(1/𝑛)

− 𝑆
𝑡

𝑆
𝑡

→
d𝑆
𝑡

𝑆
𝑡

,

𝑆
0

𝑡+(1/𝑛)
− 𝑆
0

𝑡

𝑆
0

𝑡

→
d𝑆0
𝑡

𝑆
0

𝑡

,

Δ
𝑡,(1/𝑛)

= 𝜋
d𝑆
𝑡

𝑆
𝑡

+ (1 − 𝜋)
d𝑆0
𝑡

𝑆
0

𝑡

.

(8)

And (7) becomes

d𝑋 (𝑡) = 𝑋 (𝑡) [𝜋
d𝑆
𝑡

𝑆
𝑡

+ (1 − 𝜋)
d𝑆0
𝑡

𝑆
0

𝑡

]

+ 𝑃d𝑡 − 𝑃𝑡𝜇 (𝜔
0
+ 𝑡) d𝑡.

(9)

Plugging (1) and (2) into (9)

d𝑋 (𝑡)

= 𝑋 (𝑡) [𝜋 ((𝑟 + 𝜆𝐿 (𝑡)) d𝑡 + √𝐿 (𝑡)d𝑊
1
(𝑡)) + (1 − 𝜋) 𝑟d𝑡]

+ 𝑃d𝑡 − 𝑃𝑡𝜇 (𝜔
0
+ 𝑡) d𝑡

= [𝑋 (𝑡) (𝑟 + 𝜋𝜆𝐿 (𝑡)) + 𝑃 (1 − 𝑡𝜇 (𝜔
0
+ 𝑡))] d𝑡

+ 𝑋 (𝑡) 𝜋√𝐿 (𝑡)d𝑊
1
(𝑡) .

(10)

If we choose the mortality force function as the following
form:

𝜇 (𝑡) =
1

𝜔 − 𝑡
, 0 ≤ 𝑡 < 𝜔, (11)

where𝜔 is themaximal age of the life table.Then the SDE (10)
becomes

d𝑋 (𝑡) = [𝑋 (𝑡) (𝑟 + 𝜋𝜆𝐿 (𝑡)) + 𝑃
𝜔 − 𝜔

0
− 2𝑡

𝜔 − 𝜔
0
− 𝑡

] d𝑡

+ 𝑋 (𝑡) 𝜋√𝐿 (𝑡)d𝑊
1
(𝑡) , 0 ≤ 𝑡 ≤ 𝑇.

(12)
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The pension management’s optimization problem could
be described as follows:

sup
𝜋∈∏

{E
𝑡,𝑥,𝑙
𝑋
𝜋

(𝑇) − Var
𝑡,𝑥,𝑙
𝑋
𝜋

(𝑇)} , (13)

where∏ = {𝜋 | 𝜋 ∈ [0,∞)}, which means that a short sell of
the bonds is permitted.

2.3. The Distribution Phase after Retirement. Inspired by Gao
[1], the whole accumulation fund will purchase a paid-up
annuity at retirement time 𝑡 = 𝑇 and the purchase rate of
annuity will calculate on a predetermined interest rate. The
part of the fund used to purchase an annuity of𝑁 periods is
denoted as𝐷, where𝐷 ≤ 𝑋(𝑇). The surplus at the end of the
fixed period can be used again in a similar way or paid back
to the participants. The contributions benefit to pay between
𝑇 and 𝑇 + 𝑁 are given by

𝜁 =
𝐷

𝑎
𝑁|

, (14)

where 𝑎
𝑁|
= 1 − 𝑒

−𝜉𝑁

/𝜉, 𝜉 is a continuous technical rate.
During the period after retirement 𝑡 ∈ [𝑇, 𝑇 + 𝑁], the

insurer also invests in one risk-free asset and a risk asset. In
addition, he has to pay the guaranteed annuity to pension
members.The evolution of the pension fund during [𝑇, 𝑇+𝑁]
is described by the following equation:

d𝑋 (𝑡) = [𝑋 (𝑡) (𝑟 + 𝜋𝜆𝐿 (𝑡)) − 𝜁] d𝑡 + 𝑋 (𝑡) 𝜋√𝐿 (𝑡)d𝑊
1
(𝑡) .

(15)

The objective of the optimization problem for a mean-
variance pension management could be described as follows:

sup
𝜋∈∏

{E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)] − Var
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)]} , (16)

where∏ = {𝜋 | 𝜋 ∈ [0,∞)}, which means that a short sell of
the bonds is permitted.

3. The Time Consistent Solution in the
Framework of Mean-Variance Criterion

3.1. The Accumulation Phase before Retirement. According to
the recent research paper, such as Bjork and Murgoci [10]
and so forth, the mean-variance optimal control problem
is equivalent to the following Markovian time inconsistent
stochastic optimal control problem:

𝐽 (𝑡, 𝑥, 𝑙, 𝜋) = E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇)] −
𝛾

2
Var
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇)] ,

= E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇)] −
𝛾

2
{E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇)
2

]

− (E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇)])
2

} ,

𝑉 (𝑡, 𝑥, 𝑙) = sup
𝜋∈∏

𝐽 (𝑡, 𝑥, 𝑙, 𝜋) .

(17)

Denote

𝑦
𝜋

(𝑡, 𝑥, 𝑙) = E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇)] ,

𝑧
𝜋

(𝑡, 𝑥, 𝑙) = E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇)
2

] ,

(18)

and the value function

𝑉 (𝑡, 𝑥, 𝑙) = sup
𝜋∈∏

{𝑓 (𝑡, 𝑥, 𝑙, 𝑦
𝜋

(𝑡, 𝑥, 𝑙) , 𝑧
𝜋

(𝑡, 𝑥, 𝑙))} , (19)

where

𝑓 (𝑡, 𝑥, 𝑙, 𝑦, 𝑧) = 𝑦 −
𝛾

2
(𝑧 − 𝑦

2

) . (20)

Theorem 1 (verification theorem). If there exist three real
functions 𝐹, 𝐺,𝐻 : [0, 𝑇]×𝑅×𝑅 → 𝑅 satisfying the following
extended HJB equations:

sup
𝜋

{𝐹
𝑡
− 𝑓
𝑡
+ (𝐹
𝑥
− 𝑓
𝑥
) [𝑟𝑥 + 𝜆𝑙𝑥𝜋 + 𝑃

𝜔 − 𝜔
0
− 2𝑡

𝜔 − 𝜔
0
− 𝑡

]

+ (𝐹
𝑙
− 𝑓
𝑙
) 𝑘 (𝜃 − 𝑙) +

1

2
(𝐹
𝑥𝑥
− 𝑈
𝜋

𝑥𝑥
) 𝑥
2

𝑙𝜋
2

+
1

2
(𝐹
𝑙𝑙
− 𝑈
𝜋

𝑙𝑙
) 𝜎
2

𝑙 + (𝐹
𝑥𝑙
− 𝑈
𝜋

𝑥𝑙
) 𝜌𝜎𝑥𝑙𝜋} = 0,

𝐹 (𝑇, 𝑥, 𝑙) = 𝑓 (𝑇, 𝑥, 𝑙, 𝑥, 𝑥
2

) ,

(21)

where

𝐺
𝑡
+ 𝐺
𝑥
[𝑟𝑥 + 𝜆𝑙𝑥𝜋 + 𝑃

𝜔 − 𝜔
0
− 2𝑡

𝜔 − 𝜔
0
− 𝑡

] + 𝑘 (𝜃 − 𝑙) 𝐺
𝑙

+
1

2
𝑥
2

𝑙𝜋
2

𝐺
𝑥𝑥
+
1

2
𝜎
2

𝑙𝐺
𝑙𝑙
+ 𝜌𝜎𝑥𝑙𝜋𝐺

𝑥𝑙
= 0,

𝐺 (𝑇, 𝑥, 𝑙) = 𝑥,

(22)

𝐻
𝑡
+ 𝐻
𝑥
[𝑟𝑥 + 𝜆𝑙𝑥𝜋 + 𝑃

𝜔 − 𝜔
0
− 2𝑡

𝜔 − 𝜔
0
− 𝑡

] + 𝑘 (𝜃 − 𝑙)𝐻
𝑙

+
1

2
𝑥
2

𝑙𝜋
2

𝐻
𝑥𝑥
+
1

2
𝜎
2

𝑙𝐻
𝑙𝑙
+ 𝜌𝜎𝑥𝑙𝜋𝐻

𝑥𝑙
= 0,

𝐻 (𝑇, 𝑥, 𝑙) = 𝑥
2

,

𝑈
𝜋

𝑥𝑥
:= 𝑓
𝑥𝑥
+ 2𝑓
𝑥𝑦
𝑦
𝜋

𝑥
+ 2𝑓
𝑥𝑧
𝑧
𝜋

𝑥
+ 𝑓
𝑦𝑦
(𝑦
𝜋

𝑥
)
2

+ 𝑓
𝑧𝑧
(𝑧
𝜋

𝑥
)
2

+ 2𝑓
𝑦𝑧
𝑦
𝜋

𝑥
𝑧
𝜋

𝑥
,

𝑈
𝜋

𝑙𝑙
:= 𝑓
𝑙𝑙
+ 2𝑓
𝑦𝑙
𝑦
𝜋

𝑙
+ 2𝑓
𝑧𝑙
𝑧
𝜋

𝑙
+ 𝑓
𝑦𝑦
(𝑦
𝜋

𝑙
)
2

+ 𝑓
𝑧𝑧
(𝑧
𝜋

𝑙
)
2

+ 2𝑓
𝑦𝑧
𝑦
𝜋

𝑙
𝑧
𝜋

𝑙
,

𝑈
𝜋

𝑥𝑙
:= 𝑓
𝑥𝑙
+ 𝑓
𝑥𝑦
𝑦
𝜋

𝑙
+ 𝑓
𝑥𝑧
𝑧
𝜋

𝑙
+ 𝑓
𝑦𝑙
𝑦
𝜋

𝑥
+ 𝑓
𝑧𝑙
𝑧
𝜋

𝑥
+ 𝑓
𝑦𝑦
𝑦
𝜋

𝑥
𝑦
𝜋

𝑙

+ 𝑓
𝑦𝑧
𝑦
𝜋

𝑥
𝑧
𝜋

𝑙
+ 𝑓
𝑦𝑧
𝑦
𝜋

𝑙
𝑧
𝜋

𝑥
+ 𝑓
𝑧𝑧
𝑧
𝜋

𝑥
𝑧
𝜋

𝑙
.

(23)

Then𝑉(𝑡, 𝑥, 𝑙) = 𝐹(𝑡, 𝑥, 𝑙), 𝑦𝜋
∗

(𝑡, 𝑥, 𝑙) = 𝐺(𝑡, 𝑥, 𝑙), 𝑧
𝜋
∗

(𝑡, 𝑥, 𝑙) =

𝐻(𝑡, 𝑥, 𝑙) for the optimal investment strategy 𝜋∗.
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Proof. The way to prove the theorem is completely similar to
Li et al. [8], so we omit the details here.

Theorem 2. For the optimal control problem (17), there exist
unique optimal time-consistent strategy

𝜋
∗

=
𝜆

𝑥𝛾𝑒
𝑟(𝑇−𝑡)

⋅ [1 − 𝜌𝜎𝜆

(1 − 𝑒
(𝑡−𝑇)(𝑘+𝜆𝜌𝜎)

)

𝑘 + 𝜆𝜌𝜎
] (24)

and the optimal value function

𝐹 (𝑡, 𝑥, 𝑙) = 𝑒
𝑟(𝑇−𝑡)

𝑥 +
𝐵 (𝑡)

𝛾
+
𝐶 (𝑡)

𝛾
, (25)

where 𝐵(𝑡) and 𝐶(𝑡) are given by (40) and (41) explicitly. 𝛾 > 0
denotes the risk aversion coefficient.

Proof. According to (20), we have

𝑓
𝑡
= 𝑓
𝑥
= 𝑓
𝑙
= 𝑓
𝑥𝑥
= 𝑓
𝑥𝑦
= 𝑓
𝑥𝑧
= 𝑓
𝑦𝑧

= 𝑓
𝑥𝑙
= 𝑓
𝑦𝑙
= 𝑓
𝑧𝑙
= 𝑓
𝑧𝑧
= 𝑓
𝑙𝑙
= 0,

𝑓
𝑦
= 1 + 𝛾𝑦, 𝑓

𝑦𝑦
= 𝛾, 𝑓

𝑧
= −

𝛾

2
.

(26)

Plugging (26) into 𝑈𝜋
𝑥𝑥
, 𝑈𝜋
𝑙𝑥
, 𝑈𝜋
𝑙𝑙
, respectively,

𝑈
𝜋
∗

𝑥𝑥
= 𝛾𝐺
2

𝑥
, 𝑈

𝜋
∗

𝑙𝑙
= 𝛾𝐺
2

𝑙
, 𝑈

𝜋
∗

𝑥𝑙
= 𝛾𝐺
𝑥
𝐺
𝑙
. (27)

According to (21)

𝜋
∗

= −

𝜆 (𝐹
𝑥
− 𝑓
𝑥
) + 𝜌𝜎 (𝐹

𝑥𝑙
− 𝑈
𝜋
∗

𝑥𝑙
)

𝑥 (𝐹
𝑥𝑥
− 𝑈
𝜋
∗

𝑥𝑥
)

= −
𝜆𝐹
𝑥
+ 𝜌𝜎 (𝐹

𝑥𝑙
− 𝛾𝐺
𝑥
𝐺
𝑙
)

𝑥 (𝐹
𝑥𝑥
− 𝛾𝐺
2

𝑥
)

.

(28)

Equation (21) turns into

𝐹
𝑡
+ 𝐹
𝑥
[𝑟𝑥 + 𝑃

𝜔 − 𝜔
0
− 2𝑡

𝜔 − 𝜔
0
− 𝑡

] + 𝑘 (𝜃 − 𝑙) 𝐹
𝑙

+
1

2
(𝐹
𝑙𝑙
− 𝛾𝐺
2

𝑙
) 𝜎
2

𝑙 −
𝑙

2

[𝜆𝐹
𝑥
+ 𝜌𝜎 (𝐹

𝑥𝑙
− 𝛾𝐺
𝑥
𝐺
𝑙
)]
2

𝐹
𝑥𝑥
− 𝛾𝐺
2

𝑥

= 0,

𝐹 (𝑇, 𝑥, 𝑙) = 𝑓 (𝑇, 𝑥, 𝑙, 𝑥, 𝑥
2

) ,

(29)

and (22) becomes

𝐺
𝑡
+ 𝐺
𝑥
[𝑟𝑥 + 𝑃

𝜔 − 𝜔
0
− 2𝑡

𝜔 − 𝜔
0
− 𝑡

] + 𝑘 (𝜃 − 𝑙) 𝐺
𝑙
+
1

2
𝜎
2

𝑙𝐺
𝑙𝑙

− (𝜆𝑙𝐺
𝑥
+ 𝜌𝜎𝑙𝐺

𝑥𝑙
) [
𝜆𝐹
𝑥
+ 𝜌𝜎 (𝐹

𝑥𝑙
− 𝛾𝐺
𝑥
𝐺
𝑙
)

𝐹
𝑥𝑥
− 𝛾𝐺
2

𝑥

]

+
1

2
𝑙𝐺
𝑥𝑥
[
𝜆𝐹
𝑥
+ 𝜌𝜎 (𝐹

𝑥𝑙
− 𝛾𝐺
𝑥
𝐺
𝑙
)

𝐹
𝑥𝑥
− 𝛾𝐺
2

𝑥

]

2

= 0,

𝐺 (𝑇, 𝑥, 𝑙) = 𝑥.

(30)

The remainder of this section focuses on solving (29)w.r.t.
𝐹 and (30) w.r.t. 𝐺. Since the two equations are linear in 𝑥
and 𝑙, it is quite natural to conjecture the following forms of
𝐹(𝑡, 𝑥, 𝑙) and 𝐺(𝑡, 𝑥, 𝑙):

𝐹 (𝑡, 𝑥, 𝑙) = 𝐴 (𝑡) 𝑥 +
𝐵 (𝑡)

𝛾
𝑙 +

𝐶 (𝑡)

𝛾
,

𝐴 (𝑇) = 1, 𝐵 (𝑇) = 0, 𝐶 (𝑇) = 0,

𝐺 (𝑡, 𝑥, 𝑙) = 𝛼 (𝑡) 𝑥 +
𝛽 (𝑡)

𝛾
𝑙 +

Δ (𝑡)

𝛾
,

𝛼 (𝑇) = 1, 𝛽 (𝑇) = 0, Δ (𝑇) = 0,

(31)

and the corresponding partial derivatives are

𝐹
𝑡
= 𝐴
𝑡
𝑥 +

𝐵
𝑡

𝛾
𝑙 +

𝐶
𝑡

𝛾
, 𝐹

𝑥
= 𝐴 (𝑡) , 𝐹

𝑙
=
𝐵 (𝑡)

𝛾
,

𝐹
𝑥𝑥
= 0, 𝐹

𝑙𝑙
= 0, 𝐹

𝑥𝑙
= 0,

𝐺
𝑡
= 𝛼
𝑡
𝑥 +

𝛽
𝑡

𝛾
𝑙 +

Δ
𝑡

𝛾
, 𝐺

𝑥
= 𝛼 (𝑡) , 𝐺

𝑙
=
𝛽 (𝑡)

𝛾
,

𝐺
𝑥𝑥
= 0, 𝐺

𝑙𝑙
= 0, 𝐺

𝑥𝑙
= 0.

(32)

Plugging the above partial derivatives (32) correspond-
ingly into (29), (30), and (28), we obtain

𝐴
𝑡
𝑥 +

𝐵
𝑡

𝛾
𝑙 +

𝐶
𝑡

𝛾
+ 𝐴 (𝑡) [𝑟𝑥 + 𝑃

𝜔 − 𝜔
0
− 2𝑡

𝜔 − 𝜔
0
− 𝑡

]

+ 𝑘 (𝜃 − 𝑙)
𝐵 (𝑡)

𝛾
−
𝜎
2

𝑙

2𝛾
𝛽
2

(𝑡)

+
𝑙[𝜆𝐴 (𝑡) − 𝜌𝜎𝛼 (𝑡) 𝛽 (𝑡)]

2

2𝛾𝛼
2
(𝑡)

= 0,

𝐴 (𝑇) = 1, 𝐵 (𝑇) = 𝐶 (𝑇) = 0,

(33)

𝛼
𝑡
𝑥 +

𝛽
𝑡

𝛾
𝑙 +

Δ
𝑡

𝛾
+ 𝛼 (𝑡) [𝑟𝑥 + 𝑃

𝜔 − 𝜔
0
− 2𝑡

𝜔 − 𝜔
0
− 𝑡

]

+ 𝑘 (𝜃 − 𝑙)
𝛽 (𝑡)

𝛾
+
𝜆𝑙 [𝜆𝐴 (𝑡) − 𝜌𝜎𝛼 (𝑡) 𝛽 (𝑡)]

𝛾𝛼 (𝑡)
= 0,

𝛼 (𝑇) = 1, 𝛽 (𝑇) = Δ (𝑇) = 0,

(34)

and the optimal strategy

𝜋
∗

= −
𝜆𝐹
𝑥
+ 𝜌𝜎 (−𝛾𝐺

𝑥
𝐺
𝑙
)

𝑥 (−𝛾𝐺
2

𝑥
)

=
𝜆𝐹
𝑥
− 𝜌𝜎𝛾𝐺

𝑥
𝐺
𝑙

𝑥𝛾𝐺
2

𝑥

=
𝜆𝐴 (𝑡)

𝑥𝛾𝛼
2
(𝑡)

−
𝜌𝜎𝛽 (𝑡)

𝑥𝛾𝛼 (𝑡)
.

(35)
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Equation (33) splits into three equations:

[𝐴
𝑡
+ 𝑟𝐴 (𝑡)] 𝑥 = 0, 𝐴 (𝑇) = 1,

[
𝐵
𝑡

𝛾
−
𝑘𝐵 (𝑡)

𝛾
+
𝜆
2

2𝛾

𝐴
2

(𝑡)

𝛼
2
(𝑡)

−
𝜎
2

𝛽
2

(𝑡)

2𝛾
+
𝜌
2

𝜎
2

𝛽
2

(𝑡)

2𝛾

−
𝜌𝜎𝜆𝐴 (𝑡) 𝛽 (𝑡)

𝛾𝛼 (𝑡)
] 𝑙 = 0, 𝐵 (𝑇) = 0,

𝐶
𝑡

𝛾
+ 𝐴 (𝑡) 𝑃

𝜔 − 𝜔
0
− 2𝑡

𝜔 − 𝜔
0
− 𝑡

+
𝑘𝜃𝐵 (𝑡)

𝛾
= 0, 𝐶 (𝑇) = 0.

(36)

Equation (34) splits into three equations:

[𝛼
𝑡
+ 𝑟𝛼 (𝑡)] 𝑥 = 0, 𝛼 (𝑇) = 1,

[
𝛽
𝑡

𝛾
−
𝑘𝛽 (𝑡)

𝛾
+
𝜆
2

𝛾

𝐴 (𝑡)

𝛼 (𝑡)
−
𝜌𝜎𝜆

𝛾
𝛽 (𝑡)] 𝑙 = 0, 𝛽 (𝑇) = 0,

Δ
𝑡

𝛾
+ 𝛼 (𝑡) 𝑃

𝜔 − 𝜔
0
− 2𝑡

𝜔 − 𝜔
0
− 𝑡

+
𝑘𝜃𝛽 (𝑡)

𝛾
= 0, Δ (𝑇) = 0.

(37)

To solve the above equations, we have

𝐴 (𝑡) = 𝛼 (𝑡) = 𝑒
𝑟(𝑇−𝑡)

, (38)

𝛽 (𝑡) =

(1 − 𝑒
(𝑡−𝑇)(𝑘+𝜆𝜌𝜎)

) 𝜆
2

𝑘 + 𝜆𝜌𝜎
, (39)

𝐵 (𝑡)

= [2𝑘𝜌(𝑘 + 𝜆𝜌𝜎)
2

(𝑘 + 2𝜆𝜌𝜎)]

−1

⋅ 𝑒
−𝑘𝑇

𝜆
2

⋅ [−𝑒
𝑘(2𝑡−𝑇)+2(𝑡−𝑇)𝜆𝜌𝜎

𝑘𝜆
2

𝜌 (−1 + 𝜌
2

) 𝜎
2

+ 𝑒
𝑘𝑡

(𝑘𝜌 + 2𝜆𝜎) (𝑘 + 𝜆𝜌𝜎)
2

+ 𝑒
𝑘𝑇

𝜌 (𝑘 − 𝜆𝜎) (𝑘 + 𝜆𝜎) (𝑘 + 2𝜆𝜌𝜎)

− 2𝑒
𝑘𝑡+(𝑡−𝑇)𝜆𝜌𝜎

𝑘 (𝑘𝜌 + 𝜆𝜎) (𝑘 + 2𝜆𝜌𝜎)] ,

(40)

𝐶 (𝑡)

=

(−1 + 𝑒
𝑟(−𝑡+𝑇)

) 𝑃𝛾

𝑟
+ (2𝜌(𝑘 + 𝜆𝜌𝜎)

2

(𝑘 + 2𝜆𝜌𝜎))

−1

× 𝑒
−𝑘𝑇

𝜃𝜆
2

⋅ [−

(𝑒
𝑘𝑇

− 𝑒
𝑘(2𝑡−𝑇)+2(𝑡−𝑇)𝜆𝜌𝜎

) 𝑘𝜆
2

𝜌 (−1 + 𝜌
2

) 𝜎
2

2 (𝑘 + 𝜆𝜌𝜎)

+

(−𝑒
𝑘𝑡

+ 𝑒
𝑘𝑇

) (𝑘𝜌 + 2𝜆𝜎) (𝑘 + 𝜆𝜌𝜎)
2

𝑘

+ 𝑒
𝑘𝑇

(−𝑡 + 𝑇) 𝜌 (𝑘 − 𝜆𝜎) (𝑘 + 𝜆𝜎) (𝑘 + 2𝜆𝜌𝜎)

+

2 (−𝑒
𝑘𝑇

+ 𝑒
𝑘𝑡+(𝑡−𝑇)𝜆𝜌𝜎

) 𝑘 (𝑘𝜌 + 𝜆𝜎) (𝑘 + 2𝜆𝜌𝜎)

𝑘 + 𝜆𝜌𝜎
]

− ∫

𝑇

𝑡

𝛾𝑝
𝜏

𝜔 − 𝜔
0
− 𝜏

𝑒
𝑟(𝑇−𝜏)d𝜏,

(41)
Δ (𝑡)

=

(−1 + 𝑒
𝑟(−𝑡+𝑇)

) 𝑃𝛾

𝑟
− ∫

𝑇

𝑡

𝛾𝑝
𝜏

𝜔 − 𝜔
0
− 𝜏

𝑒
𝑟(𝑇−𝜏)d𝜏

+

𝑘𝜃𝜆
2

(−1 + 𝑒
(𝑡−𝑇)(𝑘+𝜆𝜌𝜎)

+ (−𝑡 + 𝑇) (𝑘 + 𝜆𝜌𝜎))

(𝑘 + 𝜆𝜌𝜎)
2

.

(42)

After some simple calculations, the optimal investment
strategy (35) becomes

𝜋
∗

=
1

𝑥𝛾
⋅ [𝛼 (𝑡)]

−1

⋅ [𝜆 − 𝜌𝜎𝛽 (𝑡)]

=
𝜆

𝑥𝛾𝑒
𝑟(𝑇−𝑡)

⋅ [1 − 𝜌𝜎𝜆

(1 − 𝑒
(𝑡−𝑇)(𝑘+𝜆𝜌𝜎)

)

𝑘 + 𝜆𝜌𝜎
] ,

𝐺 (𝑡, 𝑥, 𝑙) = 𝑒
𝑟(𝑇−𝑡)

𝑥 +

(1 − 𝑒
(𝑡−𝑇)(𝑘+𝜆𝜌𝜎)

) 𝜆
2

𝛾 (𝑘 + 𝜆𝜌𝜎)
𝑙 +

Δ (𝑡)

𝛾
,

𝐹 (𝑡, 𝑥, 𝑙) = 𝑒
𝑟(𝑇−𝑡)

𝑥 +
𝐵 (𝑡)

𝛾
𝑙 +

𝐶 (𝑡)

𝛾
.

(43)

Theorems 1 and 2 imply that

𝐹 (𝑡, 𝑥, 𝑙) = 𝑉 (𝑡, 𝑥, 𝑙) = 𝑓 (𝑡, 𝑥, 𝑙, 𝑦
𝜋
∗

, 𝑧
𝜋
∗

)

= E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇)] −
𝛾

2
{E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇)
2

]

− (E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇)])
2

}

= 𝐺 (𝑡, 𝑥, 𝑙) −
𝛾

2
[𝐻 (𝑡, 𝑥, 𝑙) − 𝐺(𝑡, 𝑥, 𝑙)

2

] ,

(44)

E
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇)] = 𝐺 (𝑡, 𝑥, 𝑙) . (45)

Since

Var
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇)] = E
𝑡,𝑥,𝑙
[𝑋
𝜋
∗

(𝑇)]

2

− (E
𝑡,𝑥,𝑙
𝑋
𝜋
∗

(𝑇))

2

,

(46)
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(44) and (46) imply that

Var
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇)]

=
2

𝛾
[𝐺 (𝑡, 𝑥, 𝑙) − 𝐹 (𝑡, 𝑥, 𝑙)]

=
2

𝛾
2
[(𝛽 (𝑡) − 𝐵 (𝑡)) 𝑙 + (Δ (𝑡) − 𝐶 (𝑡))]

= (2𝑘𝛾
2

𝜌(𝑘 + 𝜆𝜌𝜎)
3

(𝑘 + 2𝜆𝜌𝜎))

−1

𝑒
−𝑘𝑇

𝜆
2

⋅ Υ,

(47)

where

Υ = {− 2𝑒
𝑘𝑡

(𝑙 − 𝜃) (𝑘𝜌 + 2𝜆𝜎) (𝑘 + 𝜆𝜌𝜎)
3

− 4𝑒
𝑘𝑡+(𝑡−𝑇)𝜆𝜌𝜎

𝑘𝜆 (−1 + 𝜌
2

) 𝜎 (𝑘 + 2𝜆𝜌𝜎)

× (𝑘 (𝑙 − 𝜃) + 𝑙𝜆𝜌𝜎)

+ 𝑒
𝑘(2𝑡−𝑇)+2(𝑡−𝑇)𝜆𝜌𝜎

𝑘𝜆
2

𝜌 (−1 + 𝜌
2

) 𝜎
2

× (2𝑘𝑙 − 𝑘𝜃 + 2𝑙𝜆𝜌𝜎)

+ 𝑒
𝑘𝑇

𝜌 (𝑘 + 2𝜆𝜌𝜎)

× [2𝑘
3

(𝑙 + (−1 − 𝑘𝑡 + 𝑘𝑇) 𝜃)

+ 6𝑘
2

(𝑙 + (−1 − 𝑘𝑡 + 𝑘𝑇) 𝜃) 𝜆𝜌𝜎

+ 𝑘𝜆
2

(𝑙 (2 + 4𝜌
2

)

− 𝜃 (5 + 𝜌
2

+2𝑘 (𝑡 − 𝑇) (1 + 2𝜌
2

))) 𝜎
2

+2 (𝑙 + (−1 − 𝑘𝑡 + 𝑘𝑇) 𝜃) 𝜆
3

𝜌𝜎
3

]} .

(48)

Putting (45) and (47) together, the efficient frontier is
rewritten as

E
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇)]

= 𝑒
𝑟(𝑇−𝑡)

𝑥 +

(1 − 𝑒
(𝑡−𝑇)(𝑘+𝜆𝜌𝜎)

) 𝜆
2

𝛾 (𝑘 + 𝜆𝜌𝜎)
𝑙 +

Δ (𝑡)

𝛾

+ 𝛾√Var
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇)]

− √2 [(𝛽 (𝑡) − 𝐵 (𝑡)) 𝑙 + (Δ (𝑡) − 𝐶 (𝑡))],

(49)

where (𝑡),𝐵(𝑡),𝐶(𝑡), andΔ(𝑡) are given by (39), (40), (41), and
(42), respectively.

3.2.TheDistribution Phase after Retirement. According to the
recent research paper, such as Bjork and Murgoci [10] and
so forth, the mean-variance optimal control problem in the

distribution phase is equivalent to the following Markovian
time inconsistent stochastic optimal control problem:

𝐽 (𝑡, 𝑥, 𝑙, 𝜋)

= E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)] −
𝛾

2
Var
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)] ,

= E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)] −
𝛾

2
{E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)
2

]

−(E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)])
2

} ,

�̂� (𝑡, 𝑥, 𝑙) = sup
𝜋∈∏

𝐽 (𝑡, 𝑥, 𝑙, 𝜋) .

(50)

Denote

𝑦
𝜋

(𝑡, 𝑥, 𝑙) = E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)] ,

𝑧
𝜋

(𝑡, 𝑥, 𝑙) = E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)
2

] ,

(51)

and the value function

�̂� (𝑡, 𝑥, 𝑙) = sup
𝜋∈∏

{𝑓 (𝑡, 𝑥, 𝑙, 𝑦
𝜋

(𝑡, 𝑥, 𝑙) , 𝑧
𝜋

(𝑡, 𝑥, 𝑙))} , (52)

where

𝑓 (𝑡, 𝑥, 𝑙, 𝑦, 𝑧) = 𝑦 −
𝛾

2
(𝑧 − 𝑦

2

) . (53)

Theorem 3 (verification theorem). If there exist three real
functions 𝐹, 𝐺, �̂� : [0, 𝑇]×𝑅×𝑅 → 𝑅 satisfying the following
extended HJB equations:

sup
𝜋

{𝐹
𝑡
− 𝑓
𝑡
+ (𝐹
𝑥
− 𝑓
𝑥
) [𝑟𝑥 + 𝜆𝑙𝑥𝜋 − 𝜁]

+ (𝐹
𝑙
− 𝑓
𝑙
) 𝑘 (𝜃 − 𝑙) +

1

2
(𝐹
𝑥𝑥
− �̂�
𝜋

𝑥𝑥
) 𝑥
2

𝑙𝜋
2

+
1

2
(𝐹
𝑙𝑙
− �̂�
𝜋

𝑙𝑙
) 𝜎
2

𝑙 + (𝐹
𝑥𝑙
− �̂�
𝜋

𝑥𝑙
) 𝜌𝜎𝑥𝑙𝜋} = 0,

𝐹 (𝑇 + 𝑁, 𝑥, 𝑙) = 𝑓 (𝑇 + 𝑁, 𝑥, 𝑙, 𝑥, 𝑥
2

) ,

(54)

where

𝐺
𝑡
+ 𝐺
𝑥
[𝑟𝑥 + 𝜆𝑙𝑥𝜋 − 𝜁] + 𝑘 (𝜃 − 𝑙) 𝐺

𝑙

+
1

2
𝑥
2

𝑙𝜋
2

𝐺
𝑥𝑥
+
1

2
𝜎
2

𝑙𝐺
𝑙𝑙
+ 𝜌𝜎𝑥𝑙𝜋𝐺

𝑥𝑙
= 0,

𝐺 (𝑇 + 𝑁, 𝑥, 𝑙) = 𝑥,

(55)

�̂�
𝑡
+ �̂�
𝑥
[𝑟𝑥 + 𝜆𝑙𝑥𝜋 − 𝜁] + 𝑘 (𝜃 − 𝑙) �̂�

𝑙

+
1

2
𝑥
2

𝑙𝜋
2

�̂�
𝑥𝑥
+
1

2
𝜎
2

𝑙�̂�
𝑙𝑙
+ 𝜌𝜎𝑥𝑙𝜋�̂�

𝑥𝑙
= 0,

�̂� (𝑇 + 𝑁, 𝑥, 𝑙) = 𝑥
2

,

�̂�
𝜋

𝑥𝑥
:= 𝑓
𝑥𝑥
+ 2𝑓
𝑥𝑦
𝑦
𝜋

𝑥
+ 2𝑓
𝑥𝑧
𝑧
𝜋

𝑥

+ 𝑓
𝑦𝑦
(𝑦
𝜋

𝑥
)
2

+ 𝑓
𝑧𝑧
(𝑧
𝜋

𝑥
)
2

+ 2𝑓
𝑦𝑧
𝑦
𝜋

𝑥
𝑧
𝜋

𝑥
,
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�̂�
𝜋

𝑙𝑙
:= 𝑓
𝑙𝑙
+ 2𝑓
𝑦𝑙
𝑦
𝜋

𝑙
+ 2𝑓
𝑧𝑙
𝑧
𝜋

𝑙

+ 𝑓
𝑦𝑦
(𝑦
𝜋

𝑙
)
2

+ 𝑓
𝑧𝑧
(𝑧
𝜋

𝑙
)
2

+ 2𝑓
𝑦𝑧
𝑦
𝜋

𝑙
𝑧
𝜋

𝑙
,

�̂�
𝜋

𝑥𝑙
:= 𝑓
𝑥𝑙
+ 𝑓
𝑥𝑦
𝑦
𝜋

𝑙
+ 𝑓
𝑥𝑧
𝑧
𝜋

𝑙
+ 𝑓
𝑦𝑙
𝑦
𝜋

𝑥
+ 𝑓
𝑧𝑙
𝑧
𝜋

𝑥

+ 𝑓
𝑦𝑦
𝑦
𝜋

𝑥
𝑦
𝜋

𝑙
+ 𝑓
𝑦𝑧
𝑦
𝜋

𝑥
𝑧
𝜋

𝑙
+ 𝑓
𝑦𝑧
𝑦
𝜋

𝑙
𝑧
𝜋

𝑥
+ 𝑓
𝑧𝑧
𝑧
𝜋

𝑥
𝑧
𝜋

𝑙
.

(56)

Then �̂�(𝑡, 𝑥, 𝑙) = 𝐹(𝑡, 𝑥, 𝑙), 𝑦𝜋
∗

(𝑡, 𝑥, 𝑙) = 𝐺(𝑡, 𝑥, 𝑙), 𝑧
𝜋
∗

(𝑡, 𝑥, 𝑙) =

�̂�(𝑡, 𝑥, 𝑙) for the optimal investment strategy 𝜋∗.

Proof. The way to prove the theorem is completely similar to
Li et al. [8], so we omit the details here.

Theorem 4. For the optimal control problem (50), there exist
unique optimal time-consistent strategy

𝜋
∗

=
𝜆

𝑥𝛾𝑒
𝑟(𝑁+𝑇−𝑡)

⋅ [1 − 𝜌𝜎𝜆

(1 − 𝑒
−(𝑁−𝑡+𝑇)(𝑘+𝜆𝜌𝜎)

)

𝑘 + 𝜆𝜌𝜎
] (57)

and the optimal value function

𝐹 (𝑡, 𝑥, 𝑙) = 𝑒
𝑟(𝑁+𝑇−𝑡)

𝑥 +
𝐵 (𝑡)

𝛾
+
𝐶 (𝑡)

𝛾
, (58)

where𝐵(𝑡) and𝐶(𝑡) are given by (72) and (74), explicitly. 𝛾 > 0
denotes the risk aversion coefficient.

Proof. According to (53), we have

𝑓
𝑡
= 𝑓
𝑥
= 𝑓
𝑙
= 𝑓
𝑥𝑥
= 𝑓
𝑥𝑦
= 𝑓
𝑥𝑧
= 𝑓
𝑦𝑧

= 𝑓
𝑥𝑙
= 𝑓
𝑦𝑙
= 𝑓
𝑧𝑙
= 𝑓
𝑧𝑧
= 𝑓
𝑙𝑙
= 0,

𝑓
𝑦
= 1 + 𝛾𝑦, 𝑓

𝑦𝑦
= 𝛾, 𝑓

𝑧
= −

𝛾

2
.

(59)

Substituting (59) into �̂�𝜋
𝑥𝑥
, �̂�𝜋
𝑙𝑥
, �̂�𝜋
𝑙𝑙

�̂�
𝜋
∗

𝑥𝑥
= 𝛾𝐺
2

𝑥
, �̂�

𝜋
∗

𝑙𝑙
= 𝛾𝐺
2

𝑙
, �̂�

𝜋
∗

𝑥𝑙
= 𝛾𝐺
𝑥
𝐺
𝑙
. (60)

Taking derivative for (54) with respect to 𝜋, according to
the first-order necessary condition, we have

(𝐹
𝑥
− 𝑓
𝑥
) 𝜆𝑙𝑥 + (𝐹

𝑥𝑥
− �̂�
𝜋

𝑥𝑥
) 𝑥
2

𝑙𝜋 + (𝐹
𝑥𝑙
− �̂�
𝜋

𝑥𝑙
) 𝜌𝜎𝑥𝑙 = 0,

(61)

so

𝜋
∗

= −

(𝐹
𝑥
− 𝑓
𝑥
) 𝜆 + (𝐹

𝑥𝑙
− �̂�
𝜋

𝑥𝑙
) 𝜌𝜎

(𝐹
𝑥𝑥
− �̂�
𝜋

𝑥𝑥
) 𝑥

=
𝜆𝐹
𝑥
− 𝜌𝜎𝛾𝐺

𝑥
𝐺
𝑙

𝛾𝑥𝐺
2

𝑥

.

(62)

The remainder of this section focuses on solving (54)w.r.t.
𝐹 and (55) w.r.t. 𝐺. Since the two equations are linear in 𝑥

and 𝑙, it is quite natural to conjecture the following forms of
𝐹(𝑡, 𝑥, 𝑙) and 𝐺(𝑡, 𝑥, 𝑙):

𝐹 (𝑡, 𝑥, 𝑙) = 𝐴 (𝑡) 𝑥 +
𝐵 (𝑡)

𝛾
𝑙 +

𝐶 (𝑡)

𝛾
,

𝐴 (𝑇 + 𝑁) = 1, 𝐵 (𝑇 + 𝑁) = 0, 𝐶 (𝑇 + 𝑁) = 0,

𝐺 (𝑡, 𝑥, 𝑙) = �̂� (𝑡) 𝑥 +
𝛽 (𝑡)

𝛾
𝑙 +

Δ̂ (𝑡)

𝛾
,

�̂� (𝑇 + 𝑁) = 1, 𝛽 (𝑇 + 𝑁) = 0, Δ̂ (𝑇 + 𝑁) = 0,

(63)

and the corresponding partial derivatives are

𝐹
𝑡
= 𝐴
𝑡
𝑥 +

𝐵
𝑡

𝛾
𝑙 +

𝐶
𝑡

𝛾
, 𝐹

𝑥
= 𝐴 (𝑡) ,

𝐹
𝑙
=
𝐵 (𝑡)

𝛾
, 𝐹

𝑥𝑥
= 0, 𝐹

𝑙𝑙
= 0, 𝐹

𝑥𝑙
= 0,

𝐺
𝑡
= �̂�
𝑡
𝑥 +

𝛽
𝑡

𝛾
𝑙 +

Δ̂
𝑡

𝛾
, 𝐺

𝑥
= �̂� (𝑡) ,

𝐺
𝑙
=
𝛽 (𝑡)

𝛾
, 𝐺

𝑥𝑥
= 0, 𝐺

𝑙𝑙
= 0, 𝐺

𝑥𝑙
= 0.

(64)

Plugging the above partial derivatives (64) correspond-
ingly into (54), (55), and (62), we obtain

𝐴
𝑡
𝑥 +

𝐵
𝑡

𝛾
𝑙 +

𝐶
𝑡

𝛾
+ 𝐴 (𝑡) [𝑟𝑥 − 𝜁] + 𝑘 (𝜃 − 𝑙)

𝐵 (𝑡)

𝛾

−
𝜎
2

𝑙

2𝛾
𝛽
2

(𝑡) +

𝑙[𝜆𝐴 (𝑡) − 𝜌𝜎�̂� (𝑡) 𝛽 (𝑡)]
2

2𝛾�̂�
2
(𝑡)

= 0,

𝐴 (𝑇 + 𝑁) = 1, 𝐵 (𝑇 + 𝑁) = 𝐶 (𝑇 + 𝑁) = 0,

(65)

�̂�
𝑡
𝑥 +

𝛽
𝑡

𝛾
𝑙 +

Δ̂
𝑡

𝛾
+ �̂� (𝑡) [𝑟𝑥 − 𝜁] + 𝑘 (𝜃 − 𝑙)

𝛽 (𝑡)

𝛾

+

𝜆𝑙 [𝜆𝐴 (𝑡) − 𝜌𝜎�̂� (𝑡) 𝛽 (𝑡)]

𝛾�̂� (𝑡)
= 0,

�̂� (𝑇 + 𝑁) = 1, 𝛽 (𝑇 + 𝑁) = Δ̂ (𝑇 + 𝑁) = 0,

(66)

and the optimal strategy

𝜋
∗

= −

𝜆𝐹
𝑥
+ 𝜌𝜎 (−𝛾𝐺

𝑥
𝐺
𝑙
)

𝑥 (−𝛾𝐺
2

𝑥
)

=
𝜆𝐹
𝑥
− 𝜌𝜎𝛾𝐺

𝑥
𝐺
𝑙

𝑥𝛾𝐺
2

𝑥

=
𝜆𝐴 (𝑡)

𝑥𝛾�̂�
2
(𝑡)

−
𝜌𝜎𝛽 (𝑡)

𝑥𝛾�̂� (𝑡)
.

(67)
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Equation (65) splits into three equations

[𝐴
𝑡
+ 𝑟𝐴 (𝑡)] 𝑥 = 0, 𝐴 (𝑇 + 𝑁) = 1,

[
𝐵
𝑡

𝛾
−
𝑘𝐵 (𝑡)

𝛾
+
𝜆
2

2𝛾

𝐴
2

(𝑡)

�̂�
2
(𝑡)

−
𝜎
2

𝛽
2

(𝑡)

2𝛾
+
𝜌
2

𝜎
2

𝛽
2

(𝑡)

2𝛾

−
𝜌𝜎𝜆𝐴 (𝑡) 𝛽 (𝑡)

𝛾�̂� (𝑡)
] 𝑙 = 0, 𝐵 (𝑇 + 𝑁) = 0,

𝐶
𝑡

𝛾
− 𝜁𝐴 (𝑡) +

𝑘𝜃𝐵 (𝑡)

𝛾
= 0, 𝐶 (𝑇 + 𝑁) = 0.

(68)

Equation (66) splits into three equations

[�̂�
𝑡
+ 𝑟�̂� (𝑡)] 𝑥 = 0, �̂� (𝑇 + 𝑁) = 1,

[
𝛽
𝑡

𝛾
−
𝑘𝛽 (𝑡)

𝛾
+
𝜆
2

𝛾

𝐴 (𝑡)

�̂� (𝑡)
−
𝜌𝜎𝜆

𝛾
𝛽 (𝑡)] 𝑙 = 0,

𝛽 (𝑇 + 𝑁) = 0,

Δ̂
𝑡

𝛾
− 𝜁�̂� (𝑡) +

𝑘𝜃𝛽 (𝑡)

𝛾
= 0, Δ̂ (𝑇 + 𝑁) = 0.

(69)

To solve the above equations, we have

𝐴 (𝑡) = �̂� (𝑡) = 𝑒
𝑟(𝑁+𝑇−𝑡)

, (70)

𝛽 (𝑡) =

(1 − 𝑒
−(𝑁−𝑡+𝑇)(𝑘+𝜆𝜌𝜎)

) 𝜆
2

𝑘 + 𝜆𝜌𝜎
, (71)

𝐵 (𝑡)

= (2𝑘𝜌(𝑘 + 𝜆𝜌𝜎)
2

(𝑘 + 2𝜆𝜌𝜎))

−1

× 𝑒
−𝑘(3𝑁+2𝑡+3𝑇)−3(𝑁+𝑡+𝑇)𝜆𝜌𝜎

𝜆
2

⋅ [−𝑒
𝑘(𝑁+4𝑡+𝑇)+(𝑁+5𝑡+𝑇)𝜆𝜌𝜎

𝑘𝜆
2

𝜌 (−1 + 𝜌
2

) 𝜎
2

+ 𝑒
𝑘(2𝑁+3𝑡+2𝑇)+3(𝑁+𝑡+𝑇)𝜆𝜌𝜎

(𝑘𝜌 + 2𝜆𝜎)

× (𝑘 + 𝜆𝜌𝜎)
2

+ 𝑒
𝑘(3𝑁+2𝑡+3𝑇)+3(𝑁+𝑡+𝑇)𝜆𝜌𝜎

𝜌 (𝑘 − 𝜆𝜎) (𝑘 + 𝜆𝜎)

× (𝑘 + 2𝜆𝜌𝜎) − 2𝑒
𝑘(2𝑁+3𝑡+2𝑇)+2(𝑁+2𝑡+𝑇)𝜆𝜌𝜎

× 𝑘 (𝑘𝜌 + 𝜆𝜎) (𝑘 + 2𝜆𝜌𝜎) ] ,

(72)

Δ̂ (𝑡)

= (𝑟(𝑘 + 𝜆𝜌𝜎)
2

)

−1

𝑒
−𝑟𝑡−(𝑁+𝑇)(𝑘+𝜆𝜌𝜎)

⋅ [𝑒
𝑡(𝑘+𝑟+𝜆𝜌𝜎)

𝑘𝑟𝜃𝜆
2

− 𝑒
(𝑁+𝑇)(𝑘+𝑟+𝜆𝜌𝜎)

× 𝛾𝜁(𝑘 + 𝜆𝜌𝜎)
2

+ 𝑒
𝑟𝑡+(𝑁+𝑇)(𝑘+𝜆𝜌𝜎)

× [𝑘 (𝑘𝛾𝜁 + 𝑟 (−1 + 𝑘 (𝑁 − 𝑡 + 𝑇)) 𝜃𝜆
2

)

+ 𝑘𝜆 (2𝛾𝜁 + 𝑟 (𝑁 − 𝑡 + 𝑇) 𝜃𝜆
2

) 𝜌𝜎

+𝛾𝜁𝜆
2

𝜌
2

𝜎
2

]] ,

(73)

𝐶 (𝑡)

= (4𝑘𝑟𝜌(𝑘 + 𝜆𝜌𝜎)
3

(𝑘 + 2𝜆𝜌𝜎))

−1

⋅ { − 2𝑘
5

(2 (−1 + 𝑒
𝑟(𝑁−𝑡+𝑇)

) 𝛾𝜁

− 𝑟 (𝑁 − 𝑡 + 𝑇) 𝜃𝜆
2

) 𝜌

+ 4𝑒
−𝑘(𝑁−𝑡+𝑇)

(−1 + 𝑒
𝑘(𝑁−𝑡+𝑇)

) 𝑟𝜃𝜆
6

𝜌
3

𝜎
4

+ 2𝑘
4

𝜆𝜌 [−10 (−1 + 𝑒
𝑟(𝑁−𝑡+𝑇)

) 𝛾𝜁𝜌𝜎

+ 𝑟𝜃𝜆 (−1 − 𝑒
−𝑘(𝑁−𝑡+𝑇)

+ 2𝑒
−(𝑁−𝑡+𝑇)(𝑘+𝜆𝜌𝜎)

+ 3 (𝑁 − 𝑡 + 𝑇) 𝜆𝜌𝜎)]

− 2𝑒
−𝑘(𝑁−𝑡+𝑇)

𝑘𝜆
4

𝜌
2

𝜎
3

× [−4 (𝑒
𝑘(𝑁−𝑡+𝑇)

− 𝑒
(𝑘+𝑟)(𝑁−𝑡+𝑇)

) 𝛾𝜁𝜌
3

𝜎

+ 𝑟𝜃𝜆 (6 + 𝜌
2

− 𝑒
𝑘(𝑁−𝑡+𝑇)

× (6 + 𝜌
2

− 2 (𝑁 − 𝑡 + 𝑇) 𝜆𝜌𝜎) ) ]

+ 2𝑘
3

𝜆
2

𝜎

× [2𝑒
−(𝑁−𝑡+𝑇)(𝑘+𝜆𝜌𝜎)

𝑟𝜃𝜆 (1 + 2𝜌
2

)

− 𝑒
−𝑘(𝑁−𝑡+𝑇)

𝑟𝜃𝜆 (2 + 3𝜌
2

)

− 18𝑒
𝑟(𝑁−𝑡+𝑇)

𝛾𝜁𝜌
3

𝜎

+ 𝜌 (18𝛾𝜁𝜌
2

𝜎 + 𝑟𝜃𝜆

×(−𝜌 +(𝑁− 𝑡+𝑇) 𝜆 (−1+2𝜌
2

) 𝜎))]

+ 𝑒
−(𝑁−𝑡+𝑇)(3𝑘+2𝜆𝜌𝜎)

𝑘
2

𝜆
3

𝜌𝜎
2

× [8𝑒
(𝑁−𝑡+𝑇)(2𝑘+𝜆𝜌𝜎)

𝑟𝜃𝜆
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− 28𝑒
(𝑁−𝑡+𝑇)(3𝑘+𝑟+2𝜆𝜌𝜎)

𝛾𝜁𝜌
3

𝜎

+ 𝑒
𝑘(𝑁−𝑡+𝑇)

𝑟𝜃𝜆 (−1 + 𝜌
2

)

− 6𝑒
2(𝑁−𝑡+𝑇)(𝑘+𝜆𝜌𝜎)

𝑟𝜃𝜆 (2 + 𝜌
2

)

+ 𝑒
(𝑁−𝑡+𝑇)(3𝑘+2𝜆𝜌𝜎)

× (28𝛾𝜁𝜌
3

𝜎 + 𝑟𝜃𝜆

× (5 + 𝜌 (5𝜌 − 6 (𝑁 − 𝑡 + 𝑇) 𝜆𝜎)) )] } .

(74)

After simple calculation, the optimal investment strategy
(67) becomes

𝜋
∗

=
1

𝑥𝛾
⋅ [�̂� (𝑡)]

−1

⋅ [𝜆 − 𝜌𝜎𝛽 (𝑡)]

=
𝜆

𝑥𝛾𝑒
𝑟(𝑁−𝑡+𝑇)

⋅ [1 − 𝜌𝜎𝜆

(1 − 𝑒
−(𝑁−𝑡+𝑇)(𝑘+𝜆𝜌𝜎)

)

𝑘 + 𝜆𝜌𝜎
] ,

𝐺 (𝑡, 𝑥, 𝑙) = 𝑒
𝑟(𝑁−𝑡+𝑇)

𝑥 +

(1 − 𝑒
−(𝑁−𝑡+𝑇)(𝑘+𝜆𝜌𝜎)

) 𝜆
2

𝛾 (𝑘 + 𝜆𝜌𝜎)
𝑙 +

Δ̂ (𝑡)

𝛾
,

𝐹 (𝑡, 𝑥, 𝑙) = 𝑒
𝑟(𝑁−𝑡+𝑇)

𝑥 +
𝐵 (𝑡)

𝛾
𝑙 +

𝐶 (𝑡)

𝛾
.

(75)

Theorem 3 andTheorem 4 imply that

𝐹 (𝑡, 𝑥, 𝑙) = �̂� (𝑡, 𝑥, 𝑙) = 𝑓 (𝑡, 𝑥, 𝑙, 𝑦
𝜋
∗

, 𝑧
𝜋
∗

)

= E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)] −
𝛾

2

× {E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)
2

] − (E
𝑡,𝑥,𝑙

[𝑋
𝜋

(𝑇 + 𝑁)])
2

}

= 𝐺 (𝑡, 𝑥, 𝑙) −
𝛾

2
[�̂� (𝑡, 𝑥, 𝑙) − 𝐺(𝑡, 𝑥, 𝑙)

2

] ,

(76)

E
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇 + 𝑁)] = 𝐺 (𝑡, 𝑥, 𝑙) . (77)

Since

Var
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇 + 𝑁)]

= E
𝑡,𝑥,𝑙
[𝑋
𝜋
∗

(𝑇 + 𝑁)]
2

− (E
𝑡,𝑥,𝑙
𝑋
𝜋
∗

(𝑇 + 𝑁))
2

,

(78)

(76) and (78) imply that

Var
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇 + 𝑁)]

=
2

𝛾
[𝐺 (𝑡, 𝑥, 𝑙) − 𝐹 (𝑡, 𝑥, 𝑙)]

=
2

𝛾
2
[(𝛽 (𝑡) − 𝐵 (𝑡)) 𝑙 + (Δ̂ (𝑡) − 𝐶 (𝑡))]

= (2𝑘𝛾
2

𝜌(𝑘 + 𝜆𝜌𝜎)
3

(𝑘 + 2𝜆𝜌𝜎))

−1

× 𝑒
−2(𝑁+𝑇)(𝑘+𝜆𝜌𝜎)

𝜆
2

⋅ Θ,

(79)

where

Θ = {− 2𝑒
𝑘(𝑁+𝑡+𝑇)+2(𝑁+𝑇)𝜆𝜌𝜎

(𝑙 − 𝜃) (𝑘𝜌 + 2𝜆𝜎) (𝑘 + 𝜆𝜌𝜎)
3

− 4𝑒
(𝑁+𝑡+𝑇)(𝑘+𝜆𝜌𝜎)

𝑘𝜆 (−1 + 𝜌
2

) 𝜎 (𝑘 + 2𝜆𝜌𝜎)

× (𝑘 (𝑙 − 𝜃) + 𝑙𝜆𝜌𝜎)

+ 𝑒
2𝑡(𝑘+𝜆𝜌𝜎)

𝑘𝜆
2

𝜌 (−1 + 𝜌
2

) 𝜎
2

(2𝑘𝑙 − 𝑘𝜃 + 2𝑙𝜆𝜌𝜎)

+ 𝑒
2(𝑁+𝑇)(𝑘+𝜆𝜌𝜎)

𝜌 (𝑘 + 2𝜆𝜌𝜎)

× [2𝑘
3

(𝑙 + (−1 + 𝑘 (𝑁 − 𝑡 + 𝑇)) 𝜃)

+ 6𝑘
2

(𝑙 + (−1 + 𝑘 (𝑁 − 𝑡 + 𝑇)) 𝜃) 𝜆𝜌𝜎

+ 2 (𝑙 + (−1 + 𝑘 (𝑁 − 𝑡 + 𝑇)) 𝜃) 𝜆
3

𝜌𝜎
3

+ 𝑘𝜆
2

(𝑙 (2 + 4𝜌
2

)

+ 𝜃 ( − 5 − 𝜌
2

+ 2𝑘 (𝑁 − 𝑡 + 𝑇)

× (1 + 2𝜌
2

))) 𝜎
2

]} .

(80)

Putting (77) and (79) together, the efficient frontier is
rewritten as

E
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇 + 𝑁)]

= 𝑒
𝑟(𝑁−𝑡+𝑇)

𝑥 +

(1 − 𝑒
−(𝑁−𝑡+𝑇)(𝑘+𝜆𝜌𝜎)

) 𝜆
2

𝛾 (𝑘 + 𝜆𝜌𝜎)
𝑙 +

Δ̂ (𝑡)

𝛾

+ 𝛾√Var
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇 + 𝑁)]

− √2 [(𝛽 (𝑡) − 𝐵 (𝑡)) 𝑙 + (Δ̂ (𝑡) − 𝐶 (𝑡))],

(81)

where 𝛽(𝑡), 𝐵(𝑡), Δ̂(𝑡), and 𝐶(𝑡) are given by (71), (72), (73),
and (74), respectively.

Remark 5. In a defined contribution pension plan, only the
contributions in the accumulation phase before retirement
are guaranteed, but the future benefits are undetermined.
Considering a annuity contract in the distribution phase after
retirement, it achieves the effect that both phases before and
after retirement are “defined,” which makes the pension plan
even more portable and of great convenience for insurers.

4. Numerical Analysis

In this section, some numerical analysis and graphics are
provided to illustrate our results. The main objectives are
two aspects: one is to explain the properties of the optimal
strategies derived in Section 2 and Section 3 and the other is
to illustrate the efficient frontier.

First, let us analyze the expression of the optimal time-
consistent investment strategy 𝜋∗ in the accumulation phase
before retirement. Analysis of the optimal time-consistent
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Figure 1: Evolutions of optimal investment strategy 𝜋∗ with differ-
ent risk aversion coefficients 𝛾.
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Figure 2: Evolutions of optimal investment strategy 𝜋
∗ with

different risk-free interest rates 𝑟.

investment strategy in the distribution phase after retirement
is almost the same and we can get similar results, so it is
omitted:

𝜋
∗

=
𝜆

𝑥𝛾𝑒
𝑟(𝑇−𝑡)

⋅ [1 − 𝜌𝜎𝜆

(1 − 𝑒
(𝑡−𝑇)(𝑘+𝜆𝜌𝜎)

)

𝑘 + 𝜆𝜌𝜎
]

=
𝜆𝑒
𝑟(𝑡−𝑇)

𝑥𝛾 (𝑘 + 𝜆𝜌𝜎)
⋅ (𝑘 + 𝜆𝜌𝜎𝑒

(𝑡−𝑇)(𝑘+𝜆𝜌𝜎)

) .

(82)

The derivative of (82) w.r.t. 𝛾 is

𝜕𝜋
∗

𝜕𝛾
= −

𝜆

𝑥𝛾
2
⋅

𝑒
𝑟(𝑡−𝑇)

(𝑘 + 𝑒
(𝑡−𝑇)(𝑘+𝜆𝜌𝜎)

𝜆𝜌𝜎)

(𝑘 + 𝜆𝜌𝜎)
. (83)
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Figure 3: Evolutions of optimal investment strategy 𝜋
∗ with

different fund size 𝑥 for the same risk averse level.
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Figure 4: Evolutions of optimal investment strategy 𝜋
∗ with

different correlation coefficients 𝜌.

Since

𝑒
𝑟(𝑡−𝑇)

(𝑘 + 𝑒
(𝑡−𝑇)(𝑘+𝜆𝜌𝜎)

𝜆𝜌𝜎)

(𝑘 + 𝜆𝜌𝜎)
> 0,

𝜆

𝑥𝛾
2
> 0, (84)

then

𝜕𝜋
∗

𝜕𝛾
< 0 (85)

which shows that the optimal investment policy decreases
with respect to the risk aversion level 𝛾, referring to Figure 1,
which is consistent with reality. In fact, the higher degree of
risk aversion, people should invest the less cash in risky assets
to avoid risk.
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Figure 5: (a) The efficient frontiers of different risk averse level 𝛾 when 𝑡 = 21. (b) The efficient frontiers of different risk averse level 𝛾 when
𝑡 = 28.

Similarly, the derivatives of (82) w.r.t. risk-free interest
rate 𝑟 and starting wealth level 𝑥 are given by

𝜕𝜋
∗

𝜕𝑟
= −

𝑒
𝑟(𝑡−𝑇)

(𝑇 − 𝑡) 𝜆 (𝑘 + 𝑒
(𝑡−𝑇)

𝜆𝜌𝜎 (𝑘 + 𝜆𝜌𝜎))

𝑥𝛾 (𝑘 + 𝜆𝜌𝜎)
< 0,

𝜕𝜋
∗

𝜕𝑥
= −

𝑒
𝑟(𝑡−𝑇)

𝜆 (𝑘 + 𝑒
(𝑡−𝑇)

𝜆𝜌𝜎 (𝑘 + 𝜆𝜌𝜎))

𝑥
2
𝛾 (𝑘 + 𝜆𝜌𝜎)

< 0,

(86)

whichmean that the optimal investment policy also decreases
with respect to the risk-free interest rate 𝑟 and starting
wealth level 𝑥. See Figures 2 and 3, respectively. Obviously,
the higher the risk-free interest rate, people must increase
the investment on the risk-free asset because they can get
more profit without risk, and risk investment corresponds
to reduction. Furthermore, a risk-averse investor must strive
to control the investment amount of risk assets, if the initial
capital size 𝑥 increasing, only by reducing the proportion
𝜋 can make the investment amount of risk assets stay at a
relatively low level.

But for the derivative of (82) w.r.t. correlation coefficient
𝜌, which will be more complicated,

𝜕𝜋
∗

𝜕𝜌
=

𝑒
𝑟(𝑡−𝑇)

𝜆
2

𝜎 (−𝑘 + 𝑒
(𝑡−𝑇)

(𝑘 + 𝜆𝜌𝜎)
2

)

𝑥𝛾(𝑘 + 𝜆𝜌𝜎)
2

. (87)

If 𝑡 ∈ [0, 𝑇] is close enough to 𝑇, then

𝑒
(𝑡−𝑇)

(𝑘 + 𝜆𝜌𝜎)
2

> 𝑘,

−𝑘 + 𝑒
(𝑡−𝑇)

(𝑘 + 𝜆𝜌𝜎)
2

> 0,

(88)

so that
𝜕𝜋
∗

𝜕𝜌
> 0 (89)

which means the optimal investment strategy 𝜋∗ increasing
with respect to the correlation coefficient 𝜌. However, as 𝑡 is
close enough to 0, especially for 𝑡 ∈ [0, 𝑇] small enough, then

𝑒
(𝑡−𝑇)

(𝑘 + 𝜆𝜌𝜎)
2

< 𝑘,

−𝑘 + 𝑒
(𝑡−𝑇)

(𝑘 + 𝜆𝜌𝜎)
2

< 0

(90)

which shows that the optimal investment strategy 𝜋
∗

decreases with respect to the correlation coefficient 𝜌, refer-
ring to Figure 4 which illustrates our conclusion.

Second, we analyze the efficient frontier in the distribu-
tion phase after retirement. Analysis of the efficient frontier in
the accumulation phase before retirement is almost the same,
so it is omitted. We fix the time 𝑡 and take appropriate value
to 𝑥 and 𝑙 for the efficient frontier (49) which is a function
of variance as the independent variable. Drawing a picture
of the efficient frontier on the rectangular plane coordinate
system of variance (Var) and expected return (Exp) for the
different risk aversion levels 𝛾, referring to Figure 5, they are
convex curves and the expected return (Exp) smaller if the
time 𝑡 takes larger.

Taking derivatives of variance (47) and by similar analysis
as above we also have

𝜕Var
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇)]

𝜕𝛾
< 0,

𝜕Var
𝑡,𝑥,𝑙

[𝑋
𝜋
∗

(𝑇)]

𝜕𝑡
< 0. (91)

The inequalities in (91) show that the variance decreases with
respect to the risk aversion coefficient 𝛾 and time 𝑡 when the
fund size level and other parameters are fixed. Referring to
Figure 6 shows the correctness of our conclusion. Variance
as a measure of risk will be smaller if investor be more risk
averse. Meanwhile, for more longer time investment, a risk
aversion insurer will be more cautious, so the variance also
decreases with the investment time 𝑡.
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Through detailed comparison of the above figures, we
also discover that different risk aversion levels can lead
to surprising difference of the fund size variance (seeing
Figure 6) and themore strict correlation of Brownianmotions
may result in fierce variation (seeing Figure 4) of the optimal
investment strategy especially when time 𝑡 is close enough to
𝑇. So we should control risk aversion level and correlation
coefficient of Brownian motions at an appropriate level for a
DC pension plan.

5. Conclusion

Themain innovation of this paper is merging defined contri-
butionwith annuity contract as a whole pension plan to study
both accumulation phase before retirement and distribution
phase after retirement in the mean-variance framework with
the return of premiums clauses, which achieves the effect
that both phases before and after retirement are “defined”
to make the defined contribution plans even more portable
and great convenience for insurance companies.The return of
premiums clauses following the formulation of He and Liang
[12], the time-consistent framework according to Li et al. [8]
and inspired by the literature of Gao [1], we obtain the time-
consistent explicit solution by applying stochastic optimal
control techniques under Heston’s SV models. Numerical
analysis illustrates our results and also deepens our knowl-
edge or understanding of the research results.
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As the energy conservation and emission reduction and sustainable development have become the hot topics in the world, low
carbon issues catch more and more attention. Logistics, which is one of the important economic activities, plays a crucial role in
the low carbon development. Logistics leads to some significant issues about consuming energy and carbon emissions. Therefore,
reducing energy consumption and carbon emissions has become the inevitable trend for logistics industry. Low carbon logistics
is introduced in these situations. In this paper, from the microcosmic aspects, we will bring the low carbon idea in the path
optimization issues and change the amount of carbon emissions into carbon emissions cost to establish the path optimization
model based on the optimization objectives of the lowest cost of carbon emissions. According to different levels of air pollution,
we will establish the double objectives path optimization model with the consideration of carbon emissions cost and economy cost.
Use DNA-ant colony algorithm to optimize and simulate themodel.The simulation indicates that DNA-ant colony algorithm could
find a more reasonable solution for low carbon logistics path optimization problems.

1. Introduction

As the energy conservation and emission reduction and sus-
tainable development has become the hot topics in the
world, low carbon issues catch more and more attention.
Logistics, which is one important economic activity, plays
a crucial role in the low carbon development. Logistics
leads to some significant issues about consuming energy and
carbon emissions. Therefore, reducing energy consumption
and carbon emissions have become the inevitable trend for
logistics industry. Low carbon logistics is introduced in these
situations. Low carbon logistics means that the processes
of logistics, based on the goals of low energy consumption,
low pollution, and low emissions, use the technology of
energy efficiency, renewable energy, and reducing greenhouse
gas emissions to restrain the harm to environment, which
would be also helpful for the purification of the logistics
environment and get the full use of logistics resources. It
includes logistics operation part and the whole process of

low carbon logistics management [1]. Logistics operation
links include logistics system works optimization, such as
reasonable planning distribution path, improving logistics
efficiency, reducing resources waste, and taking full use of
logistics resources. Logistics management includes using all
kinds of low carbon technologies to improve logistics system,
which will reduce the carbon emissions in the processes of
transportation.

Low carbon logistics is one frontier domain of research,
which catches more andmore attention of scholars. Most low
carbon logistics researches are focused on the macroscopic
aspects, which are the qualitative researches of low carbon
logistics, including low carbon logistics itself analysis [2–5],
low carbon logistics system analysis [6–8], and low carbon
logistics network analysis [9–11]. However, there are only few
researches about microscopic aspects of low carbon logistics.

In this paper, from the microcosmic aspects, we bring the
low carbon idea in the path optimization issues and change
the amount of carbon emissions into carbon emissions cost to
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establish the path optimizationmodel based on the optimiza-
tion objectives of lowest cost of carbon emissions. According
to different levels of air pollution, we establish the double
objectives path optimizationmodel with the consideration of
carbon emissions cost and economy cost. We will use DNA-
ant colony algorithm to optimize and simulate themodel.The
simulation indicates that DNA-ant colony algorithm could
find a more reasonable solution for low carbon logistics path
optimization problems.

2. Modeling

2.1. DistributionOptimizationModel ofMinimumCost of Car-
bon Emissions. Low carbon logistics is a kind of low energy
cost and low pollution logistics whose goal is to achieve
the highest efficiency of logistics with the lowest greenhouse
gas emissions [12]. Relevant data shows that thermal power
emission, vehicle exhaust emissions, and construction are
the main sources of carbon dioxide emissions. Bearing the
social goods transportation, storage, packaging, processing,
distribution, loading, unloading, and other services, logistics
has become the big one for the carbon emissions. Looking for
the reasonable distribution route to reduce carbon emissions
is particularly important. The reduction in carbon emissions
model reflects the reduction of carbon emissions cost.There-
fore, this paper established low carbon logistics distribution
route optimization model to achieve the minimizing carbon
emissions.

2.1.1. The Calculation of Cost of Carbon Emissions. As the
vehicles pickup or delivery goods in the different order cross-
ing all customers, the car load changes. With the increase
of vehicle load, the unit distance fuel consumption rises,
leading to the increase of carbon emissions cost [13]. With
the increase of vehicle transport distance, carbon emissions
cost will also increase.Thus, the cost of carbon emissions does
not only has relationship with transport distance but is also
related to the vehicles’ load.

The unit distance fuel consumption 𝜀(𝑞) has a linear
relationship with the total weight of the vehicles 𝑞sum, which
is

𝜀 (𝑞) = 𝛿𝑞sum + 𝑏 = 𝛿 (𝑞 + 𝑞0) + 𝑏, (1)

where 𝜀(𝑞) is the unit distance fuel consumption, 𝛿 is the
relationship factor between the unit distance fuel consump-
tion and vehicles’ weight, and 𝑞sum is the total weight of
the vehicles including vehicle loading weight 𝑞 and vehicle’s
weight 𝑞

0
.

When vehicles are full, the unit distance fuel consumption
is 𝜀∗, which is

𝜀
∗

= 𝛿 (𝑄 + 𝑞
0
) + 𝑏, (2)

where 𝜀∗ is the unit distance fuel consumption when vehicles
are full and 𝑄 is the vehicles’ maximum load.

When vehicles are empty, the unit distance fuel consump-
tion is 𝜀

0
, which is

𝜀
0
= 𝛿𝑞
0
+ 𝑏. (3)

From formula (2) and formula (3), we can get

𝛿 =
𝜀
∗

− 𝜀 0

𝑄
. (4)

Bring formula (4) into formula (1); the unit distance fuel
consumption 𝜀(𝑞) is as follows:

𝜀 (𝑞) = 𝛿𝑞sum + 𝑏 = 𝛿 (𝑞 + 𝑞0) + 𝑏

= 𝛿𝑞 + (𝛿𝑞
0
+𝑏) =

𝜀
∗

− 𝜀
0

𝑄
𝑞 + 𝜀
0
.

(5)

Thus, the carbon emissions cost CO
2
(𝑞
𝑖𝑗
) of the goods

with the weight 𝑞
𝑖
from customer 𝑖 to customer 𝑗 is as follows:

CO
2
(𝑞
𝑖𝑗
) = 𝑐
3
𝜂
0
𝜀 (𝑞
𝑖
) 𝑑
𝑖𝑗
= 𝑐
3
𝜂
0
(
𝜀
∗

− 𝜀
0

𝑄
𝑞
𝑖
+ 𝜀
0
)𝑑
𝑖𝑗
, (6)

where 𝑐
3
is the unit carbon emissions cost, 𝜂

0
is the carbon

emissions factor, 𝑑
𝑖𝑗

is the distance from customer 𝑖 to
customer 𝑗, and 𝜂

0
𝜀(𝑞
𝑖
) is the carbon emissions of the goods

with the weight 𝑞
𝑖
from customer 𝑖 to customer 𝑗.

2.1.2. The Calculation of Cost of Carbon Emissions. For the
convenience of model establishment, assume that there is
only one distribution center whose location is known. All
the vehicles start from the distribution center and return to
distribution center after delivery.The vehicles’ load is known.
The location and the demand of customer are known. One
vehicle is for one customer.

According to the above assumption, establish the mini-
mizing carbon emissions cost model:

min CO
2
=

𝐿

∑

𝑖=0

𝐿

∑

𝑗=0

𝑚


∑

𝑘=1

CO
2
(𝑞
𝑖𝑗
) 𝑥
𝑖𝑗𝑘

=

𝐿

∑

𝑖=0

𝐿

∑

𝑗=0

𝑚


∑

𝑘=1

𝑐
3
𝜂
0
𝜀 (𝑞
𝑖
) 𝑑
𝑖𝑗
𝑥
𝑖𝑗𝑘

=

𝐿

∑

𝑖=0

𝐿

∑

𝑗=0

𝑚


∑

𝑘=1

𝑐
3
𝜂
0
(
𝜀
∗

− 𝜀
0

𝑄
𝑞
𝑖
+ 𝜀
0
)𝑑
𝑖𝑗
𝑥
𝑖𝑗𝑘

=

𝐿

∑

𝑖=0

𝐿

∑

𝑗=0

𝑚


∑

𝑘=1

𝑐
3
𝜂
0
𝜀
0
𝑑
𝑖𝑗
𝑥
𝑖𝑗𝑘

+

𝐿

∑

𝑖=0

𝐿

∑

𝑗=0

𝑚


∑

𝑘=1

𝑐
3
𝜂
0

𝜀
∗

− 𝜀
0

𝑄
𝑞
𝑖
𝑑
𝑖𝑗
𝑥
𝑖𝑗𝑘
,

(7)

where 𝐿 is the number of customers, 𝑚 is the number of
vehicles, 𝑞

𝑖
is the demandof the 𝑖 customer,𝑄 is themaximum

load of the vehicles, and 𝑘 is the vehicle’s number.
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The number of distribution center is 0. The numbers of
customers are 1, 2, 3 ⋅ ⋅ ⋅ 𝐿. Define variables 𝑥

𝑖𝑗𝑘
and 𝑦

𝑘𝑖
as

𝑥
𝑖𝑗𝑘
= {

1, vehicle 𝑘 from 𝑖 to 𝑗
0, others

(8)

𝑦
𝑘𝑖
= {

1, 𝑖 is sevice by vehicle 𝑘
0, others

(9)

𝐿

∑

𝑖=0

𝑞
𝑖
𝑦
𝑘𝑖
≤ 𝑄, 𝑘 ∈ [1,𝑚



] (10)

𝑚


∑

𝑘=1

𝑦
𝑘𝑖
= 1, 𝑖 ∈ [0, 𝐿] , 𝑘 ∈ [1,𝑚



] (11)

𝐿

∑

𝑖=0

𝑚


∑

𝑘=1

𝑥
𝑖𝑗𝑘
= 1, 𝑗 ∈ [0, 𝐿] , 𝑘 ∈ [1,𝑚



] (12)

𝐿

∑

𝑗=0

𝑚


∑

𝑘=1

𝑥
𝑖𝑗𝑘
= 1, 𝑖 ∈ [0, 𝐿] , 𝑘 ∈ [1,𝑚



] (13)

𝐿

∑

𝑖=0

𝑚


∑

𝑘=1

𝑥
0𝑖𝑘
=

𝐿

∑

𝑗=0

𝑚


∑

𝑘=1

𝑥
𝑗0𝑘
. (14)

Formula (7) is the objective function. The first part is
the carbon emissions cost caused by the vehicle’s weight.
The second part is the carbon emissions cost caused by
the vehicle’s load. Formula (10) shows that the sum of
customers’ demand cannot be greater than the maximum
load of vehicles. Formulas (11), (12), and (13) show that one
vehicle is for one customer. Formula (14) shows that vehicles
start from distribution center and then return to distribution
center.

2.2. Double Target Distribution Optimization Model with
the Consideration of Carbon Emissions. Since the increasing
pollution problems, the government considers the logistics
network planning from the aspect of the whole area low
carbon development to minimize the carbon emissions of
the whole area. But transportation enterprises will choose
the logistics lines based on the logistics network system
according to their target and determine the allocation on
each line. To achieve the goal of the government and the
transport enterprises win-win, this paper establishes the
double target distribution optimization model based on “pay
attention to carbon emissions and also give consideration to
economy.”The basic thought of amultiobjective optimization
problem is to transfer multiobject into a numerical target
evaluation function, which generally uses the linear weighted
sum method [14].

Firstly, the goods are delivered to the distribution center.
Then, the goods are sent to each customer by through
highways, waterways, air transport, and a variety of other
ways. In the whole distribution process, the situation is com-
plicated, in which there exists not only the transformation
of multiple transportation modes but also multiple layers of

distribution network. In a variety of transportation modes,
highway transportation is the largest one of carbon dioxide
emissions.Thus, for the convenience of model establishment,
only consider one level of distribution network, which is from
distribution center to customer delivery and only consider
the highway transportation mode.

For the convenience of model establishment, make the
following assumptions.

(1) Only consider the distribution center whose location
is known. All the vehicles start from the distribution
center. After the delivery mission, all the vehicles
come back to the distribution center waiting for
unified deployment.

(2) The delivery goods can be mixed. Each customer’s
goods will not exceed the maximum load of the
vehicle.

(3) The location and demand of customers are known.
One vehicle is for one customer.

(4) Load is known.

(5) The vehicle serves for each affected point service, and
on the way only discharges without loading.

According to the above assumptions, establish the objective
evaluation function:

min𝑊 = (𝑊
1
,𝑊
2
) = 𝜌
1
𝑊
1
+ 𝜌
2
𝑊
2

(15)
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𝑖𝑗𝑘
= 𝑦
𝑘𝑖
, 𝑖 ∈ [0, 𝐿] , 𝑘 ∈ [1,𝑚



] (23)

𝐿

∑

𝑖=0

𝑚


∑

𝑘=1

𝑥
0𝑖𝑘
=

𝐿

∑

𝑗=0

𝑚


∑

𝑘=1

𝑥
𝑗0𝑘
, (24)

where 𝜌
1
, 𝜌
2
are the weight coefficients of the objective

function, 𝑐
0
is unit vehicle cost, 𝑐

1
is unit cost of travelling

distance, and 𝑐
2
is the overload punishment coefficient.

Formula (15) is the objective function. The lower value the
objective evaluation function has, the better the path is.
Formula (16) is the evaluation function of carbon emissions.
Formula (17) is the economic evaluation function including
three parts. The first part is the vehicle fixed cost. The second
part is the vehicle’s transportation cost. The third part is
the overload punishment cost. Formulas (18) to (24) are the
constraint conditions. Formula (22) shows that themission of
the demand point 𝑗 is accomplished by the vehicle 𝑘 through
point 𝑖. Formula (23) shows that the mission of the demand
point 𝑖 is accomplished by the vehicle 𝑘 through point 𝑗. The
other constraint conditions are the same as the minimum
carbon emissions cost distribution optimization model.

According to the degree of pollution, the air pollution
index is divided into five levels: top grade, good, light pol-
lution, moderate pollution, and high level of pollution. Top
level and good level include normal activities. Light pollution
includes long-term exposure to this level air, vulnerable
groups’ symptoms will be slightly worse, and healthy people
will have irritation symptoms. Moderate pollution includes
contacting with the air after a certain period of time, symp-
toms of the people with heart disease and pulmonary disease
significantly will increase, exercise tolerance decreases, and
common symptoms happen in healthy people. In high level
of pollution, healthy exercise tolerance is reduced and it has
obvious symptoms and diseases. According to different level
of air pollution index, the values of weight coefficients of
evaluation function 𝜌

1
, 𝜌
2
are also different. When the air

pollution degree is good, ignore the influence of the carbon
emissions cost, which is 𝜌

1
= 0, 𝜌

2
= 1. When the air

pollution is light pollution, first consider the economic then
consider carbon emissions, which is 𝜌

1
≤ 𝜌
2
. When the air

pollution is moderately severe pollution, put the emission
reduction and energy saving in the first place with carbon
emissions as the first goal and economic target as the balance,
which is 𝜌

1
> 𝜌
2
.

3. Methods

3.1. Basic Ant Colony Algorithm. Scientists, who study social
insect behavior characteristic, found that the insect at the
community level of cooperation is basically self-organizing.
This kind of collective behavior produced by the social
organism, which is a kind of swarm intelligence, catches
the eyes of many researchers in the fields of management
science and engineering. Ant colony algorithm is a typical

example of the use of swarm intelligence to solve combi-
natorial optimization problems. Ant colony algorithm as a
new bionic evolutionary algorithm is published by Dorigo
and Gambardella [15]. The algorithm imitates ants foraging
behavior, according to the heuristic idea, which is caused
by entrainment of pheromones, gradually converging to the
global optimal solution of the problem. So far, the ant colony
algorithm has been used to solve traveling salesman problem,
quadratic assignment problem, vehicle routing problem,
dynamic vehicle scheduling problem, and network routing
optimization problem.

Ant colony algorithm is a kind of parallel algorithm.
The searching process is not starting from a point, but from
the multiple points simultaneously. The distributed parallel
model greatly improves the whole operation efficiency and
quick reaction capability of the algorithm, which not only
increases the reliability of the algorithm but also makes the
algorithm have a stronger global searching ability. Ant colony
algorithm has positive feedback characteristics, which can
strengthen the optimal solution of pheromones to speed up
the convergence speed of the algorithm.Ant colony algorithm
has robustness, whose result is not dependent on the initial
route choice, and does not need manual adjustment in the
process. Ant colony algorithm is easily combined with other
heuristic algorithms to improve the algorithm performance.
Although the ant colony algorithm has many advantages,
there are still some defects such as long searching time, slow
convergence speed, slow evolution, stagnation happening
easily, and precocious phenomena.

Assume that there are 𝑛 cities. The distance between any
two cities 𝑖 and 𝑗 is 𝑑

𝑖𝑗
(𝑖, 𝑗 = 1, 2, . . . , 𝑛). 𝑏

𝑖
(𝑡) is the number

of ants at time 𝑡 at city 𝑖.𝑚 = ∑𝑛
𝑖=1
𝑏
𝑖
(𝑡) is the total number of

ants. 𝜏
𝑖𝑗
(𝑡) is the pheromone at time 𝑡 on the line 𝑖𝑗. At time

𝑡 = 0, every path has the same pheromone strength. Δ𝜏
𝑖𝑗
(𝑡) =

0.
With time passing by, the new pheromone is added and

old pheromones evaporate. 𝜌 is the pheromone volatilization
coefficient which indicates pheromones volatile speed.When
all the ants accomplish one travel, pheromone on every path
is

𝜏
𝑖𝑗
(𝑡 + 1) = (1 − 𝜌) 𝜏

𝑖𝑗
(𝑡) + Δ𝜏

𝑖𝑗
(𝑡) (25)

Δ𝜏
𝑖𝑗
(𝑡) =

𝑚

∑

𝑘=1

Δ𝜏
𝑘

𝑖𝑗
(𝑡) , (26)

where Δ𝜏
𝑖𝑗
(𝑡) is the pheromone increment on the path 𝑖𝑗.

At the beginning, Δ𝜏
𝑖𝑗
(0) = 0. Δ𝜏𝑘

𝑖𝑗
(𝑡) is the pheromone

released by ant 𝑘 on the path 𝑖𝑗, which is determined by
the ants performance. The more the paths are, the more the
pheromone is:

Δ
𝑘

𝑖𝑗
(𝑡) =

{{{

{{{

{

𝑄

𝐿
𝑘

section 𝑘 of ants pass edge

𝑖𝑗 in the course of this tour
0 else,

(27)
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where𝑄 is constant and 𝐿
𝑘
is the path length of the ant 𝑘.The

transition probability of ant 𝑘 from city 𝑖 to city 𝑗 is

𝑃
𝑘

𝑖𝑗
=

{{{

{{{

{

[𝜏
𝑖𝑗
(𝑡)]
𝛼

⋅ [𝜂
𝑖𝑗
(𝑡)]
𝛽

∑
𝑠∈allowed

𝑘

[𝜏
𝑖𝑠
(𝑡)]
𝛼

⋅ [𝜂
𝑖𝑠
(𝑡)]
𝛽

𝑗 ∈ allowed
𝑘

0 others,

(28)

where allowed
𝑘
= (1, 2, . . . , 𝑛) − tabu

𝑘
indicates that the city

collection ant 𝑘 can choose currently. tabu
𝑘
(𝑘 = 1, 2, . . . , 𝑚)

is the taboo table of ant 𝑘, which indicates the cities ant 𝑘
has passed by to show the memory of ants. 𝜂

𝑖𝑗
(𝑡) is prior

knowledge visibility. In the TSP problem, it is the heuristic
information from one city moved to another city, which is
generally 𝜂

𝑖𝑗
(𝑡) = 1/𝑑

𝑖𝑗
. 𝛼 is the importance of the residual

information on the path 𝑖𝑗.𝛽 is the importance of the heuristic
information.

The basic ant colony algorithm to achieve the process is
that 𝑚 ants start from one certain city at the same time to
choose the next city based on Formula (28), which indicates
that ants prefer visiting the path with higher intensity of
pheromone. The passed cities will be put into tabu

𝑘
. After

all ants finish one travel, renew the pheromone on each path
based on Formula (25) to Formula (27). Repeat the above
processes until termination condition is established.

3.2. DNA-Ant Colony Algorithm Solution Model. The numer-
ous studies of ant colony algorithm have shown its signif-
icance in the optimization combination problem, but there
are still some shortcomings, such as seeking to local optimal
solution rather than the global optimal solution and conver-
gence lag. In particular, for the selection of basic ant colony
algorithm parameters, there is no theoretical derivation but
relying on the results of experiments. The selection of ant
colony algorithm parameters is directly related to the effec-
tiveness of the algorithm’s solution. If the parameter selection
is improper, it will seriously affect the performance of the
ant colony algorithm.DNA-ant colony algorithm controls the
parameter selection by the crossover and mutation idea of
DNA algorithm to optimize the performance of ant colony
algorithm, which will overcome the shortcomings of ant
colony algorithm to improve the convergence rate and search
the global optimal solution.

DNA, the so-called deoxyribonucleic acid, is the most
important biological macromolecules of organisms in the
nature and the main genetic materials for all creatures.
The discovery of DNA double helix structure marks the
development of biological science which has entered the
phase of molecular biology. DNA is a kind of high molecular
compound, which is the basic unit of DNA nucleotides. Each
deoxyribonucleotide is composed of a molecular phosphate,
molecular DNA nucleotides, and a molecule nitrogenous
base. Nitrogenous base includes adenine deoxynucleotide
(A), guanine oligodeoxynucleotides (G), cytosine deoxyri-
bonucleotide (C), and thymidine nucleotide (T). Modern
molecular biology believes that DNA is the main material
basis of biological inheritance which stored the genetic
information. It transfers genetic information from parent
to offspring by self-copy transfer and generates the RNA

transcription (ribonucleic acid) to translate into specific
proteins to control the phenomenon of life [16–18]. DNA
molecule with the double helix structure is circled by the
two parallel deoxynucleotides long chain. Deoxyribose and
phosphate in DNA molecule alternately link and arrange
on the outer side constituting the basic skeleton. The bases
on the two chains are linked together by hydrogen bonds
forming base pairs. Base pairs follow the principle of com-
plementary base pairing, namely, purines and pyrimidines
matching; that is, adenine (A) and thymine (T) must be
matched and guanine (G) and cytosine (C) must be matched.
Although deoxyribose and phosphate arrange stably on the
deoxyribonucleotide long chains, the order of base pairs is
protean on the long chain. There are only four bases and
two methods of four types of the four bases to form the
DNA molecules, but different orders of base pairs constitute
a wealth of information [19].

The crossover andmutation inDNAalgorithm is different
from genetic algorithm. Crossover and mutation in DNA
algorithm is based on gene level with a different encoding
method, which is two digits binary encoding instead of unit
binary encoding. The crossover operation of DNA algorithm
is based on the two-point crossover method with a certain
probability 𝑝

𝑐
, which means that a part of bases swaps

randomly in the deoxyribonucleotide long chains to form
new deoxyribonucleotide long chains (see Figure 11).

Transform coding method of DNA algorithm into two
binary coding method can be recognized by computers,
which is A-00, T-01, C-10, G-11, and 00 with 01 and 10 with
11 (see Figure 12).

Mutation of DNA algorithm is based on purine replacing
purine and pyrimidine replacing pyrimidine, with A chang-
ing into G and C changing into T. Bases correspond to binary
machines coding method, with 00 changing with 11, and
10 changing with 01. In the mutation, the base sequences
mutation operates in a certain probability 𝑝

𝑚
(see Figure 13).

DNA-ant colony algorithm optimizes the parameters
𝛼, 𝛽, 𝜌 of the basic ant colony algorithm based on the
crossover and mutation ideas of DNA algorithm to solve
the low carbon logistics route optimization problems. The
solution processes of low carbon logistics route optimization
based on DNA-ant colony algorithm is as shown in Figure 1.
The pseudocode of low carbon logistics route optimization
based on DNA-Ant colony algorithm is as follows.

(1) The basic ant colony algorithm parameters initializa-
tion is as follows:

𝑁𝐶 = 0 (𝑁𝐶 is the number of iterations);
𝐿𝑜𝑎𝑑 = 0 (𝐿𝑜𝑎𝑑 is the vehicle load);
𝜏
𝑖𝑗
(0) = 0 (the pheromone on branch 𝑖𝑗 is 0).

(2) The DNA ant colony algorithm parameters initializa-
tion is as follows:

𝐷𝑁𝐴 𝑁𝑈𝑀 = 10 (𝐷𝑁𝐴 𝑁𝑈𝑀 is the number
of updating generation of DNA algorithm);
𝛼(1,𝑁𝑈𝑀) (𝑎 is importancematrix of the resid-
ual information);
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Initialization ant colony algorithm parameters

Initialization DNA-ant colony algorithmparameters

m ants are on the distribution center

Tabu is full?

Calculation of the target function

Cross and mutate

Update the pheromone

Select the optimum NUM/2 as parent DNA

Start

Calculation of transition probability, select and move on to 
the next city j and add j to tabu 

clear tabu NC = NCmax?

NC = NC + 1

Overloaded?

Figure 1: The model solution flow chart of DNA-ant colony algorithm.

𝛽(1,𝑁𝑈𝑀) (𝛽 is the importance matrix of the
inspiring pheromone);

𝜌(1,𝑁𝑈𝑀) (𝜌 is the matrix of pheromone vola-
tilization coefficient);

𝑝
𝑐
= 0.6 (𝑝

𝑐
is the crossover probability of DNA

algorithm);

𝑝
𝑚
= 0.08 (𝑝

𝑚
is the mutation probability of

DNA algorithm).
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(3) Operate crossover and mutation of DNA algorithm
are as follows:

for 1 to𝐷𝑁𝐴 𝑁𝑈𝑀 do;
repeat Steps (3)∼(8);
operate crossover and mutation of DNA algo-
rithm;
for 1 to𝑁𝑈𝑀 do;
repeat Steps (4)∼(7).

(4) Put 𝑚 ants at the distribution center. The number of
distribution center 1 in the array tabu to form the array
tabu(1) is as follows:

while𝑁𝐶 < 𝑁𝐶max;
for 𝑖 = 1 to𝑚 do;
𝐽 = {1, 2.3 . . . 𝑛} − tabu(1) (𝐽 is the matrix of the
cities will be visited).

(5) 𝑘 = 𝑘 + 1:

calculate the transition probability of ants
according to Formula (28);
𝐿𝑜𝑎𝑑 = 𝐿𝑜𝑎𝑑 + 𝐿𝑜𝑎𝑑 𝑠𝑒𝑟V𝑒𝑟(𝑘);
if 𝐿𝑜𝑎𝑑 ≤ 𝐿𝑜𝑎𝑑 max;
ant 𝑖 goes to the next City 𝑗. Choose and move
to the next City 𝑗 and put 𝑗 into array tabu;
else
ant 𝑖 returns to distribution center and put
distribution center with number 1 into array
tabu;
𝐿𝑜𝑎𝑑 = 0;
repeat Step (5) until all the cities have travelled
through and then check whether tabu is full. If
not, return to Step (5). Otherwise, go on to Step
(6).

(6) for 𝑖 = 1 to𝑚 do:

calculate the path length 𝑙 to solve the objective
function (the values of minimum carbon emis-
sions cost function or the objective evaluation
function) and record the current best solution.
Update the pheromone based on the formula
(25).

(7) if𝑁𝐶 < 𝑁𝐶max:

𝑁𝐶 = 𝑁𝐶 + 1 (29)

and then clean up tabu and return to Step (4).

(8) Choose the better 𝑁𝑈𝑀/2 as the parent DNA to
operate the crossover and mutation. Get the new
𝛼, 𝛽, 𝜌 parameter matrices, and return to Step (3).

4. Results and Discussion

Assume the distribution center has 16 customers whose
coordinate is (0,0). Table 1 is the demand of each customer.
Table 2 is the coordinate of each customer. The maximum
load of each vehicle is 75 tons. In the simulation, set 𝑐

0
=

0, 𝑐
1
= 1, 𝑐

2
= ∞. The unit distance fuel cost of empty car

and full car is 𝜀
0
= 1 and 𝜀∗ = 2. The unit carbon emissions

cost is 𝑐
3
= 0.3. The emission factor is 𝜂 = 2.61 [20]. The

distances between each customer and distribution center can
be calculated by Formula (30):

𝑑
𝑖𝑗
= √(𝑥

𝑖
− 𝑥
𝑗
)
2

+ (𝑦
𝑖
− 𝑦
𝑗
)
2

. (30)

Table 3 shows the 10 results by using the basic ant colony
algorithm to solve the minimum carbon emissions cost
model. Table 4 shows the 10 results by using the DNA-ant
colony algorithm to solve the minimum carbon emissions
cost model. Comparing Table 3 with Table 4 we can find the
following.

(1) Carbon emissions cost: the minimum carbon emis-
sions cost of basic ant colony algorithm is 426.5,
and the cost of DNA-ant colony algorithm is 398.8.
The DNA-ant colony algorithm saves 6.4% of min-
imum carbon emissions cost compared with basic
ant colony algorithm. The average carbon emissions
cost of basic ant colony algorithm is 546.2. The
average cost of DNA-Ant colony algorithm is 470.34.
For the average carbon emissions cost, the DNA-ant
colony algorithm saves 13.8% comparedwith basic ant
colony algorithm.Thus, for the solution of minimum
carbon emissions cost distribution model, DNA-ant
colony algorithm can find the path with less carbon
emissions cost, which is better for environmental
protection.

(2) The number of final generation: the average number
of final generation of basic ant colony algorithm is
133.7.The average number of final generation of DNA-
ant colony algorithm is 81. From the average number
of final generation, we can find that the DNA-ant
colony algorithm has a better convergence.

(3) The difference with minimum carbon emissions cost:
the average difference between basic ant colony
algorithm and minimum carbon emissions cost is
119.7.The average difference betweenDNA-ant colony
algorithm and minimum carbon emissions cost is
71.54. From the difference with minimum carbon
emissions cost, we can find that the DNA-Ant colony
algorithm is more stable in the process of search
minimum carbon emissions.

Figure 2 is the distribution path of basic ant colony based on
theminimumcarbon emissions costmodel.Theprocesses are
as follows:

Distribution Center→Customer13→Customer10→
Customer11→Distribution Center;
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Table 1: Demand of customer.

Customer 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Demand 15 18 20 8 15 10 25 30 17 6 2 24 19 20 7 1

Table 2: Coordinate of customer.

Customer 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
𝑋 2 8 18 34 −25 35 42 −10 −8 −12 −32 28 −18 −9 −18 8
𝑌 8 33 20 28 15 −5 10 20 10 −32 −40 7 0 25 8 10

Table 3: The results of basic ant colony algorithm (minimum carbon emissions cost).

No. 1 2 3 4 5 6 7 8 9 10 Ave.
Carbon emissions cost 572.3 544.1 580.9 592.6 572.5 544.2 520.7 559.9 548.3 426.5 546.2
Vehicles 4 4 4 4 4 4 4 4 4 4 4
End iteration 68 180 144 140 188 79 193 182 67 96 133.7
Deviations 145.8 117.6 154.4 166.1 146 117.7 94.2 133.4 121.8 0 119.7

Table 4: The results of DNA-ant colony algorithm (minimum carbon emissions cost).

No. 1 2 3 4 5 6 7 8 9 10 Ave.
Carbon emissions cost 516.2 444.6 493.6 489.1 461.3 484.4 456.4 485.3 473.7 398.8 470.34
Vehicles 4 4 4 4 4 4 4 4 4 4 4
End iteration 174 144 79 16 16 46 65 175 34 61 81
Deviations 117.4 45.8 94.8 90.3 62.5 85.6 57.6 86.5 74.9 0 71.54
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Figure 2: Distribution path basic ant colony algorithm (minimum
carbon emissions cost).

Distribution Center→Customer1→Customer16→
Customer3→Customer2→Customer14→
Distribution Center;

Distribution Center→Customer9→Customer8→
Customer5→Customer15→Distribution Center;

Distribution Center→Customer6→Customer7→
Customer4→Customer12→Distribution Center.

Figure 3 is the distribution path ofDNA-Ant colony based
on theminimum carbon emissions cost model.The processes
are as follows:

Distribution Center→Customer10→Customer11→
Customer13→Distribution Center;
Distribution Center→Customer6→Customer7→
Customer4→Customer12→Distribution Center;
Distribution Center→Customer8→Customer14→
Customer5→Customer15→Distribution Center;
Distribution Center→Customer1→Customer16→
Customer3→Customer2→Customer9→
Distribution Center.

Figure 4 is the optimization curves of minimum carbon
emissions cost. From the figure, we can find that DNA-Ant
colony algorithm has a better effectiveness in the process of
searching minimum carbon emissions cost. Comparing with
basic ant colony algorithm, we can find the lower carbon
emissions cost with a faster convergence speed.

When the air pollution level is good level, vehicles
are only considered the distribution cost, and the carbon
emissions cost is ignored, which means that 𝜌

1
= 0, 𝜌

2
= 1.

At this time, the minimum value of objective function is the
minimum value of distribution cost.

Table 5 shows the 10 results by using the basic ant colony
algorithm to solve the double targets distribution optimi-
zation model under the top or good air pollution level
condition. Table 6 shows the 10 results by using the DNA-
ant colony algorithm to solve the double targets distribution
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Table 5: The results of basic ant colony algorithm (top or good air pollution level).

No. 1 2 3 4 5 6 7 8 9 10 Ave.
Cost 403.1 402.7 403.9 404.5 407.5 405.3 400.7 405.3 409.5 407.9 405.04
Vehicles 4 4 4 4 4 4 4 4 4 4 4
End iteration 186 159 125 15 178 123 196 5 63 63 111.3
Deviations 2.4 2 3.2 3.8 6.8 4.6 0 4.6 8.8 7.2 4.34

Table 6: The results of DNA-ant colony algorithm (top or good air pollution level).

No. 1 2 3 4 5 6 7 8 9 10 Ave
Cost 400 398 400.7 398 398 404 398 400.7 398 407.9 400.33
Vehicles 4 4 4 4 4 4 4 4 4 4 4
End iteration 19 145 77 13 33 16 16 163 27 27 53.6
Deviations 2 0 2.7 0 0 6 0 2.7 0 9.9 2.33
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Figure 3: Distribution path DNA-ant colony algorithm (minimum
carbon emissions cost).
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Figure 4: Minimum carbon emissions cost optimization curve.

optimization model under the top or good air pollution level
condition. Comparing Table 5 with Table 6 we can find the
following.

(1) Distribution cost: the minimum distribution cost of
basic ant colony algorithm is 400.7 and the cost
of DNA-ant colony algorithm is 398. The DNA-ant
colony algorithm saves 0.67% of minimum distribu-
tion cost comparing with basic ant colony algorithm.
The average distribution cost of basic ant colony algo-
rithm is 405.04. The average cost of DNA-ant colony
algorithm is 400.33. For the average distribution cost,
the DNA-ant colony algorithm saves 1.16% compared
with basic ant colony algorithm.Thus, for the good air
pollution level, DNA-ant colony algorithm can find
the path with less distribution cost compared with
basic ant colony algorithm.

(2) The number of final generation: the average number
of final generation of basic ant colony algorithm
is 111.3. The average number of final generation of
DNA-ant colony algorithm is 53.6. From the average
number of final generation, we can find the DNA-ant
colony algorithm has a better convergence speed.

(3) The difference with minimum values: the average dif-
ference between basic ant colony algorithm and min-
imum values is 4.34. The average difference between
DNA-ant colony algorithm and minimum values is
2.33. From the difference with minimum values, we
can find that the DNA-ant colony algorithm is more
stable in the process of search the best solution.

Figure 5 is the distribution path figure of basic ant colony
algorithm, which is shown in Table 7. Figure 6 is the distri-
bution path figure of DNA-Ant colony algorithm, which is
shown in Table 8.

Figure 7 is the distribution cost optimization curves com-
paring the figure of the two algorithms. From the simulation,
we can find that DNA-ant colony algorithm performances is
more effective on the solution issue, which can save more
distribution cost with a faster convergence speed.
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Figure 5: Distribution path basic ant colony algorithm (top or good
air pollution level).
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Table 7: The distribution path figure of basic ant colony algorithm.

Vehicle 𝑘 Distribution path
1 Distribution Center–10–11–13–Distribution Center
2 Distribution Center–1–16–3–2–14–Distribution Center
3 Distribution Center–9–15–5–8–Distribution Center
4 Distribution Center–12–6–7–4–Distribution Center

Table 8:The distribution path figure of DNA-ant colony algorithm.

Vehicle 𝑘 Distribution path
1 Distribution Center–13–11–10–Distribution Center
2 Distribution Center–1–16–3–2–14–Distribution Center
3 Distribution Center–9–8–5–15–Distribution Center
4 Distribution Center–12–6–7–4–Distribution Center
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Figure 7: Distribution cost optimization curve (top or good air pol-
lution level).

Assume that the air pollution level is moderate or high
level pollution; set 𝜌

1
= 0.8, 𝜌

2
= 0.2. Table 9 shows the

10 results by using the basic ant colony algorithm to solve
the double targets distribution optimizationmodel under the
moderate or high level pollution condition. Table 10 shows
the 10 results by using the DNA-ant colony algorithm to solve
the double targets distribution optimization model under
the moderate or high level pollution condition. Comparing
Table 9 with Table 10 we can find the following.

(1) Objective evaluation function value: the minimum
objective evaluation function value of basic ant colony
algorithm is 417.5 and the cost of DNA-ant colony
algorithm is 402.6. The DNA-ant colony algorithm
saves 3.5% of minimum objective evaluation function
value compared with basic ant colony algorithm. The
average objective evaluation function value of basic
ant colony algorithm is 431.22. The average cost of
DNA-ant colony algorithm is 414.09. For the average
objective evaluation function value, the DNA-ant
colony algorithm saves 3.97% compared with basic
ant colony algorithm. Thus, for the moderate or high
level pollution, DNA-ant colony algorithm can find
the path with less objective evaluation function value
to find the more effective distribution paths and
reduce air pollution and distribution cost.

(2) The number of final generation: the average number
of final generation of basic ant colony algorithm
is 163.3. The average number of final generation of
DNA-ant colony algorithm is 86.9. From the average
number of final generation, we can find that theDNA-
ant colony algorithm has a better convergence speed.

(3) The difference with minimum values: the average dif-
ference between basic ant colony algorithm and min-
imum values is 13.72. The average difference between
DNA-ant colony algorithm and minimum values is
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Table 9: The results of basic ant colony algorithm (moderate or high level pollution).

No. 1 2 3 4 5 6 7 8 9 10 Ave.
W 430.3 422.4 417.5 423.2 458.4 433.2 443.4 437.4 418.4 428 431.22
Vehicles 4 4 4 4 4 4 4 4 4 4 4
End iteration 160 175 193 150 155 162 182 161 163 132 163.3
Deviations 12.8 4.9 0 5.7 40.9 15.7 25.9 19.9 0.9 10.5 13.72

Table 10: The results of DNA-ant colony algorithm (moderate or high level pollution).

No. 1 2 3 4 5 6 7 8 9 10 Ave.
W 418.6 402.6 402.6 409 412.6 428.7 414.8 421.1 415.8 415.1 414.09
Vehicles 4 4 4 4 4 4 4 4 4 4 4
End iteration 126 30 133 68 20 133 26 46 131 156 86.9
Deviations 16 0 0 6.4 10 26.1 12.2 18.5 13.2 12.5 11.49
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Figure 8: Distribution path basic ant colony algorithm (moderate
or high level pollution).

11.49. From the difference with minimum values, we
can find that the DNA-ant colony algorithm is more
stable in the process of search the best solution.

Figure 8 is the distribution path of basic ant colony under
moderate or high level pollution condition.The processes are
as follows:

Vehicle 1: Distribution Center→Customer13→
Customer11→Customer10→Distribution Center;
Vehicle 2: Distribution Center→Customer9→
Customer8→Customer5→Customer15→
Distribution Center;
Vehicle 3: Distribution Center→Customer16→
Customer3→Customer4→Customer2→
Customer14→Distribution Center;
Vehicle 4: Distribution Center→Customer1→
Customer12→Customer6→Customer7→
Distribution Center.
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Figure 9: Distribution path DNA-ant colony algorithm (moderate
or high level pollution).
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level pollution).
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Ancestral DNA ACTCG||TGCCA GTAC||GTGACA
GACCT||AGGAT CAGT||TCGAAC

Cross
ACTCG||AGGAT CAGT||TCGAAC
GACCT||TGCCA GTAC||GTGACA

Filial generation 
DNA

· · ·

· · ·

· · ·
· · ·

Figure 11

Ancestral DNA 00 10 01 10 11||01 11 10 10 00 11  01 00 10||11 01 11 00 10 00
11 00 10 10 01||00 11 11 00 01 10  00 11 01||01 10 11 00 00 10

Cross
Filial generation            00 10 01 10 11||00 11 11 00 01 10  00 11 01||01 10 11 00 00 10

11 00 10 10 01||01 11 10 10 00 11  01 00 10||11 01 11 00 10 00

· · ·

· · ·

· · ·

· · ·DNA

Figure 12

Ancestral DNA TAGGC||CAAGT CTGA||CAGATC
Mutate

Filial generation DNA TAGGC|| CAAGC CTGA||CAGATC
Ancestral DNA 01 00 11 11 10||10 00 00 11 01  10 01 11 00||10 00 11 00 01 10

Mutate
Filial generation DNA 01 00 11 11 10||10 00 00 11 10  10 01 11 00||10 00 11 00 01 10

· · ·

· · ·

· · ·

· · ·

Figure 13

Figure 9 is the distribution path ofDNA-ant colony under
moderate or high level pollution condition.The processes are
as follows:

Vehicle 1: Distribution Center→Customer1→
Customer16→Customer3→Customer2→
Customer14→Distribution Center;
Vehicle 2: Distribution Center→Customer13→
Customer15→Customer5→Customer8→
Distribution Center;
Vehicle 3: Distribution Center→Customer12→
Customer4→Customer7→Customer6→
Customer10→Customer11→Distribution Center;
Vehicle 4: Distribution Center→Customer9→
Distribution Center.

Figure 10 is the optimization curve of objective evaluation
function best value. From the figure, we can find that, under
the moderate or high level pollution condition, DNA-ant
colony algorithm can find the lower objective evaluation
function value to get a faster convergence speed than the basic
ant colony algorithm.

5. Conclusions

In this paper, starting from the actual requirements of low
carbon logistics, microscopic quantitative analysis was used
for low carbon logistics. The minimum cost of carbon emis-
sions model and the double target distribution optimization
model with considering the cost of carbon emissions were

established to find the reasonable distribution routes to
achieve energy conservation and emissions reduction based
on the solution of DNA-ant colony algorithm. According to
the simulation ofMATLAB,DNA-ant colony algorithmhad a
better effectiveness than the basic ant colony algorithmon the
issue of low carbon logistics distribution route optimization.
But this is the preliminary research on the low carbon
logistics distribution route optimization problem. It is the
exploration stage for low carbon logistics distribution route
optimization model. The models are established based on
the ideal situation without consideration of many complex
factors and real situations in the constraints of the models.
In future study, there is a to optimize the model to make the
model more accord with the actual needs.
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This paper investigates the optimal replenishment policy for the retailer with the ramp type demand and demand dependent
production rate involving the trade credit financing, which is not reported in the literatures. First, the two inventory models are
developed under the above situation. Second, the algorithms are given to optimize the replenishment cycle time and the order
quantity for the retailer. Finally, the numerical examples are carried out to illustrate the optimal solutions and the sensitivity analysis
is performed.The results show that if the value of production rate is small, the retailer will lower the frequency of putting the orders
to cut down the order cost; if the production rate is high, the demand dependent production rate has no effect on the optimal
decisions. When the trade credit is less than the growth stage time, the retailer will shorten the replenishment cycle; when it is
larger than the breakpoint of the demand, within the maturity stage of the products, the trade credit has no effect on the optimal
order cycle and the optimal order quantity.

1. Introduction

Along with the globalization of the market and increasing
competition, the enterprises always take trade credit financ-
ing policy to promote sales, increase the market share, and
reduce the current inventory levels. As a result, the trade
credit financing play an important role in business as a source
of funds after Banks or other financial institutions. In the
traditional inventory economic order quantity (EOQ)model,
it is assumed that the retailer must pay for the products when
receiving them. In practice the suppliers often provide the
delayed payment time for the payment of the amount owed.
Usually, there is no interest charged for the retailer if the
outstanding amount is paid in the allowable delay. However,
if the payment is unpaid in full by the end of the permissible
delay period, interest is charged on the outstanding amount.

The optimal inventory policy is also influenced by the
market demand and the production rate with the trade
credit. For the market demand, it is always changing fast
and influenced by many factors such as the price [1, 2],

the inventory level [3, 4], and the stage of the product life
time [5, 6]. For the rapid development of the technology
and the quickly changing consumer tastes, the products are
likely to face the problem of short life cycle, which in return
forces the suppliers to frequently promote new products for
a competition purpose. A demand model about product
introduction is widely used with the ramp type function of
time, which assumes that the demand is a linear growth
with respect to time (growth stage) and, up to a certain
time, reaches a climax and eventually remains to be the
peak sales (maturity stage). In addition to the new products
introduction, holiday-related products, such as those for
Christmas season, are experimentally shown to fit this type of
demand rate. On the other hand, when the market demand
is better, the supplier will provide a higher production rate;
if the market demand is shrinking, the supplier will reduce
the production rate.Therefore, the production rate is demand
dependent production rate.

The optimal inventory policy is not only related to the
market demand but also influenced by the production rate.
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As a result, in-depth research is required on the inventory
replenishment decisions. Therefore, this study extends the
EOQ models in the several ways as follows. First, trade
credit financing is introduced to the traditional EOQmodels.
The retailer is offered by the supplier with a delayed pay-
ment time. Second, the ramp type demand is introduced
to the EOQ models with the trade credit financing. The
demand is nearly a constant in the maturity stage. During
the growth time, the demand of the products is increasing
with time. Furthermore, the production rate dependent on
demand is introduced to the EOQ models with trade credit
financing considering the ramp type demand for the first
time.

2. Literature Review

2.1. Trade Credit. The trade credit is studied bymany scholars
from the aspects of finance, accounting, and operationsman-
agement. Finance and accounting research mainly focused
on the study of trade credit enterprise’s cash flow, discussing
the nature of the trade credit and its impact. In the area of
operation management research, mainly from the angle of
cash flow and logistics coordination, based on the traditional
economic order quantity model framework, weigh the cost of
capital cost elements such as fixed ordering cost, storage cost,
and profit (or other elements), to analyze the supply chain
inventory control and coordination problems. Our research
is mainly felt in the operation management flow.

The inventory replenishment policies under trade credit
financing have been studied intensively. Most papers dis-
cussed the EOQ or EPQ inventory models under trade credit
financing all based on the assumptions that the demand
rate is a constant and the infinite production rate. The EOQ
model with the trade credit financing is put forward for the
first time by Goyal [7], which is extended by Chu et al. [8]
considering the deteriorated products. The models with the
exponential deterioration rate of the items are discussed by
Aggarwal and Jaggi [9]. The order strategies are studied by
Jamal et al. [10] and Chang andDye [11] allowing the shortage
under delayed payment and deteriorating conditions. The
unit selling price is not the same as the unit product costs
in the model of Teng [12].The economic production quantity
model is researched by Chung and Huang [13] considering
the manufacturer offering the retailer the delayed payment
policy. Uthayakumar and Parvathi [14] analyze the supply
chain of a single vendor and a single buyer for a single
product, taking into consideration the effect of deterioration
and credit period incentives with a constant demand and
the infinite replenishment rate. In addition, some authors
considered the two levels of the delayed payment. Huang [15]
first extended Goyal’s model to analyze the two levels of the
trade credit policy, the manufacturer’s credit period available
to retailers as 𝑀, and the retailers provide the customers a
credit period 𝑁, 𝑀 > 𝑁. And then, Hao et al. [16], Huang
[17], and Teng and Chang [18] extend the models of Huang
[15]. Recently, Du et al. [19] investigate the coordination of
two-echelon supply chains using wholesale price discount
and credit option. Wu et al. [20] research the optimal credit

period and lot size for deteriorating items with expiration
dates under two-level trade credit financing.

2.2. Ramp Type Demand Rate. A number of papers in
published literature have extensively studied inventory prob-
lem by assuming this ramp type demand rate. Under the
assumption, Hwang and Shinn [21] proposed the optimal
replenishment policy for perishable seasonal products in a
season with ramp type time dependent demand. Panda et al.
[22] discussed the inventory models with ramp type demand
rate, partial backlogging, and Weibull deterioration rate.
Skouri et al. [23] presented an economic production quantity
models for deteriorating items with ramp type demand.
Manna and Chaudhuri [24] introduced an EOQ inventory
model for Weibull distributed deteriorating items under
ramp type demand and shortages. Mandal [25] analyzed
the supply chain model with stochastic lead time under
imprecise partially backlogging and fuzzy ramp-type demand
for expiring items. S. R. Singh and C. Singh [26] investigated
the inventory model for ramp type demand, time dependent
deteriorating items with salvage value, and shortages. Mishra
and Singh [27] proposed two-warehouse inventory model
with ramp-type demand and partially backlogged shortages.
Agrawal and Banerjee [28] discussed a finite time horizon
EOQ model with ramp type demand rate under inflation
and time discounting with the infinite replenishment rate.
Roy and Chaudhuri [29] studied the computational approach
to an inventory model with ramp type demand and linear
deterioration. Recently, Agrawal et al. [30] analyze a two-
warehouse inventory model, with the demand rate being a
general ramp type function of time and the shortages are
partially backlogged at a constant rate. Ahmed et al. [31]
focus on the inventory model with the ramp type demand
rate, the partial backlogging, and general deterioration rate.
Saha [32] discusses the optimal order quantity of the retailer
with quadratic ramp type demand under supplier trade credit
financing.

However, the problems of payment delay linked to the
ramp type demand rate have not received much attention.
The most related literatures to our study are as follows.
Mishra and Singh [33] discussed the optimal order policy
for single period products under payment delay with ramp
type demand rate; Huang et al. [34] made some efforts
to build an inventory system for deteriorating products,
with ramp type demand rate, under two-level trade credit
policy considering the shortages and the partially backlogged
unsatisfied demand. But they do not consider the demand
dependent production rate.

2.3. Demand Dependent Production Rate. For the trade
credit, the researchers attempting to solve the problems
mostly assume that the production rate is infinite or a con-
stant value. However, the infinite or a constant replenishment
rate of the inventory models is inconsistent with the actual
industrial practices. When the market demand is better, the
supplier will provide a higher production rate; if the market
demand is shrinking, the supplier will reduce the production
rate. In the traditional EOQ or EPQ models without the
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trade credit financing, Darzanou and Skouri [35] presented
a production inventory system for deteriorating items with
demand rate being a linearly ramp type function of time
and production rate being proportional to the demand rate.
The two models without shortages and with shortages were
discussed. Both models were studied assuming that the time
point at which the demand is stabilized occurs before the
production stopping time. Manna and Chiang [36] extend
this model by considering that (a) for the model with no
shortages the demand rate is stabilized after the production
stopping time and (b) for the model with shortages the
demand rate is stabilized after the production stopping time
or after the time when the inventory level reaches zero or
after the production restarting time. Recently, Skouri et al.
[37] developed a more general integrated supplier retailer
inventory model with a demand rate which is sensitive to the
retailing price and a demand dependent production rate with
two-level of trade credit financing, which did not consider the
ramp type demand rate.

Therefore, based on the literatures above, we find that
none of the above models explore the optimal replenishment
policies of the retailer under trade credit financing with the
ramp type demand and demand dependent production rate.

Given the analysis above, this paper developed inventory
models under trade credit financing with ramp type demand
and demand dependent production rate. In this inventory
system, they might attribute to intricate correlations among
the period to maturity stage 𝜇, the period of delayed payment
𝑀, the production time 𝑡

1
, and the planning time interval 𝑇.

We assume that the break point of the demand function 𝜇

is less than 𝑇. Otherwise, the models in the situation of the
ramp type demand are the same as the models with the linear
increasing demand function Teng et al. [6], which is not the
subjective of this research, and without doubt 𝑡

1
< 𝑇 holds.

Still, there exist eight possible subcases discussed in this
paper. The remainder of this paper is organized as follows.
The notations and assumptions are introduced in Section 3.
The inventory levels for 𝜇 ≤ 𝑡

1
and 𝜇 ≥ 𝑡

1
are presented in

Section 4. Model formulations are developed where we have
two inventory models 𝑀 ≤ 𝜇 and 𝑀 ≥ 𝜇 including eight
subcases in Section 5, for which the algorithms are provided
to obtain the optimal decisions. The numerical examples
and sensitivity analysis then are conducted in Section 6 in
association with managerial insights. Finally, Section 7 closes
the paper with a conclusion.

3. Notations and Assumptions

To build the mathematical models, the following notations
and assumptions are adopted in this paper.

3.1. Notations

𝐴: Ordering cost per order
𝑡
1
: The time at which the inventory level is at maxi-

mum for the situation 𝜇 ≤ 𝑡
1
;

𝑡
1
: The time at which the inventory level is at maxi-

mum for the situation 𝑡
1
≤ 𝜇

𝑆: The maximum inventory level at each scheduling
period (cycle)
𝑐
ℎ
: The inventory holding cost per unit per unit time

(excluding interest charges)
𝑐
𝑝
: The purchasing cost per unit

𝑠: The unit sale price
𝑘: The production rate with 𝑘 = 𝑟𝑓(𝑡)

𝑅: The market demand with 𝑅 = 𝑓(𝑡)

𝜇: The break point of the demand function
𝐷
0
: The rate of demand with the time during the

demand increasing stage
𝐼
𝑖
(𝑡) (𝑖 = 1, 2, 3):The inventory level at time 𝑡 ∈ [0, 𝑇]

𝐼
𝑒
: The interest rate earned per unit per unit of time

𝐼
𝑐
: The interest rate charged per unit per unit of time

𝑀: The offered credit period by the supplier
𝑇: The replenishment cycle time
𝑇𝑅𝐶 (𝑇): The annual total relevant cost.

3.2. Assumptions. The following assumptions are used
throughout in this paper.

(1) There is a single supplier and single retailer and they
deal with a single product.

(2) The lead time is zero.The planning horizon is infinite.
The shortage is not allowed.

(3) The initial and final inventory levels are both zero.
(4) The market demand for the item is assumed to be

a ramp type function of time. At the first stage,
the demand is increasing with the time, such as the
introduction stage of the new products; but as the
time increases, the demand will keep a constant, such
as the maturity stage of the new product. That is, 𝑅 =

𝑓(𝑡) = 𝐷
0
[𝑡− (𝑡−𝜇)𝐻(𝑡−𝜇)] at any time 𝑡 ≥ 0, where

𝐷
0
and 𝜇 are positive constants and 𝐻(𝑡 − 𝜇) is the

Heaviside’s function defined as follows:

𝐻(𝑡 − 𝜇) = {
1, if 𝑡 ≥ 𝜇

0, if 𝑡 < 𝜇.
(1)

(5) For the production rate, when the market demand
is high, the production will be improved; but when
the market demand is low, the production rate will be
down. Therefore, the production rate is related to the
demand closely. In this paper, the production rate is
assumed 𝑘 = 𝑟𝑓(𝑡) [38], where r(>1) is a constant.
In the production period, when the products have
been produced, they will be delivered to the retailer
instantaneously.That is, the replenishment rate of the
retailer is 𝑘.

(6) The retailer would settle the account at 𝑡 = 𝑀 and pay
for the interest charges on items in stock at the rate
𝐼
𝑐
over the interval [𝑀,𝑇] as 𝑇 ≥ 𝑀. Alternatively,

the retailer settles the account at 𝑡 = 𝑀 and is not
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Figure 1: The inventory model for 𝜇 ≤ 𝑡
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Figure 2: The inventory model for 𝑡
1
≤ 𝜇.

required to pay any interest charges for items for the
stock during the whole cycle as 𝑇 ≤ 𝑀. Before the
settlement of the account, the retailer can use sales
revenue to earn the interest up to the end of the period
𝑀 at the rate 𝐼

𝑒
.

(7) The break point of the demand function 𝜇 is less than
𝑇.

(8) For the inventory system, we analyze it in the
Section 3 for two situations: 𝜇 ≤ 𝑡

1
and 𝑡
1
≤ 𝜇.

Given the above, it is possible to build the mathematical
inventory EOQ model with the trade credit financing.

4. The Inventory Level

4.1. Inventory Level for 𝜇 ≤ 𝑡
1
. Based on the above notations

and assumptions, the inventory system can be considered in
the following. At the beginning, the stock level is zero. The
production starts with zero stock level at time 𝑡 = 0, and
the production stops at time 𝑡 = 𝑡

1
. Then the inventory level

gradually diminishes due to demand, till it becomes zero at
𝑡 = 𝑇. The whole process is repeated and the behaviour of
the inventory system is described in Figure 1. Based on the
Figure 1, we can know that the inventory cycle here has the
three stages.

Hence, the variation of the inventory level 𝐼(𝑡) with
respect to the time can be described by the following
differential equations.

During the growth stage in the interval [0, 𝜇], the demand
rate is 𝐷

0
𝑡 and the replenishment rate is 𝑟𝐷

0
𝑡. Therefore, the

inventory level at time 𝑡 is governed by

𝑑𝐼
1
(𝑡)

𝑑𝑡
= (𝑟 − 1)𝐷

0
𝑡, 0 ≤ 𝑡 ≤ 𝜇, (2)

with the boundary conditions 𝐼
1
(0) = 0.

Similarly, during the maturity stage [𝜇, 𝑡
1
], the demand

rate is𝐷
0
𝜇 and the replenishment rate is 𝑟𝐷

0
𝜇.Therefore, the

inventory level at time 𝑡 is governed by

𝑑𝐼
2
(𝑡)

𝑑𝑡
= (𝑟 − 1)𝐷

0
𝜇, 𝜇 ≤ 𝑡 ≤ 𝑡

1
, (3)

with the boundary conditions 𝐼
2
(𝑡
1
) = 𝑆.

Finally, at the maturity stage [𝑡
1
, 𝑇], the demand rate is

𝐷
0
𝜇 and the production stops. Therefore, the inventory level

at time 𝑡 is governed by

𝑑𝐼
3
(𝑡)

𝑑𝑡
= −𝐷
0
𝜇, 𝑡

1
≤ 𝑡 ≤ 𝑇, (4)

with the boundary conditions 𝐼
3
(𝑡
1
) = 𝑆 and 𝐼

3
(𝑇) = 0.

Solving (2)–(4), the values of 𝐼
𝑖
(𝑡) (𝑖 = 1, 2, 3) are as

follows:

𝐼
1
(𝑡) = (𝑟 − 1)

1

2
𝐷
0
𝑡
2

, 0 ≤ 𝑡 ≤ 𝜇,

𝐼
2
(𝑡) = (𝑟 − 1)𝐷

0
𝜇𝑡 − (𝑟 − 1)

1

2
𝐷
0
𝜇
2

, 𝜇 ≤ 𝑡 ≤ 𝑡
1
,

𝐼
3
(𝑡) = 𝐷

0
𝜇 (𝑇 − 𝑡) , 𝑡

1
≤ 𝑡 ≤ 𝑇.

(5)

In addition, using the boundary condition 𝐼
2
(𝑡
1
) =

𝐼
3
(𝑡
1
) = 𝑆, we obtain

(𝑟 − 1)𝐷
0
𝜇𝑡
1
− (𝑟 − 1)

1

2
𝐷
0
𝜇
2

= 𝐷
0
𝜇 (𝑇 − 𝑡

1
) . (6)

Solving (6), we can obtain

𝑡
1
=

𝑇 + (1/2) (𝑟 − 1) 𝜇

𝑟
. (7)

4.2. Inventory Level for 𝑡
1

≤ 𝜇. The inventory system for
𝑡
1
≤ 𝜇 considered in the following is the same as that in the

situations of 𝑡
1
≥ 𝜇. The behaviour of the inventory system is

described in Figure 2. Based on the Figure 2, we can know
that the inventory cycle here still has the three stages. The
variation of the inventory level 𝐼(𝑡) with respect to the time
can be described by the following differential equations.

During the growth stage in the interval [0, 𝑡
1
], the

demand rate is 𝐷
0
𝑡 and the replenishment rate is 𝑟𝐷

0
𝑡.

Therefore, the inventory level at time 𝑡 is governed by

𝑑𝐼
1
(𝑡)

𝑑𝑡
= (𝑟 − 1)𝐷

0
𝑡, 0 ≤ 𝑡 ≤ 𝑡

1
, (8)

with the boundary conditions 𝐼
1
(0) = 0 and 𝐼

1
(𝑡
1
) = 𝑆.
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Similarly, during the maturity stage [𝑡
1
, 𝜇], the demand

rate is 𝐷
0
𝑡 and the replenishment rate is zero. Therefore, the

inventory level at time 𝑡 is governed by

𝑑𝐼
2
(𝑡)

𝑑𝑡
= −𝐷
0
𝑡, 𝑡
1
≤ 𝑡 ≤ 𝜇, (9)

with the boundary conditions 𝐼
2
(𝑡
1
) = 𝑆.

Finally, at the maturity stage [𝜇, 𝑇], the demand rate is
𝐷
0
𝜇 and there is no production.Therefore, the inventory level

at time 𝑡 is governed by

𝑑𝐼
3
(𝑡)

𝑑𝑡
= −𝐷
0
𝜇, 𝜇 ≤ 𝑡 ≤ 𝑇, (10)

with the boundary conditions 𝐼
3
(𝑇) = 0.

Solving (2)–(4), the values of 𝐼
𝑖
(𝑡) (𝑖 = 1, 2, 3) are as

follows:

𝐼
1
(𝑡) = (𝑟 − 1)

1

2
𝐷
0
𝑡
2

, 0 ≤ 𝑡 ≤ 𝑡
1
,

𝐼
2
(𝑡) = −

1

2
𝐷
0
𝑡
2

+
1

2
𝐷
0
𝜇
2

+ 𝐷
0
𝜇 (𝑇 − 𝜇) , 𝑡

1
≤ 𝑡 ≤ 𝜇,

𝐼
3
(𝑡) = 𝐷

0
𝜇 (𝑇 − 𝑡) , 𝜇 ≤ 𝑡 ≤ 𝑇.

(11)

In addition, using the boundary condition 𝐼
1
(𝑡
1
) =

𝐼
2
(𝑡
1
) = 𝑆, we obtain

(𝑟 − 1)
1

2
𝐷
0
𝑡
2

1
= −

1

2
𝐷
0
𝑡
2

1
+
1

2
𝐷
0
𝜇
2

+ 𝐷
0
𝜇 (𝑇 − 𝜇) . (12)

Solving (12), we can obtain

𝑡
1
= √

−𝜇
2

+ 2𝜇𝑇

𝑟
. (13)

5. Mathematical Models and Solutions

The annual total relevant cost consists of the following
elements: ordering cost, holding cost, interest payable, and
interest earned. The components are evaluated as in the
following.

(1) Annual ordering cost: 𝐴/𝑇.
(2) Annual stock holding cost (excluding the interest

charges).

For 𝜇 ≤ 𝑡
1
, the annual stock holding cost is

𝑐
ℎ

𝑇
[∫

𝜇

0

𝐼
1
(𝑡) 𝑑𝑡 + ∫

𝑡
1

𝜇

𝐼
2
(𝑡) 𝑑𝑡 + ∫

𝑇

𝑡
1

𝐼
3
(𝑡) 𝑑𝑡]

=
𝑐
ℎ

𝑇
[(𝑟 − 1)

1

6
𝐷
0
𝜇
3

+
1

2
𝑟𝐷
0
𝜇𝑡
2

1

− (𝑟 − 1)
1

2
𝐷
0
𝜇
2

𝑡
1
+
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑡
1
𝑇] .

(14)

For 𝑡
1
≤ 𝜇, the annual stock holding cost is

𝑐
ℎ

𝑇
[∫

𝑡
1

0

𝐼
1
(𝑡) 𝑑𝑡 + ∫

𝜇

𝑡
1

𝐼
2
(𝑡) 𝑑𝑡 + ∫

𝑇

𝜇

𝐼
3
(𝑡) 𝑑𝑡]

=
𝑐
ℎ

𝑇
[
1

6
𝑟𝐷
0
𝑡
3

1
−
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1
− 𝐷
0
𝜇𝑇𝑡
1
+
1

2
𝐷
0
𝜇𝑇
2

] .

(15)

(3) There are eight cases to occur in interest earned and
interest charged for the items kept in stock per year.

From the value of 𝑀, we have two possible situations:
𝑀 ≤ 𝜇 and𝑀 ≥ 𝜇. The different mathematical formulations
are discussed in the following according to the two possible
situations including eight cases.

5.1. Model 1: The Inventory Models for the Case𝑀 ≤ 𝜇

5.1.1. Case 1

Case 1.1 (𝑡
1
≤ 𝑀 ≤ 𝜇 ≤ 𝑇, shown in Figure 3). The annual

interest charged will be paid for the inventory not being sold
after the due date 𝑀. During the time [𝑀, 𝜇], the inventory
level is 𝐼

2
(𝑡); for the time [𝜇, 𝑇], the inventory level is 𝐼

3
(𝑡).

Therefore, the annual interest charged for the inventory not
being sold after the due date𝑀 is given by

𝑐
𝑝
𝐼
𝑐

𝑇
[∫

𝜇

𝑀

𝐼
2
(𝑡) 𝑑𝑡 + ∫

𝑇

𝜇

𝐼
3
(𝑡) 𝑑𝑡]

=

𝑐
𝑝
𝐼
𝑐

𝑇
[−

1

6
𝐷
0
𝜇
3

+
1

6
𝐷
0
𝑀
3

+
1

2
𝐷
0
𝜇
2

𝑀 −𝐷
0
𝜇𝑇𝑀 +

1

2
𝐷
0
𝜇𝑇
2

] .

(16)

During the time [0,𝑀], the retailer can use the sales to
accumulate the interest.Therefore, the annual interest earned
during the trade credit period is shown in the following:

𝑠𝐼
𝑒

𝑇
[∫

𝑀

0

(𝑀 − 𝑡)𝐷
0
𝑡𝑑𝑡] =

𝑠𝐼
𝑒

6𝑇
𝐷
0
𝑀
3

. (17)

Case 1.2 (𝑀 ≤ 𝑡
1
≤ 𝜇 ≤ 𝑇, shown in Figure 4). The annual

interest charged will be paid for the inventory not being sold
after the due date 𝑀. During the time [𝑀, 𝑡

1
], the inventory

level is 𝐼
1
(𝑡); for the time [𝑡

1
, 𝜇], the inventory level is 𝐼

2
(𝑡);

for the time [𝜇, 𝑇], the inventory level is 𝐼
3
(𝑡). Therefore, the

annual interest charged for the inventory not being sold after
the due date𝑀 is given by

𝑐
𝑝
𝐼
𝑐

𝑇
[∫

𝑡
1

𝑀

𝐼
1
(𝑡) 𝑑𝑡 + ∫

𝜇

𝑡
1

𝐼
2
(𝑡) 𝑑𝑡 + ∫

𝑇

𝜇

𝐼
3
(𝑡) 𝑑𝑡]

=

𝑐
𝑝
𝐼
𝑐

𝑇
[
1

6
𝑟𝐷
0
𝑡
3

1
−
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1

− 𝐷
0
𝜇𝑇𝑡
1
+
1

2
𝐷
0
𝜇𝑇
2

− (𝑟 − 1)
1

6
𝐷
0
𝑀
3

] .

(18)
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Figure 3: Interest charged and interest earned for 𝑡
1
≤ 𝑀 ≤ 𝜇 ≤ 𝑇.
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(b) Interest earned for𝑀≤ 𝑡
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≤ 𝜇 ≤ 𝑇

Figure 4: Interest charged and interest earned for𝑀 ≤ 𝑡
1
≤ 𝜇 ≤ 𝑇.

During the time [0,𝑀], the retailer can use the sales to
accumulate the interest. The annual interest earned during
the trade credit period is presented in the following:

𝑠𝐼
𝑒

𝑇
[∫

𝑀

0

(𝑀 − 𝑡)𝐷
0
𝑡𝑑𝑡] =

𝑠𝐼
𝑒

6𝑇
𝐷
0
𝑀
3

. (19)

Case 1.3 (𝑀 ≤ 𝜇 ≤ 𝑡
1
≤ 𝑇, shown in Figure 5). The annual

interest charged will be paid for the inventory not being sold
after the due date 𝑀. During the time [𝑀, 𝜇], the inventory
level is 𝐼

1
(𝑡); for the time [𝜇, 𝑡

1
], the inventory level is 𝐼

2
(𝑡); for

the time [𝑡
1
, 𝑇], the inventory level is 𝐼

3
(𝑡).The annual interest

charged for the inventory not being sold after the due date𝑀
is shown by

𝑐
𝑝
𝐼
𝑐

𝑇
[∫

𝜇

𝑀

𝐼
1
(𝑡) 𝑑𝑡 + ∫

𝑡
1

𝜇

𝐼
2
(𝑡) 𝑑𝑡 + ∫

𝑇

𝑡
1

𝐼
3
(𝑡) 𝑑𝑡]

=

𝑐
𝑝
𝐼
𝑐

𝑇
[(𝑟 − 1)

1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1

+
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑡
1
𝑇 −

1

6
(𝑟 − 1)𝐷

0
𝑀
3

] .

(20)

For the interval [0,𝑀], the retailer can use the sales to
accumulate the interest. The annual interest earned during
the trade credit period is presented in the following:

𝑠𝐼
𝑒

𝑇
[∫

𝑀

0

(𝑀 − 𝑡)𝐷
0
𝑡𝑑𝑡] =

𝑠𝐼
𝑒

6𝑇
𝐷
0
𝑀
3

. (21)

5.2. The Optimal Replenishment Policy for the Model 1. The
results in previous Section 4.1 lead to the following total cost
functions.

(1) If 𝜇 ≤ (𝑀
2

𝑟 + 𝜇
2

)/2𝜇, that is, 𝜇/√𝑟 ≤ 𝑀 ≤ 𝜇

𝑇𝑅𝐶
1
(𝑇)

=

{{{{{{{{{

{{{{{{{{{

{

𝑇𝑅𝐶
11
, 𝑡
1
≤ 𝑀 ≤ 𝜇 ≤ 𝑇, that is 𝜇 ≤ 𝑇 ≤

𝑀
2

𝑟 + 𝜇
2

2𝜇

𝑇𝑅𝐶
12
, 𝑀 ≤ 𝑡

1
≤ 𝜇 ≤ 𝑇,

that is
𝑀
2

𝑟 + 𝜇
2

2𝜇
≤ 𝑇 ≤

1

2
(𝑟 + 1) 𝜇

𝑇𝑅𝐶
13
, 𝑀 ≤ 𝜇 ≤ 𝑡

1
≤ 𝑇, that is 1

2
(𝑟 + 1) 𝜇 ≤ 𝑇.

(22)
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Figure 5: Interest charged and interest earned for𝑀 ≤ 𝜇 ≤ 𝑡
1
≤ 𝑇.

(2) If 𝜇 ≥ (𝑀
2

𝑟 + 𝜇
2

)/2𝜇, that is 0 ≤ 𝑀 ≤ 𝜇/√𝑟

𝑇𝑅𝐶
1
(𝑇)

=

{{

{{

{

𝑇𝑅𝐶
12
, 𝑀 ≤ 𝑡

1
≤ 𝜇 ≤ 𝑇, that is 𝜇 ≤ 𝑇 ≤

1

2
(𝑟 + 1) 𝜇

𝑇𝑅𝐶
13
, 𝑀 ≤ 𝜇 ≤ 𝑡

1
≤ 𝑇, that is 1

2
(𝑟 + 1) 𝜇 ≤ 𝑇,

(23)

where

𝑇𝑅𝐶
11

=
𝐴

𝑇
+
𝑐
ℎ

𝑇
(
1

6
𝑟𝐷
0
𝑡
3

1
−
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1

− 𝐷
0
𝜇𝑇𝑡
1
+
1

2
𝐷
0
𝜇𝑇
2

)

+

𝑐
𝑝
𝐼
𝑐

𝑇
(−

1

6
𝐷
0
𝜇
3

+
1

6
𝐷
0
𝑀
3

+
1

2
𝐷
0
𝜇
2

𝑀

−𝐷
0
𝜇𝑇𝑀 +

1

2
𝐷
0
𝜇𝑇
2

) −
𝑠𝐼
𝑒

6𝑇
𝐷
0
𝑀
3

;

𝑇𝑅𝐶
12

=
𝐴

𝑇
+
𝑐
ℎ

𝑇
(
1

6
𝑟𝐷
0
𝑡
3

1
−
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1

− 𝐷
0
𝜇𝑇𝑡
1
+
1

2
𝐷
0
𝜇𝑇
2

)

+

𝑐
𝑝
𝐼
𝑐

𝑇
[
1

6
𝑟𝐷
0
𝑡
3

1
−
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1
− 𝐷
0
𝜇𝑇𝑡
1

+
1

2
𝐷
0
𝜇𝑇
2

− (𝑟 − 1)
1

6
𝐷
0
𝑀
3

] −
𝑠𝐼
𝑒

6𝑇
𝐷
0
𝑀
3

;

𝑇𝑅𝐶
13

=
𝐴

𝑇
+
𝑐
ℎ

𝑇
[(𝑟 − 1)

1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1

+
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑡
1
𝑇]

+

𝑐
𝑝
𝐼
𝑐

𝑇
[(𝑟 − 1)

1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1
+
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑡
1
𝑇 −

1

6
(𝑟 − 1)𝐷

0
𝑀
3

] −
𝑠𝐼
𝑒

6𝑇
𝐷
0
𝑀
3

.

(24)

The problem is min
𝑇
𝑇𝑅𝐶
1
(𝑇). In order to obtain the

optimal solutions, we should study each of the branches and
then combine the results.

Theorem 1. (1) If 𝛼 < 0, 𝑇𝑅𝐶
13
(𝑇) is a convex function of

𝑇 for 𝑇 = (0,∞). The optimal value of 𝑇
13

corresponds to
min{𝑇𝑅𝐶

13
(�̃�
13
), 𝑇𝑅𝐶

13
((1/2)(𝑟 + 1)𝜇)}.

(2) If 𝛼 ≥ 0, 𝑇𝑅𝐶
13
(𝑇) is an increasing function with 𝑇 for

𝑇 = (0,∞).
For 𝑇 ∈ [(1/2)(𝑟 + 1)𝜇,∞), the optimal value 𝑇

13
is

obtained when 𝑇
13

= (1/2)(𝑟 + 1)𝜇.

It is similar to analyze the optimal solutions for other
branches asTheorem 1.Therefore, we can obtain the solution
procedure for determining the optimal replenishment cycle
and the order quantity of the model 1 in the following
algorithm.

Algorithm 1.
Step 1. Input the values for all parameters with𝑀 ≤ 𝜇.

Step 2. Compare 𝜇/√𝑟 and𝑀. If 𝜇/√𝑟 ≤ 𝑀, go to Algorithm
1.1; if 𝜇/√𝑟 ≥ 𝑀, then go to Algorithm 1.2.

Algorithm 1.1

Step 1. Find the global minimum of 𝑇𝑅𝐶
11
(𝑇), says 𝑇

11
, as

follows.

Step 1.1. Compute �̃�
11
, if𝜇 ≤ �̃�

11
≤ (𝑀
2

𝑟+𝜇
2

)/2𝜇 and𝑓
11
(�̃�
11
)

> 0, find the min{𝑇𝑅𝐶
11
(�̃�
11
), 𝑇𝑅𝐶

11
(𝜇), 𝑇𝑅𝐶

11
((𝑀
2

𝑟 +
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𝜇
2

)/2𝜇)}. And accordingly set 𝑇
11
. Compute 𝑄

11
and

𝑇𝑅𝐶
11
(𝑇
11
). Else, go to Step 1.2.

Step 1.2. Find the min{𝑇𝑅𝐶
11
(𝜇), 𝑇𝑅𝐶

11
((𝑀
2

𝑟+𝜇
2

)/2𝜇)} and
accordingly set 𝑇

11
. Compute 𝑄

11
and 𝑇𝑅𝐶

11
(𝑇
11
).

Step 2. Find the global minimum of 𝑇𝑅𝐶
12
(𝑇), says 𝑇

12
, as

follows.

Step 2.1. Compute �̃�
12
, if (𝑀2𝑟 + 𝜇

2

)/2𝜇 ≤ �̃�
12

≤ (𝑟 + 1)𝜇/2

and 𝑓


12
(�̃�
12
) > 0, find the min{𝑇𝑅𝐶

12
(�̃�
12
), 𝑇𝑅𝐶

12
((𝑟 +

1)𝜇/2), 𝑇𝑅𝐶
12
((𝑀
2

𝑟 + 𝜇
2

)/2𝜇)} and accordingly set 𝑇
12
.

Compute 𝑄
12
and 𝑇𝑅𝐶

12
(𝑇
12
). Else, go to Step 2.2.

Step 2.2. Find the min{𝑇𝑅𝐶
12
((𝑟 + 1)𝜇/2), 𝑇𝑅𝐶

12
((𝑀
2

𝑟 +

𝜇
2

)/2𝜇)} and accordingly set 𝑇
12
. Compute 𝑄

12
and

𝑇𝑅𝐶
12
(𝑇
12
).

Step 3. Find the global minimum of 𝑇𝑅𝐶
13
(𝑇), says 𝑇

13
, as

follows.

Step 3.1. Compute �̃�
13
, if (𝑟 + 1)𝜇/2 ≤ �̃�

13
, and then set 𝑇∗

13
=

𝑇
13
. Compute 𝑄

13
and 𝑇𝑅𝐶

13
(𝑇
13
). Else, go to Step 3.2.

Step 3.2. Set 𝑇
13

= (𝑟 + 1)𝜇/2. Compute𝑄
13
and 𝑇𝑅𝐶

13
(𝑇
13
).

Step 4. Find the min{𝑇𝑅𝐶
11
(𝑇
11
), 𝑇𝑅𝐶

12
(𝑇
12
), 𝑇𝑅𝐶

13
(𝑇
13
)}

and accordingly select the optimal value for 𝑇
1
. Stop.

Algorithm 1.2

Step 1. Find the global minimum of 𝑇𝑅𝐶
12
(𝑇), says 𝑇

12
, as

follows.

Step 1.1. Compute �̃�
12
, if𝜇 ≤ �̃�

12
≤ (𝑟+1)𝜇/2 and𝑓

12
(�̃�
12
) > 0,

find the min{𝑇𝑅𝐶
12
(�̃�
12
), 𝑇𝑅𝐶

12
((𝑟 + 1)𝜇/2), 𝑇𝑅𝐶

12
(𝜇)} and

accordingly set𝑇
12
. Compute𝑄

12
and𝑇𝑅𝐶

12
(𝑇
12
). Else, go to

Step 2.2.

Step 1.2. Find the min{𝑇𝑅𝐶
12
((𝑟 + 1)𝜇/2), 𝑇𝑅𝐶

12
(𝜇)} and

accordingly set 𝑇
12
. Compute 𝑄

12
and 𝑇𝑅𝐶

12
(𝑇
12
).

Step 2. Find the global minimum of 𝑇𝑅𝐶
13
(𝑇), says 𝑇

13
, as

follows.

Step 2.1. Compute �̃�
13
, if (𝑟 + 1)𝜇/2 ≤ �̃�

13
, and then set 𝑇

13
=

�̃�
13
. Compute 𝑄

13
and 𝑇𝑅𝐶

13
(𝑇
13
). Else, go to Step 2.2.

Step 2.2. Set 𝑇
13

= (𝑟 + 1)𝜇/2. Compute𝑄
13
and 𝑇𝑅𝐶

13
(𝑇
13
).

Step 3. Find the min{𝑇𝑅𝐶
12
(𝑇
12
), 𝑇𝑅𝐶

13
(𝑇
13
)} and accord-

ingly select the optimal value for 𝑇
1
. Stop.

5.3. Model 2: The Inventory Models for the Case 𝜇 ≤ 𝑀

5.3.1. Case 2 ( 𝜇 ≤ 𝑀 ≤ 𝑇)

Case 2.1 (𝑡
1
≤ 𝜇 ≤ 𝑀 ≤ 𝑇). Similar to Case 1, the annual

interest charged for the inventory not being sold after the due
date𝑀 is given by

𝑐
𝑝
𝐼
𝑐

𝑇
∫

𝑇

𝑀

𝐼
3
(𝑡) 𝑑𝑡 =

𝑐
𝑝
𝐼
𝑐

𝑇
(
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑇𝑀 +

1

2
𝐷
0
𝜇𝑀
2

) .

(25)

The annual interest earned during the trade credit period
is shown in the following:

𝑠𝐼
𝑒

𝑇
[∫

𝜇

0

(𝑀 − 𝑡)𝐷
0
𝑡 𝑑𝑡 + ∫

𝑀

𝜇

(𝑀 − 𝑡)𝐷
0
𝜇 𝑑𝑡]

=
𝑠𝐼
𝑒

𝑇
(−

1

2
𝑀𝐷
0
𝜇
2

+
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇𝑀
2

) .

(26)

Case 2.2 (𝜇 ≤ 𝑡
1
≤ 𝑀 ≤ 𝑇). The annual interest charged for

the inventory not being sold after the due date𝑀 is given by

𝑐
𝑝
𝐼
𝑐

𝑇
[∫

𝑇

𝑀

𝐼
3
(𝑡) 𝑑𝑡]

=

𝑐
𝑝
𝐼
𝑐

𝑇
(
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑇𝑀 +

1

2
𝐷
0
𝜇𝑀
2

) .

(27)

The annual interest earned during the trade credit period
is shown in the following:

𝑠𝐼
𝑒

𝑇
[∫

𝜇

0

(𝑀 − 𝑡)𝐷
0
𝑡 𝑑𝑡 + ∫

𝑀

𝜇

(𝑀 − 𝑡)𝐷
0
𝜇 𝑑𝑡]

=
𝑠𝐼
𝑒

𝑇
(−

1

2
𝑀𝐷
0
𝜇
2

+
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇𝑀
2

) .

(28)

Case 2.3 (𝜇 ≤ 𝑀 ≤ 𝑡
1
≤ 𝑇). The annual interest charged for

the inventory not being sold after the due date𝑀 is given by

𝑐
𝑝
𝐼
𝑐

𝑇
[∫

𝑡
1

𝑀

𝐼
2
(𝑡) 𝑑𝑡 + ∫

𝑇

𝑡
1

𝐼
3
(𝑡) 𝑑𝑡]

=

𝑐
𝑝
𝐼
𝑐

𝑇
(−

1

3
𝐷
0
𝑡
3

1
+
1

3
𝐷
0
𝑀
3

−
1

2
𝐷
0
𝜇
2

𝑀

−𝐷
0
𝜇𝑇𝑀 +𝐷

0
𝜇
2

𝑀+𝐷
0
𝜇𝑇
2

−
1

2
𝐷
0
𝜇
2

𝑇) .

(29)

The annual interest earned during the trade credit period
is shown in the following:

𝑠𝐼
𝑒

𝑇
[∫

𝜇

0

(𝑀 − 𝑡)𝐷
0
𝑡 𝑑𝑡 + ∫

𝑀

𝜇

(𝑀 − 𝑡)𝐷
0
𝜇 𝑑𝑡]

=
𝑠𝐼
𝑒

𝑇
(−

1

2
𝑀𝐷
0
𝜇
2

+
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇𝑀
2

) .

(30)

5.3.2. Case 3: The Inventory Models for the Case 𝑇 < 𝑀

Case 3.1 (𝑡
1
≤ 𝜇 ≤ 𝑇 < 𝑀). The annual interest charged for

the inventory not being sold after the due date𝑀 is zero.
The annual interest earned during the trade credit period

is shown in the following:

𝑠𝐼
𝑒

𝑇
[∫

𝑇

0

(𝑀 − 𝑡)𝐷
0
𝑡 𝑑𝑡 + ∫

𝑡
1

0

𝐾 (𝑡) (𝑀 − 𝑇) 𝑑𝑡]

=
𝑠𝐼
𝑒

𝑇
[
1

2
𝑀𝐷
0
𝑇
2

−
1

3
𝐷
0
𝑇
3

+ 𝑟𝐷
0
(𝑀 − 𝑇)

1

2
𝑡
2

1
] .

(31)
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Case 3.2 (𝜇 ≤ 𝑡
1
≤ 𝑇 < 𝑀). The annual interest charged for

the inventory not being sold after the due date𝑀 is zero.
The annual interest earned during the trade credit period

is shown in the following:

𝑠𝐼
𝑒

𝑇
[∫

𝑇

0

(𝑀 − 𝑡)𝐷
0
𝑡 𝑑𝑡 + ∫

𝑡
1

0

𝐾 (𝑡) (𝑀 − 𝑇) 𝑑𝑡]

=
𝑠𝐼
𝑒

𝑇
[
1

2
𝑀𝐷
0
𝑇
2

−
1

3
𝐷
0
𝑇
3

+ 𝑟𝐷
0
(𝑀 − 𝑇)

1

2
𝜇
2

+ 𝑟𝐷
0
(𝑀 − 𝑇) (𝑡

1
− 𝜇) ] .

(32)

5.4. The Optimal Replenishment Policy for the Model 2.
Combine the inventorymodels of Cases 2 and 3, the results in
previous subsections lead to the following total cost function.

(1) If (1/2)(𝑟 + 1)𝜇 ≥ 𝑀 ≥ 𝜇

𝑇𝑅𝐶
2
(𝑇)

=

{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{

{

𝑇𝑅𝐶
31
, 𝑡
1
≤ 𝜇 ≤ 𝑇 ≤ 𝑀, that is 𝜇 ≤ 𝑇 ≤ 𝑀

𝑇𝑅𝐶
21
, 𝑡
1
≤ 𝜇 ≤ 𝑀 ≤ 𝑇,

that is 𝑀 ≤ 𝑇 ≤
1

2
(𝑟 + 1) 𝜇

𝑇𝑅𝐶
22
, 𝜇 ≤ 𝑡

1
≤ 𝑀 ≤ 𝑇,

that is 1

2
(𝑟 + 1) 𝜇 ≤ 𝑇 ≤ 𝑀𝑟 −

1

2
(𝑟 − 1) 𝜇

𝑇𝑅𝐶
23
, 𝜇 ≤ 𝑀 ≤ 𝑡

1
≤ 𝑇,

that is 𝑀𝑟 −
1

2
(𝑟 − 1) 𝜇 ≤ 𝑇.

(33)

(2) If (1/2)(𝑟 + 1)𝜇 ≤ 𝑀

𝑇𝑅𝐶
2
(𝑇)

=

{{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{{

{

𝑇𝑅𝐶
31
, 𝑡
1
≤ 𝜇 ≤ 𝑇 ≤ 𝑀, that is 𝜇 ≤ 𝑇 ≤

1

2
(𝑟 + 1) 𝜇

𝑇𝑅𝐶
32
, 𝜇 ≤ 𝑡

1
≤ 𝑇 ≤ 𝑀,

that is 1

2
(𝑟 + 1) 𝜇 ≤ 𝑇 ≤ 𝑀

𝑇𝑅𝐶
22
, 𝜇 ≤ 𝑡

1
≤ 𝑀 ≤ 𝑇,

that is 𝑀 ≤ 𝑇 ≤ 𝑀𝑟 −
1

2
(𝑟 − 1) 𝜇

𝑇𝑅𝐶
23
, 𝜇 ≤ 𝑀 ≤ 𝑡

1
≤ 𝑇,

that is 𝑀𝑟 −
1

2
(𝑟 − 1) 𝜇 ≤ 𝑇,

(34)

where

𝑇𝑅𝐶
21

=
𝐴

𝑇
+
𝑐
ℎ

𝑇
(
1

6
𝑟𝐷
0
𝑡
3

1
−
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1

− 𝐷
0
𝜇𝑇𝑡
1
+
1

2
𝐷
0
𝜇𝑇
2

)

+

𝑐
𝑝
𝐼
𝑐

𝑇
(
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑇𝑀 +

1

2
𝐷
0
𝜇𝑀
2

)

−
𝑠𝐼
𝑒

𝑇
(−

1

2
𝑀𝐷
0
𝜇
2

+
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇𝑀
2

) ;

𝑇𝑅𝐶
22

=
𝐴

𝑇
+
𝑐
ℎ

𝑇
[(𝑟 − 1)

1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1

+
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑡
1
𝑇]

+

𝑐
𝑝
𝐼
𝑐

𝑇
(
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑇𝑀 +

1

2
𝐷
0
𝜇𝑀
2

)

−
𝑠𝐼
𝑒

𝑇
(−

1

2
𝑀𝐷
0
𝜇
2

+
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇𝑀
2

) ;

𝑇𝑅𝐶
23

=
𝐴

𝑇
+
𝑐
ℎ

𝑇
[(𝑟 − 1)

1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1

+
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑡
1
𝑇]

+

𝑐
𝑝
𝐼
𝑐

𝑇
(−

1

3
𝐷
0
𝑡
3

1
+
1

3
𝐷
0
𝑀
3

+
1

2
𝐷
0
𝜇
2

𝑀 −𝐷
0
𝜇𝑇𝑀 + 𝐷

0
𝜇𝑇
2

−
1

2
𝐷
0
𝜇
2

𝑇)

−
𝑠𝐼
𝑒

𝑇
(−

1

2
𝑀𝐷
0
𝜇
2

+
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇𝑀
2

) ,

𝑇𝑅𝐶
31

=
𝐴

𝑇
+
𝑐
ℎ

𝑇
(
1

6
𝑟𝐷
0
𝑡
3

1
−
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1

−𝐷
0
𝜇𝑇𝑡
1
+
1

2
𝐷
0
𝜇𝑇
2

)

−
𝑠𝐼
𝑒

𝑇
(
1

2
𝑀𝐷
0
𝑇
2

−
1

3
𝐷
0
𝑇
3

+ 𝑟𝐷
0
(𝑀 − 𝑇)

1

2
𝑡
2

1
) ;

𝑇𝑅𝐶
32

=
𝐴

𝑇
+
𝑐
ℎ

𝑇
[(𝑟 − 1)

1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1
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+
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑡
1
𝑇]

−
𝑠𝐼
𝑒

𝑇
[
1

2
𝑀𝐷
0
𝑇
2

−
1

3
𝐷
0
𝑇
3

+ 𝑟𝐷
0
(𝑀 − 𝑇)

1

2
𝜇
2

+𝑟𝐷
0
(𝑀 − 𝑇) (𝑡

1
− 𝜇) ] .

(35)

In order to obtain the optimal replenishment decisions,
we should study each branch of the cost functions.

Theorem 2. (1) If 𝛽 < 0, 𝑇𝑅𝐶
23
(𝑇) is a convex function of

𝑇 for 𝑇 = (0,∞). The optimal value of 𝑇
23

corresponds to
min{𝑇𝑅𝐶

23
(�̃�
23
), 𝑇𝑅𝐶

23
(𝑀𝑟 − (1/2)(𝑟 − 1)𝜇)}.

(2) If 𝛽 ≥ 0, 𝑇𝑅𝐶
23
(𝑇) is an increasing function with 𝑇 for

𝑇 = (0,∞). For 𝑇 ∈ [𝑀𝑟 − (1/2)(𝑟 − 1)𝜇,∞), the optimal
value 𝑇

23
is obtained by 𝑇

23
= 𝑀𝑟 − (1/2)(𝑟 − 1)𝜇.

It is similar to analyze the optimal solutions for other
branches asTheorem 2. Based on the discussion, the solution
procedure for determining the optimal replenishment cycle
and the order quantity in the model 2 with 𝑀 ≥ 𝜇 can be
summarized into the following algorithm.

Algorithm 2.
Step 1. Input the values for all parameters with𝑀 ≥ 𝜇.
Step 2. Compare (𝑟 + 1)𝜇/2 and𝑀. If (𝑟 + 1)𝜇/2 ≥ 𝑀 ≥ 𝜇, go
to Algorithm 2.1; if𝑀 ≥ (𝑟+1)𝜇/2, then go to Algorithm 2.2.
Algorithm 2.1

Step 1. Find the global minimum of 𝑇𝑅𝐶
31
(𝑇), says 𝑇

31
, as

following.

Step 1.1. Compute �̃�
31
, if 𝜇 ≤ �̃�

31
≤ 𝑀 and 𝑓



31
(�̃�
31
) > 0, find

the min{𝑇𝑅𝐶
31
(�̃�
31
), 𝑇𝑅𝐶

31
(𝜇), 𝑇𝑅𝐶

31
(𝑀)} and accordingly

set 𝑇
31
. Compute 𝑄

31
and 𝑇𝑅𝐶

31
(𝑇
31
). Else, go to Step 1.2.

Step 1.2. Find themin{𝑇𝑅𝐶
31
(𝜇), 𝑇𝑅𝐶

31
(𝑀)} and accordingly

set 𝑇
31
. Compute 𝑄

31
and 𝑇𝑅𝐶

31
(𝑇
31
).

Step 2. Find the global minimum of 𝑇𝑅𝐶
21
(𝑇), says 𝑇

21
, as

follows.
Step 2.1. Compute �̃�

21
, if𝑀 ≤ �̃�

21
≤ (𝑟+1)𝜇/2 and 𝑓

21
(�̃�
21
) >

0, find the min{𝑇𝑅𝐶
21
(�̃�
21
), 𝑇𝑅𝐶

21
(𝑀), 𝑇𝑅𝐶

21
((𝑟 + 1)𝜇/2)}

and accordingly set 𝑇
21
. Compute 𝑄

21
and 𝑇𝑅𝐶

21
(𝑇
21
). Else,

go to Step 2.2.

Step 2.2. Find the min{𝑇𝑅𝐶
21
(𝑀), 𝑇𝑅𝐶

21
((𝑟 + 1)𝜇/2)} and

accordingly set 𝑇
21
. Compute 𝑄

21
and 𝑇𝑅𝐶

21
(𝑇
21
).

Step 3. Find the global minimum of 𝑇𝑅𝐶
22
(𝑇), says 𝑇

22
, as

follows.
Step 3.1. Compute �̃�

22
, if (𝑟 + 1)𝜇/2 ≤ �̃�

22
≤ 𝑀𝑟 − (𝑟 +

1)𝜇/2 and𝑓
22
(�̃�
22
) > 0, find the min{𝑇𝑅𝐶

22
(�̃�
22
), 𝑇𝑅𝐶

22
((𝑟+

1)𝜇/2), 𝑇𝑅𝐶
22
(𝑀𝑟 − (𝑟 + 1)𝜇/2)} and accordingly set 𝑇

22
.

Compute 𝑄
22
and 𝑇𝑅𝐶

22
(𝑇
22
). Else, go to Step 3.2.

Step 3.2. Find the min{𝑇𝑅𝐶
22
((𝑟 + 1)𝜇/2), 𝑇𝑅𝐶

22
(𝑀𝑟 −

(𝑟 + 1)𝜇/2)} and accordingly set 𝑇
22
. Compute 𝑄

22
and

𝑇𝑅𝐶
22
(𝑇
22
).

Step 4. Find the global minimum of 𝑇𝑅𝐶
23
(𝑇), says 𝑇

23
, as

follows.
Step 4.1. Compute �̃�

23
, if (𝑟 + 1)𝜇/2 ≤ �̃�

23
, and then set 𝑇

23
=

�̃�
23
. Compute 𝑄

23
and 𝑇𝑅𝐶

23
(𝑇
23
). Else, go to Step 4.2.

Step 4.2. Set 𝑇
23

= (𝑟 + 1)𝜇/2. Compute𝑄
23
and 𝑇𝑅𝐶

23
(𝑇
23
).

Step 5. Find the min{𝑇𝑅𝐶
31
(𝑇
21
), 𝑇𝑅𝐶

21
(𝑇
21
), 𝑇𝑅𝐶

22
(𝑇
22
),

𝑇𝑅𝐶
23
(𝑇
23
)} and accordingly select the optimal value for 𝑇

2
.

Stop.
Algorithm 2.2
Step 1. Find the global minimum of 𝑇𝑅𝐶

31
(𝑇), says 𝑇

31
, as

follows.

Step 1.1. Compute �̃�
31
, if𝜇 ≤ �̃�

31
≤ (𝑟+1)𝜇/2 and𝑓

31
(�̃�
31
) > 0,

find the min{𝑇𝑅𝐶
31
(�̃�
31
), 𝑇𝑅𝐶

31
(𝜇), 𝑇𝑅𝐶

31
((𝑟 + 1)𝜇/2)} and

accordingly set𝑇
31
. Compute𝑄

31
and𝑇𝑅𝐶

31
(𝑇
31
). Else, go to

Step 1.2.

Step 1.2. Find the min{𝑇𝑅𝐶
31
(𝜇), 𝑇𝑅𝐶

31
((𝑟 + 1)𝜇/2)} and

accordingly set 𝑇
31
. Compute 𝑄

31
and 𝑇𝑅𝐶

31
(𝑇
31
).

Step 2. Find the global minimum of 𝑇𝑅𝐶
32
(𝑇), says 𝑇

32
, as

follows.

Step 2.1. Compute �̃�
32
, if (𝑟+1)𝜇/2 ≤ �̃�

32
≤ 𝑀 and 𝑓

32
(�̃�
32
) >

0, find the min{𝑇𝑅𝐶
32
(�̃�
32
), 𝑇𝑅𝐶

32
((𝑟 + 1)𝜇/2), 𝑇𝑅𝐶

32
(𝑀)}

and accordingly set 𝑇
32
. Compute 𝑄

32
and 𝑇𝑅𝐶

32
(𝑇
32
). Else,

go to Step 2.2.

Step 2.2. Find the min{𝑇𝑅𝐶
32
((𝑟 + 1)𝜇/2), 𝑇𝑅𝐶

32
(𝑀)} and

accordingly set 𝑇
32
. Compute 𝑄

32
and 𝑇𝑅𝐶

32
(𝑇
32
).

Step 3. Find the global minimum of 𝑇𝑅𝐶
22
(𝑇), says 𝑇

22
, as

follows.

Step 3.1. Compute �̃�
22
, if 𝑀 ≤ �̃�

22
≤ 𝑀𝑟 − (𝑟 +

1)𝜇/2 and 𝑓


22
(�̃�
22
) > 0, find the min{𝑇𝑅𝐶

22
(�̃�
22
),

𝑇𝑅𝐶
22
(𝑀), 𝑇𝑅𝐶

22
(𝑀𝑟− (𝑟+1)𝜇/2)} and accordingly set 𝑇

22
.

Compute 𝑄
22
and 𝑇𝑅𝐶

22
(𝑇
22
). Else, go to Step 3.2.

Step 3.2. Find the min{𝑇𝑅𝐶
22
(𝑀), 𝑇𝑅𝐶

22
(𝑀𝑟 − (𝑟 + 1)𝜇/2)}

and accordingly set 𝑇
22
. Compute 𝑄

22
and 𝑇𝑅𝐶

22
(𝑇
22
).

Step 4. Find the global minimum of 𝑇𝑅𝐶
23
(𝑇), says 𝑇

23
, as

follows.

Step 4.1. Compute �̃�
23
, if (𝑟 + 1)𝜇/2 ≤ �̃�

23
, and then set 𝑇

23
=

�̃�
23
. Compute 𝑄

23
and 𝑇𝑅𝐶

23
(𝑇
23
). Else, go to Step 4.2.

Step 4.2. Set 𝑇
23

= (𝑟 + 1)𝜇/2. Compute𝑄
23
and 𝑇𝑅𝐶

23
(𝑇
23
).

Step 5. Find the min{𝑇𝑅𝐶
31
(𝑇
21
), 𝑇𝑅𝐶

32
(𝑇
32
), 𝑇𝑅𝐶

22
(𝑇
22
),

𝑇𝑅𝐶
23
(𝑇
23
)} and accordingly select the optimal value for 𝑇

2
.

Stop.
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6. Numerical Examples and
Sensitivity Analysis

In this section, we carry out some numerical examples to
illustrate the algorithms obtained in the previous sections.
Additionally, we also provide a sensitivity analysis of the
values ofmost important parameters on the optimal decisions
of the retailer and the total cost.

6.1. Numerical Examples

Example 1 (𝜇/√𝑟 ≤ 𝑀 ≤ 𝜇). The input parameters are 𝐴 =

$50 per order, 𝐷
0
= 500 units, 𝑟 = 2, 𝑠 = $100 per unit, 𝑐

ℎ
=

$5 per unit per year, 𝑐
𝑝
= $40 per unit, 𝐼

𝑒
= 0.15, 𝐼

𝑐
= 0.08,

𝑀 = 0.3 year, and 𝜇 = 0.4 year.

Using Algorithm 1, we can calculate 𝑇𝑅𝐶
11
(𝑇
11
) = 351.8

with 𝑇
11

= 0.4, 𝑇𝑅𝐶
12
(𝑇
12
) = 393.2 with 𝑇

12
= 0.4250,

and 𝑇𝑅𝐶
13
(𝑇
13
) = 142.6 with 𝑇

13
= 0.6000. Therefore, the

optimal order cycle for the retailer is 𝑇
1

= 𝑇
13

= 0.6000

year and the optimal order quantity is 𝑄
1
= 80 units. The

minimum of the total cost is 𝑇𝑅𝐶
1
= $142.6.

Example 2 (0 ≤ 𝑀 ≤ 𝜇/√𝑟). The input parameters are 𝐴 =

$50 per order, 𝐷
0
= 500 units, 𝑟 = 2, 𝑠 = $100 per unit, 𝑐

ℎ
=

$5 per unit per year, 𝑐
𝑝
= $40 per unit, 𝐼

𝑒
= 0.15, 𝐼

𝑐
= 0.08,

𝑀 = 0.2 year, and 𝜇 = 0.4 year.

Using Algorithm 1, we can calculate 𝑇𝑅𝐶
12
(𝑇
12
) = 441.6

with 𝑇
12

= 0.4000, and 𝑇𝑅𝐶
13
(𝑇
13
) = 190.7 with 𝑇

13
=

0.6000. Therefore, the optimal order cycle for the retailer is
𝑇
1
= 𝑇
13

= 0.6000 year and the optimal order quantity is
𝑄
1
= 80 units. The minimum of the total cost is 𝑇𝑅𝐶

1
=

$190.7.

Example 3 ((𝑟 + 1)𝜇/2 ≥ 𝑀 ≥ 𝜇). The input parameters are
𝐴 = $50 per order, 𝐷

0
= 500 units, 𝑟 = 2, 𝑠 = $40 per unit,

𝑐
ℎ
= $5 per unit per year, 𝑐

𝑝
= $20 per unit, 𝐼

𝑒
= 0.15, 𝐼

𝑐
=

0.08,𝑀 = 0.6 year, and 𝜇 = 0.4 year.

Using Algorithm 2, we can calculate 𝑇𝑅𝐶
31
(𝑇
31
) = 92.3

with 𝑇
31

= 0.4000, 𝑇𝑅𝐶
21
(𝑇
21
) = 347.0 with 𝑇

21
= 0.6000,

𝑇𝑅𝐶
22
(𝑇
22
) = 107.2 with 𝑇

22
= 0.8000, and 𝑇𝑅𝐶

23
(𝑇
23
) =

533.2 with 𝑇
23

= 1.4. Therefore, the optimal order cycle for
the retailer is 𝑇

1
= 𝑇
31

= 0.4000 year and the optimal order
quantity is 𝑄

1
= 40 units. The minimum of the total cost is

𝑇𝑅𝐶
2
= $92.3.

Example 4 ((𝑟 + 1)𝜇/2 ≤ 𝑀). The input parameters are 𝐴 =

$50 per order, 𝐷
0
= 500 units, 𝑟 = 2, 𝑠 = $40 per unit, 𝑐

ℎ
=

$5 per unit per year, 𝑐
𝑝
= $20 per unit, 𝐼

𝑒
= 0.15, 𝐼

𝑐
= 0.08,

𝑀 = 0.9 year, and 𝜇 = 0.4 year.

Using Algorithm 2, we can calculate 𝑇𝑅𝐶
31
(𝑇
31
) = 576.1

with 𝑇
31

= 0.6367, 𝑇𝑅𝐶
32
(𝑇
32
) = 261.7 with 𝑇

32
= 0.8000,

𝑇𝑅𝐶
22
(𝑇
22
) = 416.3 with 𝑇

22
= 0.9000, and 𝑇𝑅𝐶

23
(𝑇
23
) =

1140.1 with 𝑇
23

= 2.3. Therefore, the optimal order cycle for
the retailer is 𝑇

1
= 𝑇
31

= 0.4000 year and the optimal order

quantity is 𝑄
1
= 120 units. The minimum of the total cost is

𝑇𝑅𝐶
2
= $261.7.

6.2. Sensitivity Analysis. In themodel, there aremany param-
eters influencing the decisions of themembers. But according
to the past research, the effects of some parameters on the
decisions are analyzed in many literatures such as the order-
ing cost per order. Therefore, we choose three parameters,
which are directly related to our innovations, to conduct
the sensitivity analysis for obtaining interesting management
insights. In this subsection, we present the sensitivity analysis
of the models mentioned above with respect to the three
parameters of 𝑟,𝑀, and 𝜇.

6.2.1. The Impact of the Changes of the Parameter 𝑟. Basic
parameters’ values for the case𝑀 ≤ 𝜇 are 𝐴 = $50 per order,
𝐷
0
= 500 units, 𝑠 = $100 per unit, 𝑐

ℎ
= $5 per unit per year,

𝑐
𝑝
= $40 per unit, 𝐼

𝑒
= 0.15, 𝐼

𝑐
= 0.08, 𝑀 = 0.3 year, and

𝜇 = 0.6 year. The impacts of the changes of the parameter 𝑟
on the retailer’ decisions and cost are shown in Figure 6.

Basic parameters’ values for the case𝑀 ≥ 𝜇 are 𝐴 = $250
per order, 𝐷

0
= 500 units, 𝑠 = $40 per unit, 𝑐

ℎ
= $5 per unit

per year, 𝑐
𝑝
= $20 per unit, 𝐼

𝑒
= 0.15, 𝐼

𝑐
= 0.08,𝑀 = 0.7 year,

and 𝜇 = 0.3 year.The impacts of the changes of the parameter
𝑟 on the retailer’ decisions and its cost are shown in Figure 7.

Based on Figures 6 and 7, we can see that if the demand
dependent production rate is lower, as the increasing of
the parameter 𝑟, the optimal order cycle and the optimal
order quantity are increasing. It means that if the value of
production rate is small, the retailer will lower the frequency
of putting the orders to cut down the order cost. If the demand
dependent rate is higher, the demand dependent production
rate has no effect on the optimal order cycle and the order
quantity. For the limit case, when the production rate is
infinite, as most papers presented, the production rate has no
influence on the members’ decisions.

For the total cost, as the increase of the parameter 𝑟, the
total cost is first increasing and then decreasing with this
parameter. It demonstrated that when the value of production
rate is small, the on-hand inventory level is low, which results
in low total cost. When the demand dependent production
rate is much higher, the retailer’s profit is decreasing with
this rate, because the retailer can get the products as soon
as possible to better meet the demand of the market; on
the other hand, in general, there is not shortage to occur
for the retailer, which will save the shortage cost for the
retailer.

6.2.2. The Impact of the Changes of the Parameter 𝑀. Basic
parameters’ values are 𝐴 = $250 per order, 𝐷

0
= 500 units,

𝑠 = $40 per unit, 𝑐
ℎ
= $5 per unit per year, 𝑐

𝑝
= $20 per unit,

𝐼
𝑒
= 0.15, 𝐼

𝑐
= 0.08, 𝑟 = 2, and 𝜇 = 0.5 year.

Based on Figure 8, we can see that as the delayed payment
time offered by the suppliers is increasing till 𝑀 = 𝜇,
the optimal order cycle and the optimal order quantity are
nonincreasing, which demonstrate that when the delayed
payment time is less than the growth stage time of the
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Figure 6: The impact of the changes of the parameter 𝑟 when𝑀 ≤ 𝜇.

new products’ introduction, the retailer will shorten the
replenishment cycle to take advantage of the trade credit
more frequently for accumulating the interest; on the other
hand, the short order cycle can make the retailer adjust its
order decisions more quickly for meeting the changeable
demand within the growth stage of the products.

When 𝑀 > 𝜇, that is, the delayed payment time
is larger than the breakpoint of the demand, during the
maturity stage of the products, the delayed payment time
has no effect on the optimal order cycle and the optimal
order quantity. Therefore, during the maturity stage of the
new products, the retailer’s replenishment policies are not
influenced by the delayed payment time offered by the
supplier.

However, the total cost for the retailer is decreasing
with the delayed payment time for the product life cycle.

Therefore, the retailer hopes the supplier can offer them the
delayed payment time as long as possible to obtain more
profits.

6.2.3. The Impact of the Changes of the Parameter 𝜇. Basic
parameters’ values are 𝐴 = $250 per order, 𝐷

0
= 500 units,

𝑠 = $40 per unit, 𝑐
ℎ
= $5 per unit per year, 𝑐

𝑝
= $20 per unit,

𝐼
𝑒
= 0.15, 𝐼

𝑐
= 0.08, 𝑟 = 2, and𝑀 = 0.5 year.

Based on Figure 9, we can see that as the demand
breakpoint is increasing; the optimal order cycle and the
optimal order quantity are decreasing at short time firstly and
then increasing for the last time.That is, when the breakpoint
is large, the new products moving to the maturity period
at slow speed, the demand is changed slowly. Therefore, in
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Figure 7: The impact of the changes of the parameter 𝑟 when𝑀 ≥ 𝜇.

the relative stable market, the retailer can increase the order
quantity and replenishment cycle to lower the cost.

The total cost for the retailer is increasing with the
demand breakpoint. Hence, for the products, if the growth
stage of the product life cycle is longer, the cost of the retailer
will be higher. Therefore, the retailer should make some
measures, such as advertisement, to induce the products’
demand moving to the maturity stage as soon as possible.

7. Conclusions

Most of the existing inventory models under trade credit
financing are assumed that the demand is a constant and
the replenishment rate is infinite or a constant. However,
in practice, the demand rate is the ramp type function of
time for some cases, such as the new products and the
holiday related products. On the other hand, the production

rate is related to the market demand. When the market
is better, the production rate will be improved. When the
retailer makes an order, it can be met faster. That is,
the replenishment of the retailer is related to the market
demand.

Therefore, in this paper, we developed an EOQ model
under trade credit financing with ramp type demand and
the demand dependent production rate. Subsequently, the
algorithms are proposed to decide the optimal replenishment
cycle and the optimal order quantity for the retailer. Finally,
the numerical analysis is demonstrated to illustrate the
models and the sensitively analysis is carried out to give some
management insights.

Based on the study, we mainly found the following.

(1) If the value of production rate is small, the retailer will
lower the frequency of putting the orders to cut down
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Figure 8: The impact of the changes of the parameter𝑀.

the order cost. If the demand dependent rate is higher,
the demand dependent production rate has no effect
on the optimal order cycle and the order quantity. For
the limit case, when the production rate is infinite,
as most papers presented, the production rate has no
influence on the members’ decisions.

(2) When the delayed payment time is less than the
growth stage time of the new products’ introduction,
the retailer will shorten the replenishment cycle to
take advantage of the trade credit more frequently
for accumulating the interest; on the other hand, the
short order cycle canmake the retailer adjust its order
decisions more quickly for meeting the changeable
demand within the growth stage of the products.

When the delayed payment time is larger than the
breakpoint of the demand, within the maturity stage
of the products, the delayed payment time has no
effect on the optimal order cycle and the optimal
order quantity. The total cost for the retailer is
decreasing with the delayed payment time.Therefore,
the retailer hopes the supplier can offer them the
delayed payment time as long as possible.

(3) As the demand breakpoint is increasing, the opti-
mal order cycle and the optimal order quantity are
decreasing first and then increasing.The total cost for
the retailer is increasing with the demand breakpoint.
Hence, for the products, if the growth stage of the
product life cycle is longer, the cost of the retailer
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Figure 9: The impact of the changes of the parameter 𝜇.

will be higher. Therefore, the retailer should make
some measures, such as advertisement, to induce the
products’ demand moving to the maturity stage as
soon as possible.

The research presented in this paper can be extended
in several ways. For example, other demand functions can
be further discussed considering the demand dependent
production rate in the EOQ inventory model with the trade
credit financing. Additionally, the models can be generalized
to consider the shortage or the partial backlogging. Further-
more, the influence of the poor quality products on the EOQ
model can be discussed to obtain somemanagement insights.

Appendices

A. Proof of Theorem 1

The first derivative for a minimum of 𝑇𝑅𝐶
13
is

𝜕𝑇𝑅𝐶
13

𝜕𝑇
= −

1

𝑇
2
𝑓
13
(𝑇) +

1

𝑇
𝑓


13
(𝑇) (A.1)

with

𝑓
13
(𝑇) = 𝐴 + (𝑐

ℎ
+ 𝑐
𝑝
𝐼
𝑐
)

× [(𝑟 − 1)
1

6
𝐷
0
𝜇
3

+
1

2
𝐷
0
𝜇
2

𝑡
1

+
1

2
𝐷
0
𝜇𝑇
2

− 𝐷
0
𝜇𝑡
1
𝑇]
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−
1

6
𝑐
𝑝
𝐼
𝑐
(𝑟 − 1)𝐷

0
𝑀
3

−
𝑠𝐼
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𝑝
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+ 𝑐
ℎ
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𝜇
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𝑟
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(A.2)

Based on (A.1), we have

𝜕𝑇𝑅𝐶
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(A.3)

The second derivatives for 𝑇𝑅𝐶
13
with respect to 𝑇 is
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(A.4)

We can know that lim
𝑇→∞

(𝜕𝑇𝑅𝐶
13
/𝜕𝑇) > 0.

Let us set

𝛼 = −𝐴 − (𝑐
ℎ
+ 𝑐
𝑝
𝐼
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𝑒
) .

(A.5)

If 𝛼 < 0, then lim
𝑇→0

(𝜕𝑇𝑅𝐶
13
/𝜕𝑇) < 0. Therefore, the

intermediate value theorem yields that there exists �̃�
13
as the

root of 𝜕𝑇𝑅𝐶
13
/𝜕𝑇 = 0 for 𝑇 = (0,∞). And when 𝛼 < 0,

we have 𝜕2𝑇𝑅𝐶
13
/𝜕𝑇
2

> 0. This �̃�
13
not only exits but also is

unique. If �̃�
13
is feasible, that is (1/2)(𝑟+1)𝜇 ≤ �̃�

13
for (22) and

(23), the optimal replenishment cycle is𝑇
13

= �̃�
13
. Otherwise,

if �̃�
13

is infeasible, the optimal replenishment cycle is 𝑇
13

=

(1/2)(𝑟 + 1)𝜇. The optimal value of the order level is 𝑄
13

=

∫
𝜇

0

𝐷
0
𝑡𝑑𝑡 + ∫

𝑇
13

𝜇
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0
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If 𝛼 ≥ 0, then 𝜕𝑇𝑅𝐶
13
/𝜕𝑇 > 0. 𝑇𝑅𝐶

13
is an increasing

function with 𝑇 for 𝑇 = (0,∞). For 𝑇 ∈ [(1/2)(𝑟 + 1)𝜇,∞),
the optimal value 𝑇

13
is obtained when 𝑇 = (1/2)(𝑟 + 1)𝜇.

The optimal value of the order level is 𝑄
13

= ∫
𝜇

0

𝐷
0
𝑡𝑑𝑡 +

∫
𝑇
13

𝜇

𝐷
0
𝜇𝑑𝑡.

Based on the analysis above, it is easy to obtainTheorem 1.

B. Proof of Theorem 2

Calculate the first derivatives of the 𝑇𝑅𝐶
23
with respect to 𝑇:
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(B.2)

Therefore, we have
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The second derivatives for 𝑇𝑅𝐶
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with respect to 𝑇 is
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We know that lim
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If 𝛽 < 0, then lim
𝑇→0

(𝜕𝑇𝑅𝐶
23
/𝜕𝑇) < 0. There-

fore, the intermediate value theorem yields that there exists
𝜕𝑇𝑅𝐶

23
/𝜕𝑇 = 0 for 𝑇 = (0,∞). And when 𝛽 < 0, we have
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If 𝛽 ≥ 0, 𝜕𝑇𝑅𝐶
23
/𝜕𝑇 > 0, so 𝑇𝑅𝐶

23
is an increasing

function with 𝑇 for 𝑇 = (0,∞). For𝑀𝑟 − (1/2)(𝑟 − 1)𝜇 ≤ 𝑇,
the optimal value of 𝑇

23
can be obtained by 𝑇 = 𝑀𝑟 −

(1/2)(𝑟−1)𝜇.The optimal order quantity is𝑄
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Based on the analysis above, it is easy to obtain
Theorem 2.
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With the development of e-commerce, its influence on supply chain and supply chain management is becoming increasingly
significant too. In this paper, the literature on the supply chain profit is reviewed first, and then a two-level and four-party supply
chain which consists of a supplier, an e-commerce platform, third-party logistics, and demander is taken into consideration. The
profit function of supply chain under e-commerce is formulated by taking the price of product and the maximum supply amount
under certain investment as decision-making variables and taking the expected value of random variables of price as the setting
sales quantity. Finally, the existence of maximum profit in the supply chain is proved in the model, and the coordination of supply
chain under e-commerce environment can be achieved by setting coordination parameters when the relevant cost parameters of
supply chain members satisfy certain conditions.

1. Introduction

Competition in the 21st century no longer takes place
between one enterprise and another, but among supply
chains. The supply chain connects an enterprise and its
suppliers, distributors, and customers together organically to
make it a function network which includes information flow,
material, and cash flow. The development of e-commerce is
becoming more and more mature along with the vigorous
development and increasing perfection of network economy.
In the meantime, the influence of e-commerce on supply
chain and its management also gets increasingly significant.
E-commerce can provide customers with direct sales, col-
lecting all kinds of channels of information. Additionally,
it can accelerate product to enter market and facilitate the
transfer of effective funding, so that a series of opportunities
will be created to increase the profit for the enterprise or
supply chain. Furthermore, e-commerce has favorable impact
on supply chain cost; for example, the cost of product
management can decrease as the supply chain is shortened,
the cost of inventory can be reduced with centralization,
and the coordination of supply chain can be improved via
information sharing [1].

In the e-commerce environment, the realization of infor-
mation sharing and cooperation commerce makes the supply
chain respond to market demand quickly and helps improve
the operation efficiency of the whole supply chain. What is
more, it also brings huge benefits to the supply chain. On
the basis of the cooperation of individual firms, the supply
chain could operate efficiently through close coordination
in production, logistics, inventory, sales, and others so as to
improve the competition and profitability of the overall sup-
ply chain [2]. However, the chain enterprises are independent
economic entity, and each of them aims at maximizing their
own profits. Consequently, reasonable profit distribution of
supply chain and effective cooperation mechanism play a
key role in fostering a long-term and stable cooperative
relationship among chain enterprises.

The difference of the supply chain under e-commerce
environment and in the traditional condition is embodied not
only by the timely updating of product information and the
real-time transmission of the need information, but also by
the various forms of payment and the resulting complex cash
flows. Unlike the traditional supply chain with one level of
supplier and retailer, there are at least four party members
in the supply chain under e-commerce environment: supplier
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or manufacturer, e-commerce platform, third-party logistics,
and demander. Therefore, the profit distribution of supply
chain under the e-commerce environment is different from
that in the traditional environment; the formermust consider
the profit coordination of two-level and four-party members
and the relationship among information flow, cash flow,
and profit point as well. Based on the established supply
chain model under e-commerce environment, the profit
distribution of supply chain under e-commerce environment
is analysed from two aspects: the existence ofmaximumprofit
in supply chain under the e-commerce environment and the
role to coordinate supply chain members in this model.

2. Literature Review

According to the analysis of the previous literature, the fact
that the study of supply chain is mainly done in the following
several fields can be found.

(1) Take the newsboy problem as background to further
discuss how to coordinate the supply chain by various
contracts, such as buy-back contract, revenue sharing
contract, quantity flexibility contract, sales commis-
sion contract, and finally maximizing the profit of
the whole supply chain. For example, the pieces of
literature [3–6] have studied the profit distribution
of supply chain based on a variety of supply chain
coordination contracts. Literature [3] pointed out
three basic requirements for the reasonable profit
allocation mechanism against the newsvendor prob-
lem, and literature [4] takes the newsvendor problem
as background to coordinate the supply chain with
the compensation strategy. Additionally, literature [5]
and literature [6] have studied the profit distribution
of supply chain by revenue sharing contract.

(2) Expand the study of two-echelon supply chain to
three-echelon supply chain and the study of supply
chain with single retailer and wholesaler to that with
several retailers and wholesalers, such as pieces of
literature [7–10]. Literature [7] proposed a model
of profit sharing and transfer pricing for network
companies. Literature [8] studied cooperative behav-
iors and profit allocation in the supply chain which
consists of one supplier and several retailers under
the decentralized control on the premise of replen-
ishment allowed. Literature [9] investigated coordi-
nation in a three-echelon supply chain, examined the
impact of subsupply chain coordination, and pointed
out that both the supplier and the retailer would
prefer to act alone rather than to coordinate with the
manufacturer when subsupply chain coordination is
suggested. Literature [10] considered the coordina-
tion mechanism with revenue sharing and developed
a coordination mechanism for a supply chain made
up of one manufacturer and 𝑛 Cournot competing
retailers when the production cost and demands are
simultaneously disrupted.

(3) Use Game Theory to analyse profit distribution in
supply chains. Literature [11] and Literature [12]

discussed how the producer prices and how the
retailer decides the order quantity under the Stack-
elberg Game structure and developed a cooperative
game model to implement profit sharing between
the manufacturer and the retailer utilizing Nash bar-
gaining model, respectively. Literature [13] analysed
the impact of surplus division in supply chains on
investment incentives with a biform-game approach,
and literature [14] analysed both simultaneous-move
and leader-follower games to determine the Nash and
Stackelberg equilibrium, respectively, and achieved
the globally optimal solution that maximizes the
system-wide expected profit.

(4) Take the e-commerce as a decision-making variable
to study supply chain. Literature [4] and Literature
[15] researched the supply chain by taking the e-
commerce as a decision-making variable. Literature
[4] studied whether the supplier and the customer
are willing to complete the transaction through e-
commerce in the perishable product sales which
is based on random demand, and literature [15]
identified the B2B e-commerce usage patterns in
North American small- and medium-sized enter-
prises (SMEs) in their supply chains, the con-
textual factors that influence usage patterns, and
the subsequent effects of these patterns on firm
performance.

Additionally, literature [16] and literature [17] have stud-
ied the relationship among supply chain members based
on profit distribution. Literature [16] put forward a profit
distribution plan among supply chain partnerships according
to the maximum profit of supply chain and their respective
risk proportion by analyzing supplier-retailer relationship
model. Literature [17] studied how an informal, long-term
relationship between a manufacturer and a retailer performs
in turbulentmarket environments characterized by uncertain
demand.

Based on the analysis we can find that many scholars take
the traditional two-echelon or three-echelon supply chain as
background to discuss supply chain profit distribution with
mathematical model and Game Theory. But it is still not
very common to study the supply chain profit distribution
under e-commerce environment, and most study is mainly
done on a single level supply chain. This paper takes the
two-level and four-party supply chain which consists of
a supplier, an e-commerce platform, third-party logistics,
and a demander into consideration first, and next we
take the product price and the maximum supply amount
under certain investment as decision-making variables, take
the setting sales quality as an expected value of random
variables of price to create a profit function, and then
study the supply chain profit distribution model under
e-commerce environment via the analysis of the profit
function.
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Figure 1:The supply chain model under e-commerce environment.

3. Model Establishment

3.1. Hypothesis

(1) Assume that we only take the supply chain which
consists of a supplier S, an e-commerce platform
EC, third-party logistics 3PL, and demander D into
consideration (as shown in Figure 1).

(2) This model only considers a specified sales cycle and
the product is single in the supply chain.

(3) The supplier releases product information in the e-
commerce platform, the demander will obtain the
required information through the platform, and the
order will also be completed in the e-commerce plat-
form. After the order information is received through
e-commerce platform, the supplier will manufacture
or purchase products and then entrust the third-party
logistics to take and deliver goods and finally the
logistics will be completed.

(4) There are two approaches to payment for demander:
A online payment, namely, it is paid through online
bank and e-commerce platform; B cash on delivery,
namely, the payment is collected by third-party logis-
tics. The demander paid the same in both kinds of
payment methods.

(5) For e-commerce platform, it can be profitable only
when a cash flow generated the information flow
(such as releasing and obtaining product information,
order, etc.) which is produced in the deal of both sides
of supply and demand does not create profit point.
There are two profit points in third-party logistics: the
profit of cash flow from collection on delivery; the
profit of shipping goods.

(6) There is no condition of asymmetric information in
the whole supply chain, the supplier, e-commerce
platform investor, and three-party logistics are all
risk-free, and their target is to maximize their own
profit.

Fi
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m
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The maximum supply capacity 

cs0i

qi−1 qi

Figure 2: The relationship between fixed cost and the maximum
supply capacity.

3.2. Symbols and Meanings

(1) S sold the product to EC at unit price 𝑤
1
and sold the

product to 3PL at unit price 𝑤
2
; EC and 3PL both sold

product to 𝐷 at unit price 𝑝(𝑤
1

< 𝑝, 𝑤
2

< 𝑝). 𝜙
1

of the EC income for goods as the revenue sharing
to S; similarly, 𝜙

2
of the 3PL income for goods as the

revenue sharing to S.

(2) In a certain sales cycle, the transportation cost which
D paid to 3PL shared per unit is 𝑡.

(3) The proportion of online payment for payment is 𝛼,
while the proportion of cash on delivery is 1 − 𝛼.

(4) In a certain sales cycle, the relationship between the
fixed cost for the product purchase or production and
themaximum supply capacity after receiving the need
information as shown in Figure 2, the maximum sup-
ply capacity (namely, the maximum product number
that you can purchase or produce under a certain
amount of investment) taken as decision variable is a
series of discrete values {𝑞

1
, 𝑞
2
, . . . , 𝑞

𝑛
}. The fixed cost

corresponding to the maximum supply capacity 𝑞
𝑖
is

𝑐
𝑠0𝑖
. The unit variable cost is 𝑐

𝑠1
.

(5) In a certain sales cycle, the construction and main-
tenance of the fixed cost share of the e-commerce
platform by the platform business are 𝑐

𝑒0
, and the

variable cost per unit of product that is produced by
the transaction is 𝑐

𝑒1
.

(6) In a certain sales cycle, the fixed cost share for
transporting goods by 3PL is 𝑐

𝑝0
, and the variable cost

per unit of product produced by the transaction is 𝑐
𝑝1
.

(7) In a certain sales cycle, when the sales price of the
product is 𝑝, the demand for product from user
is a random variable with deterministic distribution
𝐷(𝑝), and its distribution function and density func-
tion, respectively, are 𝐹(𝑞

𝑖
| 𝑝) and 𝑓(𝑞

𝑖
| 𝑝) (𝑞

𝑖
≥ 0).

𝐹(𝑞
𝑖

| 𝑝) is differentiable about𝑝, and 𝜕𝐹(𝑞
𝑖

| 𝑝)/𝜕𝑝 >

0.
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(8) 𝑄(𝑞
𝑖

| 𝑝) is the expected value of the number of
products in actual trading when the product price is
𝑝; then

𝑄 (𝑞
𝑖

| 𝑝) = 𝐸 {min (𝑞
𝑖
, 𝐷 (𝑝))}

= ∫

∞

0

min (𝑞
𝑖
, 𝑦) 𝑓 (𝑦 | 𝑝) 𝑑𝑦

= ∫

𝑞
𝑖

0

𝑦𝑓 (𝑦 | 𝑝) 𝑑𝑦 + 𝑞
𝑖
∫

∞

𝑞
𝑖

𝑓 (𝑦 | 𝑝) 𝑑𝑦

= 𝑞
𝑖

− ∫

𝑞
𝑖

0

𝐹 (𝑦 | 𝑝) 𝑑𝑦.

(1)

3.3. Model Establishment. Based on the above assumptions
and conditions, we can obtain the profit functions of supply
chain.

The profit function of supplier S is

Ω
𝑠

(𝑞
𝑖
, 𝑝) = 𝑤

1
𝛼𝑄 (𝑞

𝑖
| 𝑝) + 𝜙

1
𝑝𝛼𝑄 (𝑞

𝑖
| 𝑝)

+ 𝑤
2

(1 − 𝛼) 𝑄 (𝑞
𝑖

| 𝑝) + 𝜙
2
𝑝 (1 − 𝛼) 𝑄 (𝑞

𝑖
| 𝑝)

− 𝑐
𝑠1

𝑄 (𝑞
𝑖

| 𝑝) − 𝑐
𝑠0𝑖

= [𝛼𝑤
1

+ (1 − 𝛼) 𝑤
2
] 𝑄 (𝑞

𝑖
| 𝑝)

+ [𝛼𝜙
1
𝑝 + (1 − 𝛼) 𝜙

2
𝑝] 𝑄 (𝑞

𝑖
| 𝑝)

− 𝑐
𝑠1

𝑄 (𝑞
𝑖

| 𝑝) − 𝑐
𝑠0𝑖

.

(2)

The profit function of e-commerce platform is

Ω
𝑒

(𝑞
𝑖
, 𝑝) = (1 − 𝜙

1
) 𝑝𝛼𝑄 (𝑞

𝑖
| 𝑝) − 𝑤

1
𝛼𝑄 (𝑞

𝑖
| 𝑝)

− 𝑐
𝑒1

𝑄 (𝑞
𝑖

| 𝑝) − 𝑐
𝑒0

.

(3)

The profit function of 3PL is

Ω
𝑝

(𝑞
𝑖
, 𝑝) = (1 − 𝜙

2
) 𝑝 (1 − 𝛼) 𝑄 (𝑞

𝑖
| 𝑝)

− 𝑤
2

(1 − 𝛼) 𝑄 (𝑞
𝑖

| 𝑝) − 𝑐
𝑝1

𝑄 (𝑞
𝑖

| 𝑝)

− 𝑐
𝑝0

+ 𝑡𝑄 (𝑞
𝑖

| 𝑝) .

(4)

The profit function of supply chain is

Ω (𝑞
𝑖
, 𝑝) = 𝑝𝑄 (𝑞

𝑖
| 𝑝) − (𝑐

𝑠1
+ 𝑐
𝑒1

+ 𝑐
𝑝1

) 𝑄 (𝑞
𝑖

| 𝑝)

− 𝑐
𝑠0𝑖

− 𝑐
𝑒0

− 𝑐
𝑝0

+ 𝑡𝑄 (𝑞
𝑖

| 𝑝)

= (𝑝 + 𝑡) 𝑄 (𝑞
𝑖

| 𝑝) − (𝑐
𝑠1

+ 𝑐
𝑒1

+ 𝑐
𝑝1

) 𝑄 (𝑞
𝑖

| 𝑝)

− 𝑐
𝑠0𝑖

− 𝑐
𝑒0

− 𝑐
𝑝0

.

(5)

4. The Research on Profit and
Coordination of Supply Chain under
E-Commerce Environment

4.1. The Existence of Maximum Profit of Supply Chain. Find-
ing the first and the second derivative of Ω(𝑞

𝑖
, 𝑝) of 𝑝 for a

given 𝑞
𝑖
according to (5), we can obtain

𝜕Ω (𝑞
𝑖
, 𝑝)

𝜕𝑝
= 𝑄 (𝑞

𝑖
| 𝑝) + 𝑝

𝜕𝑄 (𝑞
𝑖

| 𝑝)

𝜕𝑝

+ (𝑡 − 𝑐
𝑠1

− 𝑐
𝑒1

− 𝑐
𝑝1

)
𝜕𝑄 (𝑞

𝑖
| 𝑝)

𝜕𝑝

= 𝑄 (𝑞
𝑖

| 𝑝) − (𝑝 + 𝑡 − 𝑐
𝑠1

− 𝑐
𝑒1

− 𝑐
𝑝1

)

× ∫

𝑞
𝑖

0

𝜕𝐹 (𝑦 | 𝑝)

𝜕𝑝
𝑑𝑦,

(6)

𝜕
2

Ω (𝑞
𝑖
, 𝑝)

𝜕𝑝
2

= 2
𝜕𝑄 (𝑞

𝑖
| 𝑝)

𝜕𝑝
+ (𝑝 + 𝑡 − 𝑐

𝑠1
− 𝑐
𝑒1

− 𝑐
𝑝1

)

×
𝜕
2

𝑄 (𝑞
𝑖

| 𝑝)

𝜕𝑝
2

= −2 ∫

𝑞
𝑖

0

𝜕𝐹 (𝑦 | 𝑝)

𝜕𝑝
𝑑𝑦 − (𝑝 + 𝑡 − 𝑐

𝑠1
− 𝑐
𝑒1

− 𝑐
𝑝1

)

× ∫

𝑞
𝑖

0

𝜕
2

𝐹 (𝑦 | 𝑝)

𝜕𝑝
2

𝑑𝑦.

(7)

Analyzing (5) and (6), then we get that the maximal value
exists when certain conditions are satisfied.

Theorem 1. When the conditions 𝜕
2

𝐹(𝑦 | 𝑝)/𝜕𝑝
2

> 0 and
𝑝 ≥ 𝑐

𝑠1
+ 𝑐
𝑒1

+ 𝑐
𝑝1

− 𝑡 are met, there exists only one 𝑝
∗

𝑖
for

maximum supply quantity of each product, which makes the
profit of supply chain maximum.

Proof. For 𝜕𝐹(𝑦 | 𝑝)/𝜕𝑝 > 0, 𝜕
2

𝐹(𝑦 | 𝑝)/𝜕𝑝
2

> 0 and 𝑝 ≥

𝑐
𝑠1

+ 𝑐
𝑒1

+ 𝑐
𝑝1

− 𝑡; then

𝜕
2

Ω (𝑞
𝑖
, 𝑝)

𝜕𝑝
2

= −2 ∫

𝑞
𝑖

0

𝜕𝐹 (𝑦 | 𝑝)

𝜕𝑝
𝑑𝑦

− (𝑝 + 𝑡 − 𝑐
𝑠1

− 𝑐
𝑒1

− 𝑐
𝑝1

)

× ∫

𝑞
𝑖

0

𝜕
2

𝐹 (𝑦 | 𝑝)

𝜕𝑝
2

𝑑𝑦 < 0.

(8)

That is, Ω(𝑞
𝑖
, 𝑝) is a concave function on 𝑝.
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When 𝑝
1

= 𝑐
𝑠1

+ 𝑐
𝑒1

+ 𝑐
𝑝1

− 𝑡, for 𝐹(𝑦 | 𝑝
1
) ≤ 1, then

∫
𝑞
𝑖

0

𝐹(𝑦 | 𝑝
1
)𝑑𝑦 ≤ 𝑞

𝑖
, and

𝜕Ω(𝑞
𝑖
, 𝑝)

𝜕𝑝

𝑝=𝑝
1

= 𝑄 (𝑞
𝑖

| 𝑝
1
) − (𝑝

1
+ 𝑡 − 𝑐

𝑠1
− 𝑐
𝑒1

− 𝑐
𝑝1

)

⋅ ∫

𝑞
𝑖

0

𝜕𝐹 (𝑦 | 𝑝)

𝜕𝑝

𝑝=𝑝
1

𝑑𝑦

= 𝑞
𝑖

− ∫

𝑞
𝑖

0

𝐹 (𝑦 | 𝑝
1
) 𝑑𝑦 ≥ 0.

(9)

Letting Δ = ∫
𝑞
𝑖

0

(𝜕𝐹(𝑦 | 𝑝)/𝜕𝑝)|
𝑝=𝑝
1

𝑑𝑦, with the hypothe-
sis 𝜕𝐹(𝑦 | 𝑝)/𝜕𝑝 > 0, we get Δ > 0.

Since 𝜕
2

𝐹(𝑦 | 𝑝)/𝜕𝑝
2

> 0, then 𝜕𝐹(𝑦 | 𝑝)/𝜕𝑝 is a
increasing function of 𝑝.

So, when 𝑝
2

> 𝑝
1
, then (𝜕𝐹(𝑦 | 𝑝)/𝜕𝑝)|

𝑝=𝑝
2

> (𝜕𝐹(𝑦 |

𝑝)/𝜕𝑝)|
𝑝=𝑝
1

holds and ∫
𝑞
𝑖

0

(𝜕𝐹(𝑦 | 𝑝)/𝜕𝑝)|
𝑝=𝑝
2

𝑑𝑦 > ∫
𝑞
𝑖

0

(𝜕𝐹(𝑦 |

𝑝)/𝜕𝑝)|
𝑝=𝑝
1

𝑑𝑦 = Δ holds.
If we let 𝑝

2
> 𝑐
𝑠1

+ 𝑐
𝑒1

+ 𝑐
𝑝1

− 𝑡 + (𝑞
𝑖
/Δ), then

𝜕Ω(𝑞
𝑖
, 𝑝)

𝜕𝑝

𝑝=𝑝
2

= 𝑞
𝑖

− ∫

𝑞
𝑖

0

𝜕𝐹 (𝑦 | 𝑝)

𝑝=𝑝
2

𝑑𝑦

− (𝑝
2

− 𝑐
𝑠1

− 𝑐
𝑒1

− 𝑐
𝑝1

+ 𝑡)

× ∫

𝑞
𝑖

0

𝜕𝐹(𝑦 | 𝑝)

𝜕𝑝

𝑝=𝑝
2

𝑑𝑦

≤ 𝑞
𝑖

− (𝑝
2

− 𝑐
𝑠1

− 𝑐
𝑒1

− 𝑐
𝑝1

+ 𝑡)

× ∫

𝑞
𝑖

0

𝜕𝐹(𝑦 | 𝑝)

𝜕𝑝

𝑝=𝑝
2

𝑑𝑦

≤ 𝑞
𝑖

−
𝑞
𝑖

Δ
Δ = 0.

(10)

From (9) and (10), we know that there exist 𝑝
1
and 𝑝

2
for

maximum supply quantity 𝑞
𝑖
of each product, which makes

(𝜕Ω(𝑞
𝑖
, 𝑝)/𝜕𝑝)|

𝑝=𝑝
1

≥ 0 and (𝜕Ω(𝑞
𝑖
, 𝑝)/𝜕𝑝)|

𝑝=𝑝
2

≤ 0 true.
According to the ZeroTheorem, we obtain that there must be
only one 𝑝

∗

𝑖
for each 𝑞

𝑖
, which makes (𝜕Ω(𝑞

𝑖
, 𝑝)/𝜕𝑝)|

𝑝=𝑝
∗

𝑖

= 0

true, and then the profit of the whole supply chain achieves
the maximum value.

In the supply chain model under e-commerce environ-
ment, we suppose that the profit of supply chain achieves the
maximum value Ω(𝑞opt, 𝑝

∗

opt) when the supply quantity of S is
𝑞opt and the corresponding final price of product of EC and
3PL is 𝑝

∗

opt.

4.2. The Coordination in Behavior of Supply Chain Members.
When the maximum supply quantity of product is 𝑞opt, the
final selling price is 𝑝

∗

opt; that is, when the profit of supply
chain achieves the maximum, the profit functions in the
supply chain and each member in this model are as follows.

The profit function of supplier S is

Ω
𝑠

(𝑞opt, 𝑝
∗

opt)

= 𝑤
1
𝛼𝑄 (𝑞opt | 𝑝

∗

opt) + 𝜙
1
𝑝
∗

opt𝛼𝑄 (𝑞opt | 𝑝
∗

opt)

+ 𝑤
2

(1 − 𝛼) 𝑄 (𝑞opt | 𝑝
∗

opt)

+ 𝜙
2
𝑝
∗

opt (1 − 𝛼) 𝑄 (𝑞opt | 𝑝
∗

opt)

− 𝑐
𝑠1

𝑄 (𝑞opt | 𝑝
∗

opt) − 𝑐
𝑠0opt

= [𝛼𝑤
1

+ (1 − 𝛼) 𝑤
2

+ 𝛼𝜙
1
𝑝
∗

opt + (1 − 𝛼) 𝜙
2
𝑝
∗

opt − 𝑐
𝑠1

]

× 𝑄 (𝑞opt | 𝑝
∗

opt) − 𝑐
𝑠0opt.

(11)

The profit function of e-commerce platform is

Ω
𝑒

(𝑞opt, 𝑝
∗

opt)

= (1 − 𝜙
1
) 𝑝
∗

opt𝛼𝑄 (𝑞opt | 𝑝
∗

opt)

− 𝑤
1
𝛼𝑄 (𝑞opt | 𝑝

∗

opt) − 𝑐
𝑒1

𝑄 (𝑞opt | 𝑝
∗

opt) − 𝑐
𝑒0

= [𝛼 (1 − 𝜙
1
) 𝑝
∗

opt − 𝛼𝑤
1

− 𝑐
𝑒1

] 𝑄 (𝑞opt | 𝑝
∗

opt) − 𝑐
𝑒0

.

(12)

The profit function of 3PL is

Ω
𝑝

(𝑞opt, 𝑝
∗

opt)

= (1 − 𝜙
2
) 𝑝
∗

opt (1 − 𝛼) 𝑄 (𝑞opt | 𝑝
∗

opt)

− 𝑤
2

(1 − 𝛼) 𝑄 (𝑞opt | 𝑝
∗

opt) − 𝑐
𝑝1

𝑄 (𝑞opt | 𝑝
∗

opt)

− 𝑐
𝑝0

+ 𝑡𝑄 (𝑞opt | 𝑝
∗

opt)

= [(1 − 𝛼) (1 − 𝜙
2
) 𝑝
∗

opt − (1 − 𝛼) 𝑤
2

− 𝑐
𝑝1

+ 𝑡]

× 𝑄 (𝑞opt | 𝑝
∗

opt) − 𝑐
𝑝0

.

(13)

The profit function of supply chain is

Ω (𝑞opt, 𝑝
∗

opt)

= 𝑝
∗

opt𝑄 (𝑞opt | 𝑝
∗

opt) − (𝑐
𝑠1

+ 𝑐
𝑒1

+ 𝑐
𝑝1

) 𝑄 (𝑞opt | 𝑝
∗

opt)

+ 𝑡𝑄 (𝑞opt | 𝑝
∗

opt) − 𝑐
𝑠0opt − 𝑐

𝑒0
− 𝑐
𝑝0

= (𝑝
∗

opt + 𝑡 − 𝑐
𝑠1

− 𝑐
𝑒1

− 𝑐
𝑝1

) 𝑄 (𝑞opt | 𝑝
∗

opt)

− (𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

) .

(14)

Analysing (11), (12), (13), and (14), then we get that
Ω
𝑠
(𝑞opt, 𝑝

∗

opt), Ω
𝑒
(𝑞opt, 𝑝

∗

opt), Ω
𝑝

(𝑞opt, 𝑝
∗

opt), and Ω(𝑞opt, 𝑝
∗

opt)

are all unary functions of 𝑄(𝑞opt | 𝑝
∗

opt). Therefore, if there
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exist constants 𝜆
1
, 𝜆
2
, 0 ≤ 𝜆

1
≤ 1 and 0 ≤ 𝜆

2
≤ 1 can meet

the following conditions

𝛼𝑤
1

+ (1 − 𝛼) 𝑤
2

+ 𝛼𝜙
1
𝑝
∗

opt + (1 − 𝛼) 𝜙
2
𝑝
∗

opt − 𝑐
𝑠1

= 𝜆
1

(𝑝
∗

opt + 𝑡 − 𝑐
𝑠1

− 𝑐
𝑒1

− 𝑐
𝑝1

) ,

𝛼 (1 − 𝜙
1
) 𝑝
∗

opt − 𝛼𝑤
1

− 𝑐
𝑒1

= 𝜆
2

(𝑝
∗

opt + 𝑡 − 𝑐
𝑠1

− 𝑐
𝑒1

− 𝑐
𝑝1

) ,

(1 − 𝛼) (1 − 𝜙
2
) 𝑝
∗

opt − (1 − 𝛼) 𝑤
2

− 𝑐
𝑝1

+ 𝑡

= (1 − 𝜆
1

− 𝜆
2
) (𝑝
∗

opt + 𝑡 − 𝑐
𝑠1

− 𝑐
𝑒1

− 𝑐
𝑝1

) ,

𝑐
𝑠0opt = 𝜆

1
(𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

) ,

𝑐
𝑒0

= 𝜆
2

(𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

) ,

𝑐
𝑝0

= (1 − 𝜆
1

− 𝜆
2
) (𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

) .

(15)

Then we obtain

Ω
𝑠

(𝑞opt, 𝑝
∗

opt) = 𝜆
1
Ω (𝑞opt, 𝑝

∗

opt) ,

Ω
𝑒

(𝑞opt, 𝑝
∗

opt) = 𝜆
2
Ω (𝑞opt, 𝑝

∗

opt) ,

Ω
𝑝

(𝑞opt, 𝑝
∗

opt) = (1 − 𝜆
1

− 𝜆
2
) Ω (𝑞opt, 𝑝

∗

opt) .

(16)

Since 𝜆
1
, 𝜆
2

∈ [0, 1] and Ω
𝑠
(𝑞opt, 𝑝

∗

opt), Ω
𝑒
(𝑞opt, 𝑝

∗

opt), and
Ω
𝑝

(𝑞opt, 𝑝
∗

opt) can be seen as unary functions with coefficient
greater than zero of Ω(𝑞opt, 𝑝

∗

opt), supplier S, e-commerce
platform EC, and the third-party logistics 3PL achieve the
maximum profit when the entire supply chain gets maximum
profit. And they get 𝜆

1
, 𝜆
2
, and (1 − 𝜆

1
− 𝜆
2
) part of

the maximum profit of entire supply chain, respectively.
Then we know that the maximum profit of supply chain is
consistent with the maximum profit of each member, and
then the model realizes the coordination effect on supply
chain members.

With the set of unary equations (15), we have

𝜆
1

=

𝑐
𝑠0opt

𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

,

𝜆
2

=
𝑐
𝑒0

𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

.

(17)

Let

𝜙
1

= 1 −
𝜆
2

𝛼
=

𝛼 (𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

) − 𝑐
𝑒0

𝛼 (𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

)

,

𝜙
2

=
𝜆
1

+ 𝜆
2

− 𝛼

1 − 𝛼
=

𝑐
𝑠0opt + 𝑐

𝑒0
− 𝛼 (𝑐

𝑠0opt + 𝑐
𝑒0

+ 𝑐
𝑝0

)

(1 − 𝛼) (𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

)

.

(18)

Then

𝑤
1

=

𝑐
𝑒0

(𝑐
𝑠1

+ 𝑐
𝑝1

− 𝑡) − 𝑐
𝑒1

(𝑐
𝑠0opt + 𝑐

𝑝0
)

𝛼 (𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

)

,

𝑤
2

=

𝑡 (𝑐
𝑠0opt + 𝑐

𝑒0
) + 𝑐
𝑝0

(𝑐
𝑠1

+ 𝑐
𝑒1

) − 𝑐
𝑝1

(𝑐
𝑠0opt + 𝑐

𝑒0
)

(1 − 𝛼) (𝑐
𝑠0opt + 𝑐

𝑒0
+ 𝑐
𝑝0

)

.

(19)

According to the requirement of revenue sharing ratio, 𝜙
1

and 𝜙
2
should meet constraints 0 < 𝜙

1
< 1 and 0 < 𝜙

2
< 1,

respectively. And since S sells the product to EC and 3PL at
prices of 𝑤

1
, 𝑤
2
, respectively, then 𝑤

1
> 0, 𝑤

2
> 0.

Analysing (18), we get that if 0 < 𝜙
1

< 1 and 0 <

𝜙
2

< 1, we must have 𝑐
𝑒0

/(𝑐
𝑠0opt + 𝑐

𝑝0
) < 𝛼/(1 − 𝛼) and

(𝑐
𝑠0opt + 𝑐

𝑒0
)/𝑐
𝑝0

> 𝛼/(1 − 𝛼). Analysing (19), we know that
if 𝑤
1

> 0 and 𝑤
2

> 0, then 𝑐
𝑒0

/(𝑐
𝑠0opt + 𝑐

𝑝0
) > 𝑐
𝑒1

/(𝑐
𝑠1

+ 𝑐
𝑝1

− 𝑡)

and 𝑐
𝑝0

/(𝑐
𝑠0opt + 𝑐

𝑒0
) > (𝑐

𝑝1
− 𝑡)/(𝑐

𝑠1
+ 𝑐
𝑒1

). Consequently,
we can realize the coordination of the supply chain under e-
commerce environment according to (18) and (19) to set the
coordinate parameters 𝜙

1
, 𝜙
2
, 𝑤
1
, and 𝑤

2
when relevant cost

parameters of each member meet the above conditions.
Above all, the constructed model of profit distribution of

supply chain in e-commerce environment can maximize the
profit of supply chain when 𝜕

2

𝐹(𝑦 | 𝑝)/𝜕𝑝
2

> 0, supply
quantity of product is 𝑞opt, and the corresponding selling
price is 𝑝

∗

opt ≥ 𝑐
𝑠1

+ 𝑐
𝑒1

+ 𝑐
𝑝1

− 𝑡. Furthermore, coordinate
parameters of supply chain 𝜙

1
, 𝜙
2
,𝑤
1
, and𝑤

2
can be obtained

from (18) and (19), when relevant cost parameters of each
member satisfy the conditions 𝑐

𝑒0
/(𝑐
𝑠0opt + 𝑐

𝑝0
) < 𝛼/(1 − 𝛼),

(𝑐
𝑠0opt+𝑐

𝑒0
)/𝑐
𝑝0

> 𝛼/(1−𝛼), 𝑐
𝑒0

/(𝑐
𝑠0opt+𝑐

𝑝0
) > 𝑐
𝑒1

/(𝑐
𝑠1

+𝑐
𝑝1

−𝑡),
and 𝑐
𝑝0

/(𝑐
𝑠0opt + 𝑐

𝑒0
) > (𝑐

𝑝1
− 𝑡)/(𝑐

𝑠1
+ 𝑐
𝑒1

). Then the entire
supply chain achieves the maximum profit, and supply chain
members S, EC, and 3PL earn the maximum profit at the
same time. S, EC, and 3PL can get 𝛼𝜙

1
+ (1 − 𝛼)𝜙

2
, 𝛼(1 −

𝜙
1
), and (1 − 𝛼)(1 − 𝜙

2
) part of the profit of supply chain,

respectively. Moreover, the shared ratio of profit only lies in
the cost parameters of each member; that is, it has nothing to
do with the demand.

5. Conclusion

In this paper, literature on profit distribution of supply chain
is analysed first, and based on the analysis, we study a two-
level and four-party supply chain which is composed of a
supplier, an e-commerce platform, the third-party logistics,
and demander; then a mathematical model of supply chain’s
profit is formulated. The profit distribution of supply chain
under e-commerce is investigated from two aspects: the
existence of maximum profit of supply chain and the model
to coordinate the behaviors of members through the analysis
of the profit functions of supply chain and each member.
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Routing optimization is a key technology in the intelligent warehouse logistics. In order to get an optimal route for warehouse
intelligent vehicle, routing optimization in complex global dynamic environment is studied. A new evolutionary ant colony
algorithm based on RFID and knowledge-refinement is proposed. The new algorithm gets environmental information timely
through the RFID technology and updates the environmentmap at the same time. It adopts elite ant kept, fallback, and pheromones
limitation adjustment strategy. The current optimal route in population space is optimized based on experiential knowledge. The
experimental results show that the new algorithm has higher convergence speed and can jump out the U-type or V-type obstacle
traps easily. It can also find the global optimal route or approximate optimal one with higher probability in the complex dynamic
environment. The new algorithm is proved feasible and effective by simulation results.

1. Introduction

With the development of factory automation and logistics
automation, traditional production and material handling
are more automated and intelligent, and a lot of large-
scale storage centers come into being. However, due to the
complexity of goods classification, frequent turnover, large
number of houses, complex road conditions, and so on,
finding target shelves location in the large-scale storage center
is a very difficult task. When working people always need the
help of memories or carrying signs for tendency guidelines,
the result is inefficient and error-prone, and human, material,
and financial resources are wasted on a certain degree.
Intelligent vehicle is a cargo automatically handling car in
intelligent transport systems that can meet the requirements
of warehouse and flexible manufacturing systems, and it is
one of themost crucial parts of thewhole logistics automation
and production automation.

Generally intelligent vehicle also called automated guided
vehicle is a mobile robot. Intelligent vehicle is an integrated
system which involves computer systems, sensors, automatic
control, mechanical, communications, and other technolo-
gies. It has beenwidely applied inmany areas such as industry,

agriculture, military, and other fields and is one of the hot
research issues in the field of robotic applications. Intelligent
vehicle system is controlled by computer, with the characters
of autonomous navigation, automatically path planning and
executing tasks, independently avoiding obstacle, and has the
advantages of high degree of automation, easy scheduling
and management, safety and reliability, and so forth. Its goal
is to achieve the automatically handling of goods. The key
technology of intelligent vehicle is similar to the mobile
robot and the difficult and critical points include navigation,
routing optimization, task scheduling, coordination ofmulti-
AGV control, and information fusion technology. Routing
optimization is the focus of this study.

The routing optimization of intelligent vehicle is search-
ing one optimal or approximate optimal route with a specific
performance (such as shortest distance, less time, etc.) from
starting point to target point in theenvironment with obsta-
cles. The route searching is the prerequisite for intelligent
vehicle performing various complex tasks, so the research
for effective route planning in a complex environment is
necessary and significant in the field of intelligent warehouse.
Depending on the degree that environmental information is
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known, route searching can be divided into two categories:
(1) global route searching with environmental information
known; (2) local route searching with environmental infor-
mation unknown or partially unknown. Global route search-
ing is to find the optimal or approximate optimal route to
meet certain performance from the starting point to the target
point according to the priori model. The key problem is the
environmentmodel building and the route searching strategy.
Local route searching means in the unknown or partially
unknown environment, the intelligent vehicle according to
the sensor’s information, including the location, size, and
shape information of the obstacle, gives a satisfied route with
no collision.

For path planning problem of mobile robot, many schol-
ars have had extensive research and also gotten some achieve-
ment. The traditional robot path planning methods such as
artificial potential [1], visibility graph [2], graph searching,
and grid decoupling method each have the advantages and
disadvantages. With the development of intelligent algo-
rithms, many scholars introduce them into the field of
robot path planning. The intelligent algorithms improve the
performance of the robot path planning to some extent, but
they also have their own defects. For example, genetic algo-
rithm is easy to fall into local optimum and has premature,
slower convergence and other issues. With the increasing
of obstacles or encountering complex terrain especially, the
complexity of the intelligent algorithms will greatly increase,
and we even cannot find the optimal solution [3].

Tuncer and Yildirim [4] in order to solve the problem
of genetic algorithm of premature and slow convergence
proposed a dynamic path planning of mobile robot based on
with improved genetic algorithm. Yang and Fu [5] in order
to improve the searching efficiency of genetic algorithm
proposed a new mobile robot path planning algorithm
combined with grid method and chaos genetic algorithm.
There are some problems in the neural network system, such
as networks large-scale, common performance, and easy to
make a robot into an infinite loop. Glasius et al. [6] proposed
a neural network model based on Hopfield network with
dynamically avoiding obstacles. The model can avoid local
minimumpoint, but it is difficult to adapt to the dynamic and
high speed environment. Ant colony algorithm is easy to fall
into local optimal solution and the U-shaped or V-shaped
trap. Cai et al. [7] proposed a new method combined with
the ant colony algorithm and fuzzy control technology.
Although this method can solve the robot path planning
problem, it is more complex and difficult. In order to improve
execution speed and search efficiency, Liu [8] proposed an
improved algorithm based on ant colony algorithm and
genetic algorithm. Liu and Cheng [9] presented vision
detection colony algorithm with elitist strategy to improve
the efficiency. Zhou and Hua [10] presented an improved ant
colony algorithm using simulated annealing algorithm to
improve the pheromone evaporation coefficient.

About the routing optimization in logistics and ware-
house, scholars also do a lot ofwork, and somedo the research
based on intelligent algorithms.

Sun [11] researched the path planning of automated
guided vehicle system. He built the map model with graph

theory in the process of AGV path planning and searched
the shortest path by Dijkstra algorithm. Wang and Feng [12]
researched the picking path plan for carousel based on ant
colony optimization algorithm. They gave a mathematical
model for hierarchical leveled carousel system with single
picking station of automatic stereoscopic warehouse and
proposed an improved ant colony optimization (ACO) algo-
rithm. Zeng and Zong [13] researched routing optimization
of AS/RS based on simulated annealing genetic algorithm.
The simulated annealing algorithm and genetic algorithm are
combined to solve theAS/RS. Pang and Lu [14] researched the
path picking optimization of automated warehouses based
on the ant colony generic algorithm. They gave an initial
population by the ant colony algorithm and then solved the
model with the genetic algorithms. Liu et al. [15] researched
dynamic material handling route planning based on real-
time operation conditions.They considered the complex and
changeable material demand environment of the production
system and set up a dynamic material transporting routing
optimization model, which considered several demanders
and multifarious convey angles. References [16, 17] intro-
duced the RFID technology into the path planning. Chen
et al. [16] researched the indoor path planning for seeing
robot eyes based on RFID. Guo [17] researched the intelligent
navigation and scheduling of vehicles in warehouses. For the
requirements of saving time and energy, he used bridging
RFID module to take charge of the navigation function.
Optimal route was generated by a combinative strategy of
topological-index and 𝐴∗ algorithm.

This paper will introduce RFID technology into large-
scale warehousing center, and the use of RFID will make the
environment map updated automatically and timely, so the
routing optimization problem from starting point to target
shelf will be solved more effectively. In the process of route
searching, for the ant colony algorithm easy to fall into local
optimum, and hard to jumpout theU-type orV-type trap, the
paper proposes an evolutionary ant colony algorithm based
on the prior knowledge, to effectively find the optimal route.

The rest of this paper is organized as follows. Our work
environment model is formulated in Section 2. In Section 3,
we provide the goal of routing optimization problem and
present the definitions of ant colony algorithm’s parameters.
The detailed steps and flow charts are given in Section 3. In
Section 4 the simulation results and analysis of four different
algorithms are provided. Finally, we conclude our paper in
Section 5.

2. Modeling the Working Environment for
Intelligent Vehicle

Modeling the working environment is the first step for the
path optimization. A reasonable description of the working
environment can decrease the searching steps in the process
of searching the optimal path and reduce the complexity on
time and space. In this section, we will model the working
environment, which is mainly the presentations of obstacles,
destination, and action space. Shelves and goods in large-
scale storage center may not only be the action destination,
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but also obstacles, which make the working environment
complicated. So to facilitate the following analysis, we use
grid method to model the working environment. And some
assumptions are given as follows.

(1) Assume the storage to be rectangular, and there are
some static obstacles, such as shelves and goods.
The reason for the static assumption is that, first,
all shelves and immobile goods are static; second,
although the goods can be moved, corresponding to
the moving vehicle, the moving goods are also static.
Therefore, all obstacles are considered to be static.
However, the working environment can be changed
dynamically after each transport.

(2) The intelligent vehicle is viewed as a particle without
size.

(3) Expand each obstacle into a circumscribed rectangle.
If the expansion cannot fill a complete grid, then it
will be considered as a grid.

(4) Assume the starting point to be fixed, and the desti-
nation may be different as the changing of the goods.
However, the environment will be updated after
goods is moved to the destination, so the destination
of the new path optimization problem is still static.

In the following, we will model the working space. Let 𝐶
denote the whole storage space including all action space and
finite obstacles. Define a rectangular coordinate systemwhere
the left upper corner is the origin of the coordinate and the
upper border of 𝐶 is 𝑥-axis, and the left border of 𝐶 is 𝑦-axis.
Let 𝑥max denote the maximum value of the horizontal axis of
the point in 𝐶, and 𝑦max denote the maximum value of the
longitudinal axis of the point in 𝐶, so the work space is

𝐴 = {(𝑥, 𝑦) | 𝑥 ∈ [0, 𝑥max] , 𝑦 ∈ [0, 𝑦max]} . (1)

Let 𝑅
𝑐
denote the maximum length of each action

step and divide the domain 𝐶 into the grids with equality
segmentation, and let both lengths of each step in 𝑥-axis
and 𝑦-axis be 𝑅

𝑐
. The column number of the grid domain

is denoted by 𝑁
𝑥
, and the row number is denoted by 𝑁

𝑦
. In

this paper, we consider the rectangular 𝐶 to be a square. Let
𝑁
𝑥
= 𝑁
𝑦
. So, the continuous domain 𝐴 can give a discrete

space 𝐴
𝑑
defined by

𝐴
𝑑
= {(𝑖, 𝑗) 𝑖, 𝑗 = 0, 1, 2, . . . , 𝑁

𝑥
} . (2)

We set the sequence number for each grid, so𝐴
𝑑
also can

be denoted by

𝐴
𝑑
= {(𝑥

𝑘
, 𝑦
𝑘
) | 𝑥
𝑘
= fix( 𝑘

𝑁
𝑥

) + 1, 𝑦
𝑘
= 𝑘 mod 𝑁

𝑥
+ 1,

𝑘 = 0, 1, . . . , 𝑁
2

𝑥
− 1} .

(3)
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Figure 1: Environment map.

In Figure 1, we give a grid description of a working space
with 100 grids. In the grid domain, a black grid denotes an
obstacle and a white grid denotes an action space.

3. Modeling for Routing Optimization of
Intelligence Vehicle

3.1. Objective Function. We consider a working environment
in Figure 1, where the start point is (𝑥

𝑠
, 𝑦
𝑠
), the destination is

(𝑥
𝑑
, 𝑦
𝑑
). The routing optimization is to find an optimal route

from all feasible paths.The feasible path is a path from (𝑥
𝑠
, 𝑦
𝑠
)

to (𝑥
𝑑
, 𝑦
𝑑
) and can avoid possible obstacles. Generally we set

the start point to be (𝑥
1
, 𝑦
1
).

We define the path length by Euclidean distance, so the
length of an edge with the points 𝑝

𝑖
(𝑥
𝑖
, 𝑦
𝑖
) and 𝑝

𝑖+1
(𝑥
𝑖+1
, 𝑦
𝑖+1
)

is given as follows:

𝑑 = √(𝑥
𝑖+1
− 𝑥
𝑖
)
2

+ (𝑦
𝑖+1
− 𝑦
𝑖
)
2

. (4)

The path with 𝐿 grids can be denoted as follows:

𝑝
𝑖
1

(𝑥
𝑖
1

, 𝑦
𝑖
1

)→⋅ ⋅ ⋅→𝑝
𝑖
𝑘

(𝑥
𝑖
𝑘

, 𝑦
𝑖
𝑘

)→⋅ ⋅ ⋅→𝑝
𝑖
𝐿

(𝑥
𝑖
𝐿

, 𝑦
𝑖
𝐿

) ,

𝑖
1
= 1, 𝑖

𝐿
= 𝑛.

(5)

Therefore, the total length𝐷(𝐿) of the path is

𝐷 (𝐿) =

𝐿−1

∑

𝑘=1

√(𝑥
𝑖
𝑘+1

− 𝑥
𝑖
𝑘

)
2

+ (𝑦
𝑖
𝑘+1

− 𝑦
𝑖
𝑘

)
2

. (6)

In practical operations, when making a turn the vehicle
needs to judge the obstacle, calculate its size and space extent,
and relocate the direction, which cost a lot of time and energy,
so we should reduce the number of turns as possible as we
can. Therefore, the routing optimization problem has two
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objectives: the least number of turns and the shortest path
length. We consider a weighted sum objective function as
follows:

𝐹1 = (1 +
1

√1 + 𝐿

) × 𝐷 × 𝑤
𝑑
+ curve × 𝑤

𝑐
, (7)

where 𝐿 is the total number of all grids in a path,𝐷/√1 + 𝐿 is
a correction item, and curve is the total number of turns. 𝑤

𝑑

and 𝑤
𝑐
are the weight, and 𝑤

𝑑
+ 𝑤
𝑐
= 1.

To facilitate the observation and the show of experiment
results, we use the following new objective function:

𝐹 =
100

(1 + (1/√1 + 𝐿)) × 𝐷 × 𝑤
𝑑
+ curve × 𝑤

𝑐

. (8)

In summary, the path optimization problem can be
summarized as the following model:

max {𝐺 (𝐿) , 𝐿 = 1, 2, . . . , 𝐼}

s.t.

{{{{{{{{{

{{{{{{{{{

{

𝐺 (𝐿) = max
𝑃

𝐹

s.t.

{{{{{{

{{{{{{

{

(𝜃𝑥
𝑖
𝑘

+ (1 − 𝜃) 𝑥
𝑖
𝑘+1

, 𝜃𝑦
𝑖
𝑘

+ (1 − 𝜃) 𝑦
𝑖
𝑘+1

) ∉ 𝐴
𝑂
,

for any 𝜃 ∈ [0, 1] , 𝑖
𝑘
, 𝑖
𝑘+1
∈ 𝑆
𝑎
,

𝑝 = (𝑝
1
, 𝑝
2
, . . . , 𝑝

𝑚
) , 𝑝
𝑘
= (𝑥
𝑖
𝑘

, 𝑦
𝑖
𝑘

) ,

(𝑥
𝑖
1

, 𝑦
𝑖
1

) = (𝑥
1
, 𝑦
1
) ,

(𝑥
𝑖
𝐿

, 𝑦
𝑖
𝐿

) = (𝑥
𝑑
, 𝑦
𝑑
) ,

(9)

where 𝐼 denotes the total number of feasible grids in the
working environment; that is, 𝐼 = 𝑁2

𝑥
− 𝑠. Here we set the

upper-bound of 𝐿 to be 𝐼, which is just the reason that the
path including withdraw steps is not optimal.

3.2. Parameters of Ant Colony Algorithm. When looking for
food, ants release special secretions called pheromones on
their paths, which will evaporate with time. The later ants
will select one path with the probability that is proportional
to the intensity of pheromones on the path. When more
ants pass through one path, there will be more pheromones
released on the path, and then this path will be selected by
ants with higher probability.Thus, a kind of positive feedback
mechanism is formed by which ants can eventually find the
optimal route. The parameters and strategies of basic model
of ant colony algorithm are as follows.

Let𝑚 be the number of ant colony algorithm.

Definition 1. Tabu table is an array of two dimensions,
which records the traversed nodes of each ant. tabu

𝑘
records

currently traversed nodes of ant 𝑘 in each generation. When
ant 𝑘 reaches the target point, the route of ant 𝑘 is just given
by the tabu table tabu

𝑘
.

Definition 2. 𝜏
𝑖𝑗
(𝑡) is the pheromones factor. 𝑡 represents time

and (𝑖, 𝑗) represents the path from node 𝑖 to node 𝑗, (𝑖, 𝑗 =
1, 2, . . . , 𝑛). 𝜏

𝑖𝑗
(𝑡) represents the retained pheromones of edge

(𝑖, 𝑗) at time 𝑡.

Definition 3. Heuristic factor 𝜂
𝑖𝑗
denotes expectation degree

that the antsmove fromnode 𝑖 to node 𝑗 andusually is defined
as follows:

𝜂
𝑖𝑗
=
1

𝑑
𝑖𝑗

, (10)

where 𝑑
𝑖𝑗
is the distance between node 𝑖 and node 𝑗.

Definition 4. Let 𝑃𝑘
𝑖𝑗
be the transition probability with which

ant transfers from node 𝑖 to node 𝑗. The definition is as
follows:

𝑃
𝑘

𝑖𝑗
=

{{{

{{{

{

[𝜏
𝑖𝑗
(𝑡)]
𝛼

[𝜂
𝑖𝑗
(𝑡)]
𝛽

∑
𝑠∈allowed

𝑘

[𝜏
𝑖𝑗
(𝑡)]
𝛼

[𝜂
𝑖𝑗
(𝑡)]
𝛽

, if 𝑗 ∈ allowed
𝑘
,

0, else,

(11)

where allowed
𝑘
(where 𝑘 = {1, 2, . . . , 𝑛}) represents the

set of allowed next nodes which can be selected by ant 𝑘
on the current environment. 𝛼 and 𝛽 denote the degree of
importance of pheromones on the path and heuristic factor
𝜂
𝑖𝑗
.

Definition 5. Δ𝜏
𝑖𝑗
(𝑡) is the pheromone increment. It repre-

sents the pheromone increment on edge (𝑖, 𝑗) after time Δ𝑡.
The definition is as formula (12). Generally when initialized,
Δ𝜏
𝑖𝑗
(0) is always set to zero:

Δ𝜏
𝑖𝑗
(𝑡) =

𝑚

∑

𝑘=1

Δ𝜏
𝑖𝑗
(𝑡) , (12)

where Δ𝜏𝑘
𝑖𝑗
(𝑡) represents the pheromones increment of ant 𝑘

on edge (𝑖, 𝑗) after time Δ𝑡. The definition is as follows:

Δ𝜏
𝑘

𝑖𝑗
(𝑡) =

{

{

{

𝑄

𝐿
𝑘

, ant 𝑘 pass edge (𝑖, 𝑗) ,

0, others,
(13)

where 𝑄 is the enhancing coefficient of pheromones, which
affects the speed of convergence to a certain extent; 𝐿

𝑘

represents the distance of the route which is created by ant
𝑘 in the current iteration.

Therefore, after the time Δ𝑡, the pheromones on each
edges can be updated by the following:

𝜏
𝑖𝑗
(𝑡 + Δ𝑡) = (1 − 𝜌) 𝜏

𝑖𝑗
(𝑡) + Δ𝜏

𝑖𝑗
(𝑡) , (14)

where 𝜌 is the evaporating coefficient of pheromones, 1 − 𝜌
represents the retain factor. In order to prevent the unlimited
accumulation of pheromones, set 𝜌 ∈ [0, 1].

For the first goal of shortest distance, the basic idea of
ant colony algorithm is to place 𝑚 ants at the starting point
at the same time, and each ant selects one feasible node
with a certain probability and meanwhile updates the local
pheromones. The ants select the next available node with
the same strategy until they reach the target point. Thus,
the path passed by each ant is a feasible solution and then
in accordance with their contribution to the problem they
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update global pheromones. If the conditions of termination
are met, the current optimal solution is output, otherwise the
next iteration continues.

About the second goal of reducing the turns of route, the
modeling and related strategies will be described in detail in
Section 4.

4. Routing Optimization for
Intelligent Vehicle Based on Evolutionary
Ant Colony Algorithm

4.1. Steps of Ant Colony Algorithm. The general steps for
solving the routing optimization problem by ant colony
algorithm are as follows.

Step 1 (initialization). The ants are placed at the starting
point S, and S is added to the tabu list tabu

𝑘
. Let the initial

pheromones of each side be a constant; 𝜏
𝑖𝑗
(0) = 𝜏

0
/𝑑 (𝜏
0
is a

constant,𝑑 is the distance to the next grid, 𝑑 = 1 or√2). Here,
we redefine the initial pheromones with the distance factor
considered, so it is different from the traditional ant colony
algorithm 𝜏

𝑖𝑗
(0) = 𝜏. The new definition helps to improve the

convergence. Set the current experiment iterations NG = 1;
the maximum iterations are NGMAX.

Step 2 (select the next available node). In the algorithm we
select the next available node 𝑗 with roulette strategy. At any
time 𝑡, transfer probability 𝑃𝑘

𝑖𝑗
from node 𝑖 to 𝑗 is as shown in

formula (11).

Step 3 (pheromones update). After time Δ𝑡, the pheromones
are updated according to formula (14), and the pheromones
evaporating coefficient is adaptive. The pheromones evapo-
rating coefficient is very important when the environment
map is complex. If 𝜌 is too small, it is very easy to fall into
local optimum solution. If 𝜌 is too large, it will reduce the
convergence speed of the algorithm. So in this paper the
pheromones evaporating coefficient is dynamically adjusted
according to the situation of path length. As formula (15), if
the path length of the path set has distinct difference, it will
slow convergence speed or, otherwise, accelerate convergence
speed:

𝜌 (𝑡) =
𝐷ave − 𝐷min
𝐷max − 𝐷min

, (15)

where 𝐷max is the length of the longest path, 𝐷ave represents
the average length of all paths, and 𝐷min is the length of the
shortest path.

Here we also set a limitation for the pheromones evap-
orating coefficient. The limitation is just to prevent the
algorithm falling into local optimum due to the coefficient
being too big or too small. Here themaximum andminimum
values are given.

Step 4. Set iteration NG = NG+1. If NG >NGMAX, then go
to Step 5; otherwise, adopt elite ant strategy.The ant with best
fitness value in this iteration is chosen as the elite ant, which

is automatically selected into the next iteration, and thus
can increase the impact of the optimal route of the previous
iteration and improve the convergence of the algorithm. Go
to Step 2.

Step 5. Output the optimal route and the algorithm end.

In order to prevent the ants falling into a U-shaped or
V-shaped trap, fallback strategy is adopted in the algorithm.
When ants fall into the trap, if there is no good method to
deal with the situation, the ants will be in “dead” state that the
current feasible node set is empty, so the entire algorithmwill
be influenced. In the paper when ant 𝑘 falls into U-shaped or
V-shaped trap, we let it back to the previous node, and then
the previous node is added to tabu table tabu

𝑘
. If now the

feasible nodes set is still empty, do backing until the feasible
set of ant is not empty.

The whole algorithm flow chart is as shown in Figure 2.

4.2. Strategy of Routing Optimization. As referred to in
Section 3.1, routing optimization of intelligent vehicle has
two goals: one is the shorter distance, and the second is the
fewer number of turns. Inspired by the cultural algorithm,
we propose the reducing turns strategy based on the prior
knowledge.

Themain idea of the cultural algorithm is that in the pop-
ulation space individuals have individual experience during
the evolutionary process, and the individual experience will
be passed to the belief space through the function Accept().
Individual experience received in belief space will be com-
pared and optimized according to certain rules, thus forming
groups experience, and then update the group experience
with update() function according to the existing group and
individual experience. In belief space, after the formation
of the group experience the behavior of individuals in the
population space will be modified by Influence() function,
in order to enable individuals to achieve higher evolutionary
efficiency. The basic framework of cultural algorithm [18] is
as shown in Figure 3.

Considering the second goal, we should minimize the
turns of the route.This goal can be achieved by the optimiza-
tion operation based on the a priori knowledge on the route
which is obtained during iterations of ant colony algorithm.
The optimization operation is the experience update in belief
space of cultural colony algorithm. In the belief space the two
optimizing operations are based on the a priori knowledge.
One operation is abandoning the roundabout and the other
is reducing turns by parallelogram strategy.

(1) Strategy of Abandoning the Roundabout. Roundabout will
emerge when ants are looking for food, and it will influence
the pheromones of the path, which is not conducive for
routing optimization, and thus will mislead other ants, so
the roundabout makes the algorithm have poor convergence.
In order to improve the convergence of the algorithm, the
operation of abandoning roundabout must be applied to the
current route. Set the grid number of one path to be Ln;
calculate the allowed nodes set for the current node. If the
next nodes (except the first next node of the current node)
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Figure 2: Flow chart of ant colony algorithm.
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Figure 3: Basic framework of cultural algorithm.

after current node are in the allowed nodes set, you can
delete the nodes between the current node and the next node
directly from the circuitous path, and then the quality of the
path will be improved. Figure 4 shows the original circuitous
path. For node 32, its allowed node set is (31, 33, 41, 42, 43).
Except the next node 41, we find node 43 in the next nodes
set and also in the allowed nodes set, so the path between
node 43 and node 32 can be deleted. The new route after
the optimization is shown in Figure 5. From Figure 4 and
Figure 5 we can see the quality of the route is significantly
improved after the operation of abandoning roundabout and
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Figure 4: Route before abandoning roundabout.

the number of turns is effectively reduced also.The flow chart
of optimization operation for abandoning the roundabout is
shown in Figure 6.

(2) Strategy of Reducing Turns by Parallelogram. The strategy
is to reduce the number of vehicle turns and thus can reduce
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Figure 5: Route after operation of abandoning roundabout.

the vehicle’s walking energy consumption and improve the
fitness value of route. Select three consecutive nodes: the
connection between the first node and the previous node
on the route forming segment 1 and the connection between
second and third node forming segment 2. When segment
1 and segment 2 are parallel, draw a parallelogram with the
three nodes as the three vertices of the parallelogram, and
then we will get two new segments which are not on the
original route. If the grids passing by the new segments are
all free grid, then the two original segments on the route will
be deleted, the two new segments replace the original, and a
new route then comes up. Obviously, the new route has less
turns than the old one. The map and the original route are
shown in Figure 7. We explain the strategy in detail taking
nodes 10, 43, and 63, for example. Segment 1 between nodes
0 and 10 parallels segment 2 between nodes 43 and 63, so
draw up a parallelogramwith nodes 10, 43, and 63 as the three
vertices of the parallelogram. Then, two new segments come
up. One is segment between nodes 10 and 30, the other is
the one between nodes 30 and 63. The grids passing by the
two new segments are all free grid, so the two old segments
are substituted by the two new ones. Then the new route
comes up and is as shown in Figure 8. From Figure 7 and
Figure 8 we can see after the optimization of reducing turns
by parallelogram that the new route has less turns and higher
fitness value than the old one. The flow chart of optimization
operation for reducing turns by parallelogram is shown in
Figure 9.

4.3. Steps of Evolutionary Ant Colony Algorithm. The inte-
gration of Sections 4.1 and 4.2 is the whole evolutionary
ant colony algorithm. The algorithm takes the ant colony
as the population space and the optimization for the route
with operation of abandoning roundabout and reducing the
turns by parallelogram based on the a priori knowledge as
the group experience updating of belief space. The main
steps of the evolutionary ant colony algorithm for routing
optimization are as follows.

(1) In the population space the route set is generated by
ant colony algorithm, and each route with individual
experience is delivered to the belief space.

(2) In the belief space all the routes are optimized by
strategies of abandoning roundabout and reducing
turns by parallelogram based on the a priori knowl-
edge and thus form the groups experience.

(3) The optimized routes are delivered back to the popu-
lation space to update the pheromones. Repeat steps
(1)–(3) until the end condition of the algorithm is
satisfied.

The flow chart of evolutionary ant colony algorithm is as
shown in Figure 10. Specific operation is as follows.

(1) Population Space. Detailed operation steps in population
space are as follows.

(1) Build model for working environment of intelligent
vehicle by grid method. Obtain information of the
current environment through RFID technology and
then build the current environment map. Determine
the starting point and the destination point.

(2) Parameter initialization for ant colony algorithm.
Set the initial value of iteration, initial time, initial
pheromones, tabu list, and so forth.

(3) According to the ant colony algorithm mentioned in
Section 4.1, select nodes and update pheromones, and
generate corresponding route set for𝑚 ants.

(4) Deliver the route set to the belief space by Accept()
function.

(5) Receive the updated route set from the belief space by
Influence() function.

(6) Global pheromones are updated.
(7) Judging the termination conditions. If the condition

is not satisfied, go to step (8). If satisfied, output the
optimal route and the intelligent vehicle advances
according to the route through the assistance of
RFID. During the process of returning starting point
from target point the environment map is updated
through RFID technology timely and intelligent vehi-
cle preparing for the next goods handling.

(8) The number of iterations 𝑡 = 𝑡 + 1; go to step (3).

(2) Belief Space. Detailed operation steps in belief space are as
follows.

4.4. Evolutionary Genetic Algorithm. For the problem of
routing optimization, coupledwith the a priori knowledge is a
very effectivemethod. In order to verify this conclusion, apply
the a priori knowledge into genetic algorithm. Also based on
the framework of cultural algorithm, genetic populations are
the population space, and in the belief space group experience
is updated based on the a priori knowledge. The algorithm is
called evolutionary genetic algorithm.The routing optimiza-
tion for intelligent vehicle is mainly involved in the following
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Figure 6: Flow chart of abandoning the roundabout.
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Figure 7: Original route before reducing turns.

points: (1) initializing the population, giving the original
route set in the feasible region, (2) giving appropriate fitness
function combined with the actual working environment of
the intelligent vehicle, (3) according to different situations
of population adaptive genetic algorithm selecting appropri-
ate crossover and mutation operator, and (4) keeping the
diversity of the population in the belief space. Flow chart of
evolutionary algorithm is shown in Figure 11. Specific steps of
algorithm are as follows.

(1) Population Space

(1) Initializing the genetic algorithm, setting the iteration
number 𝑇 = 1.
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Figure 8: Route after reducing turns by parallelogram.

(2) Modeling for working environment of intelligent
vehicle by grid method, obtaining the feasible route
set and set it as the initial population of genetic
algorithm.

(3) According to the fitness function to calculate each
individual’s fitness value, do the selection operation
for the populationwith roulette selection, adopt elitist
kept strategy, and generate new populations.

(4) Do the single point crossover operation on the adja-
cent chromosomes to generate new individuals.

(5) Do mutation operation on part of individuals with
mutation probability to produce new individuals.
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Figure 10: Flow chart of evolutionary ant colony algorithm.

(6) The new population is delivered to the belief space by
Accept() function.

(7) Receive the new generation of population by Influ-
ence() function of belief space.

(8) Judging the conditions for termination 𝑇 < 𝑡max, if
the termination condition is satisfied, output the best
individual.

(9) 𝑇 = 𝑇 + 1, go to step (3).
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(2) Belief Space. The steps in belief space are as follows: the
population after selection, crossover, and mutation of popu-
lation space is delivered to belief space; the individuals with
fitness value less than a certain threshold in the population
do similarity comparison with each other; if the similarity
is greater than a certain threshold, then the individuals with
lower fitness value are deleted and randomly generate a new
individual to join the populations.When comparison finishes
the new populations return to population space.

5. Simulation

5.1. Simulation Environment and Parameter Settings. In order
to study the efficiency of evolutionary ant colony algorithm
for intelligent vehicle searching optimal route, a lot of
simulation experiments are done.The hardware environment
of simulation: Processor Core (TM) i3-2120, CUP 3.30GHz,
RAM 6GB, 64-bit operating system, and hard disk 500GB.
Operating system is Windows 8, and Matlab 7.10.0 is the
programming tool. Environment map can be changed as the
actual environment change. Here we select three maps with
20∗20 grids, 50∗50 grids, and 100∗100 grids. All parameters
are as shown in Table 1, where 𝑚 represents the number
of ants, 𝛼 and 𝛽 represent, respectively, the importance of
the pheromones and heuristic factor, 𝜌 represents the global
pheromones evaporation coefficient, 𝜏

0
represents the initial

value of pheromones, and 𝑄 represents intensity factor of
pheromones.

5.2. Simulation Results. The environment mapI is as shown
in Figure 12. The start point is S, and the destination point

Table 1: Parameters of evolutionary ant colony algorithm.

𝑚 𝛼 𝛽 𝜌 𝜏
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𝑄
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0 2 4 6 8 10 12 14 16 18 20
0

2

4

6

8

10

12

14

16

18
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Figure 12: Environment map I.

is G. We make the comparison with four algorithms: the
evolutionary ant colony algorithm (EAC), the ant colony
genetic algorithm (AC-GA) in [8], the improved ant colony
algorithm (SA-AC) in [10], and the evolutionary genetic
algorithm (EGA). There are two algorithms (EAC and EGA)
based on experiential knowledge. The four algorithms all
run 50 times; randomly select one result; the optimal fitness
convergence results are as shown in Figure 13. We can see
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from Figure 13 EAC algorithm has the highest efficiency
and the best convergence. Although EGA also can find the
optimal route, its convergence speed is slower than EAC
algorithm. The AC-GA algorithm and the improved SA-AC
algorithm can hardly find the optimal route and have poorer
convergence than the evolutionary algorithms.

The comparison of four algorithms on fitness value of
50 times is as shown in Figure 14. We can see that the EAC
algorithm can find the optimal route every time, and the
EGA can find the optimal route with high probability. The
AC-GA algorithm and the SA-AC algorithm cannot find the
optimal route yet, and their fluctuations are relatively large,
but they all can find the approximate optimal route. We also

0

10

20

30

40

50

Av
er

ag
e r

un
ni

ng
 ti

m
e (

s)

EAC AC‐GA
Algorithms

SA‐AC EGA

Figure 15: Comparison of average running time on map I.
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Figure 16: The working environment map II.

compare the average running time of four algorithms, and the
result is as shown in Figure 15. From Figure 15 we can see that
EAC and EGA run faster than AC-GA and SA-AC. EGA is
the fastest and AC-GA is the lowest. In summary, the EAC
algorithm is the most effective one.

We do a lot of simulation experiments with 30 different
environment maps and have the same conclusion. Randomly
select another twomaps as shown in Figure 16 is 50∗50map,
and Figure 17 is 100∗100map.The experimental comparison
results of map II are as shown in Figures 18, 19, and 20, and
the comparison results of map III are as shown in Figures
21, 22, and 23. The experimental results prove that the EAC
algorithm has the highest optimal searching efficiency and
best convergence. The EGA has the shortest running time.
The more complex the working environment maps are, the
more superior the EAC is. In summary, EAC algorithm is a
feasible and an effective algorithm for routing optimization
of automated vehicle.
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Figure 17: The working environment map III.
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6. Conclusion

Intelligent vehicle is one of themost crucial parts of the whole
logistics automation and production automation, in which
the routing optimization is one key technology. In the paper
we study the route searching problem based on evolutionary
ant colony algorithmwithRFID technology.Wefirst build the
environment map and give the target goal. When searching
the optimal route in order to overcome the defect of tradi-
tional ant colony algorithm, such as easy falling into local
optimum and slow convergence, based on the experiential
knowledge, we propose an evolutionary ant colony algorithm.
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50 times on map II.
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The new algorithm adopts elite ant strategy, ant fallback
strategy, and pheromones evaporation coefficient adaptive
adjustment strategy which is proved feasible and effective.
When the groups experience is updated, the optimizing
operations of abandoning roundabout and reducing turns by
parallelogram based on experiential knowledge are done. A
lot of experimental results show that the new algorithm is
practical and efficient. It is also proved that the algorithm has
a high convergence speed and can find the optimal route with
higher probability. Due to the fact that the actual working is
more complex, how to use the advanced technology to help
the vehicle obtain more information timely and dynamically
avoiding obstacles is still worth researching.
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The paper focuses on the actuarial models of defined contribution pension plan. Through assumptions and calculations, the
expected replacement ratios of three different defined contribution pension plans are compared. Specially, more significant
considerable factors are put forward in the further cost and risk analyses. In order to get an assessment of current status, the
paper finds a relationship between the replacement ratio and the pension investment rate using econometrics method. Based on
an appropriate investment rate of 6%, an expected replacement ratio of 20% is reached.

1. Introduction

China’s current social security system was established July
1, 1997, which was updated in 2005. When it comes to
supplemental pension plan, it is used as away to providemore
benefits over the social security system which is discussed in
[1].The supplemental pension plan functions in the following
two fields. The first one is to complement the insufficient
social pension insurance treatment. The second one is to
stabilize employees and keep enterprises employees focus on
their work. Retirement plans of supplemental pension are
divided into defined benefit and defined contribution plans.
In a defined benefit plan, the funding is intended to ensure
that sufficient pension funds will be available to pay promised
benefits. In a defined contribution plan in [2], the benefit
received equals the contributions to the plan, adjusted for
possible investment.

Though China supplemental pension plan has been car-
ried out commonly, there are some large troubles. In 2011,
the replacement ratio of whole pension plan was only 42.9%.
When reaching 80%, we will judge that the protection of
retirement employees is adequate. Some researchers expect
that the average replacement ratio of developed supplemental
pension system will reach 20%, which is appropriate.

Foreign researches on supplemental pension plan are
wide. Leime and Seling regarded supplemental pension plan

as a deferred survival annuity. Within the prescribed period
of time, the insured is to pay a fee every year to the insurer,
which will be maintained until the insured retires. If the
insured is still survival at retirement, the insured can achieve
a certain amount from the insurer each year until death. The
actuarial present value of the insured’s contribution equals the
actuarial present value of the insurer’s future payments.

In this paper, application is given priority. We try to
compare different types of defined contribution pension
plans and test their effectiveness under the consideration of
costs and risks. All of these try to give some explanations of
the actual application of the pension plan and provide some
suggestions for China pension market.

2. Data and Assumption

The sample data used in our analyses is contained in Table 1,
simply the basic information of employees, which comes
from a certain governmental institution. The institution has
15 executive management level employees.

The China life insurance industry experience life table
(2000–2003) is also used in the spreadsheet model.

As discussed by Bills and Lyon, the following assumptions
are also used in the model in [3].
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Figure 1: Defined Contribution Plan Mechanisms. Resource: Model Calculation Analysis.

Table 1: Sample employees information.

ID Name Gender Present age Entry age Present salary
per month

1 A F 54 46 29190
2 B M 47 45 39591
3 C M 46 32 65100
4 D M 44 32 29190
5 E F 42 34 26625
6 F F 46 38 23000
7 G M 40 31 39591
8 H F 36 26 15954
9 I M 40 28 27800
10 J F 50 36 5023
11 K M 44 37 27957
12 L F 50 32 4556
13 M F 37 30 27957
14 N M 49 39 26625
15 O F 47 30 16751
Resource: government institution sample data.

Table 2: Assumption of salary increase rate.

Future service years Salary increase rate
0 < Year ≤ 5 10%
5 < Year ≤ 10 8%
10 < Year ≤ 15 6%
Year > 15 5%
Resource: spreadsheet model assumption.

(i) In this paper, all of the pension plans are based on
mechanism of defined contribution model.

(ii) The present time is 7/1/2013.

(iii) The data of annuity factor in life table is used for
calculations.

(iv) The retirement age for male is 60, for female 55.

(v) The retirement benefits are paid until death, with a
discount rate of 80%. This assumption presents the
possibility of deducting benefits and potential risks.

(vi) The fixed rate of monthly salary contribution is 10%,
which is a general level.

(vii) The future salary increase rate per year is related to
future services year as Table 2 shows.

(viii) The interest rate is 5% per year, 0.41% per month.
The risk-free rate varies from5% to 6%.Theminimum
one, 5%, is first chosen in the model analysis. This
assumption is performed in the following sensitivity
analysis.

(ix) The Investment return rate is 5%.
The investment of China supplemental pension indi-
vidual accounts has many limits. The percentage of
fixed interest products (mainly the Treasury bond)
must be greater than 50%. The percentage of equity
products must be less than 30%. In particular, stocks
must be less than 20%. In practice, the expected
invested return is 5.5%. We assume that it is 5%.

3. Model Description (The Spreadsheet Model
Is Contained in Table 3)

The work is completed using a basic “defined contribution
plan” spreadsheet model. The relative symbols are contained
in Table 4. Three different defined contribution plans are
tested. The analysis is performed using a spreadsheet model,
entering the established assumptions as parameters into the
model. Using the Input fields, various parameters related
to the employees’ information are entered. The model is
used to calculate replacement ratios at retirement age for an
individual employee under the conditions of different plans.

Calculation Original Mechanism. See Figure 1.

Symbol Description. See Table 4.

Calculation Basic Formula.

(i) Original defined contribution plan: EC ∗ Sn = RB ∗
AF; RR = RB/𝑆.

(ii) Modified defined contribution plan: IA + EC ∗ Sn =
RB ∗ AF; RR = RB/𝑆.

(iii) Hybrid plan: EC ∗ Sn = RB ∗ AF; RR = RB/𝑆 (RB ≥
PB); RR = PB/𝑆 (RB < PB).

4. Analysis

4.1. Sample Human Demographic Analysis. Human demo-
graphic information is an important external factor for a
pension plan.We do some analyses on the data of 15 executive
management level employees and show some findings and
graphics below.
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Table 3: Summary.

ID Gender Present
age

Entry
age

Present
salary

per month

Original
DC

Modified
DC

Hybrid
plan

Modified
cost

Hybrid
cost

1 F 54 46 29,190 0.79% 5.72% 24.92% 342,531.00 1,409,256.00
2 M 47 45 39,591 8.02% 9.16% 9.47% 99,636.00 192,012.00
3 M 46 32 65,100 8.57% 19.40% 8.57% 1,569,581.00 0.00
4 M 44 32 29,190 10.39% 20.43% 12.56% 571,364.00 215,232.00
5 F 42 34 26,625 6.87% 11.43% 14.09% 312,432.00 746,028.00
6 F 46 38 23,000 4.56% 8.56% 17.40% 269,894.00 1,074,372.00
7 M 40 31 39,591 12.91% 19.86% 12.91% 536,557.00 0.00
8 F 36 26 15,954 10.52% 17.32% 19.84% 246,680.00 683,952.00
9 M 40 28 27,800 12.91% 22.95% 12.91% 544,157.00 0.00
10 F 50 36 5,023 2.68% 11.08% 98.89% 121,106.00 1,416,276.00
11 M 44 37 27,957 10.39% 15.52% 13.11% 279,672.00 258,828.00
12 F 50 32 4,556 2.68% 14.74% 109.03% 157,799.00 1,419,936.00
13 F 37 30 27,957 9.98% 14.38% 11.89% 279,672.00 233,820.00
14 M 49 39 26,625 6.89% 14.04% 15.83% 411,674.00 704,244.00
15 F 47 30 16,751 4.13% 15.30% 25.80% 532,804.00 1,222,500.00

Table 4: Symbol determination.

Employer contribution per month EC
Annuity factor (life table) AF
Years before retirement 𝑁

Replacement ratio RR
Initial account amounts IA
Accumulated account balance AA
Retirement benefits per month RB
Accumulated value of annuity Sn
Salary per month 𝑆

Promised benefits PB
Resource: model symbol determination.

(i) The average age of employees is high, 44.80. For men,
the average age is 44.28; for women, the average age
is 45.25. As the women will get retired 5 years earlier
than men, the pressure of pension plan for women is
greater.

(ii) All employees are under the same social security
system, which I don’t consider in my analyses. The
defined contribution pension plan is used for supple-
mental pension plan.

(iii) Some employees have high age with shorter future
service years. 5 employees will retire in 10 years.Their
salary is on the low side, compared to the younger.The
monthly salary of two employees aged 50 is less than
5,500. The future accumulated years for individual
accounts may not be enough.

(iv) The salary of the employees who have a longer past
services year (more than 10 years) is more different,
65,100 as the maximum and 4,556 as the minimum.

The salary for shorter service years’ employees ismore
stable.

4.2. Defined Contribution Pension Plan

4.2.1. Original Defined Contribution Pension Plan. A defined
contribution plan will provide many details to determine the
annual contribution made by employer on behalf of each
employee as well as any relevant regulations. In analysis,
contribution rate is assumed. The formula determines how
much an employee receives from each plan.

Based on the data, assumptions, and model above, the
replacement ratio of all employees are calculated under
original defined contribution plan. First, we calculate the
expected accumulated individual account at retirement age
for each employee.Then, with the annuity factor provided by
life table, we estimate the future retirement benefits. Finally,
the replacement ratio is obtained.

The results are summarized in Table 5. The results
vary from 0.79% (the oldest one) to 12.91% (the youngest
one). We can almost see that “the younger, the better”. The
average replacement ratio is 7.49%, far less than the average
replacement ratio of China, 20%. In fact, no employees will
have a reasonable replacement ratio, over 20%.

The accumulated period (future service years) of indi-
vidual accounts is adequate, certainly including the sample
company. The pure pension plan, defined contribution, can’t
provide appropriate retirement benefits coverage.

4.2.2. Modified Defined Contribution Pension Plan. Accord-
ing to the results in Table 5, we can conclude that the
supplemental retirement compensation, simply the defined
contribution pension plan, is not enough for employees and
more compensation expenses are necessary. Some solutions
are proposed.
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Table 5: Replacement ratio for original defined contribution pen-
sion plan.

ID Gender Present
age

Entry
age

Present salary
per month

Original
replacement

ratio
1 F 54 46 29,190.00 0.79%
2 M 47 45 39,591.00 8.02%
3 M 46 32 65,100.00 8.57%
4 M 44 32 29,190.00 10.39%
5 F 42 34 26,625.00 6.87%
6 F 46 38 23,000.00 4.56%
7 M 40 31 39,591.00 12.91%
8 F 36 26 15,954.00 10.52%
9 M 40 28 27,800.00 12.91%
10 F 50 36 5,023.00 2.68%
11 M 44 37 27,957.00 10.39%
12 F 50 32 4,556.00 2.68%
13 F 37 30 27,957.00 9.98%
14 M 49 39 26,625.00 6.89%
15 F 47 30 16,751.00 4.13%

Average 7.49%
Resource: model calculation results.

Considering the past services years for each employee,
there should be an initial accumulated individual account.
This amountwill also be invested until retirement.We assume
that the past salary is the present salary provided and the
contribution rate is still fixed 10%.Therefore, the accumulated
individual account at retirement age, the expected replace-
ment ratio, will increase. The results are summarized in
Table 6.

From the results, we can see that the compensation
expense is a huge expenditure for employer. Some employees
have served for long years.Themodified defined contribution
planmay be easy to accept.The initial account is a big amount.

However, the replacement ratio is increased but it is still
unexpected, almost still less than 20%, possibly because of the
future increased salary and the inadequate investment return.
The average replacement ratio of this plan is 14.66%, with
an average increase of 7.17%. Employees 4, 7, and 9 may be
satisfied, as their length of service is long and their salary
is not too high. With a relatively low salary, the pressure of
pension benefit will be much smaller.

4.2.3. Hybrid Pension Plan. The hybrid pension plan will
guarantee the profits more effectively. In this plan, the benefit
formula looks like a defined contribution plan, but the plan
is really a defined benefit plan. The plan administrator keeps
track of the monthly contributions into the account and
guarantees a crediting pension level. If the employees earn
less, the plan must fund the shortfall.

Our sample company is a governmental one, reasonably
with better pension care. As some employees’ estimated
monthly pension is not enough, the following hybrid pension
plan is more direct. We assume that every employee should

Table 6: Replacement ratio for modified defined contribution
pension plan.

ID Gender Present
age

Entry
age

Present salary
per month

Replacement
ratio

1 F 54 46 29,190.00 5.72%
2 M 47 45 39,591.00 9.16%
3 M 46 32 65,100.00 19.40%
4 M 44 32 29,190.00 20.43%
5 F 42 34 26,625.00 11.43%
6 F 46 38 23,000.00 8.56%
7 M 40 31 39,591.00 19.86%
8 F 36 26 15,954.00 17.32%
9 M 40 28 27,800.00 22.95%
10 F 50 36 5,023.00 11.08%
11 M 44 37 27,957.00 15.52%
12 F 50 32 4,556.00 14.74%
13 F 37 30 27,957.00 14.38%
14 M 49 39 26,625.00 14.04%
15 F 47 30 16,751.00 15.30%

Average 14.66%
Resource: model calculation results.

Table 7: Replacement ratio for hybrid pension plan.

ID Gender Present
age

Entry
age

Present salary
per month

Replacement
ratio

1 F 54 46 29,190.00 24.92%
2 M 47 45 39,591.00 9.47%
3 M 46 32 65,100.00 8.57%
4 M 44 32 29,190.00 12.56%
5 F 42 34 26,625.00 14.09%
6 F 46 38 23,000.00 17.40%
7 M 40 31 39,591.00 12.91%
8 F 36 26 15,954.00 19.84%
9 M 40 28 27,800.00 12.91%
10 F 50 36 5,023.00 98.89%
11 M 44 37 27,957.00 13.11%
12 F 50 32 4,556.00 109.03%
13 F 37 30 27,957.00 11.89%
14 M 49 39 26,625.00 15.83%
15 F 47 30 16,751.00 25.80%

Average 27.15%
Resource: model calculation results.

have a credit monthly pension of 8,000. Therefore, it is
necessary to replenish future pension for those with less than
certain 8,000.Thus the expected replacement ratio for certain
employees will increase. The results of hybrid pension plan
are summarized in Table 7.

The hybrid pension is better than the modified pension.
The 8,000 guarantee per month is directly added to the future
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Figure 2: The replacement ratios of three defined contribution
pension plans. Resource: spreadsheet model calculation results.

retirement benefits,more effectively.The average replacement
ratio of hybrid pension plan is 27.15%, with an average
increase of 19.66%.

The minimum replacement ratio is 8.57%, with no
change, due to his maximum salary. The replacement ratio
of employees 10 and 12 even exceed 95% because of their
relatively low salary. Just due to the low salary, their initial
account in modified defined contribution plan is small,
ineffectively.

Up to now, three defined contribution pension plans
have been analyzed above. The comparison graph is shown
in Figure 2. It is obvious that, the replacement ratio is
improved under the two improved plans, especially the
hybrid plan.

4.3. Cost Analysis. The modified defined contribution pen-
sion plan and the hybrid pension plan can be regarded as
improved defined contribution plan. There is an estimated
compensation expense for this improvement.

In modified defined contribution pension plan, the sam-
ple employer must supplement the initial individual account
value at once. Employees with longer past service years
require more expenditure. Certainly, there is a time value for
this compensation. In this paper, we just measure the present
value of the required costs.

In hybrid pension plan, the compensation expenses only
appear for the employees who need to be assisted. There is a
measurable amount for employers. With this added amount,
the monthly 8,000 pension benefits will be reached. In order
to compare these two plans’ compensation expenses, they are
both measured by the use of present value and completed in
the model.

The detailed results are summarized in Table 8.
According to the results, there is no doubt that more

expenses make more benefits. As the average replacement

Table 8: Present value of compensation expenses.

ID Gender Present
age

Entry
age

Cost for
modified
defined

contribution
plan

Cost for
hybrid
plan

1 F 54 46 342,531.00 1,409,256.00
2 M 47 45 99,636.00 192,012.00
3 M 46 32 1,569,581.00 0.00
4 M 44 32 571,364.00 215,232.00
5 F 42 34 312,432.00 746,028.00
6 F 46 38 269,894.00 1,074,372.00
7 M 40 31 536,557.00 0.00
8 F 36 26 246,680.00 683,952.00
9 M 40 28 544,157.00 0.00
10 F 50 36 121,106.00 1,416,276.00
11 M 44 37 279,672.00 258,828.00
12 F 50 32 157,799.00 1,419,936.00
13 F 37 30 279,672.00 233,820.00
14 M 49 39 411,674.00 704,244.00
15 F 47 30 532,804.00 1,222,500.00

Total cost 6,275,559.00 9,576,456.00
Resource: model calculation results.

ratio of hybrid plan increases more, the estimated compen-
sation expenses for employer are much larger.

4.4. Risk Analysis. Every retirement pension plan presents
several risks and the design of each plan determines how the
risks are divided between employers and employees. Employ-
ers have the main responsibility on defined contribution
plans.

One obvious risk is investment return. If the asset earns
more than expected, the employee under this risk is happier.
If the asset earns less, theremay be a loss of benefits. In aword,
the ultimate accumulated accounts depend on investment
earnings to some degree. Investment returns help provide
for promised benefits. Everyone expects to have an account
which is overperformed. This risk is predominant in the
actual operation.

Another risk is inflation rate. In this paper, we regard
inflation as one component of investment return. The invest-
ment return will provide some protection. The inflation
depreciates the value of future accumulated accounts.

Thenext risk is longevity. In this paper, we assume that the
future pension benefits will be paid until death. Regardless
of the possibility of ignoring this risk, it is traditionally
considered that a defined benefit plan puts this risk on the
employers and a defined contribution plan puts this risk on
the employees. In our opinion, this conclusion is reasonable
as a defined benefit plan/hybrid plan guarantees a promised
benefit.

Finally, the salary increase risk is considered. The salary
at retirement age is a predominant factor which needs
to be monitored. If the salary is relatively higher than
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Table 9: Results of sensitivity analysis (replacement ratio).

Tested
parameter Changes

Original
defined

contribution

Modified
defined

contribution
Hybrid plan

Investment
return

(+1%) 0.55% 1.45% 0.21%
(−1%) −0.50% −1.29% −0.19%

Salary
increase

(+1%) −0.50% −1.27% −1.89%
(−1%) 0.55% 1.46% 2.12%

Resource: model calculation results.

expected, there is more pressure and more contributions for
the certain pension plan. The final influence is uncertain.
In the assumption, the salary increase rate is predicted based
on the future service years.

4.5. Sensitivity Analysis. In order to measure the potential
risks for several retirement pension plans, the following
sensitivity analysis is completed. As we assume that the
pension benefits will be paid until death, longevity risk is not
considered in this part.The results are summarized in Table 9.

Based on the results in Table 9, it is evident that the
employees are under some risks when the investment return
rate declines by 1% annually. If the inflation rate increases by
1% annually, it will have a similar impact on the replacement
ratios. The investment return risk of hybrid plan is not as
severe as the other two pension plans. The modified defined
contribution pension planwill be influencedmost.This result
is easy to understand, in a modified defined contribution
pension plan, and the time value of the initial individual
account at retirement age is the core of this plan.

The salary at retirement age will have a direct influence
on the replacement ratio. The hybrid pension plan is most
sensitive to this risk. Most employees have a fixed monthly
pension benefit of 8,000 in this plan; the change of the
denominator of replacement ratio is much more important.
The modified defined contribution pension plan is still
influenced by this risk. When the salary increases faster, the
accumulated individual account, and thus estimated pension
benefit, will be greater.

In conclusion, though the two improved pension plans
will get a better result of replacement ratios, the potential risks
will increase to some degree. The modified defined contribu-
tion pension plan is sensitive to both of the risk parameters.
The hybrid pension plan is more sensitive to salary increase
rate. When it comes to our traditional defined contribution
pension plan, it is the steadiest one, with less fluctuation. As
a result, both of the risks need to be monitored.

5. Forecast

In order to forecast the pension replacement ratio, we
simplify defined contribution pension plan. The important
parameters are kept retained, including investment income
rate/interest rate (𝑖), pension benefit (𝐵), contribution rate (𝑐),
contribution years (𝑛), pension paid years (𝑚), present salary,
(𝑆) and salary increase rate (𝑔), as in [4].

Based on the parameters listed above, we can get the accu-
mulated individual account.We assume that the contribution
is made at the end of years and investment income rate is not
equal to salary increase rate.

Account = 𝑐𝑆 (1 + 𝑔) (1 + 𝑖)𝑛−1

+ 𝑐𝑆(1 + 𝑔)
2

(1 + 𝑖)
𝑛−2

+ ⋅ ⋅ ⋅ + 𝑐𝑆(1 + 𝑔)
𝑛

=

𝑐𝑆 (1 + 𝑔) [(1 + 𝑖)
𝑛

− (1 + 𝑔)
𝑛

]

𝑖 − 𝑔
,

Account = 𝐵1 − 1/(1 + 𝑖)
𝑚

𝑖
.

(1)

According to the formula (1), the formula of 𝐵 is obtained.
So,

𝐵 =

𝑐𝑖𝑆 (1 + 𝑔) (1 + 𝑖)
𝑚

[(1 + 𝑖)
𝑛

− (1 + 𝑔)
𝑛

]

(𝑖 − 𝑔) [(1 + 𝑖)
𝑚

− 1]
. (2)

Finally, the replacement ratio

RR = 𝐵

𝑆(1 + 𝑔)
𝑛
=

𝑐𝑖 (1 + 𝑔) (1 + 𝑖)
𝑚

[(1 + 𝑖)
𝑛

/(1 + 𝑔)
𝑛

− 1]

(𝑖 − 𝑔) [(1 + 𝑖)
𝑚

− 1]
.

(3)

According to the sample data, employee 7 is chosen for
example.The future service year is 20 years, 𝑛 = 20. The fixed
contribution rate is 10%, 𝑐 = 10%. The salary increase rate is
5%, 𝑔 = 5%. According to the life table and China pension
market, we assume that m equals 18.77 years. Up to now, we
find a basic formula relationship between investment return
rate (𝑖) and pension replacement ratio. As the investment
return rate changes, the replacement ratio will change.

In order to forecast the replacement ratio, Table 10 is
shown.

It is obvious that the replacement ratio increases as the
interest rate and certainly investment return increase. With
the method of econometrics, linear regression, the relation
between them is presented by “Eviews 5.0”. To minimize
the expected error as much as possible, we vary the form
of interest rate, using quadratic and cube interest rate as
explaining variables. The biquadrate interest rate is not
significant, which is discarded.
Regression Formula:

RR = 0.050925 + 2.388865𝑖 − 11.97265𝑖2 + 216.2676𝑖3 + 𝜀

Std.Error:

(0.006067) (0.277030) (3.748962) (15.51312)

𝑡-Statistic:

(8.393567) (8.623115) (−3.19259) (13.94095)

Prob:

(0.0002) (0.0001) (0.0188) (0.0000)

𝑅-Squared: 0.999971.
(4)
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Table 10: Forecast relationship (partial).

Interest rate (𝑖) 3% 4% 6% 7% 8% 9% 10% 11% 12% 13%
Replacement ratio (RR) 11.81% 14.04% 19.77% 23.43% 27.73% 32.45% 38.71% 45.69% 53.86% 63.44%
Resource: model calculation results.

Table 11: Investment returns rate.

Year 2007 2008 2009 2010 2011 2012
Asset 8.86𝐵 35.572𝐵 132.795𝐵 227.158𝐵 326.579𝐵 401.98𝐵
Investment rate 7.66% 2.6% 4.36% 2.85% 2.53% 5.68%
Resource: the national enterprise annuity fund business data in 2012, Human resources social security fund supervision, 2013.4.

It is clear that the regression formula fits this relation-
ship well. Under the condition that the other factors are
unchanged, with the improvement of investment return,
the growth of enterprise annuity replacement rate is more
significantly higher than the growth of investment return.

Certainly, the improvement of defined contribution pen-
sion plan design will increase the replacement ratio. If we
devote ourselves to increasing the investment return rate,
the replacement ratio will increase too. According to the
corresponding linear regression relationship analysis, if the
enterprise annuity replacement ratio level is about 25%, the
annual investment yields need to exceed 7%.

The investment structure in China is not well developed
now. If we want to have a better investment return, some
limits must be cancelled. The investment income rate is
around 6%, which will result in a replacement ratio of 20%.

In Table 11 there are the historical investment returns in
China. The investment return is not satisfying during recent
years. In aword, it is significant for us to think how to increase
investment benefits as well as guarantee the security.

In the analysis, we just assume that 5% is the investment
return rate. The actuarial assumption is used in the calcula-
tions, but it will never exactly reflect the plan’s experience this
year. The difference between actual and assumed experience
creates actuarial gains and losses. A gain means the actual
experience wasmore favorable, and less costly, than assumed.
A loss means the opposite. If we want to forecast the future
replacement ratio, it is important to get reasonable interest
rate estimation which is discussed in [5].

6. Conclusions and Recommendations

The traditional defined contribution plan cannot satisfy the
employees’ demand, with shorter time to accumulate pension
accounts. The initial amounts are not enough. According
to the results of two improved plans proposed, modified
defined contribution plan and the hybrid plan, both the
replacement ratios become improved. The modified defined
contribution pension plan considers the past service years
of each employee while the hybrid pension plan presents
the feature of defined benefit plan and guarantees a fixed
pension benefit. The effectiveness of the latter one is better.
The two improved defined contribution plans both mean
a huge expenditure to employer. In particular, the cost of
hybrid pension plan is much larger. In addition, the potential

risks for retirement plans are analyzed, investment return,
inflation rate, longevity risk rate, and salary increase rate.
The relationship between investment return and replacement
ratio is clear. If the investment return can be raised under
a secure method, the pension market will have a great
improvement as discussed in [6]. Much more consideration
about the pension accumulated accounts investment strategy
is necessary.
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There has been consensus that logistics as well as supply chain management is a vital research field, yet with few literature reviews
on this topic. This paper sets out to propose some hot issues in the current research, through a review of related literature from the
perspective of operations management. In addition, we generate some insights and future research directions in this field.

1. Introduction

Organizations adopt numerous business improvement
methodologies to improve business performance. Logistics
as well as supply chain management has been regarded to be
the crucial factor for the companies to obtain competitive
edge. In fact, logistics as well as supply chain management
has received attention since the early 1980s, yet conceptually
the management of supply chains is not particularly well
understood, andmany authors have highlighted the necessity
of clear definitional constructs and conceptual frameworks
on supply chain management. In this paper, we provide a
tutorial on the current research of operations management of
logistics and supply chain. We first clarify the conception of
logistics and supply chain management in this paper, which
defines the scope of our related research papers. The core of
this paper is that we provide several hot issues in this field
with examples to show how these researches contribute from
different research angles. Finally, we conclude the paper with
the insights obtained from our analysis and future study
directions in this field.

The paper is organized as follows. In the next section, we
specify the definitions of the terms of logistics and supply
chain used in our paper, with a comparison between these two
popular conceptions. In Section 3, which is the core section of
this paper, we provide several hot topics in current research
with detailed examples. In Section 4, we provide insights and
further research directions.

2. Conception and Scope

2.1. Logistics. Logistics is the management of the flow of
goods between the point of origin and the point of consump-
tion in order tomeet some requirements, for example, of cus-
tomers or corporations. The resources managed in logistics
can include physical items, such as food, materials, animals,
equipment, and liquids, as well as abstract items, such as time,
information, particles, and energy. The logistics of physical
items usually involves the integration of information flow,
material handling, production, packaging, inventory, trans-
portation, warehousing, and often security.The complexity of
logistics can bemodeled, analyzed, visualized, and optimized
by dedicated simulation software. The minimization of the
use of resources is a common motivation in logistics for
import and export.

Note that the above definition of logistics is not uni-
fied, although it might be indeed, in current environment,
a commonly acknowledged one. For example, Council of
Logistics Management (now renamed as Council of Supply
ChainManagement Professionals) referred to logistics as “the
process of planning, implementing, and controlling the efficient,
effective flow and storage of goods, services, and related
information from point of origin to point of consumption for
the purpose of conforming to customer requirements,” which
includes inbound, outbound, internal, and external move-
ments and return of materials for environmental purposes.
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Aswe can see, the concept of logistics focuses on the prod-
uct flow, which is the meaning by which this word has been
translated inChinese. It also puts emphasis on the activities of
handling product, which include the storage, transportation,
distribution, and packaging and processing. Although busi-
ness logistics involvesmany activities, the traditional research
of operations management on logistics mainly relates to
the fields of logistics facility, transportation, and inventory
planning.

2.2. Supply Chain. Compared to “logistics,” there appears
to be even less consensus on the definition of the term
“supply chain management.” Kathawala and Abdou [1] point
out that SCM “has been poorly defined and there is a high
degree of variability in people’s minds about what is meant.”
Nevertheless, we present a rather widely adopted definition,
which is given by Mentzer et al. [2] which is rather broad,
not confined to any specific discipline area, and adequately
reflecting the breadth of issues that are usually covered
under this term: “Supply chain management is defined as
the systemic, strategic coordination of the traditional business
functions and the tactics across these business functions within
a particular company and across businesses within the supply
chain, for the purposes of improving the long-term performance
of the individual companies and the supply chain as a whole.”

The terms of “logistics” and “supply chain” are usually
comparative in academy and industry, since both of them are
closely relevant to the product circulation during its whole
life cycle, and both have been regarded as the central unit of
competitive analysis of model management science. Gener-
ally speaking, supply chain is a more broadened conception
with a wider range which can involve other similar subjects,
such as network sourcing, supply pipelinemanagement, value
chain management, and value stream management [3–5].

In addition, we can see that the conception of logistics has
no relationship with organization, which is the opposite of
supply chain, since supply chain is made up of multiple orga-
nizations, usually companies. An important issue in supply
chain management is that companies will not seek to achieve
cost reductions or profit improvement at the expense of their
supply chain partners but rather seek to make the supply
chain as a whole more competitive. Hence, the contention
that it is supply chains, and not a single company, that
compete is a central tenet in the field of supply chain man-
agement [6]. A central researchmethodology for supply chain
management is game theory (and also incentive theory for the
scenario of incomplete information).

3. Hot Issues

Due to the extensive research ranges in operations manage-
ment of logistics and supply chain management, we cannot
possibly make a comprehensive review in one paper. In this
section, we point out several of the most important issues
and hot topics in recent research, which draws great attention
from both academy and industry.

3.1. Inventory and Transportation Management on Specific
Fields. As has been pointed out in the previous section,

the operations research on logistics management still mainly
focuses on the traditional domain, that is, the inventory
(including production planning) and transportationmanage-
ment. However, a noticeable phenomenon is thatmost papers
are putting emphasis on specific fields with remarkable fea-
tures captured into their models and thus making new con-
tributions to the literature.

For example, the inventory management of perishable
products (also referred to as deteriorating product) is a rather
old and mature field in logistics and supply chain manage-
ment, with replenishment policies for inventory being the
main focus of study. Whitin [7] investigated such a problem,
where fashion goods deteriorating at the end of certain
storage periods were considered. Since then, considerable
attention has been paid to this line of research. Nahmias
[8] provides a comprehensive survey of research published
before the 1980s. Studies in recent years on the deteriorating
inventory models can be found in Raafat [9] and Goyal and
Giri’s [10] papers, in which relevant literature published in the
1980s and 1990s is reviewed, respectively. A more updated
review is given in Blackburn and Scudder’s [11] paper. How-
ever, newmodels can still be developed to capture the current
management feature and obtain new managerial insights.
Generally, two types of perishable loss, quantity loss and
quality loss, may take place for a perishable product. The
majority of the literature has dealt mainly with only one
type of loss. In this regard, Cai et al. [12] adopt a stochastic
model to study a supply chain in which a distributor procures
from a producer a quantity of a fresh product. During the
transportation process, the distributor has to make an appro-
priate effort to preserve the freshness of the product, and his
success in this respect impacts both the quality and quantity
of the product delivered to the market. Cai et al. [13] further
extend themodel into a 3-stage supply chainwith outsourcing
transportation involved.

Another important field is transportation. It is generally
known that the research on VRP (vehicle routing problem)
and its various extensions has been extensive. However,
other new domains on transportation can still be interesting
topics. For example, the remarkable growth in intermodal
transportation over the past decade has not been matched
by a comparable level of academic activity, and, hence, the
research on intermodal transportation appears to have a great
potential. Chang [14] explores one of the intermodal opera-
tional issues: how to select best routes for shipments through
the international intermodal network. The problem is for-
mulated as a multiobjective multimodal multicommodity
flow problem with time windows and concave costs, and an
efficient heuristic is proposed. Vermaa andVerter [15] present
a first attempt for the development of an analytical frame-
work for planning rail-truck intermodal transportation of
hazardousmaterials by developing a biobjective optimization
model to plan andmanage intermodal shipments to represent
the current practice; the routing decisions in the model are
driven by the delivery times specified by the customers.
Bruns and Knust [16] study the problem of load planning
for trains in intermodal container terminals. The objective
is to assign load units to wagons of a train such that
the utilization of the train is maximized and setup and
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transportation costs in the terminal are minimized. Bruns et
al. [17] further study the problem of robust load planning
for trains in intermodal container terminals. The goal of
load planning is to choose wagon settings and assign load
units to wagons of a train such that the utilization of the
train is maximized and setup and transportation costs in the
terminal are minimized. Garćıa et al. [18] adopt a new hybrid
approach by combining OR techniques with AI search meth-
ods in order to obtain good quality solutions for complex
intermodal transport problems, by exploiting the benefits
of both kinds of techniques. The solution has been applied
to a real-world problem from one of the largest Spanish
companies using intermodal transportation.

3.2. Sourcing and Marketing in Supply Chain. Sourcing is the
first step in a supply chain. The research on sourcing has
been extensive in recent years. This leaves open room for a
supplier to improve efficiency over time by further optimizing
the production processes. In general, OEMs’ shifting of more
development and engineering work, which require complex
tasks and customized products, to their suppliers implies a
significant potential for a supplier to accumulate knowledge
and experience from learning, thus reducing costs over time
[19–21]. This dynamic change of supply costs affects the
negotiation of sourcing contracts.

A noticeable issue is the utilization of auctioning in the
sourcing strategy. One of the first researches in this regard
might be Chen’s [22], which studies a procurement problem
with one buyer and multiple potential suppliers who hold
private information about their own production costs. An
optimal procurement strategy is considered for the buyerwho
first specifies a payment for each possible purchase quantity
and then invites the suppliers to bid for this contract. The
auction can be conducted inmany formats such as the English
auction, the Dutch auction, the first-priced auction, sealed-
bid auction, and the Vickrey auction. Chen and Vulcano [23]
study a supply chain where an upstream supplier auctions
his inventory or capacity as a bundle, which formulates the
problem as a two-stage supply chain comprising a single
supplier and two resellers. Huh and Janakiraman [24] study
periodic-review inventory replenishment problems with auc-
tions and other sales channels and show that the optimality of
(s, S) inventory replenishment policies extends well beyond
the traditional sales environments studied so far in the
inventory literature. Chen et al. [25, 26] study a supply chain
in which a single buyer wishes to procure a package of
products or services from various competing suppliers that
possess private cost information and show how the buyer
can optimize his/her profit and at the same time coordinate
the channel by using a contract scheme involving auctions,
audits, and profit sharing.

For a supplier that provides critical and customized
components, the demand closely depends on, and hence is
susceptible to, the variation of the final product demand. In
the automotive industry, unstable and uncertain domestic
volume of individual models is cited as one of the biggest
challenges faced bymanufacturers due to increased consumer
choices [27]. The consumer electronics industry is notorious
for risk stemming from short product life cycles and high

demand uncertainty [28]. Furthermore, there is typically
more uncertainty about the future demand than about the
current demand. This demand uncertainty adds another
source of future uncertainty, besides possible supplier switch-
ing (in a short-term relationship), that influences the decision
of initial capacity investment.

Marketing is another end in supply chain. The collabora-
tion with marketing science massively extends the domain of
supply chain management. Pricing, promotion, and channel
management are the three most important areas in this
regard. Pricing and promotion are the central issues in mar-
ketingmanagement, let alone under consideration of the sup-
ply chain environment. Li andGraves [29] explore the pricing
decisions during intergenerational product transition, by
formulating the dynamic pricing problem and deriving the
optimal prices for both the old andnewproducts.Theoptimal
initial inventory for each product is also determined, and a
heuristic method is discussed. Li and Zhang [30] study the
preorder strategy that a seller may use to sell a perishable
product in an uncertain market with heterogeneous con-
sumers. They find that accurate demand information may
improve the availability of the product, which undermines
the seller’s ability to charge a high preorder price. As a result,
advance demand information may hurt the seller’s profit
due to its negative impact on the preorder season. Sainathan
[31] considers pricing and ordering decisions faced by a
retailer selling a perishable product with a two-period shelf
life over an infinite horizon. Sinitsyn [32] investigates the
outcome of a price competition between two firms, each
producing two complementary products. It is found that each
firm predominantly promotes its complementary products
together, which is correlationally supported by data in the
shampoo and conditioner and in the cake mix and cake
frosting categories. Liu et al. [33] examine the efficacy of cost
sharing in a model of two competing manufacturer-retailer
supply chains who sell partially substitutable products that
may differ inmarket size. Some counterintuitive findings sug-
gest that the firms performing the advertising would rather
bear the costs entirely if this protects their unit profit margin.
Gao et al. [34] show that the weather-conditional rebate
program can increase sales by price discriminating among
a customer’s postpurchase states. Taking advantage of the
early sales, it can also reduce the inventory holding cost and
ordering cost and hence can increase the retailer’s expected
profits.

In addition, channel management is also an important
interface between marketing and supply chain. Chen et al.
[25, 26] study a manufacturer’s problem of managing his
direct online sales channel together with an independently
owned bricks-and-mortar retail channel, when the channels
compete in service.They identify optimal dual channel strate-
gies that depend on the channel environment described by
factors such as the cost of managing a direct channel, retailer
inconvenience, and some product characteristics. Brynjolf-
sson et al. [35] investigate local market structures for tradi-
tional retailers and thenmatch these data to a dataset on con-
sumer demand via two direct channels: Internet and catalog.
Their analyses show that Internet retailers face significant
competition from brick-and-mortar retailers when selling
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mainstream products but are virtually immune from com-
petition when selling niche products. Guo [36] investigates
optimal disclosure strategies/formats in a channel setting
with bilateral monopolies and shows that retail disclosure
leads to more equilibrium information revelation. Chiang
[37] extends the single-period vertical price interaction in a
manufacturer-retailer dyad to amultiperiod setting, in which
a manufacturer distributes a durable product through an
exclusive retailer to an exhaustible population of consumers
with heterogeneous reservation prices. The open-loop, feed-
back, and myopic equilibria for this dynamic pricing game
are explored and compared to the centralized solution.

3.3. Green Logistics and Supply Chain. Green logistics refers
to a logistics form which plans and implements green
transport, green storage, green packaging, green circulation
processing, green recovery, and other activities via advanced
logistics technology. It aims to reduce environmental pollu-
tion and resource consumption arising from logistics activ-
ity so as to realize a “win-win” consequence in logistics
development and eco-environmental conservation. As an
important avenue for realizing the sustainable development
strategy, greater attention has been given to green logistics
which will play an important role in industrial upgrading,
transformation of economic structure, promotion of logistics
development level, and other relevant aspects. Green supply
chain is the supply chainmanagement with similar objectives
and core implications. Green logistics as well as supply
chain management is also usually referred to “sustainable”
management.

A typical field in green logistics and supply chain man-
agement is reverse logistics, sometimes called closed-loop
supply chains, in which there are reverse flows of used prod-
ucts (postconsumer) back to manufacturers. There has been
substantial research into production planning and inventory
management in remanufacturing systems. Simpson [38] first
studies a periodic review inventory system with stochastic
and mutually dependent demands and returns and provides
the optimality of a three-parameter inventory policy. Kelle
and Silver [39] consider a different model with independent
demand and return processes, where all returned products
should be remanufactured. Inderfurth [40] shows that the
optimal policy derived by Simpson [38] is still optimal in
the case of fixed cost when lead times for remanufacturing
and manufacturing are identical. Van der Laan et al. [41]
analyze a push control strategy and a pull control strategy
in a hybrid system and compare them with the traditional
systems without remanufacturing. Teunter et al. [42] explore
the superior inventory strategies for hybrid manufactur-
ing/remanufacturing systems with a long lead time for man-
ufacturing and a short lead time for remanufacturing. Wang
et al. [43] analyze the impacts of the amount of products
manufactured and the proportion of the remanufactured part
to the returned products on the total cost of the hybrid
system, showing that the cost could be reduced significantly
if these two critical values are optimally set. Other related
works include Kiesmüller [44], Tang and Grubbström [45],
Aras et al. [46]. For a comprehensive review, I refer the reader

to Fleischmann et al. [47], Dekker et al. [48], and Ilgin and
Gupta [49].

A typical feature in reverse logistics and closed-loop sup-
ply chains is the quality uncertainty of acquired used product,
which is usually expressed by a random remanufacturing
yield and has been studied in some recent papers. Inderfurth
[50] shows that the uncertainty in returns and demand can
be an obstacle to an environmental-benign recovery strategy
within a reverse logistics system. Inderfurth and Langella
[51] develop heuristics for the problem of obtaining parts
for remanufacturing by disassembling used products or
procuring new ones, under the consideration of random
disassembly yields. Galbreth and Blackburn [52] explore
acquisition and sorting/remanufacturing policies in the case
of a continuum of quality levels for cores with fixed quality
distribution.The main premise is that remanufacturing costs
will go down if only the returned products with better
quality are remanufactured. Ketzenberg et al. [53] explore
the value of information in the context of a firm that faces
uncertainty with respect to demand, product return, and
product remanufacturing yield by first analyzing a simple
single-period model and then proving that the results carry
over multiperiod setting. Çorbacioǧlu and van der Laan [54]
analyze a two-product system with end-product stock con-
taining both manufactured and remanufactured products
while the remanufacturable stock may contain products of
different quality. Zikopoulos and Tagaras [55] investigate the
production problem in a reverse supply chain consisting of
two collection sites and a refurbishing site and examine how
the profitability of reuse activities is affected by uncertainty
regarding the quality of returned products. Denizel et al. [56]
propose a stochastic programming formulation to solve the
remanufacturing production planning problem when inputs
of the remanufacturing system have different and uncertain
quality levels and capacity constraints.

Although the research on remanufacturing systems is
vast, there are only a few papers that consider amarket-driven
acquisition channel for used products. Guide and Jayaraman
[57] andGuide and vanWassenhove [58] are the first to inves-
tigate this field, pointing out the importance of used product
acquisition management to deal with the uncertainty in
timing, quantity, and quality of the returned products. Guide
et al. [59] develop a quantitative model to determine the
optimal acquisition prices of used products and the selling
price of remanufactured products, assuming that the quantity
of return items can be fully controlled by the acquisition price.
Bakal and Akcali [60] extend the model of Guide et al. [59]
into the case of random remanufacturing yield and analyze
the impact of yield on the remanufacturing profitability.
Karakayali et al. [61] study the problem of determining the
optimal acquisition price of the end-of-life products and the
selling price of the remanufactured parts under centralized
as well as decentralized remanufacturer-driven and collector-
driven decentralized channels.

3.4. Behavior Operations. The decisions under the con-
sumers’ behavior are important for the firms to gain com-
petitive edge and obtain more profit. The customer’s behav-
ior can be loss averse, risk averse, regretful, and strategic,
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and the papers incorporating such factors are regarded as
increasingly important. Kök and Xu [62] study assortment
planning and pricing for a product category with heteroge-
neous product types from two brands by modeling consumer
choice using the nested multinomial logit framework with
two different hierarchical structures: a brand-primary model
in which consumers choose a brand first and then a product
type in the chosen brand and a type-primary model in which
consumers choose a product type first and then a brand
within that product type. Nasiry and Popescu [63] study
the dynamic pricing implications of a new, behaviorally
motivated reference price mechanism based on the peak-end
memory mode, which suggests that consumers anchor on a
reference price that is a weighted average of the lowest and
most recent prices. They find that a range of constant pricing
policies is optimal for the corresponding dynamic pricing
problem. Nasiry and Popescu [64] further characterize the
effect of anticipated regret on consumer decisions and onfirm
profits andpolicies in an advance selling contextwhere buyers
have uncertain valuations. Tereyaǧoǧlu and Veeraraghavan
[65] propose a model that addresses pricing and production
decisions for a firm, using the rational expectations frame-
work. They show that firms may offer high availability of
goods despite the presence of conspicuous consumption and
scarcity strategies are harder to adopt as demand variability
increases. Parlaktürk [66] considers a firm that sells two
vertically (quality) differentiated products to strategically
forward-looking consumers over two periods, setting the
prices dynamically in each period. It is found that the loss
due to strategic customer behavior can be less with two
product variants compared to the single-product benchmark,
which indicates that product variety can serve as a lever when
dealing with strategic customers. Cachon and Swinney [67]
consider a retailer that sells a product with uncertain demand
over a finite selling season, with three types of consumers:
myopic, bargain-hunting, and strategic consumers.They find
that the retailer stocks less, takes smaller price discounts,
and earns lower profit if strategic consumers are present than
if there are no strategic consumers, and a retailer should
generally avoid committing to a price path over the season.

Another stream of research focuses on the risk attitude
of the firms in the supply chain. Lau’s [68] might be the
first piece of work that studies the newsvendor boy problem
under mean-variance framework, which takes the variance
of system profit or cost into the utility function. Other recent
works employing similar methodology to investigate supply
chain problem include H. S. Lau and A. H. L. Lau [69] on
supply chain model with return policy, Buzacott et al. [70] on
the commitment-option contracts, Choi et al. [71] on channel
coordination, and Wei and Choi [72] on wholesale pricing
and profit sharing scheme.

4. Insights and Future Directions

From the above analysis, we can absorb the following insights
and future directions in the area of operations research of
logistics and supply chain management.

First, the logistics issue regarding the people’s livelihood
becomes a hot spot. The traditional research in this regard is

related to perishable product, fashion product, and electronic
product, which have short life cycle. Nowadays, such topics
might include city logistics, emergency logistics, and agricul-
ture supply chain.

Second, new directions on logistics and supply chain
management can be brought about by the development of
economy and technology. A typical example is the informa-
tion technologywhich leads to the research on e-business and
related distribution channel choice. Nowadays, the common
usage of RFID, cloud technique, and big data can be impor-
tant research directions for future study.

Third, the environmental related research will continue
to be big issue. With the steady increase in global population
and economic scale, resource crisis, ecological damage, envi-
ronmental pollution, and other issues have drawn universal
concern. It has been the consensus of the international
community to attain socioeconomic sustainable development
through a greener economic pattern and lifestyle. Many
countries create a new outlook in industrial and technical
competition by increasing investment in the green logis-
tics and supply chain field, formulating and implementing
various bills, plans, and strategies, and strengthening the
implementation of green economic development strategy. In
the future, the range of this topic will not only be just reman-
ufacturing, reverse logistics, and closed-loop supply chain.
Low-carbon issues can be an important research direction.

Finally, multimethodology is an important direction for
future study. Traditionally, major research methodologies in
operations management can be classified into several cate-
gories, such as theoretical modeling, computation and sim-
ulations, surveys, cases, event studies, and behavioral exper-
iments. In recent years, there is an emerging trend towards
combining multiple research methodologies to explore
research problems in logistics and supply chainmanagement.
For example, in addressing the issues of supply chain coor-
dination, some papers establish the respective models and
verify the findings by real-world cases and some papers con-
duct behavioral experiments with the goal of exploring the
real-world relevance of some theoretical models. Moreover,
the number of the papers with new applications of the
existingmethodology, such as cooperative game andbehavior
operations, is expected to grow continuously.
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planning of trains in intermodal transportation,” OR Spectrum,
vol. 1, pp. 1–38, 2013.
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With the rapid growth of data communications in size and complexity, the threat of malicious activities and computer crimes has
increased accordingly as well. Thus, investigating efficient data processing techniques for network operation and management over
large-scale network traffic is highly required. Some mathematical approaches on flow-level traffic data have been proposed due to
the importance of analyzing the structure and situation of the network. Different from the state-of-the-art studies, we first propose a
new decomposition model based on accelerated proximal gradient method for packet-level traffic data. In addition, we present the
iterative scheme of the algorithm for network anomaly detection problem, which is termed as NAD-APG. Based on the approach,
we carry out the intrusion detection for packet-level network traffic data no matter whether it is polluted by noise or not. Finally,
we design a prototype system for network anomalies detection such as Probe and R2L attacks. The experiments have shown that
our approach is effective in revealing the patterns of network traffic data and detecting attacks from large-scale network traffic.
Moreover, the experiments have demonstrated the robustness of the algorithm as well even when the network traffic is polluted by
the large volume anomalies and noise.

1. Introduction

The rapid growth of data communication through the
Internet and World Wide Web has led to vast amounts
of information available online. In addition, business and
government organizations create large amounts of both
structured and unstructured information which need to be
processed, analyzed, and linked. The large-scale network
data plays a popular and important role in network operation
and management. Consequently, high-dimensional data and
multivariate data are becoming commonplace as the number
of applications increases, such as statistical and demographic
computation and digital libraries. Though it can provide
flexible and cost-saving IT solutions for the end users, it
is much easier in causing a great deal of problems such as
network and system security issues due to its sharing and
centralizing computing resources.

In general, network managers consider that the packet-
level and flow-level data constitute the traditional network

traffic data. On one hand, the packet-level data analysis
performs successfully in maintaining simple, scalable, highly
available, and robust networks [1]. On the other hand, flow-
level data analysis has become popular in recent studies
because the data can describe the network-level status and
behavior of communication networks from origin nodes to
destination nodes (OD) effectively [2]. However, there is no
absolute way to secure the data and data transformations in
large-scale networking systems. The existing techniques and
tools of securing a network system still rely heavily on human
experiences. Most of them require human involvement in
analyzing and detecting anomalies and intrusions. Moreover,
the existing networked-data analysis techniques are mainly
based on the complete data, which limits the application
of them. Unveiling the anomalies is a crucial task, espe-
cially nowadays, as big data acquisition and storage become
increasingly difficult with the increasing amount of data due
to the sampling bandwidth and storage space constraints [3].
Some approaches have been achieved in flow-level network
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data [2, 4, 5]. They reconstructed all origin-destination flows
via compressive sensing methods by leveraging the low
intrinsic-dimensionality of OD flows and the sparse nature
of anomalies. Meanwhile, due to the difficulties of collecting
and processing the large-scale packet-level data, to the best of
our knowledge, few researchers pay attention to analyzing the
incomplete packet-level data for managing and controlling
the whole network.

Intrusion detection systems are security managements
systems developed to find inconsistency with expected pat-
terns in network traffic data, which is termed as well in litera-
ture [3] as novelty detection, anomaly mining, and noising
mining. They play an important role in detecting different
types of network attacks including Denial of Service (DOS),
surveillance and other probing (Probe), unauthorized access
to local super user (root) privilege (U2R), and unauthorized
access from a remotemachine (R2L) attacks. Intrusion detec-
tion approaches can be categorized into two main categories:
signature-based and anomaly-based detection. Signature-
based or misuse-based detection systems detect on-going
anomalies by looking for a match with any predefined attack
signature [6]. Anomaly-based detection, on the other hand,
makes an assumption that intruders’ behaviors are different
from that of normal network traffic. Therefore, any deviation
from the normal flow can be considered as an attack [7].

To enhance the human perception and understanding
of different types of network intrusions and attacks, and
inspired by the literature [5], approaches on network traffic
data analysis and network anomalies detection based on
compressed sensing in big data are put forth in this paper.
As pointed out in literature [2, 3], on one hand, the number
of normal data instances is much more than the number
of anomaly data ones, which exactly meets the sparsity
requirements of compressed sensing theory. On the other
hand, traffic matrices usually have low effective dimensions
because they can be well approximated by a few principal
components that correspond to the largest singular values
of the matrices, which are introduced by Lakhina et al. [8]
by using of Principal Component Analysis (PCA) method to
traffic matrix analysis.

Therefore, at the first stage, we propose a new decom-
position model for packet-level traffic matrix. Then, we
present the iterative algorithm based on accelerated proximal
gradient method for network anomaly detection problem,
which is termed as NAD-APG. Based on the approach, we
carry out the intrusion detection for network traffic data no
matter whether it is polluted by noise or not. Finally, we
design a prototype system for network anomalies detection
such as Probe and R2L attacks and so on. The experiments
have shown that our approach is effective in revealing the
patterns of network traffic data and detecting attacks from
large-scale network traffic. In addition, the experiments have
demonstrated the robustness of the algorithm as well even
when the network traffic is polluted by the large volume
anomalies and noise.

The rest of the paper is organized as follows. Section 2
gives an overview of existing methods on structural anal-
ysis of network traffic via compressed sensing techniques.
Section 3 presents our approach on anomaly detection in

network traffic based on accelerated proximal gradient line
researchmethod (APGL).The experimental evaluation of our
new approaches is explored in Section 4. Finally, conclusions
and future work are presented in Section 5.

2. Related Work

It has become popular in recent studies that considering the
traffic matrix analysis as the main flow-level data because
the traffic matrix can describe the network-level status and
behavior of communication networks from origin nodes to
destination nodes (OD) effectively and it is a combination of
different classes of network traffic to represent howmuchdata
is transmitted during different time intervals [8].

As one of the most widely used methods to analyze traffic
matrix, PCA was put forth in [9] by Lakhina et al. They
calculated the principal component that corresponds to the
largest singular value of the matrix and utilized these prin-
cipal components to approximate the original traffic matrix.
Moreover, they improved this method and proposed volume
anomaly detection approach based on PCA-subspace [8]. In
the following approaches, researchers improved the classical
PCA method and proposed distributed PCA [10], network
anomography [11], and traffic matrix evaluation from adap-
tivity and bias perspectives [12]. However, as mentioned by
the literatures [5, 8, 13], there are some limitations when we
utilize the PCA method to deal with the traffic matrix in
order to analyze and manage the whole network, such as the
fluctuation of estimation error with the volume change of
anomalies, the sensitivity to the choice of parameters, and
failure on exploiting the sparsity of anomalies.

Therefore, due to the increasing complexity and amounts
of internet applications, the acquisition and storage of big
data becomes more and more difficult. Moreover, to over-
come the limitations of PCA, researchers have obtained some
approaches for analyzing end-to-end network traffic in recent
years. To solve the problem that PCA performs poorly in
polluted traffic matrix by large volume anomalies, Lakhina
et al. [8] proposed structural analysis by decomposing the
network traffic matrix into deterministic traffic, anomaly
traffic, and the noise traffic matrix. They analyzed that the
decomposition problem is equivalent to the relaxed principal
component pursuitmethod.Adistributed estimationmethod
to unveil the anomalies presented inODflows using proximal
gradient method was proposed by Mardani et al. [5]. A
centralized solver and the in-network processing of link-load
measurements were analyzed in their work as well. While
Nie et al. found that the size of OD flows obeys the power
laws [4]. By using this characteristic and restricted isometric
property in compressed sensing theory, they reconstructed
all OD flows with the help of partial observed samples from
backbone network traffic data.

However, all the current researches pay too much atten-
tion on the network traffic in flow-level network. Therefore,
we propose a novel approach based on the latest method
from compressed sensing to reveal the abnormal patterns
by dealing with the packet-level network data. Firstly, we
propose to apply the most popular accelerated proximal
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gradient line search method (APGL) [14] to recover the low
rank matrices with network traffic data. Moreover, to get
a more accurate and robust approximation to reconstruct
traffic matrix, motivated partly by the literature [15], we
propose a traffic matrix decomposition method based on the
APGL algorithm. Finally, the simulation results and analysis
describe the effectiveness and robustness of our approaches
in network traffic data.

3. Overall Approach

3.1. Principal Component Analysis Method. Principal com-
ponent analysis (PCA), as a widely used method in high
dimensional data analysis, can be viewed as a coordinate
transformation process which transforms the redundant data
points to a low dimensional system. As pointed out in
literature [2, 9], each row vector 𝑥

𝑖
of the traffic matrix

𝑋 ∈ R𝑚×𝑛 is considered as a data point. PCA is performed
by calculating the principal component vectors of 𝑋, which
are represented as {V

𝑖
, 𝑖 = 1, 2, . . . , 𝑛}. The first principal

component vector enjoys the property of the maximum
variance of the original matrix 𝑋. Similarly, the tth principal
component vector V

𝑡
, 𝑡 = 2, 3, . . . , 𝑚 captures the maximum

variance of the residual traffic matrix as follows:

V
𝑡
= arg max
‖V‖=1



(𝑋 −

𝑡−1

∑

𝑖=1

𝑋V
𝑖
V
𝑖

𝑇

) V


. (1)

Corresponding to V
𝑖
, we denote another unit vector 𝑢

𝑖
as

𝑢
𝑖
=

𝑋V
𝑖


𝑋V
𝑖



, 𝑖 = 1, 2, 3, . . . , 𝑚. (2)

It is noted that vectors 𝑢
𝑖
and V

𝑖
(𝑖 = 1, 2, 3, . . . , 𝑚) form

the orthogonal basis ofR𝑛, respectively. Therefore, the traffic
matrix can be decomposed by the following formula:

𝑋 =

𝑚

∑

𝑖=1


𝑋V
𝑖


𝑢
𝑖
V
𝑖

𝑇

. (3)

If we denote 𝜎
𝑖
:= ‖𝑋V

𝑖
‖, the traditional PCA method can be

recited by the famous singular value decomposition (SVD)
method in the research field ofmatrix computation as follows:

𝑋 =

𝑚

∑

𝑖=1

𝜎
𝑖
𝑢
𝑖
V
𝑖

𝑇

, (4)

where V
𝑖
can be achieved by calculating the eigenvectors of

the matrix 𝑋𝑇𝑋, while 𝜎
𝑖
= √𝜆

𝑖
⋅ 𝜆
𝑖
is the corresponding

eigenvalue of the matrix𝑋𝑇𝑋. That is to say,

𝑋
𝑇

𝑋V
𝑖
= 𝜆
𝑖
V
𝑖
:= 𝜎
𝑖

2V
𝑖
. (5)

SVD plays an important role for its revealing, interesting,
and attractive algebraic properties and conveys important
geometrical and theoretical in-sights about transformations.
The entries of each matrix obtained by the SVD algorithm
have their special physical significances. According to the
rationale of Eckart-Young theorem, ∑𝑟

𝑖=1
𝜎
𝑖
𝑢
𝑖
V
𝑖

𝑇

(1 ≤ 𝑟 ≤ 𝑚)
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Figure 1: Visualization for original normal traffic with 97278 data
items.

is considered to be the best rank-r approximation of𝑋, that is,
∑
𝑟

𝑖=1
𝜎
𝑖
𝑢
𝑖
V
𝑖

𝑇

= arg minrank(𝑌)≤𝑟‖𝑋 − 𝑌‖𝐹, where ‖ ⋅ ‖𝐹 denotes
the Frobenius norm.

To the matrix expression for the PCA, it seeks an optimal
estimate of 𝐴 via the following constrained optimization:

min
𝐴,𝐸

‖𝐸‖
𝐹
,

subject to rank (𝐴) ≤ 𝑟,

𝑋 = 𝐴 + 𝐸,

(6)

where 𝐴, 𝐸 ∈ R𝑚×𝑛, 𝑟 ≪ min(𝑚, 𝑛). In fact, the optimal
estimate of 𝐴 is the projection of the columns of 𝑋 onto the
subspace spanned by the 𝑟 principal left singular vectors of𝑋
[16].

3.2. Network Anomaly Detection Algorithm Based on APG.
Though classical PCA method processes the data with the
corruption of small Gaussian noise effectively, it always
breaks down under large corruption [16]. Therefore, to
recover a low-rank matrix 𝐴 from a corrupted data matrix
𝑋 = 𝐴 + 𝐸, where some of the matrix 𝐸may be of arbitrarily
largemagnitude,Wright et al. [17] proposed amethod termed
as Robust PCA (RPCA) which can exactly recover the low-
rank matrix in the presence of gross errors. Based on their
analysis for the above optimization problem, the Lagrangian
reformulation of it is

min
𝐴,𝐸

rank (𝐴) + 𝜆‖𝐸‖
0
,

subject to 𝑋 = 𝐴 + 𝐸,

(7)

where 𝜆 is a positive parameter that balances the two terms.
Unfortunately, the above optimization problem is NP-hard
in general due to the nonconvexity and discontinuous nature
of the rank function. Moreover, the nuclear norm ‖ ⋅ ‖

∗
(the

sum of singular values of a matrix) is well known as a
convex surrogate of the nonconvex matrix rank function.
Therefore, in the literature [17], researchers proposed to solve
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Figure 2: (a) Principal components of original data in PCA. (b) Residual matrix visualization in PCA.
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Figure 3: (a) Normal traffic in NAD-APG method. (b) Visualization for abnormal traffic using NAD-APG.

the following convex optimization problem by replacing the
𝑙
0-norm with 𝑙1-norm and rank(𝐴) with ‖𝐴‖

∗
:

min
𝐴,𝐸

‖𝐴‖
∗
+ 𝜆‖𝐸‖

1
,

subject to 𝑋 = 𝐴 + 𝐸.

(8)

To develop faster and more scalable algorithms associated
with the robust PCA, one popularmethod among state-of-art
research approaches [16, 18–21] dubbed accelerated proximal
gradient algorithm (APG) is widely exploited to seek an
optimal solution of a soft constrained version of the convex
problem (8). In this paper, we adopt the algorithm partially in

the literature [16].Themainmodel is the following unstrained
minimization optimization problem:

min
𝐴,𝐸

𝜇‖𝐴‖
∗
+ 𝜆𝜇‖𝐸‖

1
+
1

2
‖𝑋 − 𝐴 − 𝐸‖

2

𝐹
. (9)

Moreover, they summarized the convergence of the algorithm
theoretically as follows.

Theorem 1 (see [16]). Suppose that 𝐹(𝐴, 𝐸) = 𝜇‖𝐴‖
∗
+

𝜆𝜇‖𝐸‖
1
+ (1/2)‖𝑋 − 𝐴 − 𝐸‖

2

𝐹
. For all 𝑘 > log(𝜇

0
/𝜇)/ log(1/𝜂),

any solution 𝑋∗ of the problem (9), we have 𝐹(𝑋) − 𝐹(𝑋∗) ≤
4‖𝑋
𝑘
0

− 𝑋
∗

‖
2

𝐹

/(𝑘 − 𝑘
0
+ 1)
2.

The APG algorithm solves the optimization problem (9)
by iteratively updating 𝐴, 𝐸, and other parameters. At last, in
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Figure 4: (a) Gaussian white noise matrix. (b) Anomaly-free traffic matrix with Gaussian white noise.
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Figure 5: (a) Abnormal traffic using NAD-APG. (b) Residual matrix with Gaussian white noise in PCA.
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Figure 6: Original normal traffic mixed with 500 Probe attack data.

the 𝑘th iteration, we update 𝐴
𝑘+1

and 𝐸
𝑘+1

as the following
iterative scheme:

𝐴
𝑘+1

= S
𝜇/2
(𝑌
𝐴

𝑘
+
𝑋 − 𝑌

𝐴

𝑘
− 𝑌
𝐸

𝑘

2
) ,

𝐸
𝑘+1

= S
𝜇/2
(𝑌
𝐸

𝑘
+
𝑋 − 𝑌

𝐴

𝑘
− 𝑌
𝐸

𝑘

2
) ,

where S
𝜇/2
(𝑥) =

{{{{{{

{{{{{{

{

𝑥 −
𝜇

2
, if 𝑥 >

𝜇

2
;

𝑥 +
𝜇

2
, if 𝑥 <

𝜇

2
;

0, otherwise,

(10)



6 Discrete Dynamics in Nature and Society

0 1 2 3 4 5 6 7 8 9 10

0

1

2

3

4

5

6

7

−1

×108

×104

(a)

0 1 2 3 4 5 6 7 8 9 10

0

1000

2000

3000

4000

5000

6000

7000

8000

×104

−1000

(b)

Figure 7: (a) Principal components of hybrid data in PCA. (b) Residual matrix visualization in PCA.
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Figure 8: (a) Normal traffic in NAD-APG method. (b) Abnormal patterns shown in NAD-APG.

𝑌
𝐴

𝑘+1
, 𝑌𝐸
𝑘+1

and 𝑡
𝑘+1

are updated in the same way as [16] as
follows:

𝑌
𝐴

𝑘+1
= 𝐴
𝑘+1

+
𝑡
𝑘
− 1

𝑡
𝑘+1

(𝐴
𝑘+1

− 𝐴
𝑘
) ,

𝑌
𝐸

𝑘+1
= 𝐸
𝑘+1

+
𝑡
𝑘
− 1

𝑡
𝑘+1

(𝐸
𝑘+1

− 𝐸
𝑘
) ,

𝑡
𝑘+1

=

1 + √1 + 4𝑡
2

𝑘

2
.

(11)

Here we summarize the main procedure for solving our
network anomaly detection problem by APG algorithm,

which is called NAD-APG (see Algorithm 1). As pointed out
in [19], the algorithm has a convergence rate of 𝑂(1/𝑘2).

4. Experiments and Results

In this section, we conduct several experiments on different
attack types to show the effectiveness of our proposed
approach.

4.1.TheData Set. Currently, there are only fewpublic datasets
for intrusion detection evaluation. According to the literature
review by Tsai et al. [22], the majority of the IDS experiments
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Figure 9: Visualization for 500 normal and 100 R2L network traffic.

are performed on the KDD Cup 99 datasets. It is the most
comprehensive dataset that is still widely applied to compare
and measure the performance of IDSs. Therefore, in order
to facilitate fair and rational comparisons with other state-
of-the-art detection approaches, we select the KDD Cup
99 dataset to evaluate the performance of our approach
for detection. This dataset was derived from the DARPA
1998 datset. It contains training data with approximately five
million connection records and test data with about two
million connection records. Each record in this dataset is
uniquewith 41 features. KDDCup 99 dataset includes normal
traffic and our different types of attacks, namely, Probe,
Denial of Service (DOS), User o Root (U2R), and Remote to
User (R2U).More details about these attacks are given by [23].

During our experiments, we use 10% KDD Cup 99 for
training and testing. Literature review shows that a significant
number of state-of-the-art IDSs, such as [23, 24], were
evaluated using 10% KDD Cup 99 data. Therefore, training
and testing our system on the 10%KDDCup 99 data can help
to provide a fair comparison with those approaches. The 10%
KDD Cup 99 consists of 494,021 TCP/IP connection records
simulated in a military network environment, US Air Force
LAN. Each record is labeled as either normal or an attack, and
it has 41 different quantitative and qualitative features. These
features are generally categorized into threemain groups.The
first group is the basic features (i.e., attributes 1 to 9) that can
be extracted from a TCP/IP connection. The second group
refers to features 10 to 22 that are named as content-based
features presenting the information derived from network
packet payloads. The third group corresponds to the traffic-
based features, which are carried by the features 23 to 41 of
each record. A complete list of the set of features and the
detailed description is available in [25].

4.2. Experimental Results. To demonstrate our method for
managing the internet network, especially detecting the
abnormal behaviors from the normal network traffic, we
conduct PCA and NAD-APG methods for normal traffic
mixed with some attacks in our experiments.

Firstly, we randomly choose some normal traffic data
which consists of 97278 data items (see Figure 1). In this
paper, we consider these data as the normally-free traffic to
test the performance of ourmethod. After using PCA, we can

find that the principal components almost enjoy the whole
property of the original normal traffic. Here, the sum of the
variances of the first ten principal components is near 100%
of the total variance of the original data. Figure 2 shows us the
details of two matrices after decomposing the original matrix
using PCA, where Figure 2(a) shows the visualization for
matrix which is composed of top ten principal components
andFigure 2(b) shows the details of residualmatrix.However,
it is very difficult for us to find any pattern from them.
Moreover, there are still some data characteristics left in
residual matrix after we apply PCA to the original normal
data, which confuse the network analysts greatly. If we use our
proposed method to the above normal traffic, two matrices
with low-rank and sparse properties can be obtained to
show the normal and abnormal traffic, respectively. Figure 3
visualizes the details of the two matrices, where Figure 3(a)
represents the low-rank matrix with main properties of the
original normal traffic. In our paper, we term this matrix as
normal traffic matrix. While Figure 3(b) displays the matrix
with all zero elements, which is termed as abnormal traffic
matrix.Therefore, if we decompose the unique normal traffic
into two matrices, we can obtain normal matrix uniquely.
To sum up, Figure 3 shows the correctness and effectiveness
of our proposed NAD-APG. Furthermore, if the traffic was
polluted by noise (in this paper, we refer the noise to be
Gaussianwhite noisewith 0mean and 1 variance), NAD-APG
can identify the anomaly-free traffic accurately.

Figures 4 and 5 show the robust property of our proposed
NAD-APGmethod, where (a) is the visualization of Gaussian
white noise added to the normal traffic and (b) is the recovery
of anomaly-free traffic. In fact, we obtained the all zeromatrix
as well in this decomposition, which means the traffic is
anomaly-free. Figure 5 compares the effectiveness of NAD-
APG method with PCA. In the visualization of residual
matrix of PCA, it is obvious that we cannot find any pattern
of attacks.

To evaluate the effectiveness of our method for detecting
attacks in the whole internet, we add 500 “Probe” data items
to the normal traffic, which means that the amount of the
total data items is 97778 (see Figure 6). As we all know, Probe
attacks refer to attackers that typically probe the victim’s
network or host by searching through the network or host
for open ports before they launch an attack on a given host
[26]. Therefore, there may be a large volume of traffic in a
short time interval. Figure 6 displays the details of hybrid
traffic. Firstly, we try to use PCA to detect the Probe attack.
Figure 7(a) shows us the principal components of the hybrid
traffic data which occupy the 99% contribution to the whole
data. Though only 1% of energy of the whole data is left
in the residual matrix, we find that there are still some
intrinsic properties of the original data set which does not
show any valuable pattern for attacks. However, if we test
the hybrid data using NAD-APG method, the sparse traffic
matrix obtained from the algorithm shows the attack pattern
apparently. This enables the network manager to identify the
anomalous packets from the normal traffic and can improve
the accuracy of attacks detection. Figures 8(a) and 8(b) show
the patterns of normal and abnormal traffic decomposed by
the NAD-APG scheme.



8 Discrete Dynamics in Nature and Society

Input:Network traffic matrix𝑋 ∈ R𝑚×𝑛, 𝜆 and tolerance 𝜀.
Initialize: 𝐴

0
← 0; 𝐸

0
← 0; 𝑡

0
← 1;

Repeat
Step 1. Update 𝐴

𝑘+1
, 𝐸
𝑘+1

as 𝐴
𝑘+1

= S
𝜇/2
(𝑌
𝐴

𝑘
+ ((𝑋 − 𝑌

𝐴

𝑘
− 𝑌
𝐸

𝑘
)/2)) and 𝐸

𝑘+1
= S
𝜇/2
(𝑌
𝐸

𝑘
+ ((𝑋 − 𝑌

𝐴

𝑘
− 𝑌
𝐸

𝑘
)/2)).

Step 2. Let 𝑡
𝑘+1

= (1 + √1 + 4𝑡
2

𝑘
)/2.

Step 3. Update 𝑌𝐴
𝑘+1

and 𝑌𝐸
𝑘+1

: 𝑌𝐴
𝑘+1

= 𝐴
𝑘+1
+ ((𝑡
𝑘
− 1)/(𝑡

𝑘+1
))(𝐴
𝑘+1
− 𝐴
𝑘
), 𝑌𝐸
𝑘+1

= 𝐸
𝑘+1
+ ((𝑡
𝑘
− 1) / (𝑡

𝑘+1
))(𝐸
𝑘+1
− 𝐸
𝑘
)

Until ‖𝐴
𝑘+1
− 𝐴
𝑘
‖ ≤ 𝜀; ‖𝐸

𝑘+1
− 𝐸
𝑘
‖ ≤ 𝜀; 𝐴 ← 𝐴

𝑘+1
, 𝐸 ← 𝐸

𝑘+1
.

Analyze: normal traffic pattern matrix 𝐴; abnormal traffic matrix 𝐸.
Output: Is there any abnormal activity or not in the whole traffic?

Algorithm 1: Anomaly detection using APG.
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Figure 10: (a) Principal components of NR data in PCA. (b) Residual matrix of NR data in PCA.
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Figure 11: (a) Normal traffic of NR in NAD-APG method. (b) Abnormal patterns of NR in NAD-APG.
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Figure 12: (a) Normal traffic of NRN in NAD-APG method. (b) Abnormal patterns of NRN in NAD-APG.

Table 1: Rank of low-rank matrix in the decomposition of NAD-APG method for attacks detection.

Different sampling data Data items Rank (sampling data) Rank (low-rank matrix)
Normal traffic 97378 38 10
Normal traffic + Probe 97778 38 4
500 Normal traffic + 100 R2L traffic 600 36 4
Normal traffic + 100 R2L traffic 97478 38 4

To further demonstrate the advantages of our proposed
scheme in small sampling data, we randomly choose 500
normal data items and 100 R2L attacks traffic as our test
data set (here we term this data set as NR). R2L attacks
always reveal the unauthorized local access from a remote
machine. Moreover, the data values in R2L attacks are always
much larger than the common data traffic. Therefore, we
can find that the fluctuation in the scale of the data values
occurs fromFigure 9. Figures 10 and 11 represent the details of
the normal and abnormal traffic matrices obtained from the
two different decomposition algorithms, where the residual
matrix in PCA is still confusing. Therefore, it is very difficult
for network analysts to find the R2L attacks pattern from
it. On the contrary, the attack pattern can apparently be
found from the sparse matrix as shown in Figure 11(b). Even
sometimes the real network traffic data are polluted by the
noise (here we term this data set as NRN), especially the
Gaussian white noise; the NAD-APG method can separate
the normal and R2L attack patterns apparently. Figures 12(a)
and 12(b) reveal the different patterns hidden in the network
traffic, respectively.

To sum up, the experiments implemented above show
that the low-rank matrix represents the normal traffic and
the sparse matrix can always reveal the patterns of different
attacks when we use our proposed NAD-APG scheme to
detect anomalies. Table 1 describes the different ranks of the
normal traffic matrix in detecting different attacks. There is
no doubt that the low-rank matrices in processing different

sampling data have much lower ranks than the original ones.
However, the rank of low-rank matrix is ten when we deal
with the pure normal network traffic, which may be caused
by the pure type of data.

5. Conclusion

This paper introduced a new decomposition model for
packet-level network traffic data no matter whether it was
polluted by large-scale anomalies and noise or not. We pre-
sented the iterative algorithm based on accelerated proximal
gradientmethod, whichwas termed asNAD-APG.Moreover,
we designed a prototype system for network anomalies
detection such as Probe and R2L attacks and so on. The
experiments have shown that our approach is effective in
revealing the patterns of network traffic data and detecting
attacks from a variety of networking patterns. In addition,
the experiments have demonstrated the robustness of the
algorithm as well when the network traffic is polluted by the
large volume anomalies and noise.

Though it is effective in detecting the attacks from
the large-volume network traffic, it is difficult to classify
the abnormal activities. Therefore, leveraging some feature
selection and classification methods to our approaches to
enhance the efficiency of intrusion detection is considered as
our near future work. On the other hand, we will do more
researches on APG algorithm itself and make our method
more powerful and practical.
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Gauge repeatability and reproducibility studies are significant to quality improvement and quality control. The approaches are
always applied to determine the capability of the measurement system. Much of the literature in this field mainly focuses on
univariate and multivariate measurement systems. However, the state-of-the-art methods are not appropriate when the quality of a
product is characterized by a profile. Therefore, this paper proposes a method for the measured values which can be characterized
by a simple linear profile. In addition, the slopes and intercepts of these profiles often vary due to measurement error. Thus, the
simple linear profile gauge studies can be considered as a two-response (slope and intercept) problem. X-values transformation
is used to make the slope and intercept of each profile independent. ANOVA is utilized to estimate the variance component of
measurement error and other sources of variation. Then, the criteria precision to tolerance ratio and percent R&R are introduced
to assess the simple linear profile measurement system capability. Finally, the proposed approach is applied to the spring length and
elasticity measurement which demonstrates how to implement the method.

1. Introduction

Gauge repeatability and reproducibility (GR&R) studies
are usually adopted for determining the capability of the
measurement systems. Burdick et al. [1] andMontgomery [2]
proposed that one of the objectives of measurement systems
capability analysis (MSCA) is to determine whether the
gauge is capable. Evaluating the capability of measurement
system is necessary for other researches, such as process
capability analysis, control charts, and design of experiment.
In practice, a reliable measurement system is significant to
quality improvement and quality control.

Burdick et al. [1] reviewed the measurement system
capability analysis. In their paper, the criteria, typical model,
andGR&R experiment were all introduced. Attribute data are
widely applied in industry; Lyu and Chen [3] evaluated the
R&R of a measurement system for attribute data based on the
generalized linear models (GLMs). Some papers considered
confidence intervals for gauge capability studies. Borror et al.
[4] presented two methods to construct confidence intervals
for variance components: one is the restricted maximum
likelihood (REML) method and the other is the modified

large sample (MLS) method. Gong et al. [5] proposed an
approach by applying unweighted sums of squares method
when confidence intervals for unbalanced two-factor gauge
study were considered.

In practice, many products need several critical char-
acteristics to describe their quality. For these cases, the
univariate MSCA method may not be appropriate especially
when the measured characteristics have some correlations.
Thus, numerous studies in this field considered multivariate
MSCA. An approach to analyze the two-dimensional GR&R
of imbalance measurement was introduced by Sweeney [6].
He concluded that the variation can be underestimated via
treating such data as one-response. Majeske [7] proposed the
method and the criteria for multivariate MSCA by regarding
the measured values as a vector and assuming that the
measured values follow a multivariate normal distribution.
MANOA is applied to estimate the variance-component
matrices.

Gauge repeatability and reproducibility studies are widely
used in practice. Li and Al-Refaie [8] utilized the define-
measure-analyze-improve-control (DMAIC) procedure
to improve the quality system involving measurements.
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Erdmann et al. [9] gave an example of GR&R in a hospital,
and the experiment is about an ear thermometer for
temperature measurements.

The existing research proposed many methods for uni-
variate and multivariate MSCA. However, the measured
values in some situations can be characterized by profiles.The
measurement for the elasticity and length of springs is a good
example. In this case, the elasticity of spring is a simple linear
profile of an independent variable: the length of spring. In
this paper, an approach for the situation where the measured
values can be expressed as a simple linear profile is proposed.

The remainder of this paper is organized as follows. A
brief review of gauge R&R is presented in Section 2. Section 3
proposes the approach and criteria for simple linear profile
gauge R&R. A case study is introduced in Section 4. The last
section contains our concluding remarks.

2. The Model and Criteria for GR&R

Typically, gauge studies are always designed with two factors,
𝑖 parts and 𝑗 operators, and each operator measures each
part 𝑘 times. The measured values are represented as 𝑀

𝑖𝑗𝑘
.

These values are always treated as true values by the operators
because they usually contain errors.The typical model with a
two-factor design for variance analysis of𝑀

𝑖𝑗𝑘
is as follows,

see Burdick et al. [1] and Montgomery [2]:

𝑀
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where 𝑖 = 1, 2, . . . , 𝑝, 𝑗 = 1, 2, . . . , 𝑜, and 𝑘 = 1, 2, . . . , 𝑟. 𝜇
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, and 𝜀
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random variables which represent the effect of part, operator,
operator-part interaction, and random error. Assume that
they are all normally distributed, 𝑝
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where 𝜎2
𝐺
is the variance component which represents the

effect of gauge.
Two criteria which are always utilized to assess the

gauge capability are introduced in AIAG [10]. One is the
ratio between the measurement precision estimate and the
tolerance of the parts, 𝑃/𝑇%. The other is the ratio of
the measurement precision estimate and the process width,
R&R%.The criteria are formulated as follows:

𝑃

𝑇
% =

𝐾𝜎
𝐺

USL − LSL
× 100%,

R&R% =
𝜎
𝐺

√𝜎
2

𝐺
+ 𝜎
2

𝑝

× 100%,
(3)

where USL and LSL are upper specification limit and lower
specification limit of the part.𝐾 is either 5.15 or 6. According
to AIAG [10], the measurement system is unacceptable if
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Figure 1: The differences of the profiles.

the value exceeds 30%, and it is acceptable if the value
is lower than 10%. If the value is between 10% and 30%,
the measurement system needs to be improved. References
considering these criteria includeWheeler and Lyday [11] and
Woodall and Borror [12].

3. The GR&R Method for Simple
Linear Profile

In practice, the quality of some products can be described
by simple linear profiles when they have a collection of
critical characteristics to bemeasured. In simple linear profile
gauge study, a two-factor (𝑖 parts and 𝑗 operators) design is
considered. Each operator measures all of the parts 𝑘 times.
The measured values are characterized by a simple linear
profile:

𝑌
𝑖𝑗𝑘
= 𝐴
0(𝑖𝑗𝑘)
+ 𝐴
1(𝑖𝑗𝑘)
𝑋
𝑖𝑗𝑘
+ 𝜀
𝑖𝑗𝑘
, (4)

where 𝑖 = 1, 2, . . . , 𝑝, 𝑗 = 1, 2, . . . , 𝑜, and 𝑘 = 1, 2, . . . , 𝑟.
𝐴
0(𝑖𝑗𝑘)

is the intercept, and 𝐴
1(𝑖𝑗𝑘)

is the slope. The random
variable 𝜀

𝑖𝑗𝑘
is independent and normally distributed, 𝜀

𝑖𝑗𝑘
∼

(0, 𝜎
2

). Due to measurement error, the profiles always vary,
and the variation is reflected by the slopes and the intercepts.
As is shown in Figure 1, where one profile represents one time
measurement, the slopes and intercepts of these profiles are
different.

Thus, when considering measurement error, (4) is given
as follows:
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independent random variables which represent the effect of
part, operator, operator-part interaction, and the random
error on 𝐴

1(𝑖𝑗𝑘)
, respectively.

3.1. The Transforming Model. For simple linear profile gauge
study, 𝐴

0(𝑖𝑗𝑘)
and 𝐴

1(𝑖𝑗𝑘)
can be obtained easily when the

measured results are profiles directly. However, it is necessary
to estimate the two parameters in some cases. The least-
square method, see Johnson and Wichern [13], is used to
estimate parameters and fit profiles. The fitted profile is the
following:

�̂�
𝑖𝑗𝑘
= 𝐴
0(𝑖𝑗𝑘)
+ 𝐴
1(𝑖𝑗𝑘)
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𝑖𝑗𝑘
, (6)

where �̂�
𝑖𝑗𝑘

is the fitted value. 𝐴
0(𝑖𝑗𝑘)

and 𝐴
1(𝑖𝑗𝑘)

are the least-
square estimates of𝐴

0(𝑖𝑗𝑘)
and𝐴

1(𝑖𝑗𝑘)
which are normally dis-

tributed.𝐴
0(𝑖𝑗𝑘)

and𝐴
1(𝑖𝑗𝑘)

are correlative, and the covariance
between them is 𝜎2

01
.

Kim et al. [14] introduced a method which can make
the intercept and the slope of each profile independent
via transforming the X-values, so that the model can be
simplified. An alternative form of the model in (6) is the
following:

𝑌
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where 𝑋∗
𝑖𝑗𝑘
= 𝑋
𝑖𝑗𝑘
− 𝑋, 𝐵
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= 𝐴
0(𝑖𝑗𝑘)
+ 𝐴
1(𝑖𝑗𝑘)
𝑋, and

𝐵
1(𝑖𝑗𝑘)
= 𝐴
1(𝑖𝑗𝑘)

. In this situation, the least-squares estimator
of 𝐵
0(𝑖𝑗𝑘)

is 𝐵
0(𝑖𝑗𝑘)
= 𝐴
0(𝑖𝑗𝑘)
+ 𝐴
1(𝑖𝑗𝑘)
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is𝐵
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. Both of𝐵
0(𝑖𝑗𝑘)

and𝐵
1(𝑖𝑗𝑘)

are normally distributed, and the covariance between them
is zero, so 𝐵

0(𝑖𝑗𝑘)
and 𝐵

1(𝑖𝑗𝑘)
for each profile are independent.

A separate gauge R&R analysis can be applied to 𝐵
0(𝑖𝑗𝑘)

and
𝐵
1(𝑖𝑗𝑘)

, respectively.

3.2. The Model for Variance Analysis. In the alternative form,
themeasurement error is reflected by𝐵

0(𝑖𝑗𝑘)
and𝐵

1(𝑖𝑗𝑘)
.When

a two-factor design experiment is considered, the model for
variance analysis of measurement error on 𝐵
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and 𝐵
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is the following:
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(8)

where 𝜇
0
and 𝜇

1
are constants. 𝑝
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0

and (𝑜𝑝)
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, respectively. 𝜀
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1(𝑖𝑗𝑘)
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1
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The variance of𝐵
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2
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0
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The variance component of 𝐵
0(𝑖𝑗𝑘)

for the gauge is

𝜎
2

𝐺0
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2

𝑜0
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𝑜𝑝0
+ 𝜎
2
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The variance component of𝐵
0(𝑖𝑗𝑘)

for themeasured values
is

𝜎
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2
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2

𝐺0
. (11)

The variance of𝐵
1(𝑖𝑗𝑘)

considering themeasurement error
is

𝑉[𝐵
1(𝑖𝑗𝑘)
] = 𝜎
2
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+ 𝜎
2
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2
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+ 𝜎
2

1
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The variance component of 𝐵
1(𝑖𝑗𝑘)

for the gauge is

𝜎
2

𝐺1
= 𝜎
2

𝑜1
+ 𝜎
2

𝑜𝑝1
+ 𝜎
2

1
. (13)

The variance component of𝐵
1(𝑖𝑗𝑘)

for themeasured values
is

𝜎
2

𝑀1
= 𝜎
2

𝑝1
+ 𝜎
2

𝐺1
. (14)

A two-factor ANOVA with an interaction term is applied
to estimate these variance components.

3.3. The Assessment Criteria. Two responses (𝐵
0(𝑖𝑗𝑘)

and
𝐵
1(𝑖𝑗𝑘)

) are obtained in the gauge study for simple linear
profile. The univariate criteria 𝑃/𝑇% and R&R% can be
calculated for 𝐵

0(𝑖𝑗𝑘)
and 𝐵

1(𝑖𝑗𝑘)
, respectively. Four equations

are utilized to assess the gauge capability for simple linear
profile:

𝑃

𝑇
0

% =
𝐾𝜎
𝐺0

USL
0
− LSL

0

× 100%,

R&R
0
% =

𝜎
𝐺0

√𝜎
2

𝐺0
+ 𝜎
2

𝑝0

× 100%,

𝑃

𝑇
1

% =
𝐾𝜎
𝐺1

USL
1
− LSL

1

× 100%,

R&R
1
% =

𝜎
𝐺1

√𝜎
2

𝐺1
+ 𝜎
2

𝑝1

× 100%.

(15)

According to AIAG [10], the measurement system is
unacceptable if one of the above assessed values exceeds 30%.
It is acceptable if the values are all lower than 10%. If the values
are all between 10% and 30%, the measurement system needs
to be improved.
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Table 1: Profile variance component of 𝐵
0(𝑖𝑗𝑘)

.

𝜎
2

𝑝0
0.007894

𝜎
2

𝑜0
0.000009

𝜎
2

𝑜𝑝0
0

𝜎
2

0
0.000149

Table 2: Profile variance component of 𝐵
1(𝑖𝑗𝑘)

.

𝜎
2

𝑝1
0.000554

𝜎
2

𝑜1
0.000001

𝜎
2

𝑜𝑝1
0.000002

𝜎
2

1
0.000010

4. The Introductory Case

An example of gauge study about spring measurement is
introduced in this section. In the quality improvement, it is
necessary to measure the elasticity and the length of spring.
According to Hooke’s law, when the spring has reached a
state of equilibrium, its elasticity is a simple linear profile of
the amount by which the free end of the spring is displaced
from its relaxed position (when it is not stretched). In this
case, three operators made three measurements on each of
ten springs, 𝑋

𝑖𝑗𝑘
is the length of spring after compression or

elongation, and 𝑌
𝑖𝑗𝑘

is the different elasticity when the spring
is of different length.

The least-squaremethod is used to fit profile and estimate
the parameters 𝐴

0(𝑖𝑗𝑘)
and 𝐴

1(𝑖𝑗𝑘)
after the measurement.

Then, 𝐵
0(𝑖𝑗𝑘)

and 𝐵
1(𝑖𝑗𝑘)

in (7) can be obtained via trans-
forming X-values. A two-factor ANOVA with an interaction
term is utilized to estimate the variance components of 𝐵

0(𝑖𝑗𝑘)

and 𝐵
1(𝑖𝑗𝑘)

, respectively. The variance components of 𝐵
0(𝑖𝑗𝑘)

are shown in Table 1. The variance components of 𝐵
1(𝑖𝑗𝑘)

are
shown in Table 2.

According to (10), (11), (13), and (14), the variance com-
ponents for the gauge and the measured values of 𝐵

0(𝑖𝑗𝑘)
and

𝐵
1(𝑖𝑗𝑘)

are the following:

𝜎
2

𝐺0
= 0.000158,

𝜎
2

𝑀0
= 0.000090,

𝜎
2

𝐺1
= 0.000013,

𝜎
2

𝑀1
= 0.000567.

(16)

The upper and lower specifications on 𝐵
0(𝑖𝑗𝑘)

are USL
0
=

1.3283 and LSL
0
= 0.9717.Then, the criteria for 𝐵

0(𝑖𝑗𝑘)
are the

following:

𝑃

𝑇
0

% = 21.18%,

R&R
0
% = 14.03%.

(17)

The upper and lower specifications on 𝐵
1(𝑖𝑗𝑘)

are USL
1
=

−0.2464 and LSL
1
= −0.3223. Then, the criteria for 𝐵

1(𝑖𝑗𝑘)
are

estimated as follows:

𝑃

𝑇
1

% = 28.30%,

R&R
1
% = 15.16%.

(18)

In this case, all of the criteria are between 10% and
30%. According to AIAG [10], the measurement system
needs to be improved. The improvement will be made based
on the gauge R&R experiment. In this case, the approach
used to improve the capability of measurement system
provides a clearer instruction. The instruction includes the
precise location where the spring should be placed and
the measurement operations that should be conducted. This
improvement can decrease the differences among the opera-
tors.

5. Conclusion

Gauge repeatability and reproducibility studies are impor-
tant to guarantee the validity of data, which is essen-
tial to other researches. Numerous existing studies in this
area are about univariate and multivariate measurement
systems, but these methods may not be suitable when
the quality of a product should be characterized by a
profile. This paper proposes an approach to assess the
gauge capability when a simple linear profile is used to
reflect product quality. Our proposed method can sim-
plify the measurement problems effectively, especially for
those with the multi-dimensional measured values. The
example of spring measurement is presented in this paper
which shows how to implement the proposed method.
Further, more and more methods and criteria should be
proposed to assess the capability of the measurement sys-
tem.

Appendix

In this appendix, the original measured values of the intro-
ductory case are provided as Table 3.
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Table 3: The measured data of spring case.

Part Operator
𝑋
𝑖𝑗𝑘

17 16 15 13.5 12.5 11
𝑌
𝑖𝑗𝑘

1 1 0.26 0.59 0.86 1.37 1.68 2.19
1 1 0.24 0.57 0.86 1.37 1.66 2.17
1 1 0.24 0.55 0.86 1.35 1.66 2.17
1 2 0.26 0.57 0.86 1.35 1.66 2.17
1 2 0.24 0.55 0.86 1.37 1.66 2.17
1 2 0.26 0.57 0.86 1.37 1.66 2.17
1 3 0.26 0.59 0.86 1.35 1.66 2.17
1 3 0.24 0.55 0.86 1.37 1.68 2.17
1 3 0.24 0.57 0.86 1.35 1.66 2.17
2 1 0.46 0.75 1.06 1.53 1.84 2.33
2 1 0.39 0.73 0.99 1.48 1.77 2.26
2 1 0.39 0.73 0.99 1.48 1.79 2.24
2 2 0.44 0.73 0.99 1.48 1.79 2.24
2 2 0.44 0.75 0.99 1.46 1.79 2.26
2 2 0.39 0.75 1.04 1.51 1.79 2.26
2 3 0.46 0.75 1.06 1.48 1.79 2.26
2 3 0.44 0.73 1.04 1.48 1.79 2.26
2 3 0.39 0.75 1.02 1.48 1.79 2.24
3 1 0.22 0.51 0.79 1.26 1.59 2.06
3 1 0.22 0.48 0.77 1.24 1.57 2.04
3 1 0.19 0.48 0.77 1.24 1.57 2.06
3 2 0.22 0.46 0.75 1.24 1.55 2.04
3 2 0.22 0.46 0.75 1.24 1.55 2.04
3 2 0.22 0.46 0.77 1.24 1.55 2.06
3 3 0.22 0.48 0.79 1.26 1.59 2.06
3 3 0.22 0.48 0.77 1.22 1.55 2.04
3 3 0.19 0.46 0.77 1.26 1.57 2.06
4 1 0.26 0.55 0.82 1.24 1.53 1.97
4 1 0.26 0.53 0.82 1.24 1.53 1.95
4 1 0.26 0.53 0.79 1.22 1.53 1.95
4 2 0.26 0.53 0.79 1.22 1.51 1.93
4 2 0.26 0.53 0.79 1.22 1.48 1.88
4 2 0.26 0.53 0.79 1.22 1.51 1.93
4 3 0.26 0.55 0.82 1.22 1.48 1.93
4 3 0.26 0.53 0.79 1.22 1.53 1.95
4 3 0.26 0.53 0.79 1.22 1.48 1.93
5 1 0.19 0.48 0.79 1.26 1.59 2.06
5 1 0.19 0.48 0.79 1.26 1.55 2.04
5 1 0.19 0.48 0.79 1.26 1.55 2.02
5 2 0.19 0.51 0.77 1.24 1.55 2.04
5 2 0.19 0.48 0.79 1.24 1.55 2.02
5 2 0.19 0.42 0.73 1.19 1.48 2.04
5 3 0.19 0.48 0.79 1.26 1.57 2.06
5 3 0.19 0.46 0.79 1.24 1.55 2.02
5 3 0.19 0.46 0.77 1.24 1.55 2.02
6 1 0.28 0.57 0.82 1.22 1.46 1.86
6 1 0.28 0.55 0.79 1.19 1.42 1.79
6 1 0.28 0.55 0.79 1.19 1.46 1.84
6 2 0.28 0.55 0.82 1.22 1.46 1.84
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Table 3: Continued.

Part Operator
𝑋
𝑖𝑗𝑘

17 16 15 13.5 12.5 11
𝑌
𝑖𝑗𝑘

6 2 0.28 0.55 0.79 1.22 1.46 1.84
6 2 0.28 0.57 0.82 1.22 1.46 1.84
6 3 0.28 0.55 0.79 1.22 1.46 1.84
6 3 0.28 0.55 0.79 1.19 1.44 1.82
6 3 0.26 0.53 0.79 1.19 1.42 1.79
7 1 0.19 0.48 0.77 1.24 1.53 1.99
7 1 0.19 0.46 0.77 1.22 1.53 1.97
7 1 0.17 0.46 0.75 1.22 1.53 1.97
7 2 0.19 0.46 0.77 1.22 1.53 1.97
7 2 0.17 0.46 0.77 1.22 1.53 1.95
7 2 0.19 0.46 0.77 1.22 1.53 1.99
7 3 0.19 0.46 0.75 1.22 1.53 1.97
7 3 0.19 0.46 0.77 1.22 1.55 1.97
7 3 0.17 0.46 0.75 1.22 1.51 1.97
8 1 0.26 0.55 0.84 1.33 1.64 2.13
8 1 0.24 0.53 0.82 1.31 1.62 2.08
8 1 0.24 0.53 0.82 1.33 1.64 2.08
8 2 0.26 0.55 0.82 1.28 1.62 2.08
8 2 0.24 0.53 0.82 1.28 1.59 2.06
8 2 0.26 0.57 0.82 1.33 1.62 2.08
8 3 0.26 0.53 0.82 1.33 1.62 2.08
8 3 0.26 0.53 0.82 1.33 1.64 2.08
8 3 0.24 0.53 0.82 1.28 1.62 2.06
9 1 0.15 0.44 0.75 1.22 1.53 1.99
9 1 0.15 0.39 0.75 1.22 1.53 1.99
9 1 0.13 0.39 0.73 1.22 1.53 1.99
9 2 0.15 0.39 0.73 1.22 1.53 2.02
9 2 0.17 0.42 0.73 1.22 1.53 2.02
9 2 0.15 0.42 0.75 1.22 1.53 1.99
9 3 0.15 0.39 0.73 1.22 1.53 2.02
9 3 0.15 0.39 0.75 1.22 1.53 1.99
9 3 0.15 0.39 0.73 1.19 1.51 1.97
10 1 0.26 0.55 0.79 1.19 1.42 1.82
10 1 0.26 0.53 0.79 1.19 1.42 1.82
10 1 0.26 0.53 0.77 1.17 1.39 1.75
10 2 0.28 0.55 0.79 1.19 1.42 1.82
10 2 0.26 0.53 0.77 1.15 1.37 1.75
10 2 0.28 0.57 0.79 1.19 1.44 1.82
10 3 0.26 0.53 0.79 1.15 1.39 1.77
10 3 0.26 0.53 0.79 1.15 1.39 1.75
10 3 0.26 0.53 0.77 1.13 1.37 1.77
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Free shippingwith conditions has become one of themost effectivemarketing tools;more andmore companies especially e-business
companies prefer to offer free shipping to buyers whenever their orders exceed the minimum quantity specified by them. But in
practice, the demands of buyers are uncertain, which are affected by weather, season, and many other factors. Firstly, we model
the centralization ordering problem of retailers who face stochastic demands when suppliers offer free shipping, in which limited
distributional information such as known mean, support, and some deviation measures of the random data is needed only. Then,
based on the linear decision rulemainly for stochastic programming, we analyze the optimal order strategies of retailers and discuss
the approximate solution. Further, we present the core allocation between all retailers via dual and cooperative game theory. The
existence of core shows that each retailer is pleased to cooperate with others in the centralization problem. Finally, a numerical
example is implemented to discuss how uncertain data and parameters affect the optimal solution.

1. Introduction

With the rapid development of e-commerce and logistics
industry, free shipping offered by e-business companies
has become an effective means of attracting and keeping
customers. Many business-to-consumer and business-to-
business (B2B) companies now offer free shipping to buyers
who spend more than a specific amount. More and more
companies and businesses begin to take free shipping strat-
egy, such as Amazon online bookstore; when the cost reaches
$25, the buyer can get free shipping service. Taobao and
Dangdang also offer free shipping if the certain amount is
satisfied.The growth and evolution of the e-commerce sector
have highlighted the importance of shipping and handling
(S&H) fees for business models. The supplier can effectively
reduce order processing costs and implementation costs, if
they can reduce the frequent small shipments. Otherwise,
if many retailers are joined together to order, the cost may
be saved for the satisfaction of free shipping. Therefore, free
shipping schedules have become an interest study for both
the supplier and demander. Survey evidence indicates that

shipping fees are the main complaint of more than 50 percent
of online shoppers and thatmore than 60 percent of shoppers
have abandoned an order when shipping fees are added.
Academic work has further confirmed that fulfillment issues
are a key driver of customer satisfaction.

In this paper, we study the centralization ordering prob-
lem with uncertain demands considering free shipping.
Considering a supply chain includes a supplier and a number
of retailers whose demands for commodities are uncertain,
and retailers focus on how free shipping schedules impact
their ordering strategies. Lewis et al. [1] used an ordered
probability model to account for the effects of nonlinear
and discontinuous free shipping on purchasing decisions.
It shows that the retailers are very sensitive to shipping
charges, and promotions such as free shipping and free
shipping for orders that exceed some size threshold are
very effective in generating additional sales. Leng et al. [2,
3] considered the free shipping strategies of business-to-
consumer and business-to-business environments compa-
nies by modeling the problem as a leader-follower game
under complete informationwhere the leader is the seller and
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the follower is the buyer. Yang et al. [4] analyzed the price-
threshold relationship which was inverted-U shaped and
explored how prices and the free shipping threshold interact
to affect the optimal policy. The initial price level dictates the
price dispersion for homogenous goods increases when the
threshold is lowered. Zhou et al. [5] gave the management
of stochastic inventory systems with free shipping option.
Abad and Aggarwal [6] studied the pricing decisions with
random demand in order to reduce transport costs, which
is free shipping with condition. Hua et al. [7] studied the
optimal order strategy of a retailer who faces deterministic
or stochastic demand when suppliers offer free shipping.
It analyzes the impacts of the transportation cost on the
retailer’s optimal order strategy based on EOQ model and
newsvendor model.

One issue of the above study is the assumption of full
distributional knowledge of the uncertain data. Because
such information may rarely be available in practice, it has
rekindled recent interests in robust optimization as an alter-
native perspective of data uncertainty. In robust optimization,
compared with the full distributional knowledge which is
hardly got, limited distributional information such as known
mean, support, and some deviation measures of the random
data is required only. So in this paper, we consider the
uncertain demand in general and study the optimal ordering
model with free shipping.

The paper is organized as follows. In Section 2, we give
the stochastic programming model of optimal order strategy
about the retailers, in which the demands are uncertain
with free shipping option. In Section 3, based on the linear
decision rules, we analyze the robust counterpart of the
stochastic programming model and formulate a new equiva-
lent determinedmodel. In Section 4we use cooperative game
theory to get the core of all retailers. In Section 5, a numerical
experiment confirms that order incidence is affected by free
shipping option and varying interval of demand. Finally,
Section 6 concludes this paper.

2. Problem Description

Assuming there are a supplier and a number of retailers,
who just trade only a type of goods. The supplier offers
the goods to retailers whose demands for commodities are
uncertain. All retailers order goods uniformly and order price
is constant. Only when the total ordering amount reaches
a certain threshold, the supplier can offer free shipping for
retailers. Here we consider how to maximize the benefits of
all retailers by selecting their optimal order quantity. In this
problem, we take the following assumptions.The retailers are
all rational and their inventories are inadequate to meet the
real demands, so they are willing to participate in group to
order goods according to their actual situation. In addition,
there is no competition among retailers and they are willing
to participate in the group to pay the total minimum fee. So
the problem aims to minimize the total cost of all retailers
with constraint that their demands are met.

At first, we denote the following notions. The notions
𝑚 and 𝑐 are the retail price and order price of the goods

separately and 𝑞 is the known threshold of free shipping.
The notion 𝑛 is the number of retailers, and the random
demand of the 𝑖th retailer is 𝑑

𝑖
(�̃�) in which �̃�means random

environment, and all 𝑑
𝑖
(�̃�) are independent. 𝐿

𝑖
is the current

inventory of the 𝑖th retailer. We denote the order quantity 𝑥
𝑖

by the decision variable. Only when the condition ∑𝑛
𝑖=1
𝑥
𝑖
≥

𝑞 holds, the supplier can offer free shipping for retailers;
otherwise the retailers should cost the𝑓(∑𝑛

𝑖=1
𝑥
𝑖
).The symbol

𝑦 is 0-1 variable, in which 1 means payoff for the transport
and 0 is free shipping. The symbol 𝑤

𝑖
(�̃�) is the amount of the

shortage of goods of the 𝑖th retailer, which is caused by 𝑑
𝑖
(�̃�)

in uncertain environment. Then the model of optimal order
strategy with free shipping option is given as follows (1):

min 𝑐 × (

𝑛

∑

𝑖=1

𝑥
𝑖
) + 𝑓(

𝑛

∑

𝑖=1

𝑥
𝑖
) × 𝑦 + 𝑚 × 𝐸(

𝑛

∑

𝑖=1

𝑤
𝑖
(�̃�)) ,

s.t.

{{{{{{{{{

{{{{{{{{{

{

𝑥
𝑖
+ 𝑤
𝑖
(�̃�) + 𝐿

𝑖
≥ 𝑑
𝑖
(�̃�) , 𝑖 = 1, 2, . . . 𝑛,

𝑥
𝑖
, 𝑤
𝑖
(�̃�) ≥ 0, 𝑖 = 1, 2, . . . 𝑛,

𝑦 = 0, if
𝑛

∑

𝑖=1

𝑥
𝑖
≥ 𝑞,

𝑦 = 1, if
𝑛

∑

𝑖=1

𝑥
𝑖
< 𝑞,

(1)

where the objective function contains the ordering cost,
transportation cost, and penalty cost incurred at the retailers
if the demands are not satisfied. For the penalty cost is
relevant to uncertain realization of �̃�, the expectation is taken
here. According to the objective function, we require that the
order quantity of the goods be not toomuch to add inventory
and at the same time the shortage be not toomuch to increase
cost. The first constraint means that, for the 𝑖th retailer, the
sum of ordering quantity, shortage, and inventory quantity
be not less than their demand. The second constraint shows
that the decision variables of ordering quantity and shortage
are nonnegative. The third constraint ensures that when the
ordering quantity is not less than the given threshold 𝑞, the
supplier can offer free shipping for retailers; otherwise the
retailers should pay for the transportation cost.

The slack variable V
𝑖
(�̃�) is added in the first constraint, so

model (1) can be rewritten to the model

min 𝑐 × (

𝑛

∑

𝑖=1

𝑥
𝑖
) + 𝑓(

𝑛

∑

𝑖=1

𝑥
𝑖
) × 𝑦 + 𝑚 × 𝐸(

𝑛

∑

𝑖=1

𝑤
𝑖
(�̃�)) ,

s.t.

{{{{{{{{{

{{{{{{{{{

{

𝑥
𝑖
+ 𝑤
𝑖
(�̃�) + 𝐿

𝑖
− V
𝑖
(�̃�) = 𝑑

𝑖
(�̃�) , 𝑖 = 1, 2, . . . 𝑛,

𝑥
𝑖
, 𝑤
𝑖
(�̃�) , V

𝑖
(�̃�) ≥ 0, 𝑖 = 1, 2, . . . 𝑛,

𝑦 = 0, if
𝑛

∑

𝑖=1

𝑥
𝑖
≥ 𝑞,

𝑦 = 1, if
𝑛

∑

𝑖=1

𝑥
𝑖
< 𝑞.

(2)

In this paper, we assume the random demand 𝑑
𝑖
(�̃�)

is generalized variable, whose only limited distributional
information is known, but distributional function and other
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full knowledge are unknown.Then, we discuss the solvability
approximately of the stochastic programming (2).

3. Approximation via Decision Rule

It is difficult to solve the general stochastic programming;
besides this, the full distributional knowledge of the uncer-
tain data is needed, which may rarely be available in practice.
But assuming only limited distribution information is known
such as mean, support, and some deviation measures of
the random data, linear decision rule is the key enabling
method that permits scalability to multistage models [8].
Interesting applications include designing supplier-retailer
contracts, network design under uncertainty, and crashing
projects with uncertain activity times. Even though linear
decision rule allows us to derive tractable formulations in a
variety of applications, it may lead to infeasible instances [9].
This fact motivates people to refine linear decision rule and
improve it to a general linear decision rule, which improves
the objective value. Chen et al. [10] gave the conclusion that
when complete recourse exists, the general linear decision
rule is equal to the linear decision rule. Because the recourse
matrix in this paper is special and the support is bounded
closed set, it is feasible to analyze the solvability of model (2)
using the linear decision rule.

3.1. A Two-Stage Stochastic Linear Programming Model. The
linear decision rule is used mainly to solve the multistage
stochastic programming. For the stochastic linear program-
ming (3), decision 𝑥 has to be made before the actual value
of �̃� is realized which consists the first stage. After applying
the decision and after the uncertainty is realized, the subjects
of (3) may be not satisfied and the optimal second-stage
decisions or recourse decisions are carried out, in which𝑤(�̃�)
is recourse variable and𝑊 is recourse matrix. So the subjects
of (3) are satisfied and, at the same time, the cost that is
aroused by the recourse in (4) is minimized. The problems
(3) and (4) can be rewritten in model (5) equivalently:

min 𝑐
𝑇

𝑥 + 𝐸 (𝑄 (𝑥, �̃�)) ,

s.t. {
𝑇 (�̃�) 𝑥 = ℎ (�̃�) ,

𝑥 ≥ 0,

(3)

𝑄 (𝑥, �̃�) = min 𝑚𝑤 (�̃�) ,

s.t. 𝑇 (�̃�) 𝑥 +𝑊𝑤 (�̃�) = ℎ (�̃�) ,
(4)

min 𝑐
𝑇

𝑥 + 𝑚𝐸 (𝑤 (�̃�)) ,

s.t. {
𝑇 (�̃�) 𝑥 +𝑊𝑤 (�̃�) = ℎ (�̃�) ,

𝑥 ≥ 0.

(5)

Comparing models (2) and (5), we know easily that (2)
is also a two-stage stochastic linear program with the special
recourse matrix.

3.2. ProblemAnalysis Based on Linear Decision Rule. Accord-
ing to the literature [10], assuming the stochastic program-
ming with the relatively complete recourse, the second-stage

problem is surely feasible for any choice of feasible first-stage
decision vector 𝑥. The complete recourse is defined on the
matrix𝑊 such that, for any 𝑡, there exists 𝑤 ≥ 0, satisfying
𝑊𝑤 = 𝑡. Hence, the definition of complete recourse depends
only on the structure of the matrix 𝑊, which makes the
problem easier to solve. For the model (2), if we let 𝑊

𝑖
=

[−1, 1] for each retailer, there exists a simple case of complete
recourse where the special matrix is

W =

[
[
[

[

−1 1

−1 1

⋅ ⋅ ⋅

−1 1

]
]
]

]

. (6)

So it is feasible to analyze the solvability of the problem
(2) via the linear decision rule. Based on the linear decision
rule given in [9], we assume both the recourse variable 𝑤

𝑖
(�̃�)

and the slack variable V
𝑖
(�̃�) are the affine functions. For

convenience, we describe them by using vector form below.
Let 𝑤(�̃�) = 𝑤

0
+ ∑
𝑁

𝑘=1
𝑤
𝑘

�̃�
𝑘
, where the coefficients 𝑤𝑘 are

unknown. At the same time, the demands of all retailers are
in the same linear form 𝑑(�̃�) = 𝑑

0

+ ∑
𝑁

𝑘=1
𝑑
𝑘

�̃�
𝑘
. Generally for

the uncertain variable �̃�, we may assume its mean is 0 and
the support is𝑊

�̃�
= [−𝑧, 𝑧], 𝑧 > 0, 𝑧 > 0, which is also the

value set of �̃�. So the model can be adjusted to the following
problem:

𝑍STOC = min 𝑐
𝑇

𝑥 + 𝑓 (𝑥) 𝑦 + 𝑚𝑒
𝑇

𝑤
0

,

s.t.

{{{{{{{{{{{

{{{{{{{{{{{

{

𝑥 + 𝐿 + 𝑤
0

− V0 = 𝑑0,
𝑤
𝑘

− V𝑘 = 𝑑𝑘, 𝑘 = 1, 2, . . . , 𝑁,

𝑥, 𝑤, V ≥ 0,

𝑦 = 0, if
𝑛

∑

𝑖=1

𝑥
𝑖
≥ 𝑞,

𝑦 = 1, if
𝑛

∑

𝑖=1

𝑥
𝑖
< 𝑞.

(7)

Theorem 1. For model (7), the third subject 𝑤(�̃�) ≥ 0, for all
�̃� ∈ 𝑊

�̃�
= [−𝑧, 𝑧], holds if and only if there is𝑤0 ≥ 𝑧∑𝑁

𝑘=1
𝑡
1𝑘

+

𝑧∑
𝑁

𝑘=1
𝑠
1𝑘.

Proof. Let 𝑤𝑘 = 𝑠1𝑘 − 𝑡1𝑘; 𝑠1𝑘, 𝑡1𝑘 ∈ 𝑅𝑛; 𝑠1𝑘, 𝑡1𝑘 ≥ 0, then the
following equivalence relations are easy to get:

𝑤 (�̃�) = 𝑤
0

+

𝑁

∑

𝑘=1

𝑤
𝑘

�̃�
𝑘
≥ 0

⇐⇒ 𝑤
0

≥ −

𝑁

∑

𝑘=1

𝑤
𝑘

�̃�
𝑘
= −

𝑁

∑

𝑘=1

(𝑠
1𝑘

− 𝑡
1𝑘

) �̃�
𝑘

=

𝑁

∑

𝑘=1

(𝑡
1𝑘

�̃�
𝑘
− 𝑠
1𝑘

�̃�
𝑘
)

⇐⇒ 𝑤
0

≥ max
𝑁

∑

𝑘=1

(𝑡
1𝑘

�̃�
𝑘
− 𝑠
1𝑘

�̃�
𝑘
) = 𝑧

𝑁

∑

𝑘=1

𝑡
1𝑘

+ 𝑧

𝑁

∑

𝑘=1

𝑠
1𝑘

.

(8)
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Similar analysis is considered for vector V in model (7),
and based on the assumption that the transportation cost is
linear function, the uncertain model (7) is rewritten to the
determinate model

𝑍LDR = min 𝑐
𝑇

𝑥 + 𝑟𝑒
𝑇

𝑥𝑦 + 𝑚𝑒
𝑇

𝑤
0

,

s.t.

{{{{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{{{{

{

𝑥 + 𝐿 + 𝑤
0

− V0 = 𝑑0,
𝑤
𝑘

− V𝑘 = 𝑑𝑘, 𝑘 = 1, 2, . . . 𝑁,

𝑤
0

≥ 𝑧

𝑁

∑

𝑘=1

𝑡
1𝑘

+ 𝑧

𝑁

∑

𝑘=1

𝑠
1𝑘

,

V0 ≥ 𝑧
𝑁

∑

𝑘=1

𝑡
2𝑘

+ 𝑧

𝑁

∑

𝑘=1

𝑠
2𝑘

,

𝑥, 𝑠
1

, 𝑡
1

, 𝑠
2

, 𝑡
2

≥ 0,

𝑦 = 0, if
𝑛

∑

𝑖=1

𝑥
𝑖
≥ 𝑞,

𝑦 = 1, if
𝑛

∑

𝑖=1

𝑥
𝑖
< 𝑞.

(9)

Because model (9) is the linear case of the model (7), the
following conclusion is obtained.

Theorem 2 (𝑍STOC ≤ 𝑍LDR). Hence, by introducing the linear
decision rule for the primal model (2), we get the robust model
(7), whose optimal value is approximate to the value of the
determinate model (9). Regarding the issue of the bound on the
objective function, the literature [10]made detailed discussions.

4. Cooperative Game of the Ordering
Centralization Problem

In the ordering centralization problem considering free
shipping, we only focus on the allocation of the expected cost.
Whether it is possible to derive a stable allocation of the actual
cost for each demand realization, the cost of each retailer is
reduced. In this section, based on the dual theory of stochastic
programming, we analyze the centralization problem with
free shipping.

First we briefly introduce the concepts of cooperative
game theory that will be used. Let 𝑁 = {1 ⋅ ⋅ ⋅ 𝑛} be the set
collection of players. A collection of players 𝑆 ⊆ 𝑁 is called
a coalition. A characteristic cost function is defined for each
coalition 𝑆 ⊆ 𝑁. A cooperative game is defined by the pair
(𝑁, 𝐶). Given a cooperative game, there are many ways to
divide the cost allocation of the game among the players. The
cost allocation has been extensively studied in the literature.
We focus on the core allocation, which is defined below.

A vector 𝑙 = (𝑙
1
, 𝑙
2
, . . . , 𝑙
𝑛
) is called an imputation of the

game (𝑁, 𝐶) if ∑
𝑗∈𝑁

𝑙
𝑗
= 𝐶(𝑁) and 𝑙

𝑗
≤ 𝐶({𝑗}) for every 𝑗 ∈

𝑁. One can interpret an imputation as a division of𝐶(𝑁) that
charges every player at most as much as that they will play by
themselves. When this idea is generalized to every coalition
of players, the notion of core is given.

Definition 3. An allocation 𝑙 = (𝑙
1
, 𝑙
2
, . . . , 𝑙
𝑛
) is in the core of

the game of (𝑁, 𝐶), if ∑
𝑗∈𝑁

𝑙
𝑗
= 𝐶(𝑁) and ∑

𝑗∈𝑆
𝑙
𝑗
≤ 𝐶(𝑆) for

every 𝑆 ⊆ 𝑁.

Then, we consider the following two-stage stochastic
linear programming:

min V𝑇
1
𝑥
1
+ 𝐸 [V𝑇

2
𝑥
2
] ,

s.t. 𝐴
11
𝑥
1
= 𝑏
1
,

𝐴
12
𝑥
1
+ 𝐴
22
𝑥
2
= 𝑏
2
(�̃�) ,

𝑥
1
, 𝑥
2
≥ 0,

(10)

where 𝑥
1
is the decision variable of the first stage, 𝑥

2
is the

recourse variable of the second stage in which 𝐴
12
𝑥
1
= 𝑏
2
(�̃�)

is not satisfied for the realization of �̃�, and V𝑇
2
𝑥
2
is the recourse

cost.
The dual problem of problem (10) is

max 𝐸 [𝑏
𝑇

1
𝜋
1
+ 𝑏
2
(�̃�)
𝑇

𝜋
2
(�̃�)] ,

s.t. 𝐴
𝑇

11
𝜋
1
+ 𝐸 [𝐴

𝑇

12
𝜋
2
(�̃�)] ≤ V

1
,

𝐴
𝑇

22
𝜋
2
(�̃�) ≤ V

2
.

(11)

For the realization of �̃� ∈ 𝑊, if 𝑊 is a finite set,
then model (10) is a linear programming and the strict dual
condition is satisfied. Otherwise, the strict dual condition
may not be satisfied [11]. In the literature [12], there is a
conclusion that the optimal value of (10) is equal to the
optimal value of model (11) when model (10) is feasible and
has relatively complete recourse matrix. So we can study
the dual problem of the primal problem (1) to find the
relationship of them.

Here, assuming that the condition of free-transportation
cost holds, the problem (1) is equal to the problem (12). In
the model (12), for every collaboration 𝑆 ⊆ 𝑁, let the set 𝑆
replace the set 𝑁; then the collaboration model (13) is given
as follows:

𝐶 (𝑆) = min 𝑐(

𝑛

∑

𝑖=1

𝑥
𝑖
) + 𝑚𝐸(

𝑛

∑

𝑖=1

𝑤
𝑖
(�̃�)) ,

s.t.
{{{{

{{{{

{

𝑛

∑

𝑖=1

𝑥
𝑖
≥ 𝑞,

𝑥
𝑖
+ 𝑤
𝑖
(�̃�) ≥ 𝑑

𝑖
(�̃�) − 𝐿

𝑖
, 𝑖 = 1, 2, . . . 𝑛,

𝑥
𝑖
, 𝑤
𝑖
(�̃�) ≥ 0, 𝑖 = 1, 2, . . . 𝑛,

(12)

min 𝑐(∑

𝑖∈𝑆

𝑥
𝑖
) + 𝑚𝐸(∑

𝑖∈𝑆

𝑤
𝑖
(�̃�)) ,

s.t.
{{{

{{{

{

∑

𝑖∈𝑆

𝑥
𝑖
≥ 𝑞,

𝑥
𝑖
+ 𝑤
𝑖
(�̃�) ≥ 𝑑

𝑖
(�̃�) − 𝐿

𝑖
, 𝑖 ∈ 𝑆,

𝑥
𝑖
, 𝑤
𝑖
(�̃�) ≥ 0, 𝑖 ∈ 𝑆.

(13)
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It is easy to see that the dual problem of model (13) is

𝐷 (𝑆) = max 𝑞𝛼 +
|𝑆|

∑

𝑖=1

𝐸 ((𝑑
𝑖
(�̃�) − 𝐿

𝑖
) 𝛼
𝑖
(�̃�)) ,

s.t.
{{

{{

{

𝐸 (𝛼
𝑖
(�̃�)) + 𝛼 ≤ 𝑐, 𝑖 ∈ 𝑆,

𝛼
𝑖
(�̃�) ≤ 𝑚, 𝑖 ∈ 𝑆,

𝛼, 𝛼
𝑖
(�̃�) ≥ 0, 𝑖 ∈ 𝑆.

(14)

In Section 3, we have given the example that the relatively
complete recourse matrix exists in the inventory centraliza-
tion problem considering free shipping. Hence we propose
the following results.

Theorem 4. For any collection of retailers 𝑆 ⊆ 𝑁, the optimal
value of (13) is equal to the optimal value of (14).

Theorem 5. The allocation in the core of retailers exists in
model (1) of cooperative ordering game with free shipping
option.

Proof. For 𝑆 = 𝑁, we denote by (𝛼∗
𝑗
(�̃�), 𝛼
∗

) the optimal
solution of problem Dual(𝑁) and let

𝑙
𝑗
= 𝜀
𝑗
+ 𝐸 ((𝑑

𝑗
(�̃�) − 𝐿

𝑗
) 𝛼
∗

𝑗
(�̃�)) , (15)

where ∑𝑁
𝑗=1
𝜀
𝑗
= 𝑞𝛼, 𝜀

𝑗
≥ 0. FromTheorem 4, we know that

∑

𝑗∈𝑁

𝑙
𝑗
= ∑

𝑗∈𝑁

(𝜀
𝑗
+ 𝐸 ((𝑑

𝑗
(�̃�) − 𝐿

𝑗
) 𝛼
∗

𝑗
(�̃�))) = 𝐶 (𝑁) . (16)

On the other hand, for every 𝑆 ⊆ 𝑁, because (𝛼∗
𝑗
(�̃�), 𝛼
∗

)

is a feasible solution to Dual(𝑆), we have the following
inequality:

∑

𝑗∈𝑆

𝑙
𝑗
= ∑

𝑗∈𝑆

(𝜀
𝑗
+ 𝐸 ((𝑑

𝑗
(�̃�) − 𝐿

𝑗
) 𝛼
∗

𝑗
(�̃�))) ≤ 𝑞𝛼

+ ∑

𝑗∈𝑆

𝐸 ((𝑑
𝑗
(�̃�) − 𝐿

𝑗
) 𝛼
∗

𝑗
(�̃�)) ≤ 𝐶 (𝑆) .

(17)

By Definition 3, the vector (𝑙
1
⋅ ⋅ ⋅ 𝑙
𝑁
) defined by (15) is

an allocation in the core of the cooperative inventory game
(𝑁, 𝐶).

In general, a core is the set of cost allocations under
which no coalitions should be charged more than they
would pay if they were to separate and follow an optimal
strategy for themselves. That is, no coalition will be better
off by deviation from the grand coalition. Since the core is
nonempty, there is at least one allocation of the cost that is
considered advantageous by all players. So for each retailer
of the inventory centralization problem, he is pleased to
cooperate with others based on the cost-vector (𝑙

1
⋅ ⋅ ⋅ 𝑙
𝑁
)

defined by (15).

5. Numerical Experiment

Assuming that there are three retailers and they order goods
from the same supplier. The retail price of the unit goods is

Table 1: The relationship between support and the optimal value.

Support of �̃� [−1, 2] [−1, 1] [−2, 2] [−3, 3] [−4, 4] [−5, 5]

The optimal value
𝑍LDR

2770 2796.6 2871.6 4017.5 3676.7 3728.7

Table 2: The relationship between threshold and the optimal value.

Threshold of 𝑞 45 50 55 60 65 70 75 80
The optimal value
𝑍LDR

3280 3159 2770 2770 2803 3026 3026 3026

𝑚 = 70 and the order price is 𝑐 = 40. The transportation
function is proportional to order quantity; that is, 𝑟 = 4. The
given threshold is 𝑞 = 60. The current inventory of retailers
is 5, 8, and 10, respectively, and their demands are all in the
same form 𝑑

𝑖
(�̃�) = 30+ �̃�, where the mean of �̃� is zero and the

support is �̃� ∈ [−1, 2].
Solvingmodel (9) with the above data byMATALB solver,

we get the optimal ordering strategy of three retailers being
24, 21, and 19, respectively and the optimal cost value is 2770,
in which the free shipping is satisfied for the total ordering
number which is 64. On the other hand, if the free shipping
is not satisfied, the optimal ordering strategy is 20, 17, and
15, respectively, and the total ordering number is 52, and the
optimal cost value is 3338. This numerical experiment shows
that if all retailers participate in group to order goods, the total
cost may reduce for more ordering quantity. So all rational
retailers are willing to order jointly when their inventories are
inadequate to meet the real demands with the consideration
of free shipping option.

Then we consider how the support of �̃� affects the
optimal value. For the normal demand is 30 with a little
uncertain changes, we test other 5 kinds of support with the
maximal interval being 5. There are global optimal solutions
in the cases of [−1, 2], [−1, 1], and [−2, 2], but in other
cases MATALB solver shows the current solution may be
nonoptimal and the local optimal solutions can be found after
more than one hundred iterations.The experiment shows the
support has obvious effect on the optimal value of model (9)
which is given in Table 1.

Further, we consider how the threshold 𝑞 influences the
optimal value. At the beginning we take the value 5 times
according to the current value that is 60, and the optimal
function values are given in Table 2 (the current value may
be local optimal according to the solver for the cases that
the threshold is more than 70). It shows that the optimal
cost value increases from 𝑞 = 45 to 𝑞 = 55; then the
minimal value reaches the bottom from 𝑞 = 55 to 𝑞 = 60;
afterwards it increases from 𝑞 = 60 to 𝑞 = 80. In order to
find the relationship better, get 35 groups of the threshold and
optimal value (𝑞 = 45, 46, . . . , 80 resp.), which are displayed
in Figure 1. The experiment shows that the optimal value
obeys piecewise function with obvious character.

At last we try to compute the core of the primal problem
above based on the discussion in Section 4. For the condition
of free-transportation cost is satisfied, the total minimal cost
is 2770. In (14), the total maximal payment is equal to 2770
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Figure 1: The detailed relationship between threshold and the
optimal value.

also. According to dual theory, we have 𝛼∗ = 0, and the
costs that three retailers should take are 𝑙

1
= 25𝐸(𝛼

1
(�̃�)),

𝑙
2
= 22𝐸(𝛼

2
(�̃�)), and 𝑙

3
= 20𝐸(𝛼

3
(�̃�)) with constraint

𝐸(𝛼
𝑖
(�̃�)) ≤ 40 and for 𝛼

𝑖
(�̃�) ≤ 70 all 𝑖, where 𝛼

𝑖
(�̃�) is random

decision variable.The allocations satisfying restrictions above
are feasible.

6. Conclusions

It is a key research content of supply chain management.
This research will provide effective effort for scientific deci-
sion making and e-business activity. This paper studied the
optimal order problem under the uncertainty of demand and
proposed the stochastic programming model, in which the
objective function is to minimize the total cost. Considering
the limited information of the uncertain variable in the
model, we used the linear decision rule; one of the robust
optimization methods to analyze this model and get the
approximate model which is tractable. Afterwards, evidence
attained from the numerical experiment strongly suggested
its effectiveness and efficiency. Furthermore, this paper
analyzed the core allocation between all retailers via dual
and cooperative game theory. The results showed that the
ordering centralization can save the cost of all retailers and
it is economic for the society. We will study the application
of robust optimization to supply management with other
uncertainties or in the view of supplier.
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This paper examines the characterization of six oil wells and the allocation of gas considering limited and unlimited case scenario.
Artificial gas lift involves injecting high-pressured gas from the surface into the producing fluid column through one or more
subsurface valves set at predetermined depths.This improves recovery by reducing the bottom-hole pressure at which wells become
uneconomical and are thus abandoned.This paper presents a successive application of modified artificial neural network (MANN)
combined with a mild intrusive genetic algorithm (MIGA) to the oil well characteristics with promising results. This method helps
to prevent the overallocation of gas to wells for recovery purposes while also maximizing oil production by ensuring that computed
allocation configuration ensures maximum economic accrual. Results obtained show marked improvements in the allocation
especially in terms of economic returns.

1. Introduction

Petroleum, a limited natural resource, is a nonrenewable
form of energy on which humans largely depend. This
leads to pressing market demands, accessibility issues, and
competitive market environment that force oil companies to
seek technologies and procedures that can give competitive
advantage andmeet environmental restrictionswhile stream-
lining production processes and cutting costs [1].

Artificial gas lift (AGL) is a recovery process that involves
the use of gases, produced (from oil) or purchased, which are
pumped into the well bore to maintain formation pressure,
that is, the pressure at which the fluid flows to the surface.
There are two types of AGL, namely, intermittent gas lift and
continuous gas lift [1]. However, this paper is not concerned
with the types of AGL but rather its distribution or allocation.

The gas lift process involves the injection of high pressure
gas at the bottom of the production tubing of an oil well [1–
3]. In other words, AGL involves injecting high-pressured gas
from the surface into the producing fluid column through

one or more subsurface valves set at predetermined depths
[2, 3]. This helps to improve recovery by reducing the
bottom-hole pressure at which wells become uneconomic,
resulting in being abandoned. The gas, mixed with the oil,
diminishes the weight of the fluid column thereby reducing
the downhole pressure. A low downhole pressure induces a
flux of fluids from the reservoir to the well. The produced
fluid is composed of oil, gas, and water. The water must be
treated before being discharged which incurs costs while the
gas can be either reused in the process or sent to customers
and other facilities [3]. In large oil fields, several separators
are used to divide the three phases. This gives rise to the
problem of maximizing production by allocating lift-gas to
the wells while defining the routing from wells to separators
and observing separator capacities [2, 3].

In particular, the gas lift operation of oil fields is one
of many production processes whose performances can be
improved. As the internal pressure in high-depth or depleted
reservoirs can force the flow of only a fraction of their oil to
the surface, the use of artificial means becomes imperative
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to lift the oil, especially for deep reservoirs that are found
off-shore. Two examples of artificial lifting are submerged
pumps and continuous injection of gas [3]. Although the
former can, in principle, recover most of the oil, its operating
costs are excessively high for today’s oil prices, not tomention
the potential of an unfavourable energy trade and other
technical hindrances. The gas lift technique, on the other
hand, harnesses the reservoir’s gas by injecting natural gas
into the production tubing so as to reduce the weight of the
oil column, thereby elevating the mix of oil, gas, and water to
the surface.

A motivation for this work therefore arises from the
need to reduce wastage in gas allocation especially in the
unlimited scenario thus freeing up gas thus freeing up gas
for other uses such as domestic, transportation and electricity
generation purposes. With global outcry to the insidious
effect of green-house gases on our environment and the need
for prudent management of scarce resources, this paper aims
at providing a cost-effective method for solving the problem
of gas allocation for recovery purposes in the oil and gas
industry.

The rest of this paper is organized as follows: Section 2
presents a brief overview of related works in literature while
Section 3 further describes the problem as well as modelling
approach. Section 4 gives an overview of the methodology
adopted to solve the oil well characterization and AGL
problem while results obtained are discussed in Section 5.
The final section presents some useful conclusions as well as
direction for further works.

2. Literature Review

Gas injection has been used to maintain reservoir pressure
at some selected levels or to supplement natural reservoir
energy to a lesser degree by reinjection of a portion of the
produced gas. Complete or partial pressure maintenance
operations can result in increased hydrocarbon recovery
and improved reservoir production characteristics. A general
position opines that daily oil production increases concomi-
tantlywith gas up to a certain level where further gas injection
yields a decrease in oil production with increased gas cost [2].
Ray and Sarker [2] developed a multiobjective constrained
algorithm to optimize gas lift allocation within the constraint
of limited available gas.The proposed solution was applied to
six and fifty-six well problems with single and multiobjective
problem formulations. De Souza et al. [4] described a case
study that involved modelling and optimizing gas allocation
for deep water offshore petroleum production with interest
in determining the rate of injected gas flow that guarantees
maximum oil production, profit, and optimal design of gas
lift system considering capital cost of compressors, turbine,
and gas pipeline constraints. The problem was modelled as
a nonlinear optimization problem and solved as a two-phase
network flow model. Codas and Camponogara [1] addressed
the problem of gas lift allocation with separator routing
constraint using a mixed integer linear model solved using
the CPLEX software.Mahmudi and Sadeghi [5] used a hybrid
computational model consisting of genetic algorithm (GA)

and Marquardt algorithm to optimize gas allocation under
various constraints including effects of tubing diameter, rates
of gas injection, and separator pressure on the economic
return of the well over a long period.

From the foregone and other research trends, the prob-
lem of well characterization and gas allocation is mainly
addressed independently. Moreover, specific interests of ear-
lier works did not focus on configuration selection but rather
on routing mechanisms such as separator routing constraint,
effects of tubing diameter, rates of gas injection and separator
pressure on the economic return of the well over long
period, and capital cost of compressors, turbine, and gas
pipeline amongst others. Most previous works therefore
focused on the contribution of the artificial gas lift layout
and material selection in ensuring optimum gas yield. This
paper seeks to complement ongoing research by proposing
a combined modified artificial neural network (MANN)
and mild intrusive genetic algorithm (MIGA) intelligent
technique for optimum well characterization and gas lift
allocation to achieve maximum economic yield. We seek
to characterize the oil wells and get maximum produced
oil using limited available gas which indirectly results in
increased economic returns. Further details and description
of the gas lift problem can be found in [2–4, 6–8].

3. Problem Definition

3.1. Statement of the Problem. An oil field consisting of
six wells is considered in this paper. AGL is employed in
improving the recovery of the respective wells. Available
gases at times are not sufficient to guarantee maximum oil
production from the wells while classical techniques also
do not guarantee optimal allocation of these available gases;
hence an efficient algorithm that can optimally allocate them
by selecting the best configuration that can ensure optimum
economic accrual is sought.This paper proposes theMANN-
MIGA approach for this problem.

3.2.Modelling. This paper addresses a case scenario involving
six wells and limited gas supply that is currently not able
to guarantee maximum production. We employ modified
versions of artificial neural networks (ANN) and GA which
has been successfully used in literature (e.g., see [9, 10]).These
algorithms seek to optimize the allocation of available gas
quantity among the six wells under consideration by allocat-
ing quantities that guarantee maximum economic accrual.
First, MANN is used to characterise the oil production in
terms of B/D (B/D refers to unit of measuring oil production
output in terms of barrels per day) and the capacity of each
well with respect to the gas injected (inMMscf/D), MMscf/D
refers to unit of measuring gases in terms of million standard
cubic feet per day. Next,MIGA is used to select the best values
for each oil well while observing the following.

(i) Total gas allocated for the six wells does not exceed
the available gas quantity for optimization.

(ii) Economic accrual is more important than allocating
entire gas and must therefore be maximized.
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(iii) Where there are two feasible values for gas allocation
with the same oil production, the lowest value is
chosen.

The work seeks to address the issue of efficient usage
of scarce gas thus preventing wastage and enhancing oil
production. In the event of other uses of gas emanating,
optimization of the available gas for optimum oil production,
maximum economic accrual, and other emanating needs is
possible.

Themain objective is to develop a strategy for the optimal
allocation of limited (and unlimited) gas supply in an oil field
involving six wells. Gas allocation is to be minimized while
profit from both the sale of oil and remaining unallocated gas
is to bemaximized bymaximizing oil production.We assume
full dispatch of gas thus neglecting interaction between gas,
conveying media, and other intermeddling media.

If 𝑖 represents the index of the wells and 𝑛 is the number
of wells, the objective function is formulated as follows

Minimize gas allocation =
𝑛

∑

𝑖=1

[𝐺
𝑢
(⋅)] ,

Maximize oil production =
𝑛

∑

𝑖=1

[𝑂
𝑢
(⋅)]

=

𝑛

∑

𝑖=1

[𝑎 + 𝑏𝐺
𝑢
(⋅)

+ 𝑐𝐺
𝑢
(⋅)
2

+ 𝑑𝐺
𝑢
(⋅)
3

] ,

Maximize profit from sales = 𝑃
𝑔

𝑛

∑

𝑖=1

[𝑂
𝑢
(⋅)] + 𝑃

𝑜
𝑂
𝑚
,

(1)

where 𝐺
𝑢
(⋅) is gas unit allocated for well 𝐼; 𝑂

𝑢
(⋅) is respective

oil produced for respective gas allocated to well 𝑖; 𝑎, 𝑏, 𝑐, and
𝑑 are constants for derived polynomial function and 𝑃

𝑔
is

unit price of gas ($/𝐵); 𝑃
𝑜
is unit price of oil ($/MMscf); 𝑂

𝑚

is unallocated gas = 𝑇
𝑎
− ∑
𝑛

𝑖=1
[𝐺
𝑢
(⋅)]; 𝑇

𝑎
is (un)limited gas

available for allocation.
Subject to

(1)
𝑛

∑

𝑖=1

[𝐺
𝑢
(⋅)] ≤ 𝑇

𝑎
𝛾𝑖; (2)

(2) 𝑖, if 𝐺
𝑖
is 𝑎 or 𝑏 and 𝐺

𝑖
(𝑎) = 𝐺

𝑖
(𝑏) = 𝑂

𝑖,
, where 𝑂

𝑖
is

oil produced for 𝐺
𝑖
(⋅), if 𝑎 < 𝑏 gas allocated = 𝐺

𝑖
(𝑎).

Also, the equation governing gas allocation (MMscf/D)
and oil produced (B/D) is given as

𝑄
𝐿𝑖
= 𝑎𝑄
2

𝑄𝑖
+ 𝑏𝑄
𝑄𝑖
+ 𝑐, (3)

where 𝑖 is well number, 𝑄
𝐿𝑖

is oil produced per well (in
B/D), 𝑄

𝑄𝑖
is gas allocated (in MMscf/D), and a, b, and c are

constants

Inputs

Output

Baseline
I1 I2 I3 I4

J1 J2 J3 J4

K1 K2 K3 K4

Figure 1: Received inputs and output during training.

Table 1

Well Value 𝑎 Value 𝑏 Value 𝑐
1 1138.71 799.94 −284.00
2 841.34 893.50 −277.69
3 131.28 61.54 0
4 135.92 39.08 0
5 125.38 49.05 0
6 156.35 89.46 0

The value of the constants 𝑎, 𝑏, and 𝑐 for the six wells is
given in Table 1.

The values used in training the MANN (Section 4) were
obtained from [8].

4. Methodology

As stated earlier, this work adopts combined algorithms of
MANN-MIGA which are essential modified forms of ANN
and GA. The choice lies in the facts that the underlying
techniques have been successfully used in other similar
problems as they offer needed efficiency, speed, and flexibility
[6, 7]. Moreover, the combination of MANN and MIGA has
been efficiently used to solve other problems in literature
with promising results [9, 10]. We present below a detailed
description of themethods as applied to the current problem.

4.1. Modified Artificial Neural Network. In characterizing the
gas injection/oil production of the wells, MANN was used
in generating a model. In designing the algorithm for the
neural network, a simple regression formula was used. The
algorithm receives the inputs, sorts them out, adjusts its
parameters, and computes the expected result. A step by step
overview of the algorithm is presented as follows.

(1) The inputs are received in the proper (same) dimen-
sion (Figure 1).

(2) Interpolation is then carried out on each input
matrix and each output matrix using their respective
minimum and maximum values in generating an
equivalent value of the contribution of each input to
the expected answer or result.

(3) Received interpolated input(s) and output(s) are
sorted (ranked) concurrently in order to obtain a
minimum and maximum value with the first matrix
serving as a baseline (Figure 2).
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Figure 2: Ranked received inputs and output.
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Figure 3: Sample space for MIGA.

(4) Since MATLAB makes use of matrices, received
inputs are thus stored in matrices. The output matrix
is checked for crossovers (transition from a high-low-
high or low-high-low number) using the first input
matrix as baseline.

(5) The transitions obtained from the output matrix
are used in generating the order of the polynomial
function or curve in which our data is to be fitted
into (5)–(10). As can be surmised from (5)–(10), there
are two inputs and one output (see Figure 1). The
modelling of the first input is calculated using (5)–
(7) which are used in generating the respective values
of a, b, and c. Our first output is thus given as
K(I) = 𝑎I2 + 𝑏I + 𝑐. The second input is modeled
similarly using (8)–(10) which are used in generating
the respective values of 𝑎1, 𝑏1, and 𝑐1. The second
output is thus given asK(J) = 𝑎1J2+𝑏1J+𝑐1. Our final
output is thus the average of these two values given as
K = (K(I) + K(J))/2.

(6) Generated value(s) is/are then recalculated in order to
obtain actual values which are then fed forward to the
output.

(7) Before the generated values are displayed, they are
adjusted for errors using appropriate weights. For
the purpose of this analysis, the weights have been
assumed to be unity and there is no back propagation
network provided to assist in adjusting the displayed
values.The inputs thereforemust be reliable and fairly
accurate.

Binary substrings corresponding to 
a variable for determination

0 0 0 0001 1 1 1 1 1 1 1 1 1 1 1 1 1

Figure 4

If

K
1
> K
3

K
1
> K
4

K
2
< K
4
,

(4)

where I
𝑖
, J
𝑖
, and K

𝑖
(𝑖 = 1, 2, 3, 4) are valid inputs and

output, respectively, then the number of crossovers could be
determined from the ranked output. From (1) therefore, the
ranked output of Figure 2 has 1 crossover.

One crossover therefore signifies that our data could be
modeled using a polynomial of order 2 (i.e., a quadratic
equation). In modelling therefore the following equations are
used:

∑K
𝑖
= 𝑎 ∗ 𝑛 + 𝑏

𝑛

∑

𝑖=1
I
𝑖
+ 𝑐
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∑
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𝑖

2
, (5)
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𝑖
= 𝑎

𝑛

∑
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∑
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𝑖

2
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𝑛

∑

𝑖=1
J
𝑖

4

. (10)

4.2. Mild Intrusive Genetic Algorithm. MIGA is used in com-
bination with the MANN in arriving at optimum solutions
for gas allocation under limited and unlimited conditions.
GA is an evolutionary algorithm that mimics the principle
of natural selection, reproduction, and survival of the fittest
in solving complex optimization problems [11]. It has been
widely and successfully used in literature howbeit inmodified
or improved form from the standard GA [11, 12] when it
comes to some complex problems [13–15]. GA has also been
applied to difficult problem involving the control of gas
pipeline transmission [6, 7].

MIGA is designed as a modified population-based tech-
nique. Figure 3 provides a sample space that illustrates the
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Figure 5: Illustration of MIGA steps.

environment for the activities of MIGA. GA allows for vari-
ous ways of defining the population structure (chromosome)
[14, 16].

In this study, MIGA uses the binary representation. It
then runs through the usual steps of selection, crossover,
elitism, andmutation as illustrated in Figure 5. Each chromo-
some string (Figure 4) corresponds to a solution whose fit-
ness is tested for optimality (fitness value of zero). Figure 5(b)
shows an instance of a poor solution with fitness value farther
from zero.

5. Simulation Experiment, Results,
and Discussions

5.1. Simulations Environments. Simulation experiment for
this work was done with MATLAB R2009a. Results were
interpreted in form of graphs (as shown in Figures 6–13) and
tables (as depicted in Tables 2 and 3) generated within this
environment. The figures are grouped sometimes into three
groups based on the well allocation number as presented and
briefly discussed below. Experiment was done on a system
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Figure 6: Well 1’s allocation profile, GA allocation profile, and the
earnings (Naira) profile for a limited scenario.

with 4GBDDR3Memory, 500GBHDD, and an Intel Core𝑇𝑀
i3-380M Processor.

5.2. Results and Discussion. Based on the application of
the proposed methodology in Section 4, results obtained
for gas allocation to the six wells under the limited and
unlimited scenario are presented mainly in graphical forms
as given in Figures 6–13. The behaviour of the proposed
MANN-MIGA in effectively characterizing and allocating
gas is discussed subsequently. Also discussed is the economic
accrual obtained by methodology for different allocation
configuration within defined generation run. Tables 2 and 3
show the best allocation values for the limited and unlimited
scenario and also the average allocation.

Figure 6(a) displays the curve establishing the relation-
ship between the allocated gas (in MMscf/D) and the oil
produced (in B/D). It will be noted in this figure that the
allocation of gases does not exceed the maximum point on
the curve as already defined in given constraints otherwise
it would have led to wastage since increasing allocation
beyond the maximum point yields reduced oil production.
The curve displayed in Figure 6(a) also echoeswith the curves
displayed in Figures 7(a), 8(a), 9(a), 10(a), 11(a), 12(a), and
13(a). The curves establishing the gas allocated versus oil
produced for wells 1, 2, 3, and 6 are displayed in Figures 6(a)
and 7(a), Figures 8(a) and 9(a), Figures 10(a) and 11(a), and
Figures 11(a) and 12(a), respectively. It is observed that results
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Figure 7: Well 1’s allocation profile, GA allocation profile, and
earnings (Naira) profile in an unlimited scenario.

illustrated in these graphs satisfy the expected constraints;
that is, the allocation of gases does not exceed the value
corresponding to the maximum oil that could be produced
from that well.

In an attempt to allocate gas under the limited scenario
in order to achieve maximum economic yield, Figures 6(b),
8(b), 10(b), and 12(b) show how best gas was distributed
among wells 1, 2, 3, and 6, respectively. The available gas
in each of the considered scenarios was less than the sum
of the gas value(s) corresponding to peak oil production
for the number of wells under consideration. The MANN-
MIGA results shown in Figures 6(b), 8(b), 10(b), and 12(b)
in allocating gas present the obtained best configuration that
ensures maximum economic yield.The economic yield being
referred to includes the combined accrual from sales of the
respective oil produced and the unallocated gas using current
market values.

Similarly, the combined MANN-MIGA was also used
in allocating gas during an unlimited scenario (where the
available gas for allocation exceeds the combined sum of the
gas value(s) corresponding to peak oil production for the
number of wells under consideration). Figures 7(b), 9(b),
11(b), and 13(b) show the allocation profiles for 1, 2, 3, and 6
wells during an unlimited scenario. Figures 7(b), 9(b), 11(b),
and 13(b) display the earnings based on the MANN-MIGA
values and current market values for gas and oil.
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Table 2: Limited gas optimization values for different well combinations.

Well number 1 1-2 1–3 1–6
Optimum value (MMscf/D) 1.02 2.16 3.29 7.71
Given value (MMscf/D) 1 2 3 5

Allocated (MMscf/D) Well 1: 0.999 Well 1: 0.9666
Well 2: 1.0324

Well 1: 0.96933
Well 2: 1.0285
Well 3: 1.0018

Well 1: 0.75867
Well 2: 0.78643
Well 3: 0.75565
Well 4: 0.50765
Well 5: 1.2298
Well 6: 0.96

Unallocated (MMscf/D) 0.001 0.001 0.00037 0.0018
% allocation 99.9 99.9 99.99 99.96

Table 3: Unlimited gas optimization values for different well combinations.

Well number 1 1-2 1–3 1–6
Optimum value (MMscf/D) 1.02 2.16 3.29 7.71
Given value (MMscf/D) 1.5 3 5 9

Allocated (MMscf/D) Well 1: 1.02 Well 1: 1.0173
Well 2: 1.14

Well 1: 0.996
Well 2: 1.14
Well 3: 1.13

Well 1: 0.81467
Well 2: 1.0593
Well 3: 1.0592
Well 4: 1.99
Well 5: 1.4112
Well 6: 0.99554

Unallocated (MMscf/D) nil 0.0027 0.024 1.38
% allocation 100 99.88 99.27 82.1

In summary, four scenarios were considered for two
conditions in each scenario, that is, limited and unlimited
gas availability. The first scenario involved well 1 only, second
scenario involved wells 1 and 2 only, and third scenario
involved 3 wells, 1, 2, and 3 only, while fourth scenario
involved the six wells. In each scenario, MANN-MIGA was
tested for both limited and unlimited gas (in MMscf/D)
availability. Figures 6(b), 8(b), 10(b), and 12(b) show the
allocation profile of MANN-MIGA in the limited scenario.
As can be observed, gas quantity available for allocation,
that is, given quantity (blue line), is less than the optimum
value (red line) needed for maximum oil production. The
allocation profile (green line) traces the given profile (blue
line) inmaximizing oil production. It should be noted that, in
maximizing oil production and earnings (as shown in Figures
6, 8, 10, and 12), the criticality of the allocation configuration
cannot be overemphasized. In essence, the configurationwith
the highest earnings is chosen.

Similarly, MANN-MIGA was also tested for the unlim-
ited condition. As can be observed, Figures 7(b), 9(b), 11(b),
and 13(b) show the allocation profile under this condition. A
further observation of the aforelisted figures shows that the
given quantity (blue line) is greater than the optimum value
(red line) needed formaximumoil production.Gas allocation
(green line) is thus expected to follow the optimum value
(red line) in generating maximum oil production values. The
earning profiles for the different considered scenario under
the unlimited condition are shown in Figures 7(c), 9(c), 11(c),

and 13(c). In generating allocation configuration values and
earnings, an oil price of N14, 000/B (Naira (N) is the currency
for Nigeria where the work was carried out and based. The
displayed value is in terms of Naira per barrel) and gas price
of N400/MMscf were used.

The subsequent tables show the new values obtained
in both the limited and unlimited scenarios. A critical
observation of Figures 6(b), 8(b), 10(b), and 12(b) for the
limited scenario and Figures 7(b), 9(b), 11(b), and 13(b) for
the unlimited scenario reveals some deviations. As presented
in Table 2, the MANN-MIGA under the limited scenario
has a better allocation (about 99.94 on average) compared
to the MANN-MIGA allocation values presented in Table 3
during the unlimited scenario (about 95.31 on average). As
can be observed from Tables 2 and 3, three allocation terms
are presented as further shown in the earlier considered
figures. They are the optimum, given, and allocated values.
The optimum value shows the maximum value that can be
allocated to the well(s) under consideration guaranteeing the
maximum oil that can be produced. The given value denotes
the scenario under consideration, limited or unlimited, while
the allocated value describes the ability of the MANN-
MIGA in optimally distributing the given value for optimal
economic/monetary yield. Our algorithm is therefore able
to characterize the wells using a least square approximation
method embedded into MANN and also allocate gas to
the well combinations under consideration during limited
(over 99% on average) and unlimited scenario (over 95% on



8 Discrete Dynamics in Nature and Society

800
1000
1200
1400
1600

0 0.5 1 1.5 2 2.5 3

Gas fluid (MMscf/D)

To
ta

l fl
ui

d 
(B

/D
)

Liquid production versus gas injection for well: 2

(a)

Given
Allocated
Optimum

0 200 400 600 800 1000 1200 1400 1600 1800 2000

Va
lu

e

GA allocation profile

Generation

2.3
2.2
2.1
2

1.9

(b)

4.36
4.38

4.4
4.42

Earnings profile

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Generation

Earnings

Ea
rn

in
gs

 (N
ai

ra
)

×107

(c)

Figure 8: Well 2’s allocation profile, wells 1-2 GA allocation profile,
and wells 1-2 earnings (Naira) for a limited scenario.
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Figure 9: Well 2’s allocation profile, wells 1-2 GA allocation profile,
and wells 1-2 earnings (Naira) in an unlimited scenario.
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Figure 10:Well 3’s allocation profile, wells 1–3 GA allocation profile,
and earnings (Naira) in a limited scenario.
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Figure 11: Well 3’s allocation profile, wells 1–3 GA allocation profile,
and earnings (Naira) in an unlimited scenario.
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Figure 12:Well 6’s allocation profile, wells 1–6 GA allocation profile,
and earnings (Naira) for a limited scenario.
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Figure 13:Well 6’s allocation profile, wells 1–6 GA allocation profile,
and earnings (Naira) for an unlimited scenario.

average) using the MIGA as a stochastic optimization tool.
The algorithm provided consistent results on multiple runs
and at a fast run time.

6. Conclusion and Future Work

This paper presents a characterization of oil wells and gas
allocation in both the limited and unlimited scenarios such
as presenting a cost-effective means for gas allocation for
the oil and gas industry. While earlier works considered
the characterization and allocation separately, this work has
been able to both characterize and use generated values
from the characterization in allocating gas. A mathematical
model is obtained for characterizing the gas allocated and
oil produced for the wells under consideration. Wells 1 and
2 were characterized using a quadratic equation while the
rest were subsequently characterized using linear curve fitting
techniques. A combined MANN-MIGA was adapted and
applied extensively in evolving a relationship between the
gas allocated and oil produced for the six wells considered.
These values have been further used in computing the
optimum gas allocation per well. The values generated show
a remarkable allocation by our approach. The mild intrusive
property of our GA arises from its ability to allocate the
least possible gas value for maximum oil production. The
approach neglects gas values that exceeded the maximum
for optimal oil production. The MIGA was then used in
generating optimized values which met given conditions and
yielded improved economic returns.TheMANN-MIGA thus
proves useful to the oil and gas industry as it not only provides
characterized equations, but also allocates gas based on preset
conditions.

Future work might consider further fine-tuning of the
algorithm for improved performance especially in optimizing
gas allocation under the unlimited scenario. Also, other
natured-inspired techniques like variants particle swarm
optimization [17] and other recent stochastic algorithms [18]
can be investigated for comparative analysis.
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We are concerned with optimal investment strategy for a dual risk model. We assume that the company can invest into a risk-free
asset and a risky asset. Short-selling and borrowing money are allowed. Due to lack of iterated-expectation property, the Bellman
Optimization Principle does not hold. Thus we investigate the precommitted strategy and time-consistent strategy, respectively.
We take three steps to derive the precommitted investment strategy. Furthermore, the time-consistent investment strategy is also
obtained by solving the extendedHamilton-Jacobi-Bellman equations.We compare the precommitted strategywith time-consistent
strategy and find that these different strategies have different advantages: the former can make value function maximized at the
original time 𝑡 = 0 and the latter strategy is time-consistent for the whole time horizon. Finally, numerical analysis is presented for
our results.

1. Introduction

We start from a dual risk model; namely, the surplus process
of a company is given by

𝑅 (𝑡) = 𝑥 +

𝑁(𝑡)

∑

𝑗=1

𝑍
𝑗
− 𝑐𝑡, (1)

where 𝑥 is the initial capital and 𝑐 is the rate of expenses;
the positive incomes or profits 𝑍

𝑗
(𝑗 = 1, 2, 3, . . .) arrive

as a Poisson process {𝑁(𝑡)}
𝑡≥0

with intensity 𝜆; 𝑍
𝑗
(𝑗 =

1, 2, 3, . . .) are independent and identically distributed (i.i.d)
nonnegative random variables with the first and second
moments 𝜇

𝑧
and 𝜎

2

𝑧
. The expected increase of the surplus

per unit time satisfies the positive loading condition: 𝑝 =

𝜆𝜇
𝑧
− 𝑐 > 0. The model is called dual as opposed to the

Cramer-Lundberg risk model with applications to insurance.
The dual risk model can be described as the amount of

capital of a company engaging in research and development.
The company pays expenses and gets occasional revenues.

Revenues are interpreted as the values of future gains from
an invention or discovery, while the decrease of surplus
can represent costs of production, payments to employees,
maintenance of equipment, and so forth. This is also the case
for a portfolio of life annuities, where the risk consists of
survival and the event death leads to gains. Furthermore,
many scholars investigated the dual risk model under dif-
ferent criterions. Stochastic control theory and the related
methodologies are the main tools for finding the related
minimum probability of ruin or the maximum value for the
expected utility of terminal wealth or the maximum value
for the expected present value of the dividends minus capital
injections. For related works see, for example, Avanzi et al.
[1, 2], Zhu and Yang [3], Dai et al. [4], and Yao et al. [5] and
references therein.

In this paper, we are concerned with optimal investment
strategy for the dual risk model under mean-variance crite-
rion. Our objective is to find the optimal investment strategy
such that the expected terminal wealth is maximized and the
variance of the terminal wealth is minimized. According to
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the biobjective optimization theory, the alternative objective
is to find a strategy which maximizes the expected terminal
wealth minus the variance of the terminal wealth; namely,

(MV)

{

{

{

𝐸
0,𝑥

(𝑋 (𝑇)) −
𝛾

2
Var
0,𝑥

(𝑋 (𝑇)) → max
𝑙 ∈ 𝑈,

(2)

where 𝛾 is a prespecified risk aversion coefficient, 𝐸
0,𝑥

[⋅] =

𝐸[⋅ | 𝑋
𝑙

(0) = 𝑥], and Var
0,𝑥

[⋅] = Var[⋅ | 𝑋𝑙(0) = 𝑥].
It is well known that this criterion lacks the iterated-

expectation property, so problem (MV) is time-inconsistent
which means that Bellman Optimality Principle does not
hold. The lack of time consistency leads to conceptual as
well as computational problems. Recently there are two
approaches to the conceptual problem.

(i) Fix one initial point (0, 𝑥
0
) and then try to find a strat-

egy 𝑙
∗ whichmaximizes𝐸

0,𝑥
0

(𝑋(𝑇))−𝛾Var
0,𝑥
0

(𝑋(𝑇)).
We then simply disregard the fact that at later points
in time the strategy will not be optimal. Such a
strategy is known as a precommitted strategy. Zhou
and Li [6] and Li and Ng [7] made big breakthrough
works and proposed an embedding method to derive
the precommitted strategy for problem (MV).

(ii) We take the time-inconsistency seriously and formu-
late the problem within a game theoretic framework.
Problem (MV) is viewed as a game, where the players
are the future incarnations of our own preferences
and Nash equilibrium points can be derived in order
to address the general time-inconsistency. See more
references in Björk and Murgoci [8], Ekeland and
Lazrak [9], and Kryger and Steffensen [10].

Thus, problem (MV) can be reduced to a resolvable prob-
lem by virtue of some techniques including the embedding
technique [6, 7] and the game theoretical technique [8]. Our
contributions are as follows. Firstly, we take three steps to deal
with the precommitted investment problem. This method is
different from the embedding technique in Zhou and Li [6]
andLi andNg [7]. Secondly, the time-consistent strategy from
the game theoretical perspective is also derived and we also
present economics implications and sensitivity analysis for
our results.

This paper is organized as follows. Section 2 formulates
problem (MV) and gives the main results. Section 3 provides
numerical analysis for our results.

2. Model and Main Results

This section starts with a filtered complete probability space
(Ω,F, {F

𝑡
}
0≤𝑡≤𝑇

,P), where 𝑇 represents the fixed time
horizon andF

𝑡
stands for the information available at time 𝑡.

We recall that the dual risk model and the surplus process of
the company are subject to the following stochastic process:

𝑅 (𝑡) = 𝑥 +

𝑁(𝑡)

∑

𝑗=1

𝑍
𝑗
− 𝑐𝑡. (3)

The company invests its wealth into a Black-Scholes market
consisting of a risk-free asset and a risky asset. Denote the
amount of money invested in the risky asset at time 𝑡 by
𝑙(𝑡), and the allowance of short-selling and borrowing money
implies 𝑙(𝑡) ∈ R. The price of the risk-free asset 𝑆

0
(𝑡) is

modeled by

𝑑𝑆
0
(𝑡) = 𝑟

0
(𝑡) 𝑆
0
(𝑡) 𝑑𝑡, 𝑆

0
(0) = 𝑠

0
(4)

and the price of the risky asset 𝑆
1
(𝑡) evolves according to the

dynamics

𝑑𝑆
1
(𝑡) = 𝑆

1
(𝑡) (𝑟
1
(𝑡) 𝑑𝑡 + 𝜎 (𝑡) 𝑑𝑊 (𝑡)) , 𝑆

1
(0) = 𝑠

1
, (5)

where 𝑊(𝑡) is a standard Brownian motion which is inde-
pendent of ∑𝑁(𝑡)

𝑗=1
𝑍
𝑗
, the appreciation rate 𝑟

1
(𝑡) and risk-free

rate 𝑟
0
(𝑡) satisfy 𝑟

1
(𝑡) > 𝑟

0
(𝑡), 𝜎(𝑡) is the volatility coefficient,

and they are all bounded continuous functions. Denote the
resulting surplus process after incorporating strategy 𝑙 into
(3) by 𝑋

𝑙

(𝑡), and 𝑋
𝑙

(𝑡) is subject to the following stochastic
equation:

𝑑𝑋
𝑙

(𝑡) = (𝑟
0
(𝑡) 𝑋
𝑙

(𝑡) + 𝑟 (𝑡) 𝑙 (𝑡) − 𝑐) 𝑑𝑡

+ 𝜎 (𝑡) 𝑙 (𝑡) 𝑑𝑊 (𝑡) + 𝑑

𝑁(𝑡)

∑

𝑗=1

𝑍
𝑗
,

(6)

where 𝑟(𝑡) = 𝑟
1
(𝑡) − 𝑟

0
(𝑡). Denote that 𝐶1,2(𝑄) = {𝜙(𝑡, 𝑥) |

𝜙(𝑡, ⋅) is once continuously differentiable on [0, 𝑇] and 𝜙(⋅, 𝑥)

is twice continuously differentiable on R}.
According to the theory of stochastic calculus, the

infinitesimal operator of the surplus process 𝑋𝑙(𝑡) is

A𝜙 (𝑡, 𝑥) = 𝜙
𝑡
(𝑡, 𝑥) + 𝜙

𝑥
(𝑡, 𝑥) (𝑟

0
(𝑡) 𝑥 − 𝑐 + 𝑟 (𝑡) 𝑙 (𝑡))

+
1

2
𝜙
𝑥𝑥

(𝑡, 𝑥) 𝑙
2

(𝑡) 𝜎
2

(𝑡)

+ 𝜆 [𝐸𝜙 (𝑡, 𝑥 + 𝑍) − 𝜙 (𝑡, 𝑥)] ,

for 𝜙 (𝑡, 𝑥) ∈ 𝐶
1,2

(𝑄) .

(7)

In order to solve problem (MV), we firstly give the definition
of admissible strategy for the dual risk process 𝑋𝑙(𝑡).

Definition 1. A strategy 𝑙 = {𝑙(𝑡), 𝑡 ≥ 0} is said to be admissible
if

(1) 𝑙 : [0,∞] × Ω → R is anF-adapted process;

(2) 𝑙(𝑡) satisfies the integrability condition: 𝐸∫
𝑡

0

𝑙
2

(𝑡)𝑑𝑠 <

∞ almost surely, for all 𝑡 ≥ 0;
(3) SDE (6) has a unique solution corresponding to 𝑙.

Denote the set of all admissible strategies over the time
horizon [0, 𝑇] by 𝑈. Our aim is to find a strategy which
maximizes the expected terminal wealth minus the variance
of the terminal wealth; in other words, we aim to solve
problem (MV). In the next subsectionwewill give the optimal
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precommitted investment strategy and the time-consistent
strategy.

2.1. The Optimal Precommitted Investment Strategy for Prob-
lem (MV). This subsection puts forward an idea to solve
problem (MV).

Firstly, problem (MV) can be transformed into a con-
strained problem. For 𝑑 ∈ R, define the following problem
with a constrained expectation of terminal wealth:

(CMV)

{{{{

{{{{

{

𝐸
0,𝑥

(𝑋
𝑙

(𝑇)) −
𝛾

2
Var
0,𝑥

(𝑋
𝑙

(𝑇)) → max

𝐸
0,𝑥

(𝑋
𝑙

(𝑇)) = 𝑑,

𝑙 ∈ 𝑈.

(8)

Considering the terminal condition 𝐸
0,𝑥

(𝑋
𝑙

(𝑇)) = 𝑑 suffi-
ciently, problem (CMV) equals the following problem:

(CMV)

{{{{

{{{{

{

−
𝛾

2
𝐸
0,𝑥

(𝑋
𝑙

(𝑇))
2

+ 𝑑 +
𝛾

2
𝑑
2

→ max

𝐸
0,𝑥

(𝑋
𝑙

(𝑇)) = 𝑑,

𝑙 ∈ 𝑈.

(9)

𝑉(𝑥, 𝑑) and 𝑉(𝑥) represent the value functions for problem
(CMV) and problem (MV), respectively, and they have the
following relationship 𝑉(𝑥) = sup

𝑑∈𝑅
𝑉(𝑥, 𝑑).

Secondly, problem (CMV) is solved by Lagrange tech-
nique. By introducing a Lagrange multiplier 𝑦 := 𝑦(𝑥, 𝑑) ∈

R, define a quadratic problem without the constrained
expectation of the terminal wealth:

(BM)

{{{{

{{{{

{

𝐸
0,𝑥

[𝑦𝑋
𝑙

(𝑇) −
𝛾

2
(𝑋
𝑙

(𝑇))
2

] + 𝑑

+
𝛾

2
𝑑
2

− 𝑑𝑦 → max

𝑙 ∈ 𝑈;

(10)

𝑉(𝑥, 𝑑, 𝑦) represents the value function for problem (BM).
Theduality theory implies that the value function for problem
(CMV) satisfies that𝑉(𝑥, 𝑑) = inf

𝑦∈R𝑉(𝑥, 𝑑, 𝑦); thenwe have

𝑉 (𝑥) sup
𝑑∈𝑅

inf
𝑦∈R

𝑉 (𝑥, 𝑑, 𝑦) . (11)

We will take three steps to derive the precommitted invest-
ment strategy for problem (MV). Based on the discussion
in Appendix A, we can derive the precommitted investment
strategy and the value function.

Theorem 2. For problem (MV), the optimal precommitted
investment strategy is given by

𝑙
∗

(𝑡) =
𝑟 (𝑡)

𝜎
2
(𝑡)

{

{

{

𝑒
−∫

𝑇

𝑡

𝑟
0
(𝑠)𝑑𝑠

(𝑝∫

𝑡

0

𝑒
∫

𝑇

𝑠

𝑟
0
(V)𝑑V

𝑑𝑠 + 𝑥𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

+
𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

𝛾
) − 𝑥 (𝑡)

}

}

}

,

(12)
and the value function is given by

𝑉 (𝑥) = 𝑥𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

+ 𝑝∫

𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠

−
𝛾𝜆𝜎
2

𝑧

2
∫

𝑇

0

𝑒
∫

𝑇

𝑠

(2𝑟
0
(𝑢)−𝜉(𝑢))𝑑𝑢

𝑑𝑠 +

(𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

− 1)

2𝛾
.

(13)

Furthermore, the efficient frontier of problem (MV) at initial
state (0, 𝑥) is given by

𝐸
0,𝑥

(𝑋
𝑙
∗

(𝑇)) = 𝑝∫

𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(V)𝑑V

𝑑𝑠 + 𝑥𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

+ √[Var
0,𝑥

(𝑋
𝑙
∗

(𝑇)) − 𝜆𝜎
2

𝑧
∫

𝑇

0

𝑒
∫

𝑇

𝑠

(2𝑟
0
(𝑢)−𝜉(𝑢))𝑑𝑢

𝑑𝑠] (𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

− 1).

(14)

Remark 3. Our method is different from the embedding
technique proposed by Zhou and Li [6]. Problem (MV)
can be embedded into a class of auxiliary stochastic linear-
quadratic (LQ) problems, and the precommitted strategy for
problem (MV) was derived by solving the LQ problems. Cor-
respondingly, we take three steps to derive the precommitted
strategy. Comparedwith the embeddingmethod, ourmethod
is simple but easy to implement for solving problem (MV).

2.2. The Time-Consistent Investment Strategy for Problem
(MV). This subsection provides the time-consistent

investment strategy for problem (MV). Firstly, define a
dynamic problem

(MV)

{{{{

{{{{

{

𝐽 (𝑡, 𝑥, 𝑙) = 𝐸
𝑡,𝑥

[𝑋
𝑙

(𝑇)]

−
𝛾

2
Var
𝑡,𝑥

[𝑋
𝑙

(𝑇)] → max

𝑙 ∈ 𝑈.

(15)

According to the theory stated in Björk and Murgoci [8],
we can convert this time-inconsistent problem into a time-
consistent problem.The equilibrium strategy is defined by the
same way in Björk and Murgoci [8] or Zeng et al. [11].
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Definition 4 (equilibrium strategy). For any fixed chosen
initial state (𝑡, 𝑥) ∈ 𝑄 := [0, 𝑇] × 𝑅, consider an admissible
strategy 𝑙

∗
(𝑡, 𝑥). Choose two fixed real numbers �̃� > 0 and

𝜀 > 0 and define the following strategy:

𝑙
𝜀

(𝑠, 𝑥) = {
�̃�, for (𝑠, 𝑥) ∈ [𝑡, 𝑡 + 𝜀] × R

𝑙
∗
(𝑠, 𝑥) , for (𝑠, 𝑥) ∈ [𝑡 + 𝜀, 𝑇] × R.

(16)

If

lim inf
𝜖→0

𝐽 (𝑡, 𝑥, 𝑙
∗
) − 𝐽 (𝑡, 𝑥, 𝑙

𝜀

)

𝜀
≥ 0, ∀�̃� ∈ R

+

, (𝑡, 𝑥) ∈ 𝑄,

(17)

then 𝑙
∗
(𝑡, 𝑥) is called an equilibrium strategy and the cor-

responding equilibrium value function 𝜓(𝑡, 𝑥) for problem
(MV) is given by

𝜓 (𝑡, 𝑥) = 𝐽 (𝑡, 𝑥, 𝑙
∗
) = 𝐸
𝑡,𝑥

[𝑋
𝑙
∗

(𝑇)] −
𝛾

2
Var
𝑡,𝑥

[𝑋
𝑙
∗

(𝑇)] .

(18)

By Definition 4, we know that the equilibrium strategy is
time-consistent. So the equilibrium strategy 𝑙

∗
(𝑡) and the

equilibrium value function 𝜓(𝑡, 𝑥) are called optimal time-
consistent strategy and optimal equilibrium value function
for problem (MV), respectively. It is easy to see that the
equilibrium value function𝑉

∗

(𝑥) for problem (MV) satisfies
𝑉
∗

(𝑥) = 𝜓(0, 𝑥). Based on the discussion in Appendix B,
the time-consistent investment strategy and the equilibrium
value function for problem (MV) are given by the following
theorem.

Theorem 5. For the dual model, the optimal time-consistent
strategy 𝑙

∗
(𝑡) is given by

𝑙
∗
(𝑡) =

𝑟 (𝑡)

𝛾𝜎
2
(𝑡)

𝑒
−∫

𝑇

𝑡

𝑟
0
(𝑠)𝑑𝑠 (19)

and the optimal equilibrium value function is given by

𝑉
∗

(𝑥) = 𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

𝑥 + 𝑝∫

𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠

−
𝛾𝜆𝜎
2

𝑧

2
∫

𝑇

0

𝑒
2 ∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠 +
1

2𝛾
∫

𝑇

0

𝜉 (𝑠) 𝑑𝑠.

(20)

Furthermore, the efficient frontier under time-consistent
strategy is given by the following equation:

𝐸
0,𝑥

(𝑋
𝑙
∗

(𝑇)) = 𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

𝑥 + 𝑝∫

𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠

+ √[Var
0,𝑥

(𝑋
𝑙
∗ (𝑇)) − 𝜆𝜎

2

𝑧
∫

𝑇

0

𝑒
2 ∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠]∫

𝑇

0

𝜉 (𝑠) 𝑑𝑠.

(21)

Remark 6. The time-consistent strategy is not affected by
the initial information and the current wealth which is
different from the precommitted strategy. While the time-
consistent strategy is time deterministic, the precommitted
strategy is stochastically dependent on the current wealth.We
exploit Monte Carlo methods to simulate the precommitted
investment strategy. We compare the average of 1000 tracks
of the precommmitted investment strategy with the time-
consistent strategy. Figure 1(a) shows that the time-consistent
investment strategy is smaller than the average of the pre-
committed investment strategy; that is to say, the company
should invest more money into the risky asset under the
precommitted investment strategy.

Remark 7. The optimal value function 𝑉(𝑥) and the equi-
librium value function 𝑉

∗

(𝑥) are not the same for problem
(MV). From (13) and (20), it is not hard to calculate that
𝑉(𝑥) > 𝑉

∗

(𝑥) which is illustrated by Figure 1(b). It follows
from (14) and (21) that the efficient frontiers for problem
(MV) are not straight lines but hyperbolas in mean-standard
variance plane and that the expectation of terminal wealth
under the time-consistent strategy is never bigger than the
one under the precommitted strategy for the same variance
of terminal wealth which is illustrated by Figure 1(c).

Remark 8. FromRemark 7, we can see that the value function
𝑉(𝑥) is larger than the equilibrium value function 𝑉

∗

(𝑥)

and that the efficient frontier under the time-consistent
equilibrium strategy is never above the efficient frontier
under the precommitted strategy. But the conclusion that
the precommitted strategy is prior to the time-consistent
equilibrium strategy is not right, for the precommitted
strategy is a global optimal strategy only at 𝑡 = 0 and the time-
consistent strategy is a suboptimal strategy for all 𝑡 ≥ 0.

3. Numerical Analysis

This section provides some numerical examples to illustrate
the effect of parameters on the optimal strategies and the
corresponding value functions. For convenience but without
loss of generality, all the parameters involved are constants.
For the following numerical illustrations, unless otherwise
stated, the basic parameters are given by 𝑟

0
= 0.06, 𝑟

1
= 0.15,

𝑐 = 0.6, 𝑥 = 10, 𝛾 = 0.6, 𝜆 = 1, 𝜇
𝑧
= 1, 𝜎

𝑧
= 1.1, 𝜎 = 0.3, and

𝑇 = 10.

3.1. Analysis of the Precommitted Strategy and the Correspond-
ing Value Function. This subsection will provide numerical
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Figure 1:The comparisons between precommitted strategy and time-consistent strategy with parameters 𝑟
0
= 0.06, 𝑟

1
= 0.15, 𝑐 = 0.6, 𝑥 = 10,

𝛾 = 0.6, 𝜆 = 1, 𝜇
𝑧
= 1, 𝜎

𝑧
= 1.1, 𝜎 = 0.3, and 𝑇 = 10.

examples to show how the parameters effect the precommit-
ted strategy and the value function.

Because the precommitted investment strategy depends
on the current wealth, we will investigate the effect of all
the parameters for the precommitted strategy in the same
sample trajectory by stochastic simulations. In order tomodel
the trajectory, we assume that {𝑁(𝑡)}

𝑡≥0
is a Poisson process

with intensity 𝜆 = 1 and the profit or the income 𝑍
𝑗
(𝑗 =

1, 2, 3, . . .) is exponentially distributed with mean 1. From
(12), we can see that the precommitted investment strategy
increases when the current wealth decreases; namely, if the
current wealth is smaller, the company should invest more

money in the risky asset. Figure 1 shows how the coefficients
involved impact on the optimal precommitted investment
strategy. From Figure 2, we can conclude the following: (1)
the precommitted investment strategy is decreasing with
respect to 𝛾 and 𝜎 which shows that the more the company
dislikes risk or the larger the market’s risk is, the less amount
the company invests in the risky asset; (2) the precommitted
investment strategy is also decreasing with respect to 𝑐

which shows that the more the company’s expenditure is,
the less amount the company invests in the risky asset; (3)
the precommitted investment strategy has a more complex
relation with 𝑟

1
and 𝑟

0
because the increase of 𝑟

1
or 𝑟
0
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Figure 2: The effect of parameters on the optimal precommitted strategy.

can increase the deterministic part and the stochastic part
(current wealth) of the precommited strategy which results
in the uncertainty of their difference.

Secondly, Figure 3 shows how the coefficients involved
impact on the value function. Figure 3(a) illustrates that
the value function is decreasing with respect to 𝛾, namely,
the larger risk aversion the company has, the smaller the

value function is; Figure 3(b) reveals when the risk-free rate
is small enough, the value function decreases and when
the risk-free rate is close to the the appreciation rate, the
value function increases; Figure 3(c) illustrates that the value
function is increasing with respect to 𝑟

1
, namely, the bigger

the appreciation rate is, the bigger the value function is;
Figure 3(d) reveals that the value function is decreasing



Discrete Dynamics in Nature and Society 7

0 0.2 0.4 0.6 0.8 1
10

20

30

40

50

60

70

80

90

100

𝛾

V

(a) The effect of 𝛾 on the optimal value function

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
18

20

22

24

26

28

30

32

V

r0

(b) The effect of 𝑟
0
on the optimal value function

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

V

×109

r1

(c) The effect of 𝑟
1
on the optimal value function

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

500

1000

1500

2000

2500

3000

V

𝜎

(d) The effect of 𝜎 on the optimal value function

0 2 4 6 8 10
0

20

40

60

80

100

120

140

160

V

p

(e) The effect of 𝑝 on the optimal value function

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
17

18

19

20

21

22

23

24

25

V

𝜎z

(f) The effect of 𝜎
𝑧
on the optimal value function

Figure 3: The effect of parameters on the optimal value function.
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Figure 4: The effect of parameters on the optimal time-consistent strategy.

with respect to 𝜎, namely, the bigger the volatility of the
market’s risky asset is, the smaller the value function is.
Recalling 𝑝 = 𝜆𝜇 − 𝑐, Figure 3(e) illustrates that the value
function is increasing with respect to 𝑝, namely, the larger
the expectation of the positive income is or the smaller the
expense rate of the company is or the bigger the intensity
of the jumps of the profit is, the bigger the value function
becomes; Figure 3(f) shows the value function is increasing
with respect to 𝜎

𝑧
, namely, the smaller the secondmoment of

the positive income is, the bigger the value function becomes.

3.2. Analysis of the Time-Consistent Strategy and the
Equilibrium Value Function. This subsection will work on

numerical analysis of the time-consistent strategy and the
equilibrium value function.

Firstly, we will show how the coefficients involved impact
on the time-consistent investment strategy. From (19) we
can see that the time-consistent investment strategy is inde-
pendent of the current wealth. Figure 4(a) illustrates that
the time-consistent investment strategy is decreasing with
respect to 𝛾, namely, the more the company dislikes risk,
the less amount the company invests in the risky asset;
Figure 4(b) reveals that the time-consistent investment strat-
egy is decreasing with respect to 𝑟

0
, namely, the smaller the

risk-free rate is, the more amount the company invests in
the risky asset; Figure 4(c) reveals that the time-consistent
investment strategy is increasing with respect to 𝑟

1
, namely,
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Figure 5: The effect of parameters on the optimal equilibrium value function.
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when the appreciation rate 𝑟
1
increases, the company should

invest more money in the risky asset; Figure 4(d) tells that
the time-consistent investment strategy is decreasing with
respect to 𝜎, namely, when volatility of the risky asset
increases, the company should investmoremoney in the risk-
free asset.

Secondly, Figure 5 shows how the coefficients involved
impact on the equilibrium value function. The parameters 𝛾,
𝑟
1
, 𝜎, 𝑝, and 𝜎

𝑧
have the similar effect on the equilibrium

value function as their effect on the value function with
precommitment discussed in Section 3.1. Furthermore, the
equilibrium value function is increasing with respect to the
risk-free rate.

4. Conclusion

In this paper, optimal investment strategies for a dual risk
model are explored under mean-variance criterion. We
assume that a company can invest into a finance market
which consists of a risk-free asset and a risky asset. We
have derived the optimal precommitted strategy and the
time-consistent equilibrium strategy for problem (MV). In
the end, numerical analysis is given for optimal investment
strategies and the value functions. From the comparisons
on the value functions and efficient frontiers, it seems to
be that the precommitted strategy is better than the time-
consistent strategy. Unfortunately, the precommitted strategy
is not time-consistent. Thus these investment strategies have
different advantages.These strategies are all important for the
company.

Appendices

A.

In this appendix, we will take three steps to derive the
precommitted investment strategy for problem (MV).

Step 1. The closed expressions for the optimal investment
strategy and value function are derived by solving the related
Hamilton-Jacobi-Bellman (HJB) equation for problem (BM).
Based on similar arguments in Fleming and Soner [12], we
obtain the HJB equation which the value function 𝑉(𝑥, 𝑑, 𝑦)

satisfies.

Lemma A.1 (verification theorem). If a function 𝑊(𝑡, 𝑥) ∈

𝐶
1,2

(𝑄) and a function 𝑙
∗

(𝑡) ∈ 𝑈 satisfy the following HJB
equation:

sup
𝑙∈𝑈

{A
𝑙

𝑊(𝑡, 𝑥)} = 0, (A.1)

𝑊(𝑇, 𝑥) = −
𝛾

2
𝑥
2

+ 𝑦𝑥 +
𝛾

2
𝑑
2

+ 𝑑 − 𝑦𝑑, (A.2)

𝑙
∗

(𝑡) = arg sup {A
𝑙

𝑊(𝑡, 𝑥)} , (A.3)

then 𝑉(𝑥, 𝑑, 𝑦) = 𝑊(0, 𝑥) and 𝑙
∗

(𝑡) is the optimal investment
strategy.

Next, we will construct the solution to problem (BM).
Assume that there exists a real function 𝑊(𝑡, 𝑥) which
satisfies the condition in Lemma A.1. Inserting (7) into (A.1),
we have

sup
𝑙∈𝑈

{𝑊
𝑡
(𝑡, 𝑥) + 𝑊

𝑥
(𝑡, 𝑥) (𝑟

0
(𝑡) 𝑥 − 𝑐 + 𝑟 (𝑡) 𝑙 (𝑡))

+
1

2
𝑊
𝑥𝑥

(𝑡, 𝑥) 𝑙
2

(𝑡) 𝜎
2

(𝑡)

+𝜆𝐸 [𝑊 (𝑡, 𝑥 + 𝑍) − 𝑊 (𝑡, 𝑥)] } = 0.

(A.4)

Because the structure of (A.4) and the boundary condition
of 𝑊(𝑡, 𝑥) given by (A.2) are quadratic in 𝑥, it is natural to
conjecture that

𝑊(𝑡, 𝑥) = 𝐴 (𝑡) 𝑥
2

+ 𝐵 (𝑡) 𝑥 + 𝐶 (𝑡) , (A.5)

𝐴 (𝑇) = −
𝛾

2
, 𝐵 (𝑇) = 𝑦, 𝐶 (𝑇) =

𝛾

2
𝑑
2

+ 𝑑 − 𝑦𝑑.

(A.6)

The corresponding partial derivatives are given by the follow-
ing equations:

𝑊
𝑡
(𝑡, 𝑥) = ̇𝐴(𝑡) 𝑥

2

+ ̇𝐵(𝑡) 𝑥 + ̇𝐶(𝑡) ,

𝑊
𝑥
(𝑡, 𝑥) = 2𝐴 (𝑡) 𝑥 + 𝐵 (𝑡) ,

𝑊
𝑥𝑥

(𝑡, 𝑥) = 2𝐴 (𝑡) .

(A.7)

Inserting (A.5)–(A.7) into (A.4) yields

sup
𝑙∈𝑈

{ ̇𝐴(𝑡) 𝑥
2

+ ̇𝐵(𝑡) 𝑥 + ̇𝐶(𝑡) + (2𝐴 (𝑡) 𝑥 + 𝐵 (𝑡))

× (𝑟
0
(𝑡) 𝑥 − 𝑐 + 𝑟 (𝑡) 𝑙 (𝑡) + 𝜆𝜇

𝑧
)

+𝐴 (𝑡) (𝑙
2

(𝑡) 𝜎
2

(𝑡) + 𝜆𝜎
2

𝑧
)} = 0.

(A.8)

Differentiating the function in the left bracket of (A.8) with
respect to 𝑙 and setting the derivative to zero, we get

𝑙 (𝑡) = −
(2𝐴 (𝑡) 𝑥 + 𝐵 (𝑡)) 𝑟 (𝑡)

2𝐴 (𝑡) 𝜎
2
(𝑡)

. (A.9)

Inserting (A.9) into (A.8), we have the following equation:

( ̇𝐴(𝑡) + 𝐴 (𝑡) (2𝑟
0
(𝑡) − 𝜉 (𝑡))) 𝑥

2

+ ( ̇𝐵(𝑡) + 𝐵 (𝑡) (𝑟
0
(𝑡) − 𝜉 (𝑡)) + 2𝐴𝑝) 𝑥

+ ( ̇𝐶(𝑡) + 𝜆𝜎
2

𝑧
𝐴 (𝑡) + 𝑝𝐵 (𝑡) −

𝐵
2

(𝑡)

4𝐴 (𝑡)
𝜉 (𝑡)) = 0,

(A.10)

where

𝜉 (𝑡) =
𝑟
2

(𝑡)

𝜎
2
(𝑡)

, 𝑝 = 𝜆𝜇
𝑧
− 𝑐 > 0. (A.11)
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To ensure the above equation holds, we require that

̇𝐴(𝑡) + 𝐴 (𝑡) (2𝑟
0
(𝑡) − 𝜉 (𝑡)) = 0, 𝐴 (𝑇) = −

𝛾

2
,

̇𝐵(𝑡) + 𝐵 (𝑡) (𝑟
0
(𝑡) − 𝜉 (𝑡)) + 2𝐴𝑝 = 0, 𝐵 (𝑇) = 𝑦,

̇𝐶(𝑡) + 𝜆𝜎
2

𝑧
𝐴 (𝑡) + 𝑝𝐵 (𝑡) −

𝐵
2

(𝑡)

4𝐴 (𝑡)
𝜉 (𝑡) = 0,

𝐶 (𝑇) =
𝛾

2
𝑑
2

+ 𝑑 − 𝑦𝑑.

(A.12)

By solving the system of equations, we have

𝐴 (𝑡) = −
𝛾

2
𝑒
∫

𝑇

𝑡

(2𝑟
0
(𝑠)−𝜉(𝑠))𝑑𝑠

,

𝐵 (𝑡) = 𝑒
∫

𝑇

𝑡

(𝑟
0
(𝑠)−𝜉(𝑠))𝑑𝑠

(−𝑝𝛾∫

𝑇

𝑡

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠 + 𝑦) ,

𝐶 (𝑡) = −
𝛾𝜆𝜎
2

𝑧

2
∫

𝑇

𝑡

𝑒
∫

𝑇

𝑠

(2𝑟
0
(𝑢)−𝜉(𝑢))𝑑𝑢

𝑑𝑠

−
1

2𝛾
𝑒
−∫

𝑇

𝑡

𝜉(𝑢)𝑑𝑢

[−𝑝𝛾∫

𝑇

𝑡

𝑒
∫

𝑇

𝑠

𝑟
0
(V)𝑑V

𝑑𝑠 + 𝑦]

2

+
𝛾

2
𝑑
2

+ 𝑑 − 𝑑𝑦 +
𝑦
2

2𝛾
.

(A.13)

Substituting (A.13) into (A.9), we have the precommitted
investment strategy for problem (MV):

𝑙 (𝑡) =
𝑟 (𝑡)

𝜎
2
(𝑡)

{𝑒
−∫

𝑇

𝑡

𝑟
0
(𝑠)𝑑𝑠

(−𝑝∫

𝑇

𝑡

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠 +
𝑦

𝛾
) − 𝑥 (𝑡)} .

(A.14)

Correspondingly, the value function for problem (BM) is
given by

𝑉 (𝑥, 𝑑, 𝑦) = −
𝛾𝜆𝜎
2

𝑧

2
∫

𝑇

0

𝑒
∫

𝑇

𝑠

(2𝑟
0
(𝑢)−𝜉(𝑢))𝑑𝑢

𝑑𝑠

−
𝛾

2
𝑒
−∫

𝑇

0

𝜉(𝑠)𝑑𝑠

{𝑥𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

+[𝑝∫

𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠 −
𝑦

𝛾
]}

2

+
𝛾

2
𝑑
2

+ 𝑑 − 𝑑𝑦 +
𝑦
2

2𝛾
.

(A.15)

Step 2. Problem (CMV) is solved by virtue of the relationship
of the value functions for problem (BM) andproblem (CMV).
Differentiating 𝑉(𝑥, 𝑑, 𝑦) with respect to 𝑦 yields

𝜕𝑉

𝜕𝑦
= 𝑒
−∫

𝑇

0

𝜉(𝑠)𝑑𝑠

{𝑥𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

+ [𝑝∫

𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠 −
𝑦

𝛾
]}

− 𝑑 +
𝑦

𝛾
,

(A.16)

𝜕
2

𝑉

𝜕𝑦
2

=
1 − 𝑒
−∫

𝑇

0

𝜉(𝑠)𝑑𝑠

𝛾
> 0. (A.17)

Setting the derivative of 𝑉(𝑥, 𝑑, 𝑦) to zero yields

𝑦
∗

=

[𝑝∫
𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(V)𝑑V

𝑑𝑠 + 𝑥𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

− 𝑑𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

] 𝛾

1 − 𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

.
(A.18)

By virtue of the condition of a stationary point becoming
an extreme point, we conclude that 𝑦

∗ is the point which
minimizes 𝑉(𝑥, 𝑑, 𝑦). The optimal investment strategy 𝑙

∗

(𝑡)

and the value function 𝑉(𝑥, 𝑑) for problem (CMV) can be
derived by inserting (A.17) into (A.14)-(A.15) as follows:

𝑙
∗

(𝑡) =
𝑟 (𝑡)

𝜎
2
(𝑡)

{𝑒
−∫

𝑇

𝑡

𝑟
0
(𝑠)𝑑𝑠

× (−𝑝∫

𝑇

𝑡

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠

+ (𝑝∫

𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(V)𝑑V

𝑑𝑠 + 𝑥𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

−𝑑𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

)

×(1 − 𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

)

−1

) − 𝑥 (𝑡)} ,

𝑉 (𝑥, 𝑑) = −
𝛾𝜆𝜎
2

𝑧

2
∫

𝑇

0

𝑒
∫

𝑇

𝑠

(2𝑟
0
(𝑢)−𝜉(𝑢))𝑑𝑢

𝑑𝑠

+
𝛾

2 (1 − 𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

)

× {𝑥𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

+ 𝑝∫

𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠 − 𝑑}

2

+ 𝑑.

(A.19)

Step 3. Finally problem (MV) is solved by virtue of 𝑉(𝑥) =

sup
𝑑∈𝑅

𝑉(𝑥, 𝑑). Differentiating 𝑉(𝑥, 𝑑) at 𝑑, we can conclude
that

𝜕𝑉 (𝑥, 𝑑)

𝜕𝑑
=

𝛾

1 − 𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

× {𝑑 − 𝑥𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

− 𝑝∫

𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠} + 1,

𝜕
2

𝑉 (𝑥, 𝑑)

𝜕𝑑
2

=
𝛾

1 − 𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

< 0.

(A.20)

From the extreme value theory, the optimal expected termi-
nal wealth 𝑑

∗ does exist. 𝑑∗ can be derived by 𝜕𝑉(𝑥, 𝑑)/𝜕𝑑 =

0 and is given by the following equation

𝑑
∗

= 𝑝∫

𝑇

0

𝑒
∫

𝑇

𝑠

𝑟
0
(V)𝑑V

𝑑𝑠 + 𝑥𝑒
∫

𝑇

0

𝑟
0
(𝑠)𝑑𝑠

+

(𝑒
∫

𝑇

0

𝜉(𝑠)𝑑𝑠

− 1)

𝛾
.

(A.21)

By inserting (A.21) into (A.19), Theorem 2 is proved.
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B.

This section will proveTheorem 5. Due to the relationship of
the equilibrium value function for problem (MV) and prob-
lem (MV), we firstly derive the time-consistent investment
strategy for problem (MV). From standard arguments as in
Björk andMurgoci [8], we obtain the extendedHJB equations
for problem (MV).

Lemma B.1 (verification theorem). If the two functions
𝑊(𝑡, 𝑥) and ℎ(𝑡, 𝑥) ∈ 𝐶

1,2

(𝑄) satisfy the following extended
HJB equations:

sup
𝑙∈𝑈

{A
𝑙

𝑊(𝑡, 𝑥) − A
𝑙

(
𝛾

2
ℎ
2

(𝑡, 𝑥)) + 𝛾ℎ (𝑡, 𝑥)A
𝑙

ℎ (𝑡, 𝑥)} = 0,

(B.1)

𝑊(𝑇, 𝑥) = 𝑥, (B.2)

A
𝑙
∗

ℎ (𝑡, 𝑥) = 0, (B.3)

ℎ (𝑇, 𝑥) = 𝑥, (B.4)

where

𝑙
∗
(𝑡) = arg sup {A𝑊(𝑡, 𝑥) − A(

𝛾

2
ℎ
2

(𝑡, 𝑥))

+𝛾ℎ (𝑡, 𝑥)Aℎ (𝑡, 𝑥) } ,

(B.5)

then 𝜓(𝑡, 𝑥) = 𝑊(𝑡, 𝑥), 𝐸
𝑡,𝑥

(𝑋
𝑙
∗

(𝑡)) = ℎ(𝑡, 𝑥), and 𝑙
∗
(𝑡) is the

optimal time-consistent strategy.

Next, we will construct the solution to problem (MV).
Assume that there exist two real functions𝑊(𝑡, 𝑥) and ℎ(𝑡, 𝑥)

satisfying the conditions in Lemma B.1. By virtue of (7), (B.1)
can be rewritten as

sup
𝑙∈𝑈

{𝑊
𝑡
(𝑡, 𝑥) + 𝑊

𝑥
(𝑡, 𝑥) (𝑟

0
(𝑡) 𝑥 − 𝑐 + 𝑟 (𝑡) 𝑙 (𝑡))

+
1

2
(𝑊
𝑥𝑥

(𝑡, 𝑥) − 𝛾ℎ
2

𝑥
(𝑡, 𝑥)) 𝑙

2

(𝑡) 𝜎
2

(𝑡)

+ 𝜆𝐸 [𝑊 (𝑡, 𝑥 + 𝑍) −
𝛾

2
ℎ (𝑡, 𝑥 + 𝑍)

× (ℎ (𝑡, 𝑥 + 𝑍) − 2ℎ (𝑡, 𝑥)) ]

−𝜆 [𝑊 (𝑡, 𝑥) +
𝛾

2
ℎ
2

(𝑡, 𝑥)]} = 0.

(B.6)

Equation (B.3) can be also rewritten as

ℎ
𝑡
(𝑡, 𝑥) + ℎ

𝑥
(𝑡, 𝑥) (𝑟

0
(𝑡) 𝑥 − 𝑐 + 𝑟 (𝑡) 𝑙

∗
(𝑡))

+
ℎ
𝑥𝑥

(𝑡, 𝑥)

2
𝑙
2

∗
(𝑡) 𝜎
2

(𝑡) + 𝜆𝐸 [ℎ (𝑡, 𝑥 + 𝑍) − ℎ (𝑡, 𝑥)] = 0,

(B.7)

where 𝑙
∗
is determined below.

Since the linear structure of (B.6)-(B.7) and the boundary
conditions of 𝑊(𝑡, 𝑥) and ℎ(𝑡, 𝑥) given by (B.2) and (B.4) are
linear in 𝑥, we can conjecture that𝑊(𝑡, 𝑥) and ℎ(𝑡, 𝑥) have the
following expressions:

𝑊(𝑡, 𝑥) = 𝑀 (𝑡) 𝑥 + 𝑁 (𝑡) , 𝑀 (𝑇) = 1, 𝑁 (𝑇) = 0, (B.8)

ℎ (𝑡, 𝑥) = 𝑚 (𝑡) 𝑥 + 𝑛 (𝑡) , 𝑚 (𝑇) = 1, 𝑛 (𝑇) = 0. (B.9)

Thus, the corresponding partial derivatives are calculated as
follows:

𝑊
𝑡
(𝑡, 𝑥) = 𝑀 (𝑡) 𝑥 + 𝑁 (𝑡) , 𝑊

𝑥
(𝑡, 𝑥) = 𝑀 (𝑡) ,

𝑊
𝑥𝑥

(𝑡, 𝑥) = 0,

(B.10)

ℎ
𝑡
(𝑡, 𝑥) = 𝑚 (𝑡) 𝑥 + ̇𝑛(𝑡) , ℎ

𝑥
(𝑡, 𝑥) = 𝑚 (𝑡) ,

ℎ
𝑥𝑥

(𝑡, 𝑥) = 0.

(B.11)

By substituting (B.8)–(B.11) into (B.6), it yields that

sup
𝑙∈𝑈

{𝑀(𝑡) 𝑥 + 𝑁 (𝑡) + 𝑀(𝑟
0
(𝑡) 𝑥 − 𝑐 + 𝑟 (𝑡) 𝑙 (𝑡) + 𝜆𝜇

𝑧
)

−
𝛾

2
𝑚
2

(𝑡) [𝜆𝜎
2

𝑧
+ 𝑙
2

(𝑡) 𝜎
2

(𝑡)]} = 0.

(B.12)

Differentiating the function in the left bracket of (B.12) with
respect to 𝑙 and setting the derivative to zero, we get

𝑙
∗
(𝑡) =

𝑀 (𝑡) 𝑟 (𝑡)

𝛾𝑚
2
(𝑡) 𝜎
2
(𝑡)

. (B.13)

Inserting (B.13) into (B.12) and (B.7), we have

(𝑀 (𝑡) + 𝑟
0
(𝑡)𝑀 (𝑡)) 𝑥 + 𝑁 (𝑡) − 𝑐𝑀 (𝑡) + 𝜆𝜇

𝑧
𝑀(𝑡)

−
𝛾

2
𝑚
2

(𝑡) 𝜆𝜎
2

𝑧
+

𝑀
2

(𝑡) 𝜉 (𝑡)

2𝛾𝑚
2
(𝑡)

= 0,

(𝑚 (𝑡) + 𝑟
0
(𝑡)𝑚 (𝑡)) 𝑥 + ̇𝑛(𝑡) − 𝑐𝑚 (𝑡)

+ 𝜆𝜇
𝑧
𝑚(𝑡) +

𝑀 (𝑡) 𝜉 (𝑡)

𝛾𝑚 (𝑡)
= 0.

(B.14)

In order to ensure the above equations hold, we require

𝑀(𝑡) + 𝑟
0
(𝑡)𝑀 (𝑡) = 0, 𝑀 (𝑇) = 1,

𝑁 (𝑡) + (𝜆𝜇
𝑧
− 𝑐)𝑀 −

𝛾

2
𝑚
2

(𝑡) 𝜆𝜎
2

𝑧
+

𝑀
2

(𝑡) 𝜉 (𝑡)

2𝛾𝑚
2
(𝑡)

= 0,

𝑁 (𝑇) = 0,

𝑚 (𝑡) + 𝑟
0
(𝑡)𝑚 (𝑡) = 0, 𝑚 (𝑇) = 1,

̇𝑛 (𝑡) + (𝜆𝜇
𝑧
− 𝑐)𝑚 (𝑡) +

𝑀 (𝑡) 𝜉 (𝑡)

𝛾𝑚 (𝑡)
= 0, 𝑛 (𝑇) = 0.

(B.15)
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By simple calculation, the solutions to (B.15) are given by the
following equations:

𝑀(𝑡) = 𝑒
∫

𝑇

𝑡

𝑟
0
(𝑠)𝑑𝑠

,

𝑁 (𝑡) = (𝜆𝜇
𝑧
− 𝑐) ∫

𝑇

𝑡

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠

−
𝛾

2
𝜆𝜎
2

𝑧
∫

𝑇

𝑡

𝑒
2 ∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠 +
1

2𝛾
∫

𝑇

𝑡

𝜉 (𝑠) 𝑑𝑠,

𝑚 (𝑡) = 𝑒
∫

𝑇

𝑡

𝑟
0
(𝑠)𝑑𝑠

,

𝑛 (𝑡) = (𝜆𝜇
𝑧
− 𝑐) ∫

𝑇

𝑡

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠 +
1

𝛾
∫

𝑇

𝑡

𝜉 (𝑠) 𝑑𝑠.

(B.16)

Substituting (B.16) into (B.13) and (B.8), we derive the explicit
expressions for 𝑊(𝑡, 𝑥) and ℎ(𝑡, 𝑥) for problem (MV):

𝑙
∗
(𝑡) =

𝑟 (𝑡)

𝛾𝜎
2
(𝑡)

𝑒
−∫

𝑇

𝑡

𝑟
0
(𝑠)𝑑𝑠

,

𝑊 (𝑡, 𝑥) = 𝑒
∫

𝑇

𝑡

𝑟
0
(𝑠)𝑑𝑠

𝑥 + 𝑝∫

𝑇

𝑡

𝑒
∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠

−
𝛾𝜆𝜎
2

𝑧

2
∫

𝑇

𝑡

𝑒
2 ∫

𝑇

𝑠

𝑟
0
(𝑢)𝑑𝑢

𝑑𝑠 +
1

2𝛾
∫

𝑇

𝑡

𝜉 (𝑠) 𝑑𝑠.

(B.17)

When the original time 𝑡 is equal to 0, the time-consistent
equilibrium strategy and the equilibrium value function for
problem (MV) are shown inTheorem 5.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgments

This research is supported by the National Natural Science
Foundation of China (Grant nos. 11201335, 11301376, and
71071111) and the Research Project of the Social Science and
Humanity on Young Fund of the Ministry of Education
(Grant no. 11YJC910007).

References

[1] B. Avanzi and H. U. Gerber, “Optimal dividends in the dual
model with diffusion,”Astin Bulletin, vol. 38, no. 2, pp. 653–667,
2008.

[2] B. Avanzi, H. U. Gerber, and E. S. W. Shiu, “Optimal dividends
in the dual model,” Insurance: Mathematics & Economics, vol.
41, no. 1, pp. 111–123, 2007.

[3] J. Zhu and H. Yang, “Ruin probabilities of a dual Markov-
modulated riskmodel,”Communications in Statistics, vol. 37, no.
18–20, pp. 3298–3307, 2008.

[4] H. Dai, Z. Liu, and N. Luan, “Optimal dividend strategies in a
dual model with capital injections,” Mathematical Methods of
Operations Research, vol. 72, no. 1, pp. 129–143, 2010.

[5] D. Yao, H. Yang, and R. Wang, “Optimal dividend and capital
injection problem in the dualmodelwith proportional andfixed
transaction costs,” European Journal of Operational Research,
vol. 211, no. 3, pp. 568–576, 2011.

[6] X. Y. Zhou and D. Li, “Continuous-time mean-variance portfo-
lio selection: a stochastic LQ framework,” Applied Mathematics
and Optimization, vol. 42, no. 1, pp. 19–33, 2000.

[7] D. Li andW.-L. Ng, “Optimal dynamic portfolio selection: mul-
tiperiod mean-variance formulation,” Mathematical Finance,
vol. 10, no. 3, pp. 387–406, 2000.

[8] T. Björk and A. Murgoci, “A general theory of Markovian
time inconsistent stochastic control problems,” Social Science
Research Network, 2010.

[9] I. Ekeland and A. Lazrak, Being Serious about Non-
Commitment: Subgame Perfect Equilibrium in Continuous
Time, University of British Columbia, 2006.

[10] E. M. Kryger andM. Steffensen, “Some solvable portfolio prob-
lems with quadratic and collective objectives,” Social Science
Research Network, 2010.

[11] Y. Zeng, Z. Li, and Y. Lai, “Time-consistent investment and
reinsurance strategies for mean-variance insurers with jumps,”
Insurance:Mathematics & Economics, vol. 52, no. 3, pp. 498–507,
2013.

[12] W. H. Fleming and H. M. Soner, Controlled Markov Processes
and Viscosity Solutions, vol. 25 of Stochastic Modelling and
Applied Probability, Springer, New York, NY, USA, 2nd edition,
2006.



Research Article
Research on Overconfidence in Decision-Making for
the Capacity Recovery of Damaged Power Systems

Xing Bao1,2

1 Department of Business Administration, Zhejiang Institute of Administration, 1000 Wenyixilu, Hangzhou 311121, China
2 Zhejiang Scientific Development Research Center, 1000 Wenyixilu, Hangzhou 311121, China

Correspondence should be addressed to Xing Bao; goldbxing@gmail.com

Received 12 March 2014; Accepted 10 April 2014; Published 8 May 2014

Academic Editor: Weihua Liu

Copyright © 2014 Xing Bao. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper studies the influence of two types of overconfident behavior, overestimation and overprecision, on decision of capacity
recoverywhen power system’s critical capacity is seriously damaged.Anewsvendormodel is used to prove that increasing regulatory
punishment for electricity shortage and providing subsidy for capacity recovery are conducive measures to calibrate insufficient
service level caused by an overconfident manager.The research also finds that the manager’s overprecision behavior both negatively
and positively influences the decision of capacity recovery, and a calibration method could motivate manager to recover more
capacity by tuning up the ratio of punishment and subsidy. However, the effectiveness of the calibration mentioned above is
inevitably weakened due to the less capacity recovery given by an overestimated manager. This research also indicates that the
manager should pay close attention to the random disturbance whose distribution peak is left skewed, and correspondingly more
capacity recovery should be given to improve the service level of power system during the disruption.

1. Introduction

Empirical researches in the field of knowledge management
have found that a manager’s confidence in the accuracy of
his/her priori knowledge contributes to his/her decision-
making when facing a complicated situation with incomplete
information or highly fluctuated environment. A manager’s
intention and confidence to apply a priori knowledge may
be strengthened when his/her observation of the situation is
compatible with his/her knowledge (cf. [1]). Amanager could
strengthen his/her intention and confidence to apply a priori
knowledge during decision by referring to past successful
experiences, but this is not always the case. In an unexpected
situation with extremely low probability, an overconfident
and experienced manager may lose the capability to cali-
brate the accuracy of his/her a priori knowledge during the
decision-making process (cf. [2]).

Some researchers have indicated that the more experi-
ence a manager has, the more likely he/she is to become
overconfident in making decision (cf. [3]). In October 2012,
the author of this paper conducted a survey of 50 senior

managers of a district branch of the State Grid Corporation
of China (SGCC) who suffered great disruption in the winter
of 2008, nearly 75% of its critical transmission network was
damaged by unexpected frozen rain, and it took over 2
weeks of recovery, which exceeded nearly one week than
expected. After taking an in-depth interview with one of its
senior managers in 2012, an interesting phenomenon was
found: a large portion of mistakes were caused by middle-
level managers who were making decision at the first line
of disruption management. A successive interview with 50
middle-level managers was taken, and the results showed
that 80% of the middle-level managers interviewed con-
fessed that mistakes frequently happened in making decision
during disruption management. However, it is interesting
that most of the managers attributed the mistakes to their
overconfidence in applying a priori knowledge. Similarly,
the executives of Tokyo Electric Power Company (TEPCO)
declined international assistance after the occurrence of
the Fukushima Nuclear Accident in 2011. This was partly
due to the fact that, as the world’s leading nuclear power
operator, TEPCO’s executives overestimated their abilities of
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disruption management, and as a result, there is a nuclear
leakage crisis continuing to this day. For public infrastruc-
tures, such as electric power systems, rigorous regulations
are enacted by the Government of China to ensure that
managers of these systems are taking effective disruption
management, for the purpose of securing and preserving
the public interest as great as possible. However, in recent
years, government officials and researchers have frequently
realized the drawbacks of the existing regulations after the
investigations of the 2003 blackout in the United States and
Canada. According to the behavioral operation management
(BOM) theory, the effectiveness of government regulations
might be weakened, or even counteracted, due to the decision
bias given by a bounded rational manager, particularly
affected by an overconfident manager (cf. [4]). However,
few studies have been conducted on the topic of how an
overconfident behavior influences themanager’s decision bias
during the disruption. According to the knowledge of the
author, this paper is the first disruptionmanagement study on
the decision bias of an overconfident manager in the scenario
that the critical capacity of a power system is seriously
damaged by unexpected events. This paper also investigates
the calibration methods, specifically regulatory punishment
and subsidy, for the purpose of reducing the decision bias
given by an overconfident manager during capacity recovery
process.

This paper is organized into 6 sections. After the
Introduction, relevant literatures on disruption management
and overconfidence in operation management are reviewed
as detailed as possible in Section 2. In Section 3, a
newsvendor model corresponding to the disruption
cost is firstly presented as a basic model that would be
compared with the subsequent model of an overconfident
manager. In Section 4, a modification to the newsvendor
model mentioned in Section 3 is presented by two kinds of
overconfident behaviors, overestimation and overprecision.
And, corre-spondingly, the decision bias on capacity recovery
is demonstrated. In Section 5, numerical simulations of
capacity recovery decision biases are presented to illustrate
the effects of random disturbances with the distribution
functions being symmetrically and asymmetrically
distributed. Finally, some interesting managerial insights and
future researches are presented in Section 6.

2. Literature Review

In the past decade, operational systems and supply chains
have frequently been crippled by unexpected catastrophes,
such as natural disasters, human-made hazards, and terrorist
attacks. Knowledge of traditional risk management is fac-
ing the challenges, because some unexpected events with
extremely low probability have significant negative impacts
on the whole supply chain from the disrupted node; thus,
the huge negative consequences escalate quickly throughout
the supply chain in a “snowball effect” (cf. [5]). Therefore,
disruption management is focused on to reduce risks and
expenses by researchers in recent years in the field of
operation management.

Professor Sheffi may have been the first to research
disruption management by conducting his studies on the
security problems for international supply chains under the
consideration of international terrorism (cf. [6]). Later, some
researchers (e.g., Norrman, Hendricks, Oke, etc.) reviewed
themitigation strategies of lean supply chains through empir-
ical and case studies in the context of disruption (cf. [7–9]).
Some other researchers (e.g., Chopra, Kleindorfer, Zsidisin,
etc.) presented disruptionmanagement frameworks of supply
chains from the point of business continuity planning and
flexible operation strategies (cf. [10–12]). Other researchers
conducted studies through mathematical models of oper-
ation management, which follow the framework proposed
by Tang (cf. [13]), based on the assumption that nodes of a
supply chain might suffer disruptions. For example, in order
to mitigate the disruption of main supplier, some researchers
present selection models of supplier bases; the questions
of how many suppliers are the best and when to start up
the backup suppliers under different objective functions are
investigated in detail in the consideration of cutting down
the disruption cost while maintaining a certain service level
(cf. [14–17]). To mitigate the cost in case of production
capacity being disrupted, rescheduling algorithm is presented
in order to get production plans that both operational
cost and computation speed are satisfied in redispatching
the residual capacity (cf. [18]), and to mitigate the risk in
case of production capacity being disrupted, the decision
of ex-ante preventive capacity investment or the short-
term capacity trading strategy with partners is presented by
multiobjective programming models (cf. [19]). Most of the
mathematical models focus on the inventory strategies in
case of disruption, for example, preventive inventory control
strategies formanaging supply chain disruption risk (cf. [20]),
or performances of different inventory models and supply
chain structures when facing transportation disruptions (cf.
[21]), or optimal inventory policies with advanced warning
of disruptions (cf. [22]). Other researchers have adopted
game theory and contract theory to investigate incentive
mechanisms or coordination policies that mitigate or prevent
disruptions, for example, optimal subsidies for suppliers
under a competitive manufacturing supply chain facing the
disruptions of supplier bankruptcies (cf. [23]), or how a
firm (buyer) can use incentive mechanisms to motivate a
supplier’s investment in capacity restoration, thus generat-
ing the restoration enhancement (RE) strategy or supplier
diversification (SD) strategy when incentives are given ex-
ante or ex post the supplier’s disruption (cf. [24]), or how
a disrupted supplier chose either to pay a penalty or to
use backup production to manufacturer when supplier was
privileged with private information (cf. [25]).

The mitigation strategies mentioned above generally
assume that the “decision- maker is completely rational”
throughout the entire cycle of disruptionmanagement, which
does not account for the influence of bounded rationality
on managers. If the bounded rationality of individuals in
the decision-making process is neglected, a systematic bias
will inevitably happen when compared to that of a com-
pletely rational model (cf. [26, 27]). When an experienced
manager is making a decision, overconfidence is the most
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Table 1: Notation descriptions in the proposed model.

𝐷 Electricity demand of the public during disruption period
𝑑 Residual capacity that can still be in operation after disruption and 𝑑 < 𝐷

𝜇 Manager’s decision of capacity recovery

𝑋
Random disturbance to capacity recovery process with its probability density and distribution functions of 𝑓(𝑥) and 𝐹(𝑥),
respectively, with the mean and variance being 𝜑 and 𝜎

2, respectively

𝑘
Electricity shortage cost per capacity, which is also the regulatory punishment according to Electricity Regulatory Ordinance of
China, given by regulation number 599

𝑐
1 Recovery cost per damaged capacity
𝑐
0 Operation cost per normal capacity
𝛼 Factor of overestimation behavior of the manager
𝛽 Factor of overprecision behavior of the manager

significant display of bounded rationality (cf. [28]), which
is also validated by some behavioral experiments under
the scenario of newsvendor decision (cf. [29–31]). However,
mathematical models are not as common as empirical and
experimental studies in the operation management field (cf.
[32]). As far as the knowledge of the author, Croson et al.
were pioneers who studied the decision bias by a newsvendor
model of incorporating the overestimation and overprecision
behaviors (cf. [33]). Inspired by the research of Croson
(cf. [33]), this paper intends to study the capacity recovery
decision through a newsvendor model when power system’s
capacity is damaged, of which the decision biases are inves-
tigated by considering the manager being overestimated and
overprecise during disruption management. In addition, the
calibration capability of regulatory punishment and subsidy
in reducing the decision bias of capacity recovery is analyzed
in detail, andmanagerial insights are presented by theoretical
proofs and numerical simulations.

3. Description of Problems

It is assumed that the critical operation capacity of a power
system is seriously damaged due to unexpected events,
such as freezing rain, man-made sabotage, and operational
mistakes, and as a result the service level is lowered and
cannot satisfy the electricity demand of the public. In this
case, themanager starts the recovery program at the first time
in order to improve the service level of power system and to
minimize operation and recovery costs during the disruption.
Notations used in this paper are listed in Table 1.

Given that the recovery process can be fully controlled,
the quantity of capacity recovery decision 𝑅 is rather simple,
and 𝑅 = 𝐷 − 𝑑. However, the fact is that random disturbance
could change the capacity recovery decision. Therefore, 𝑅 =

𝐷−𝑑+𝑋, and𝑋 is the randomdisturbancewith themean and
the variance being 𝜑 and 𝜎

2, respectively, in which 𝜑 can be
either positive or negative. Further, 𝑅 = 𝐷−𝑑+𝜑+𝜎𝑋 = 𝜇+

𝜎𝑋, where𝑋 ∼ (0, 1) is the standardized random disturbance
with probability density and distribution function being𝑓(𝑥)
and 𝐹(𝑥), respectively. The mean and the variance of 𝑅 are 𝜇
and 𝜎

2, respectively. In this case, 𝜇 is the decision variable,
which is assumed to be studied in the following sections.

It is assumed that the electricity demand of the public is
fully satisfied by the operational capacity of the power system.
The capacity per unit can meet the demand per unit, and
excess capacity is unable to be lagged to the next period; thus,
there is no electricity inventory cost.Therefore, a newsvendor
model can be used to describe the operation cost 𝑐(𝑅), which
the manager should balance during disruption:

𝑐 (𝑅) = 𝑐
0
𝑑 + 𝑐
1
𝑅 + 𝑘[𝐷 − 𝑑 − 𝑅]

+

. (1)

The substitution of𝑅 = 𝜇+𝜎𝑋 into (1) gives the disruption
cost function, with respect to the mean 𝜇, as

𝐶 (𝜇) = 𝑐
0
𝑑 + 𝑐
1
𝜇 + 𝑘∫

(𝐷−𝑑−𝜇)/𝜎

−∞

(𝐷 − 𝑑 − 𝜇 − 𝜎𝑥)𝑓 (𝑥) 𝑑𝑥.

(2)

Hence, if a manager is completely rational, the optimal
capacity recovery 𝜇∗ can be obtained by minimizing 𝐶(𝜇).

Proposition 1. In the context of a completely rational man-
ager, 𝐶(𝜇) is a convex function, and there is a unique 𝜇∗ =

max{0, 𝐷 − 𝑑 − 𝜎𝜆} that makes 𝐶(𝜇∗) = min𝐶(𝜇), where
𝜆 = 𝐹

−1

(𝑐
1
/𝑘).

Corollary 2. 𝜇∗ is positively correlated with 𝑘, and is nega-
tively correlated with 𝑐

1
; that is, 𝜕𝜇∗/𝜕𝑘 > 0, 𝜕𝜇

∗

/𝜕𝑐
1
< 0.

Corollary 2 shows that, with the assumption of a rational
manager, increasing 𝑘 (e.g., increasing regulatory punishment
for electricity shortage) and decreasing 𝑐

1
(e.g., providing

subsidy for the recovery of damaged capacity) may strengthen
the intention of manager to increase the decision of capacity
recovery.

Proposition 1 also demonstrates that any bias away from
𝜇
∗ will increase the disruption cost. In addition, according

to Proposition 1 and Corollary 2, it can be seen that 𝜆 =

𝐹
−1

(𝑐
1
/𝑘) = 𝐷 − 𝑑 − 𝜇

∗

/𝜎 is virtually the upper quartile of
the distribution function of 𝑋 at the probability of 𝑐

1
/𝑘. And

it is clear that (1) 𝑑 + 𝜇
∗

≥ 𝐷 when 𝜆 < 0, which means that
electricity demand can be fully satisfied during disruption;
(2) 𝑑 + 𝜇

∗

< 𝐷 when 𝜆 > 0, which means that there is
electricity shortage during disruption. Corollary 2 indicates
that increasing regulatory punishment (e.g., increasing 𝑘)
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Disruption cost of a completely 
rational manager

Disruption cost of an
overconfident manager 

Optimal capacity 

Optimal capacity 

Decision bias 
C(𝜇)

TC(𝜇)

(𝜇oep
∗

− 𝜇∗)

recovery 𝜇∗

recovery 𝜇oep
∗

Figure 1: Decision bias model due to overconfidence.

and provision of subsidy for capacity recovery (e.g., reducing
𝑐
1
) could help to improve power system’s service level by

increasing the final capacity (e.g., 𝑑 + 𝜇
∗) during disruption.

Otherwise, an insufficient service level will be ensured by a
low-capacity recovery decision.

4. The Decision Bias of
an Overconfident Manager

According to the survey and interview conducted on 50
managers of a district branch of SGCC, very few man-
agers could follow the decision provided by the 𝐶(𝜇) in
a completely rational decision mode, which is described
in Section 3. During disruption, an overconfident manager
tends to make his/her decisions based on experiences of
past successful practice.Themore successful past experiences
he/she has had, the more optimistically he/she will regard
the random disturbance in the decision-making process.
Therefore, an overconfident manager makes the decision of
capacity recovery (e.g., 𝜇∗oep) by the cost function of 𝑇𝐶(𝜇)
that is given by Model II in Figure 1. Obviously, there is a
decision bias of capacity recovery (e.g., 𝜇∗oep − 𝜇

∗) between
Model I and Model II, and, thus, the disruption cost is
increased in Model II.

Croson et al. proposed two types of overconfidence:
overestimation and overprecision (cf. [33]), which are also
followed by this research. First, overestimation will cause
manager tomake an overoptimistic estimation over themean
𝜑 of external random disturbance; that is, (𝐷 − 𝑑 + 𝜑)/𝜇 =

𝛼 ≥ 1, where 𝛼 is the overestimation factor and 𝐸(𝑅) = 𝛼𝜇.
The greater the value of 𝛼 is, the more overestimated the
manager behavior is. Second, overprecision behavior would
cause themanager to regard the randomdisturbance variance
as var(𝑅) = [(1 − 𝛽)𝜎]

2, where 𝛽 is the behavioral factor
of overprecision. 𝛽 → 0 represents a manager with no
overprecision behavior, and 𝛽 → 1 represents a completely
overprecise manager.

It is difficult to distinguish between these two types
of overconfidence that a manager may engage in decision-
making during disruption.Therefore, this paper assumes that
both of these two ways of overconfident behavior are taking
into effects, and the impact on the decision bias of capacity
recovery would be presented by modifying the model of
Section 3. Furthermore, the calibration of reducing decision
bias will be reinvestigated under an overconfident manager.

Accordingly, the capacity recovery decision made by an
overestimated and overprecise manager is 𝑅oep, and 𝑅oep =

𝛼𝜇oep+(1−𝛽)𝜎𝑋, with its mean and variance being𝐸(𝑅oep) =

𝛼𝜇oep and var(𝑅oep) = [(1 − 𝛽)𝜎]
2, respectively, where 𝛼 ≥ 1

and 0 ≤ 𝛽 ≤ 1. Correspondingly, the disruption cost function
takes the form of 𝑇𝐶oep(𝛼𝜇oep, 𝛼, 𝛽) according toModel II, as
(3), where 𝑈 = (𝐷 − 𝑑 − 𝛼𝜇oep)/(1 − 𝛽)𝜎:

𝑇𝐶oep (𝛼𝜇oep, 𝛼, 𝛽)

= 𝑐
0
𝑑 + 𝑐
1
𝛼𝜇oep

+ 𝑘∫

𝑈

−∞

(𝐷 − 𝑑 − 𝛼𝜇oep − (1 − 𝛽) 𝜎𝑥)𝑓 (𝑥) 𝑑𝑥.

(3)

Proposition 3. The disruption cost 𝑇𝐶
𝑜𝑒𝑝

(𝛼𝜇
𝑜𝑒𝑝

, 𝛼, 𝛽) given
by Model II is convex in 𝜇

𝑜𝑒𝑝
, and there is a unique 𝜇

∗

𝑜𝑒𝑝
=

(𝜇
∗

/𝛼) + (𝛽𝜎𝜆/𝛼) that yields 𝑇𝐶
𝑜𝑒𝑝

(𝜇
∗

𝑜𝑒𝑝
, 𝛼, 𝛽) = min𝑇𝐶

𝑜𝑒𝑝
.

The proof of Proposition 3 is similar to that of Proposition 1
and is omitted herein.

Corollary 4. The decision bias (𝜇
∗

𝑜𝑒𝑝
− 𝜇
∗

) is negatively
correlated with 𝛼; that is, 𝜕(𝜇∗

𝑜𝑒𝑝
− 𝜇
∗

)/𝜕𝛼 ≤ 0 and 𝜕
2

(𝜇
∗

𝑜𝑒𝑝
−

𝜇
∗

)/𝜕𝛼
2

≥ 0, and the absolute decision bias has a positive
correlation with 𝛽; that is, 𝜕|𝜇∗

𝑜𝑒𝑝
− 𝜇
∗

|/𝜕𝛽 = |𝜎𝜆/𝛼| ≥ 0.

Corollary 5. 𝜇∗
𝑜𝑒𝑝

is positively correlated with 𝑘 while being
negatively correlated with 𝑐

1
; that is, 𝜕𝜇∗

𝑜𝑒𝑝
/𝜕𝑘 ≥ 0 and

𝜕𝜇
∗

𝑜𝑒𝑝
/𝜕𝑐
1
≤ 0, respectively. The decision bias (𝜇∗

𝑜𝑒𝑝
− 𝜇
∗

) is
negatively correlated with 𝑘 and positively correlated with 𝑐

1
;

that is, 𝜕(𝜇∗
𝑜𝑒𝑝

−𝜇
∗

)/𝜕𝑘 ≤ 0 and 𝜕(𝜇∗
𝑜𝑒𝑝

−𝜇
∗

)/𝜕𝑐
1
≥ 0. The cost

bias𝑇𝐶
𝑜𝑒𝑝

(𝜇
∗

𝑜𝑒𝑝
)−𝐶(𝜇

∗

𝑜𝑒𝑝
) is linearly independent of (𝛼, 𝛽) and

is convex in 𝛼 and 𝛽, respectively.

Hereto, this paper has addressed the mathematical model
modified by overestimation and overprecision behavior and
proofs of decision bias with respect to parameters of pun-
ishment and subsidy. Furthermore, three inferences can be
obtained through Corollaries 2 to 5.

Inference 1. When 𝛼 > 1 and 𝛽 = 0, that is, managers only
present the behavior of overestimation, 𝛼 will cause decision
bias of capacity recovery through the “multiplicative effect;”
that is, 𝜇∗oe = 𝜇

∗

/𝛼. 𝛼 will inevitably lead to the decrease
of the decision of capacity recovery, that is, (𝜇∗oe − 𝜇

∗

) =

((1 − 𝛼)/𝛼)𝜇
∗

< 0, which may cause the power system
to have a low service level during disruption. Furthermore,
𝜕(𝜇
∗

oe − 𝜇
∗

)/𝜕𝛼 = −𝜇
∗

/𝛼
2

< 0, which means that even less
capacity recovery is decided when 𝛼 increases.

Inference 2. When 𝛼 = 1 and 𝛽 ̸= 0, that is, managers only
present the behavior of overprecision, 𝛽 will cause decision
bias of capacity recovery through the “additive effect;” that is,
𝜇
∗

op = 𝜇
∗

+𝛽𝜎𝜆. Considering that 𝜆 = 𝐹
−1

(𝑐
1
/𝑘), the decision

bias, that is, (𝜇∗op − 𝜇
∗

), is dependent on both the distribution
of 𝑋 and the ratio 𝑐

1
/𝑘. When 𝜆 > 0, factor of 𝛽 would

cause the increasing of the capacity recovery and relieve the
negative bias caused by 𝛼. In contrast, when 𝜆 < 0, factor of
𝛽may further decrease the capacity recovery and deepen the
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Table 2: Decision bias (𝜇∗oep,lft − 𝜇
∗

oep,nml) for left-skewed disturbance.

𝛽 = 0.0 𝛽 = 0.2 𝛽 = 0.4 𝛽 = 0.6 𝛽 = 0.8

𝛼 = 1.0 0.0341 0.0509 0.1019 0.1528 0.2038
𝛼 = 1.2 0.0404 0.0849 0.1274 0.1699 0.2123
𝛼 = 1.4 0.0736 0.1091 0.1456 0.1819 0.2183
𝛼 = 1.6 0.0984 0.1272 0.1592 0.1911 0.2824
𝛼 = 1.8 0.2078 0.1800 0.1698 0.1983 0.2794

Table 3: Decision bias of (𝜇∗oep,rgt − 𝜇
∗

oep,nml) for right-skewed disturbance.

𝛽 = 0.0 𝛽 = 0.2 𝛽 = 0.4 𝛽 = 0.6 𝛽 = 0.8

𝛼 = 1.0 −0.0673 −0.09665 −0.1933 −0.29 −0.3866
𝛼 = 1.2 −0.0806 −0.1611 −0.2416 −0.3221 −0.4027
𝛼 = 1.4 −0.1384 −0.2071 −0.2757 −0.3452 −0.4142
𝛼 = 1.6 −0.1816 −0.2418 −0.3019 −0.3621 −0.4233
𝛼 = 1.8 −0.2152 −0.23 −0.3222 −0.3757 −0.4292

negative bias caused by 𝛼, thus causing a lower service level
when compared to that when 𝛼 = 1.

Inference 3. Given 𝜕(𝜇∗oep−𝜇
∗

)/𝜕𝑘 ≤ 0 and 𝜕(𝜇∗oep−𝜇
∗

)/𝜕𝑐
1
≥

0, the regulators can calibrate the decision bias aroused by
manager’s overconfident behavior through increasing regula-
tory punishment for capacity shortage (i.e., increasing 𝑘) and
providing subsidy for capacity recovery (i.e., decreasing 𝑐

1
).

However, close attention should be paid to the distribution
function of random disturbance and the sign of 𝜆. When the
random disturbance is normally distributed and 𝑐

1
/𝑘 > 0.5,

an overconfidentmanager will generally increase the decision
of capacity recovery. Otherwise, capacity recovery will be
decreased. In addition, it should be noted that 𝜇∗op = 𝐷 −

𝑑 is independent of 𝑘 and 𝑐
1
when 𝛽 = 1, which means

that punishment and subsidy from regulators will become
completely invalid.

5. Numerical Analysis

Decision given by an overconfident manager is investigated
by a modified newsvendor model, which could be easily
evaluated by first- and second-order moments model of
𝜇
∗

oep,nml = 𝐷 − 𝑑 + 𝑧𝜎, wherein 𝑧 is the 𝑧-value given
by the value of 𝑐

1
/𝑘 by assuming that the random distur-

bance is normally distributed. However, this is not always
the case, since many random disturbances present to be
asymmetrically distributed with their peaks of distribution
functions being left- or right-skewed from the mean value,
which means that the third- and fourth-order moments of
disturbance would take in function in evaluating 𝜇∗oep. Thus,
neglecting the skewness of the random disturbance 𝑋 will
cause additional bias away from 𝜇

∗

oep (cf. [34]).
In the numerical analysis below, 𝜇∗oep,nml is supposed to

be the recovery decision given by an overconfident manager,
which is also served as the baseline when actual disturbance
is not symmetrically distributed. 𝜇∗oep, lft and 𝜇

∗

oep,rgt are the
capacity recoveries when the peaks of random disturbance

distribution are left- and right-skewed, respectively. The
skewed random disturbance is given by a partial student
distribution expressed as

𝑓 (𝑧
𝑡
| 𝜉, V) =

{{{

{{{

{

2

𝜉 + 1/𝜉
𝑠𝑔 [𝜉 (𝑠𝑧

𝑡
+ 𝑚) | V] , 𝑧

𝑡
< −

𝑚

𝑠
,

2

𝜉 + 1/𝜉
𝑠𝑔 [

(𝑠𝑧
𝑡
+ 𝑚)

𝜉
| V] , 𝑧

𝑡
> −

𝑚

𝑠
,

(4)

where 𝑠 = 𝜉
2

+ (1/𝜉
2

) − 1 −𝑚
2,𝑚 = (Γ[(V− 1)/2]√V − 2/√𝜋 ⋅

Γ(V/2)) ⋅ (𝜉−1/𝜉), 𝑔[⋅ | V] is a symmetric student distribution,
and V is the parameter of fat-tail. When 0 < 𝜉 < 1, 𝑓(𝑧

𝑡
| 𝜉, V)

is left-skewed, while 𝜉 > 1, 𝑓(𝑧
𝑡
| 𝜉, V) is right-skewed. V = 5,

𝜉 = 0.5, and 𝜉 = 2 are set with the skewness of 2.1 to the left
and to the right correspondingly. Other parameters used in
numerical analysis are taken as 𝑑 = 1, 𝐷 = 5, 𝜎 = 2, 𝑐

0
= 2,

𝑘 = 10, 𝑐
1
= 6. Tables 2 and 3 show the numerical results

for the biases of (𝜇∗oep, lft − 𝜇
∗

oep,nml) and (𝜇
∗

oep,rgt − 𝜇
∗

oep,nml),
respectively.

From Table 2, we can see that capacity recovery is less
for a left-skewed random disturbance than that for a normal
distributed disturbance; that is, 𝜇∗oep,nml < 𝜇

∗

oep, lft. However,
𝜇
∗

oep,nml > 𝜇
∗

oep,rgt according to numerical results given by
Table 3. It is largely the result that the negative effect of a left-
skewed random disturbance is relatively underestimated by
manager who uses the evaluation of 𝜇∗oep,nml instead, and it
should be offset by a positive calibration value on 𝜇

∗

oep,nml in
order to improve the service level during disruption, while
the negative effect of a right-skewed random disturbance
is relatively overestimated by manager when using 𝜇

∗

oep,nml
instead, and more capacity recovery decision is foreseen,
which would obviously increase the service level of power
system during disruption. As a consequence, replacing 𝜇∗oep,rgt
with 𝜇

∗

oep,nml could be regarded as having no harm to the
interest and welfare of the public.
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6. Managerial Insights and Future Research

In this paper, decision bias of capacity recovery is investigated
under the scenario of power system’s capacity being damaged
by unexpected events. Modified newsvendor models are
presented to show the decision bias given by an overconfident
manager and a completely rational manager, respectively.
And several interesting managerial insights as well as cali-
bration methods for improving performance of disruption
management are obtained through theoretical proofs and
numerical simulations, which are given as below.

Firstly, for the sake of improving the power system’s
service level during disruption, regulators should increase
regulatory punishment for electricity shortage and provide
subsidy for capacity recovery at the same time, in order to
calibrate the decision biases in reducing the capacity recovery
by an overconfident manager. In other words, “carrot-and-
stick” regulatory mechanism could push managers to recover
more damaged capacity. Moreover, fortunately, “carrot-and-
stick” regulatory mechanism can be always in function no
matter the manager is overconfident or not.

Secondly, a manager’s overestimation behavior will
inevitably lower the decision of capacity recovery; thus, cali-
bration capability of “carrot-and-stick” regulatorymechanism
could be inevitably weakened, and a lower service level would
be foreseen during the disruption of power system. For the
interest and welfare of the public, higher punishment for
electricity shortage should be prescribed by regulation to
improve electricity service level in case of the manager being
overconfident.

Thirdly, manager’s overprecision behavior may have both
negative and positive influences on the capacity recovery
decision. More capacity recovery would be decided when
the value of the upper quartile 𝜆 = 𝐹

−1

(𝑐
1
/𝑘) of random

disturbance is positive; otherwise, less capacity recovery
would be decided. Furthermore, for improving the power
system’s service level during disruption, regulator should pay
close attention to ensuring that the ratio 𝑐

1
/𝑘 is less than 50%,

which indicates that capacity recovery cost after subsidymust
be less 50% the value of punishment for electricity shortage.

Finally, negative impact on capacity recovery would be
underestimated under a left-skewed disturbance, and lower
electricity service level would be caused due to the decision
of less capacity recovery. In contrast, higher electricity service
level would be foreseen due to the decision of more capac-
ity under right-skewed disturbance and normal distributed
disturbance, respectively. As a result of requiring higher
electricity service level by regulator, the situation of right-
skewed disturbance should be closely paid attention to by a
manger during disruption management.

However, two assumptions made in this paper are
expected to be relaxed in future modeling research. The
first assumption is that this paper only studies exogenous
punishment of electricity shortage, and it would be desir-
able to investigate an endogenous punishment given by a
game model between regulator and manager. The second
assumption is that the capacity recovery decision of Model
II only considers a single period; however, the overconfident
behavior might be changed during the disruption, and thus

the correlations of decision between neighboring periods
during disruption should be investigated in future research
despite the difficulties in creating mathematical model.

Appendix

Proof of Proposition 1. Taking the first and the second deriva-
tives of𝐶(𝜇)with respect to 𝜇, we can obtain 𝜕𝐶(𝜇)/𝜕𝜇 = 𝑐

1
−

𝑘𝐹((𝐷−𝑑−𝜇)/𝜎), 𝜕2𝐶(𝜇)/𝜕𝜇2 = (𝑘/𝜎)𝑓((𝐷−𝑑−𝜇)/𝜎). Since
𝜕
2

𝐶(𝜇)/𝜕𝜇
2 is nonnegative, 𝐶(𝜇) is a convex function, and

the optimal solution of 𝜇∗ can be derived from 𝜕𝐶(𝜇)/𝜕𝜇 = 0;
that is, 𝜇∗ = 𝐷−𝑑−𝜎𝐹

−1

(𝑐
1
/𝑘). Since 𝜇∗ is nonnegative, then

𝜇
∗

= max{0, 𝐷 − 𝑑 − 𝜎𝜆}.

Proof of Corollary 2. Based on Proposition 1, taking the first
derivative of 𝜇∗ with respect to 𝑘 and 𝑐

1
yields 𝜕𝜇∗/𝜕𝑘 =

𝜎𝐹(𝜆)/𝑘𝑓(𝜆) > 0, 𝜕𝜇
∗

/𝜕𝑐
1
= −𝜎/𝑘𝑓(𝜆) < 0.

Proof of Corollary 4. According to Proposition 3, (𝜇
∗

oep −

𝜇
∗

) = 𝜇
∗

/𝛼 + 𝛽𝜎𝜆/𝛼 − 𝜇
∗ when 𝜇

∗

+ 𝛽𝜎𝜆 > 0. Its first-
order derivative with 𝛼 is 𝜕(𝜇∗oep − 𝜇

∗

)/𝜕𝛼 = (−1/𝛼
2

)(𝜇
∗

+

𝛽𝜎𝜆) ≤ 0. Similarly, the second-order derivative with 𝛼 is
𝜕
2

(𝜇
∗

oep − 𝜇
∗

)/𝜕𝛼
2

= (1/𝛼
3

)(𝜇
∗

+ 𝛽𝜎𝜆)
2

≥ 0. Similarly,
𝜕(𝜇
∗

oep − 𝜇
∗

)/𝜕𝛽 = 𝜎𝜆/𝛼, and it can be easily obtained that
the sign of (𝜇∗oep − 𝜇

∗

) depends on 𝜆. The absolute decision
bias is nonnegative; that is, 𝜕|𝜇∗oep −𝜇

∗

|/𝜕𝛽 = |𝜎𝜆/𝛼| ≥ 0.

Proof of Corollary 5. According to Proposition 3, it can be
obtained that 𝜕𝜇∗oep/𝜕𝑘 = (1/𝛼)((𝜕𝜇

∗

/𝜕𝑘) + 𝛽𝜎(𝜕𝜆/𝜕𝑘)) =

𝜎(1 − 𝛽)𝐹(𝜆)/𝛼𝑘𝑓(𝜆) ≥ 0, 𝜕𝜇∗oep/𝜕𝑐1 = 𝜎(𝛽 − 1)/𝛼𝑘𝑓(𝜆) ≤ 0.
It can also be obtained that (𝜕𝜇∗oep/𝜕𝑘) − (𝜕𝜇

∗

/𝜕𝑘) = −𝜎(𝛼 +

𝛽 − 1)𝐹(𝜆)/𝛼𝑘𝑓(𝜆) ≤ 0, (𝜕𝜇∗oep/𝜕𝑐1) − (𝜕𝜇
∗

/𝜕𝑐
1
) = 𝜎(𝛼 +

𝛽 − 1)/𝛼𝑘𝐹(𝜆) ≥ 0. Similarly, it could be obtained that
𝜕(𝑇𝐶oep − 𝐶)/𝜕𝛼 = 𝜇

∗

oep [𝑐
1
− 𝑘𝐹(𝑈)], 𝜕(𝑇𝐶oep − 𝐶)/𝜕𝛽 =

𝜎𝑘 ∫
𝑈

−∞

𝑥𝑓(𝑥)𝑑𝑥, and then 𝜕
2

(𝑇𝐶oep − 𝐶)/𝜕𝛼
2

= (𝜇
2

oep/(1 −

𝛽)𝜎)𝑘𝑓(𝑈) ≥ 0, 𝜕
2

(𝑇𝐶oep − 𝐶)/𝜕𝛽
2

= (𝜎/(1 − 𝛽))𝑘𝑈
2

𝑓(𝑈) ≥

0, 𝜕2(𝑇𝐶oep − 𝐶)/𝜕𝛼𝜕𝛽 = −(𝜇
∗

oep/(1 − 𝛽))𝑘𝑈𝑓(𝑈). It can
be derived that the Hessian matrix is 0. Therefore, the cost
bias 𝑇𝐶oep(𝜇

∗

oep) − 𝐶(𝜇
∗

oep) is linearly independent of (𝛼, 𝛽),
and fortunately 𝑇𝐶oep(𝜇

∗

oep) − 𝐶(𝜇
∗

oep) is convex in 𝛼 and
𝛽, respectively. It means that the influences of 𝛼 and 𝛽 on
the disruption cost bias are independent of each other. The
calibration methods on 𝛼 would have no influence on those
on 𝛽.
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Anewdifference system is induced fromadifferential competition systemby different discretemethods.We give theoretical analysis
for local bifurcation of the fixed points and derive the conditions under which the local bifurcations such as flip occur at the
fixed points. Furthermore, one- and two-dimensional diffusion systems are given when diffusion terms are added. We provide the
Turing instability conditions by linearizationmethod and inner product technique for the diffusion systemwith periodic boundary
conditions. A series of numerical simulations are performed that not only verify the theoretical analysis, but also display some
interesting dynamics.

1. Introduction

Interactions of different species may take many forms such as
competition, predation, parasitism, and mutualism. One of
the most important interactions is the competition relation-
ship. The dynamic relationship between the two competition
species is one of the dominant subjects in mathematical
ecology due to its universal existence and importance. Lotka-
Volterra competition systems are ecological models that
describe the interaction among various competing species
and have been extensively investigated in recent years (see
[1–3] and the references therein). In the earlier literature,
the two-competing species competition models are often
formulated in the form of ordinary differential systems as
follows:

𝑢


(𝑡) = 𝑢 (𝑡) (𝑟
1
− 𝑎
11
𝑢 (𝑡) − 𝑎

12
V (𝑡)) ,

V (𝑡) = V (𝑡) (𝑟
2
− 𝑎
21
V (𝑡) − 𝑎

22
V (𝑡)) ,

(1)

for 𝑡 ∈ [0, +∞) 𝑎
𝑖𝑗
≥ 0, 𝑖, 𝑗 = 1, 2, where 𝑢(𝑡) and V(𝑡) are the

quantities of the two species at time 𝑡, 𝑟
1
> 0 and 𝑟

2
> 0 are

growth rates of the respective species, 𝑎
11

and 𝑎
22

represent
the strength of the intraspecific competition, and 𝑎

12
and 𝑎
21

represent the strength of the interspecific competition.
The discrete timemodels governed by difference equation

are more realistic than the continuous ones when the pop-
ulations have nonoverlapping generations or the population
statistics are compiled from given time intervals and not

continuously. Moreover, since the discrete time models can
also provide efficient computational models of continuous
models for numerical simulations, it is reasonable to study
discrete time models governed by difference equations.

Applying forward Euler scheme to the first equation of
system (1) and obtaining a discrete analog of the second
equation by considering a variation with piecewise constant
arguments for certain terms on the right side (exponential
discrete form) [4], we obtain the following equation:

𝑢
𝑡+1

= 𝑢
𝑡
(𝑟
1
− 𝑎
11
𝑢
𝑡
− 𝑎
12
V
𝑡
) ,

V
𝑡+1

= V
𝑡
exp (𝑟

2
− 𝑎
21
𝑢
𝑡
− 𝑎
22
V
𝑡
) .

(2)

For the sake of simplicity, let

𝑢
𝑡+1

= 𝑢
𝑡
(𝑟
1
+ 1 − 𝑎

11
𝑢
𝑡
− 𝑎
12
V
𝑡
) ,

V
𝑡+1

= V
𝑡
exp (𝑟

2
− 𝑎
21
𝑢
𝑡
− 𝑎
22
V
𝑡
) .

(3)

By setting𝑈
𝑡
= 𝑎
11
𝑢
𝑡
and𝑉
𝑡
= 𝑎
22
V
𝑡
and 𝑟
1
= 𝑟
2
, 𝑎
11
= 𝑎
22
,

and 𝑎
12
= 𝑎
21
, we have the following form:

𝑢
𝑡+1

= 𝑢
𝑡
(𝑟 + 1 − 𝑢

𝑡
− 𝑎V
𝑡
) = 𝑓 (𝑢

𝑡
, V
𝑡
) ,

V
𝑡+1

= V
𝑡
exp (𝑟 − 𝑎𝑢

𝑡
− V
𝑡
) = 𝑔 (𝑢

𝑡
, V
𝑡
) .

(4)

Although numerical variations of system (1) have been
extensively studied (see, e.g., thework in [5–8]), somediscrete
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analogs may be found in [9–15], regarding attractivity, persis-
tence, global stabilities of equilibrium, and other dynamics.
Up to now, to the best of our knowledge, the discrete system
(4) has not been investigated.

Since the pioneering theoretical works of Skellam [15] and
Turing [16], many works have focused on the effect of spatial
factors which play a crucial role in the stability of populations
[17–19]. Many important epidemiological and ecological
phenomena are strongly influenced by spatial heterogeneities
because of the localized nature of transmission or other forms
of interaction. Thus, spatial models are more suitable for
describing the process of population development. Impact of
spatial component on system has been widely investigated
(e.g., see [20–22]). It may be a case in reality that the motion
of individuals is random and isotropic; that is, without any
preferred direction, the individuals are also absolute ones in
microscopic sense, and each isolated individual exchanges
materials by diffusion with its neighbors [19, 23]. Thus,
it is reasonable to consider a 1D or 2D spatially discrete
reaction diffusion system to explain the population system.
Corresponding to the above analysis, we can obtain the
following one-dimensional diffusion systems:

𝑢
𝑡+1

𝑖
= 𝑢
𝑡

𝑖
(𝑟 + 1 − 𝑢

𝑡

𝑖
− 𝑎V𝑡
𝑖
) + 𝑑
1
∇
2

𝑢
𝑡

𝑖
,

V𝑡+1
𝑖

= V𝑡
𝑖
exp (𝑟 − 𝑎𝑢𝑡

𝑖
− V𝑡
𝑖
) + 𝑑
2
∇
2V𝑡
𝑖
,

(5)

for 𝑖 ∈ {1, 2, . . . , 𝑚} = [1,𝑚], 𝑡 ∈ 𝑍+ and ∇2𝑢𝑡
𝑖
= 𝑢
𝑡

𝑖+1
− 2𝑢
𝑡

𝑖
+

𝑢
𝑡

𝑖−1
, ∇2V𝑡
𝑖
= V𝑡
𝑖+1

− 2V𝑡
𝑖
+ V𝑡
𝑖−1

, and two-dimensional diffusion
systems:

𝑢
𝑡+1

𝑖𝑗
= 𝑢
𝑡

𝑖𝑗
(𝑟 + 1 − 𝑢

𝑡

𝑖𝑗
− 𝑎V𝑡
𝑖𝑗
) + 𝑑
1
∇
2

𝑢
𝑡

𝑖𝑗
,

V𝑡+1
𝑖𝑗

= V𝑡
𝑖𝑗
exp (𝑟 − 𝑎𝑢𝑡

𝑖𝑗
− V𝑡
𝑖𝑗
) + 𝑑
2
∇
2V𝑡
𝑖𝑗
,

(6)

for 𝑖, 𝑗 ∈ {1, 2, . . . , 𝑚} = [1,𝑚], 𝑡 ∈ 𝑅+ = [0,∞) and ∇2𝑢𝑡
𝑖𝑗
=

𝑢
𝑡

𝑖+1,𝑗
+ 𝑢
𝑡

𝑖,𝑗+1
+ 𝑢
𝑡

𝑖−1,𝑗
+ 𝑢
𝑡

𝑖,𝑗−1
− 4𝑢
𝑡

𝑖𝑗
, ∇2V𝑡
𝑖𝑗
= V𝑡
𝑖+1,𝑗

+ V𝑡
𝑖,𝑗+1

+

V𝑡
𝑖−1,𝑗

+ V𝑡
𝑖,𝑗−1

− 4V𝑡
𝑖𝑗
.

In this paper, we will study the dynamical behaviors of
models (4), (5), and (6). By using the theory of difference
equation, the theory of bifurcation, and the center manifold
theoremwewill establish the series of criteria on the existence
and local stability of equilibria, flip bifurcation for the system
(4). For the one- or two-dimensional diffusion systems,
with periodic boundary conditions, the Turing instability
(or Turing bifurcation) theory analysis will be given. Tur-
ing instability conditions can then be deduced combining
linearization method and inner product technique. Further-
more, bymeans of the numerical simulationsmethod, we will
indicate the correctness and rationality of our results.

The paper is organized as follows. In Section 2, we
study the existence and stability of equilibria points and the
conditions of existence for flip bifurcation are verified for
system (4). Turing instability conditions will be illustrated
by linearization method and inner product technique for the
system (5) and (6) with periodic boundary conditions in
Section 3. A series of numerical simulations are performed
that not only verify the theoretical analysis, but also dis-
play some interesting dynamics. For the system (4), the

bifurcation diagrams are given. The impact of the system
parameters and diffusion coefficients on patterns can also
be observed visually for the given diffusion systems. Finally,
some conclusions are given.

2. Analysis of Equilibria and Flip Bifurcation

Clearly, the system (4) has four possible steady states; that is,
𝐸
0
= (0, 0), exclusion points 𝐸

1
= (𝑟, 0), 𝐸

2
= (0, 𝑟), and

nontrivial coexistence point 𝐸
3
= (𝑢
∗

, V∗), where

𝑢
∗

= V∗ =
𝑟

𝑎 + 1
. (7)

The linearized form of (4) is then

𝑢
𝑡+1

= 𝑓
𝑢
𝑢
𝑡
+ 𝑓VV𝑡,

V
𝑡+1

= 𝑔
𝑢
𝑢
𝑡
+ 𝑔VV𝑡,

(8)

which has the Jacobian matrix

𝐽
𝐸
𝑖

= [
𝑓
𝑢
𝑓V

𝑔
𝑢
𝑔V
]

𝑃
𝑖

= [
1 − 𝑢 −𝑎𝑢

−𝑎V 1 − V]
𝑃
𝑖

, 𝑖 = 0, 1, 2, 3. (9)

The characteristic equation of the Jacobian matrix 𝐽 can
be written as

𝜆
2

+ 𝑝𝜆 + 𝑞 = 0, (10)

where 𝑝 = −(𝑓
𝑢
+ 𝑔V) and 𝑞 = 𝑓𝑢𝑔V − 𝑓V𝑔𝑢.

In order to discuss the stability of the fixed points of (4),
we also need the following definitions [20]:

(1) if |𝜆
1
| < 1 and |𝜆

2
| < 1, then steady state 𝐸 is called a

sink and 𝐸 is locally asymptotically stable;
(2) if |𝜆

1
| > 1 and |𝜆

2
| > 1, then 𝐸 is called a source and

𝐸 is unstable;
(3) if |𝜆

1
| > 1 and |𝜆

2
| < 1 (or |𝜆

1
| < 1 and |𝜆

2
| > 1),

then 𝐸 is called a saddle;
(4) if either |𝜆

1
| = 1 and |𝜆

2
| ̸= 1 or |𝜆

2
| = 1 and |𝜆

1
| ̸= 1,

then 𝐸 is called nonhyperbolic.

Case 1 (the fixed point 𝐸
0
= (0, 0)). The linearization of (4)

about 𝐸
0
has the Jacobian matrix

𝐽
𝐸
0

= [
1 0

0 1
] , (11)

which has two eigenvalues

𝜆
1
= 𝜆
2
= 1. (12)

The fact means that the system is resonance at the fixed point
𝑃
0
.

Case 2 (the fixed point 𝐸
1
= (0, 𝑟)). At the fixed point, the

Jacobian matrix has the form

𝐽
𝐸
1

= [
1 0

−𝑎𝑟 1 − 𝑟
] , (13)
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and the corresponding eigenvalues of (13) are

𝜆
1
= 1, 𝜆

2
= 1 − 𝑟. (14)

𝑟 is a bifurcation parameter. And 𝑟 ̸= 2 implies 𝜆
2
̸= − 1, and

the fixed point 𝐸
1
is nonhyperbolic.

Case 3 (the third fixed point 𝐸
2
= (𝑟, 0)). The linearization of

(4) about 𝐸
2
has the Jacobian matrix

𝐽
𝐸
1

= [
1 − 𝑟 −𝑎𝑟

0 1
] , (15)

and the eigenvalues of (15) are

𝜆
1
= 1 − 𝑟, 𝜆

2
= 1. (16)

𝑟 is a bifurcation parameter. And 𝑟 ̸= 2 implies 𝜆
1
̸= − 1, and

the fixed point 𝐸
2
is nonhyperbolic.

Case 4 (the fixed point 𝐸
3
= (𝑟/(𝑎 + 1), 𝑟/(𝑎 + 1))). The

linearization of (4) about 𝐸
3
has the Jacobian matrix

𝐽
𝐸
3

=
[
[

[

1 −
𝑟

𝑎 + 1
−

𝑎𝑟

𝑎 + 1

−
𝑎𝑟

𝑎 + 1
1 −

𝑟

𝑎 + 1

]
]

]

, (17)

and the eigenvalues of (17) are

𝜆
1
= 1 − 𝑟, 𝜆

2
= 1 +

(𝑎 − 1) 𝑟

𝑎 + 1
; (18)

then, we have the following results:

(1) |𝜆
1
| < 1, |𝜆

2
| < 1 if and only if 0 < 𝑟 < 2, 0 < 𝑎 < 1;

(2) 𝜆
1
= −1, |𝜆

2
| ̸= 1 if and only if 𝑟 = 2, 𝑎 ̸= 1;

(3) 𝜆
2
= 1, |𝜆

1
| ̸= 1 if and only if 𝑎 = 2, 𝑟 ̸= 2;

(4) 𝜆
2
= −1, |𝜆

1
| ̸= 1 if and only if 𝑎 = (𝑟−2)/(𝑟+2), 𝑟 ̸= 2;

(5) |𝜆
1
| < 1, |𝜆

2
| > 1 if and only if 0 < 𝑟 < 2, 𝑎 > 1;

(6) |𝜆
1
| > 1, |𝜆

2
| < 1 if and only if 2 < 𝑟 < (𝑎+ 1)/(𝑎 − 1);

(7) |𝜆
1
| > 1, |𝜆

2
| > 1 if and only if 𝑟 > 2, 𝑎 > 1.

The following theorem is the case that the fixed point 𝐸
3
is a

flip bifurcation point.

Theorem 1. The positive fixed point 𝐸
3
undergoes a flip

bifurcation at the threshold 𝑟
𝐹
= 2.

Proof. Let 𝜁
𝑛
= 𝑢
𝑛
− 𝑢
∗, 𝜂
𝑛
= V
𝑛
− V∗, and 𝜇

𝑛
= 𝑟 − 2, and

parameter 𝜇
𝑛
is a new and dependent variable; the system (4)

becomes

(

𝜁
𝑛+1

𝜂
𝑛+1

𝜇
𝑛+1

) =(

(𝜁
𝑛
+
𝜇
𝑛
+ 2

𝑎 + 1
) (1 − 𝜁

𝑛
− 𝑎𝜂
𝑛
) −

𝜇
𝑛
+ 2

𝑎 + 1

(𝜂
𝑛
+
𝜇
𝑛
+ 2

𝑎 + 1
) exp (−𝑎𝜁

𝑛
− 𝜂
𝑛
) −

𝜇
𝑛
+ 2

𝑎 + 1

𝜇
𝑛

).

(19)

Let

𝑇 = [

[

1 −1 0

1 1 0

0 0 1

]

]

; (20)

then

𝑇
−1

=

[
[
[
[
[
[

[

1

2

1

2
0

−
1

2

1

2
0

0 0 1

]
]
]
]
]
]

]

. (21)

By the following transformation:

(

𝜁
𝑛

𝜂
𝑛

𝜇
𝑛

) = 𝑇(

𝑥
𝑛

𝑦
𝑛

𝛿
𝑛

) , (22)

the system (19) can be changed into

(

𝑥
𝑛+1

𝑦
𝑛+1

𝛿
𝑛+1

) = (

−1 0 0

0
3𝑎 − 1

𝑎 + 1
0

0 0 1

)(

𝑥
𝑛

𝑦
𝑛

𝛿
𝑛

) + (

𝑓 (𝑥
𝑛
, 𝑦
𝑛
, 𝛿
𝑛
)

𝑔 (𝑥
𝑛
, 𝑦
𝑛
, 𝛿
𝑛
)

0

) ,

(23)

where

𝑓 (𝑥
𝑛
, 𝑦
𝑛
, 𝛿
𝑛
) = − (𝑎 + 1) 𝑥

2

𝑛
− 2 (𝑎 + 1) 𝑥

𝑛
𝑦
𝑛
− 𝑥
𝑛
𝛿
𝑛

+ (𝑎 − 1 +
(𝑎 − 1)

2

𝑎 + 1
)𝑦
2

𝑛

+ 𝑜 ((

𝑥
𝑛


+

𝑦
𝑛


+

𝛿
𝑛


)
3

) ,

𝑔 (𝑥
𝑛
, 𝑦
𝑛
, 𝛿
𝑛
) = (𝑎 + 1) 𝑥

2

𝑛
− 2 (𝑎 + 1) 𝑥

𝑛
𝑦
𝑛

−
2 (𝑎 − 1)

𝑎 + 1
𝑦
𝑛
𝛿
𝑛
+
(𝑎 − 1)

2

𝑎 + 1
𝑦
2

𝑛

+ 𝑜 ((

𝑥
𝑛


+

𝑦
𝑛


+

𝛿
𝑛


)
3

) .

(24)

Then, we can consider

𝑦
𝑛
= ℎ (𝑥

𝑛
, 𝛿
𝑛
) = 𝑎
1
𝑥
2

𝑛
+ 𝑎
2
𝑥
𝑛
𝛿
𝑛
+ 𝑎
3
𝛿
2

𝑛
+ 𝑜 ((


𝑥
𝑛


+

𝛿
𝑛


)
3

) ,

(25)

which must satisfy

ℎ (−𝑥
𝑛
+ 𝑓 (𝑥

𝑛
, 𝑦
𝑛
, 𝛿
𝑛
) , 𝛿
𝑛+1
)

=
3𝑎 − 1

𝑎 + 1
ℎ (𝑥
𝑛
, 𝛿
𝑛
) + (𝑎 + 1) 𝑥

2

𝑛

− 2 (𝑎 + 1) 𝑥
𝑛
ℎ (𝑥
𝑛
, 𝛿
𝑛
)

−
2 (𝑎 − 1)

𝑎 + 1
ℎ (𝑥
𝑛
, 𝛿
𝑛
) 𝛿
𝑛

+
(𝑎 − 1)

2

𝑎 + 1
ℎ
2

(𝑥
𝑛
, 𝛿
𝑛
)

+ 𝑜 ((

𝑥
𝑛


+

𝑦
𝑛


+

𝛿
𝑛


)
3

) .

(26)
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By calculating, we can get that

𝑎
1
=
(𝑎 + 1)

2

2 (1 − 𝑎)
, 𝑎

2
= 0, 𝑎

3
= 0, (27)

and the system (19) is restricted to the center manifold, which
is given by

𝑓 : 𝑥
𝑛+1

= − 𝑥
𝑛
+
𝑎
3

+ 4𝑎
2

+ 3𝑎

𝑎 − 1
𝑥
2

𝑛
+ (𝑎 + 1) 𝑥

𝑛
𝛿
𝑛

+
1

4
(𝑎 + 1)

3

𝑥
4

𝑛
+ 𝑜 (


𝑥
𝑛



4

) .

(28)

Since

(
𝜕𝑓

𝜕𝛿

𝜕
2

𝑓

𝜕𝑥
2
+ 2

𝜕
2

𝑓

𝜕𝑥𝜕𝛿
)

(0,0)

= 2 (𝑎 + 1) ̸= 0,

(
1

2
(
𝜕
2

𝑓

𝜕𝑥
2
)

2

+
1

3

𝜕
3

𝑓

𝜕𝑥
3
)

(0,0)

= 2(
𝑎
3

+ 4𝑎
2

+ 3𝑎

𝑎 − 1
)

2

> 0,

(29)

system (4) undergoes a flip bifurcation at 𝐸
3
. The proof is

completed.

3. Turing Bifurcation

In this section, we discuss the Turing bifurcation. Turing’s
theory shows that diffusion could destabilize an otherwise
stable equilibrium of the reaction-diffusion system and lead
to nonuniform spatial patterns. This kind of instability is
usually calledTuring instability or diffusion-driven instability
[16].

3.1. One-Dimensional Case. We consider the following diffu-
sion system:

𝑢
𝑡+1

𝑖
= 𝑢
𝑡

𝑖
(𝑟 + 1 − 𝑢

𝑡

𝑖
− 𝑎V𝑡
𝑖
) + 𝑑
1
∇
2

𝑢
𝑡

𝑖
,

V𝑡+1
𝑖

= V𝑡
𝑖
exp (𝑟 − 𝑎𝑢𝑡

𝑖
− V𝑡
𝑖
) + 𝑑
2
∇
2V𝑡
𝑖
,

(30)

with the periodic boundary conditions

𝑢
𝑡

0
= 𝑢
𝑡

𝑚
, 𝑢

𝑡

1
= 𝑢
𝑡

𝑚+1
,

V𝑡
0
= V𝑡
𝑚
, V𝑡

1
= V𝑡
𝑚+1

,

(31)

for 𝑖 ∈ {1, 2, . . . , 𝑚} = [1,𝑚] and 𝑡 ∈ 𝑍+, where𝑚 is a positive
integer,

∇
2

𝑢
𝑡

𝑖
= 𝑢
𝑡

𝑖+1
− 2𝑢
𝑡

𝑖
+ 𝑢
𝑡

𝑖−1
,

∇
2V𝑡
𝑖
= V𝑡
𝑖+1

− 2V𝑡
𝑖
+ V𝑡
𝑖−1
.

(32)

In order to study Turing instability of (30) and (31), we
firstly consider eigenvalues of the following equation:

∇
2

𝑋
𝑖

+ 𝜆𝑋
𝑖

= 0 (33)

with the periodic boundary conditions

𝑋
0

= 𝑋
𝑚

, 𝑋
1

= 𝑋
𝑚+1

. (34)

By calculating, the eigenvalue problem (33)-(34) has the
eigenvalues

𝜆
𝑠
= 4sin2 (𝑠 − 1) 𝜋

𝑚
for 𝑠 ∈ [1,𝑚] . (35)

We linearise at the steady state, to get

𝑤
𝑡+1

𝑖
= 𝐽𝑤
𝑡

𝑖
+ 𝐷∇
2

𝑤
𝑡

𝑖
, 𝐷 = (

𝑑
1
0

0 𝑑
2

) (36)

with the periodic boundary conditions

𝑤
𝑡

0
= 𝑤
𝑡

𝑚
, 𝑤

𝑡

1
= 𝑤
𝑡

𝑚+1
, (37)

where

𝑤
𝑡

𝑖
= (

𝑢
𝑡

𝑖
− 𝑢
∗

V𝑡
𝑖
− V∗

) = (

𝑥
𝑡

𝑖

𝑦
𝑡

𝑖

) . (38)

Then, respectively, taking the inner product of (36) with
the corresponding eigenfunction 𝑋𝑖

𝑠
of the eigenvalue 𝜆

𝑠
, we

see that
𝑚

∑

𝑖=1

𝑋
𝑖

𝑠
𝑥
𝑡+1

𝑖
= 𝑓
𝑢

𝑚

∑

𝑖=1

𝑋
𝑖

𝑠
𝑥
𝑡

𝑖
+ 𝑓V

𝑚

∑

𝑖=1

𝑋
𝑖

𝑠
𝑦
𝑡

𝑖
+ 𝑑
1

𝑚

∑

𝑖=1

𝑋
𝑖

𝑠
∇
2

𝑥
𝑡

𝑖
,

𝑚

∑

𝑖=1

𝑋
𝑖

𝑠
𝑦
𝑡+1

𝑖
= 𝑔
𝑢

𝑚

∑

𝑖=1

𝑋
𝑖

𝑠
𝑥
𝑡

𝑖
+ 𝑔V

𝑚

∑

𝑖=1

𝑋
𝑖

𝑠
𝑦
𝑡

𝑖
+ 𝑑
2

𝑚

∑

𝑖=1

𝑋
𝑖

𝑠
∇
2

𝑦
𝑡

𝑖
.

(39)

Let 𝑈𝑡 = ∑𝑚
𝑖=1
𝑋
𝑖

𝑠
𝑥
𝑡

𝑖
and 𝑉𝑡 = ∑𝑚

𝑖=1
𝑋
𝑖

𝑠
𝑦
𝑡

𝑖
and use the periodic

boundary conditions (34) and (37); then we have

𝑈
𝑡+1

= 𝑓
𝑢
𝑈
𝑡

+ 𝑓V𝑉
𝑡

− 𝑑
1
𝜆
𝑠
𝑈
𝑡

,

𝑉
𝑡+1

= 𝑔
𝑢
𝑈
𝑡

+ 𝑔V𝑉
𝑡

− 𝑑
2
𝜆
𝑠
𝑉
𝑡

(40)

or

𝑈
𝑡+1

= (𝑓
𝑢
− 𝑑
1
𝜆
𝑠
) 𝑈
𝑡

+ 𝑓V𝑉
𝑡

,

𝑉
𝑡+1

= 𝑔
𝑢
𝑈
𝑡

+ (𝑔V − 𝑑2𝜆𝑠) 𝑉
𝑡

.

(41)

Thus, the following fact can be obtained.

Proposition 2. If (𝑢𝑡
𝑖
, V𝑡
𝑖
) is a solution of the problem of (30)

and (31), then

(𝑈
𝑡

=

𝑚

∑

𝑖=1

𝑋
𝑖

𝑠
𝑥
𝑡

𝑖
, 𝑉
𝑡

=

𝑚

∑

𝑖=1

𝑋
𝑖

𝑠
𝑦
𝑡

𝑖
) (42)

is a solution of (41), where 𝜆
𝑠
is some eigenvalue of (33)-(34)

and𝑋𝑖
𝑠
is the corresponding eigenfunction. For some eigenvalue

𝜆
𝑠
of (33)-(34), if (𝑈𝑡, 𝑉𝑡) is a solution of the system (41), then

(𝑢
𝑡

𝑖
= 𝑈
𝑡

𝑋
𝑖

𝑠
, V𝑡
𝑖
= 𝑉
𝑡

𝑋
𝑖

𝑠
) (43)

is a solution of (30)with the periodic boundary conditions (31).
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Proposition 3. If there exist positive numbers 𝑑
1
, 𝑑
2
and the

eigenvalue 𝜆
𝑠
of the problem (33)-(34) such that one of the

conditions

ℎ (𝜆
𝑠
) < (𝜆

𝑠
(𝑑
1
+ 𝑑
2
) − (𝑓

𝑢
∗ + 𝑔V∗)) − 1,

ℎ (𝜆
𝑠
) < − (𝜆

𝑠
(𝑑
1
+ 𝑑
2
) − (𝑓

𝑢
∗ + 𝑔V∗)) − 1

(44)

or

ℎ (𝜆
𝑠
) > 1 (45)

holds, then the problem (30) and (31) at the fixed point (𝑢∗, V∗)
is unstable, where

ℎ (𝜆
𝑠
) = 𝑑
1
𝑑
2
𝜆
2

𝑠
− (𝑑
1
𝑔V∗ + 𝑑2𝑓𝑢∗) 𝜆𝑠 + (𝑓𝑢∗𝑔V∗ − 𝑓V∗𝑔𝑢∗) .

(46)

For the system (5), we have the following results about
instability of the positive equilibrium of system.

Theorem 4. 0 < 𝑟 < 2, 0 < 𝑎 < 1 and Proposition 3 mean or
show that the problem (30) and (31) is diffusion-driven unstable
or Turing unstable.

3.2. Two-Dimensional Case. In this subsection, we will pay
our attention to the Turing instability analysis for the follow-
ing two-dimensional system:

𝑢
𝑡+1

𝑖𝑗
= 𝑢
𝑡

𝑖𝑗
(𝑟 + 1 − 𝑢

𝑡

𝑖𝑗
− 𝑎V𝑡
𝑖𝑗
) + 𝑑
1
∇
2

𝑢
𝑡

𝑖𝑗
,

V𝑡+1
𝑖𝑗

= V𝑡
𝑖𝑗
exp (𝑟 − 𝑎𝑢𝑡

𝑖𝑗
− V𝑡
𝑖𝑗
) + 𝑑
2
∇
2V𝑡
𝑖𝑗
,

(47)

with the periodic boundary conditions

𝑢
𝑡

𝑖,0
= 𝑢
𝑡

𝑖,𝑚
, 𝑢

𝑡

𝑖,1
= 𝑢
𝑡

𝑖,𝑚+1
,

𝑢
𝑡

0,𝑗
= 𝑢
𝑡

𝑚,𝑗
, 𝑢

𝑡

1,𝑗
= 𝑢
𝑡

𝑚+1,𝑗
,

V𝑡
𝑖,0
= V𝑡
𝑖,𝑚
, V𝑡

𝑖,1
= V𝑡
𝑖,𝑚+1

,

V𝑡
0,𝑗
= V𝑡
𝑚,𝑗
, V𝑡

1,𝑗
= V𝑡
𝑚+1,𝑗

,

(48)

for 𝑖, 𝑗 ∈ {1, 2, . . . , 𝑚} = [1,𝑚] and 𝑡 ∈ 𝑍
+, where 𝑚 is a

positive integer,

∇
2

𝑢
𝑡

𝑖𝑗
= 𝑢
𝑡

𝑖+1,𝑗
+ 𝑢
𝑡

𝑖,𝑗+1
+ 𝑢
𝑡

𝑖−1,𝑗
+ 𝑢
𝑡

𝑖,𝑗−1
− 4𝑢
𝑡

𝑖𝑗
,

∇
2V𝑡
𝑖𝑗
= V𝑡
𝑖+1,𝑗

+ V𝑡
𝑖,𝑗+1

+ V𝑡
𝑖−1,𝑗

+ V𝑡
𝑖,𝑗−1

− 4V𝑡
𝑖𝑗
.

(49)

The following theoremwill show that the system (47) also
undergoes Turing instability. Since the analysis is very similar
to the one-dimensional case, the proof is omitted.

Theorem 5. If there exist positive numbers 𝑑
1
, 𝑑
2
and the

eigenvalue 𝑘2
𝑙𝑠
of the corresponding characteristic equation such

that one of the conditions

ℎ (𝑘
2

𝑙𝑠
) < (𝑘

2

𝑙𝑠
(𝑑
1
+ 𝑑
2
) − (𝑓

𝑢
∗ + 𝑔V∗)) − 1,

ℎ (𝑘
2

𝑙𝑠
) < − (𝑘

2

𝑙𝑠
(𝑑
1
+ 𝑑
2
) − (𝑓

𝑢
∗ + 𝑔V∗)) − 1

(50)
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Figure 1: Bifurcation diagram for 𝑟 − 𝑢
𝑡
with 𝑎 = 0.511.

or

ℎ (𝑘
2

𝑙𝑠
) > 1 (51)

holds and 0 < 𝑟 < 2, 0 < 𝑎 < 1 then the problem (47)-(48) at
the fixed point (𝑢∗, V∗) is diffusion-driven unstable or Turing
unstable, where

ℎ (𝑘
2

𝑙𝑠
) = 𝑑
1
𝑑
2
𝑘
4

𝑙𝑠
− (𝑑
1
𝑔V∗ + 𝑑2𝑓𝑢∗) 𝑘

2

𝑙𝑠
+ (𝑓
𝑢
∗𝑔V∗ − 𝑓V∗𝑔𝑢∗) ,

𝑘
2

𝑙𝑠
= 𝜆
𝑙,𝑠
= 4(sin2 ((𝑙 − 1) 𝜋

𝑚
) + sin2 ((𝑠 − 1) 𝜋

𝑚
))

𝑓𝑜𝑟 𝑙, 𝑠 ∈ [1,𝑚] .

(52)

4. Numerical Simulation

As is known to all, the bifurcation diagram provides a general
view of the evolution process of the dynamical behaviors
by plotting a state variable with the abscissa being one
parameter. As a parameter varies, the dynamics of the system
we concerned change through a local or global bifurcation
which leads to the change of stability at the same time.

Now, 𝑟 is considered as a parameter with the range 0.5–
3.5 for the system (4). Since the bifurcation diagrams of 𝑟−𝑢

𝑡

are similar to the bifurcation diagrams of 𝑟 − V
𝑡
, we will only

show the former which can be seen from Figure 1.
Next, we performed a series of simulations for the

reaction-diffusion systems, and, in each, the initial condi-
tion was always a small amplitude random perturbation
1% around the steady state. As a numerical example, we
consider the bifurcation of the two-dimensional system (47)-
(48). It is well known that Turing instability (bifurcation) is
diffusion-driven instability; thus the diffusion rate is vital to
the pattern formation. To investigate the effect of diffusion
coefficients on patterns, by keeping all the other parameters
of the system fixed (𝑎 = 0.55, 𝑟 = 0.71, and 𝑑

1
= 0.22),

we change a diffusion coefficient in the Turing instability
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Figure 2: Pattern selection with the increase of 𝑑
2
in the Turing instability region when 𝑎 = 0.55, 𝑟 = 0.71, and 𝑑

1
= 0.22. (a) 𝑑

2
= 0.195.

(b) 𝑑
2
= 0.20. (c) 𝑑

2
= 0.205. (d) 𝑑

2
= 0.21. (e) 𝑑

2
= 0.215. (f) 𝑑

2
= 0.217.

region (parameter space which satisfies Turing instability).
Figures 2(a)–2(f) exhibit in detail the different distribution
of patterns with varying values of 𝑑. If we let 𝑑

2
= 0.19,

a stable pattern of square shapes, namely, stationary wave,

is observed in Figure 2(a). With the increase of 𝑑
2
, some

tips appear, which attempt to form self-centered spiral waves
(Figure 2(b)).Then some tips vanish and some tend to evolve
to regular spiral waves, shown in Figure 2(c). Then, with the
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parameter evolution proceeding, the size of spiral waves rises,
but the density of them decreases (see Figure 2(d)). If 𝑑

2
is

further increased, we observe that, in parts of patterns, spiral
waves begin to break up. Hardly can spiral waves be seen,
disorder and chaotic structure are depicted in Figures 2(e)
and 2(f).

5. Discussion and Conclusion

In this paper, we have applied different discrete schemes to
convert the continuous Lotka-Volterra competition model
to a new discrete model and studied the dynamical charac-
teristic of the discrete model. Our theoretical analysis and
numerical simulations have demonstrated that the discrete
competition model undergoes flip bifurcation. Furthermore,
when the effects of spatial factors are considered, we discuss
the Turing instability conditions combining linearization
method and inner product technique. The impact of the dif-
fusion coefficients on patterns can also be observed visually,
and some interesting situations can be observed. Indeed, the
new discrete model can result in a rich set of patterns and we
expect that it is more effective in practice.
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