
Wireless Communications and Mobile Computing

Backscatter Communications for
Battery-Free IoT Networks

Lead Guest Editor: Yinghui Ye
Guest Editors: Shu Fu, Zheng Chu, and Liqin Shi

 



Backscatter Communications for Battery-Free
IoT Networks



Wireless Communications and Mobile Computing

Backscatter Communications for
Battery-Free IoT Networks

Lead Guest Editor: Yinghui Ye
Guest Editors: Shu Fu, Zheng Chu, and Liqin Shi



Copyright © 2023 Hindawi Limited. All rights reserved.

is is a special issue published in “Wireless Communications and Mobile Computing.” All articles are open access articles distributed
under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work is properly cited.



Chief Editor
Zhipeng Cai  , USA

Associate Editors
Ke Guan  , China
Jaime Lloret  , Spain
Maode Ma  , Singapore

Academic Editors
Muhammad Inam Abbasi, Malaysia
Ghufran Ahmed  , Pakistan
Hamza Mohammed Ridha Al-Khafaji  ,
Iraq
Abdullah Alamoodi  , Malaysia
Marica Amadeo, Italy
Sandhya Aneja, USA
Mohd Dilshad Ansari, India
Eva Antonino-Daviu  , Spain
Mehmet Emin Aydin, United Kingdom
Parameshachari B. D.  , India
Kalapraveen Bagadi  , India
Ashish Bagwari  , India
Dr. Abdul Basit  , Pakistan
Alessandro Bazzi  , Italy
Zdenek Becvar  , Czech Republic
Nabil Benamar  , Morocco
Olivier Berder, France
Petros S. Bithas, Greece
Dario Bruneo  , Italy
Jun Cai, Canada
Xuesong Cai, Denmark
Gerardo Canfora  , Italy
Rolando Carrasco, United Kingdom
Vicente Casares-Giner  , Spain
Brijesh Chaurasia, India
Lin Chen  , France
Xianfu Chen  , Finland
Hui Cheng  , United Kingdom
Hsin-Hung Cho, Taiwan
Ernestina Cianca  , Italy
Marta Cimitile  , Italy
Riccardo Colella  , Italy
Mario Collotta  , Italy
Massimo Condoluci  , Sweden
Antonino Crivello  , Italy
Antonio De Domenico  , France
Floriano De Rango  , Italy

Antonio De la Oliva  , Spain
Margot Deruyck, Belgium
Liang Dong  , USA
Praveen Kumar Donta, Austria
Zhuojun Duan, USA
Mohammed El-Hajjar  , United Kingdom
Oscar Esparza  , Spain
Maria Fazio  , Italy
Mauro Femminella  , Italy
Manuel Fernandez-Veiga  , Spain
Gianluigi Ferrari  , Italy
Luca Foschini  , Italy
Alexandros G. Fragkiadakis  , Greece
Ivan Ganchev  , Bulgaria
Óscar García, Spain
Manuel García Sánchez  , Spain
L. J. García Villalba  , Spain
Miguel Garcia-Pineda  , Spain
Piedad Garrido  , Spain
Michele Girolami, Italy
Mariusz Glabowski  , Poland
Carles Gomez  , Spain
Antonio Guerrieri  , Italy
Barbara Guidi  , Italy
Rami Hamdi, Qatar
Tao Han, USA
Sherief Hashima  , Egypt
Mahmoud Hassaballah  , Egypt
Yejun He  , China
Yixin He, China
Andrej Hrovat  , Slovenia
Chunqiang Hu  , China
Xuexian Hu  , China
Zhenghua Huang  , China
Xiaohong Jiang  , Japan
Vicente Julian  , Spain
Rajesh Kaluri  , India
Dimitrios Katsaros, Greece
Muhammad Asghar Khan, Pakistan
Rahim Khan  , Pakistan
Ahmed Khattab, Egypt
Hasan Ali Khattak, Pakistan
Mario Kolberg  , United Kingdom
Meet Kumari, India
Wen-Cheng Lai  , Taiwan

https://orcid.org/0000-0001-6017-975X
https://orcid.org/0000-0001-7229-7446
https://orcid.org/0000-0002-0862-0533
https://orcid.org/0000-0003-1438-7018
https://orcid.org/0000-0002-0077-9638
https://orcid.org/0000-0003-3620-581X
https://orcid.org/0000-0003-4393-5570
https://orcid.org/0000-0002-0163-4561
https://orcid.org/0000-0002-3997-5070
https://orcid.org/0000-0003-1082-1972
https://orcid.org/0000-0002-6232-2772
https://orcid.org/0000-0001-7361-8985
https://orcid.org/0000-0003-3500-1997
https://orcid.org/0000-0001-5155-8192
https://orcid.org/0000-0002-1804-6977
https://orcid.org/0000-0002-6080-9077
https://orcid.org/0000-0003-0049-1279
https://orcid.org/0000-0002-6947-8470
https://orcid.org/0000-0001-7943-3172
https://orcid.org/0000-0002-9453-4200
https://orcid.org/0000-0001-9315-9878
https://orcid.org/0000-0002-0337-8354
https://orcid.org/0000-0003-2403-8313
https://orcid.org/0000-0001-9764-5179
https://orcid.org/0000-0003-0207-9966
https://orcid.org/0000-0003-4996-6263
https://orcid.org/0000-0001-7238-2181
https://orcid.org/0000-0003-1229-4045
https://orcid.org/0000-0003-4901-6233
https://orcid.org/0000-0002-2510-6632
https://orcid.org/0000-0002-8585-1087
https://orcid.org/0000-0002-7987-1401
https://orcid.org/0000-0002-2593-0162
https://orcid.org/0000-0003-3574-1848
https://orcid.org/0000-0002-6695-5956
https://orcid.org/0000-0002-5088-0881
https://orcid.org/0000-0001-6688-0934
https://orcid.org/0000-0001-9062-3647
https://orcid.org/0000-0003-2657-9164
https://orcid.org/0000-0003-0535-7087
https://orcid.org/0000-0003-1881-681X
https://orcid.org/0000-0001-7573-6272
https://orcid.org/0000-0003-2590-6370
https://orcid.org/0000-0002-1750-7225
https://orcid.org/0000-0003-2451-2708
https://orcid.org/0000-0002-4186-8418
https://orcid.org/0000-0003-1469-9484
https://orcid.org/0000-0002-0151-6469
https://orcid.org/0000-0002-4443-7066
https://orcid.org/0000-0001-5655-8511
https://orcid.org/0000-0002-8564-5355
https://orcid.org/0000-0001-5220-875X
https://orcid.org/0000-0001-5825-2241
https://orcid.org/0000-0001-9778-9463
https://orcid.org/0000-0002-3128-2405
https://orcid.org/0000-0001-9739-1930
https://orcid.org/0000-0002-2743-6037
https://orcid.org/0000-0003-2073-9833
https://orcid.org/0000-0003-1631-6483
https://orcid.org/0000-0002-0930-2385
https://orcid.org/0000-0002-8778-9336


Jose M. Lanza-Gutierrez, Spain
Pavlos I. Lazaridis  , United Kingdom
Kim-Hung Le  , Vietnam
Tuan Anh Le  , United Kingdom
Xianfu Lei, China
Jianfeng Li  , China
Xiangxue Li  , China
Yaguang Lin  , China
Zhi Lin  , China
Liu Liu  , China
Mingqian Liu  , China
Zhi Liu, Japan
Miguel López-Benítez  , United Kingdom
Chuanwen Luo  , China
Lu Lv, China
Basem M. ElHalawany  , Egypt
Imadeldin Mahgoub  , USA
Rajesh Manoharan  , India
Davide Mattera  , Italy
Michael McGuire  , Canada
Weizhi Meng  , Denmark
Klaus Moessner  , United Kingdom
Simone Morosi  , Italy
Amrit Mukherjee, Czech Republic
Shahid Mumtaz  , Portugal
Giovanni Nardini  , Italy
Tuan M. Nguyen  , Vietnam
Petros Nicopolitidis  , Greece
Rajendran Parthiban  , Malaysia
Giovanni Pau  , Italy
Matteo Petracca  , Italy
Marco Picone  , Italy
Daniele Pinchera  , Italy
Giuseppe Piro  , Italy
Javier Prieto  , Spain
Umair Rafique, Finland
Maheswar Rajagopal  , India
Sujan Rajbhandari  , United Kingdom
Rajib Rana, Australia
Luca Reggiani  , Italy
Daniel G. Reina  , Spain
Bo Rong  , Canada
Mangal Sain  , Republic of Korea
Praneet Saurabh  , India

Hans Schotten, Germany
Patrick Seeling  , USA
Muhammad Shafiq  , China
Zaffar Ahmed Shaikh  , Pakistan
Vishal Sharma  , United Kingdom
Kaize Shi  , Australia
Chakchai So-In, ailand
Enrique Stevens-Navarro  , Mexico
Sangeetha Subbaraj  , India
Tien-Wen Sung, Taiwan
Suhua Tang  , Japan
Pan Tang   , China
Pierre-Martin Tardif  , Canada
Sreenath Reddy ummaluru, India
Tran Trung Duy  , Vietnam
Fan-Hsun Tseng, Taiwan
S Velliangiri  , India
Quoc-Tuan Vien  , United Kingdom
Enrico M. Vitucci  , Italy
Shaohua Wan  , China
Dawei Wang, China
Huaqun Wang  , China
Pengfei Wang  , China
Dapeng Wu  , China
Huaming Wu  , China
Ding Xu  , China
YAN YAO  , China
Jie Yang, USA
Long Yang  , China
Qiang Ye  , Canada
Changyan Yi  , China
Ya-Ju Yu  , Taiwan
Marat V. Yuldashev  , Finland
Sherali Zeadally, USA
Hong-Hai Zhang, USA
Jiliang Zhang, China
Lei Zhang, Spain
Wence Zhang  , China
Yushu Zhang, China
Kechen Zheng, China
Fuhui Zhou  , USA
Meiling Zhu, United Kingdom
Zhengyu Zhu  , China

https://orcid.org/0000-0001-5091-2567
https://orcid.org/0000-0002-2781-8043
https://orcid.org/0000-0003-0612-3717
https://orcid.org/0000-0003-4055-7017
https://orcid.org/0000-0002-1779-6178
https://orcid.org/0000-0002-6469-4609
https://orcid.org/0000-0003-0011-7383
https://orcid.org/0000-0002-2044-3795
https://orcid.org/0000-0001-9872-9710
https://orcid.org/0000-0003-0526-6687
https://orcid.org/0000-0003-1363-0581
https://orcid.org/0000-0002-5900-6541
https://orcid.org/0000-0002-4461-7307
https://orcid.org/0000-0003-0003-473X
https://orcid.org/0000-0001-6179-0155
https://orcid.org/0000-0002-0751-515X
https://orcid.org/0000-0003-4384-5786
https://orcid.org/0000-0002-0629-7998
https://orcid.org/0000-0002-0145-8406
https://orcid.org/0000-0001-6364-6149
https://orcid.org/0000-0001-9796-6378
https://orcid.org/0000-0002-7034-5544
https://orcid.org/0000-0002-5059-3145
https://orcid.org/0000-0003-0983-9796
https://orcid.org/0000-0002-5798-398X
https://orcid.org/0000-0002-0893-7493
https://orcid.org/0000-0001-8902-6909
https://orcid.org/0000-0002-6615-6425
https://orcid.org/0000-0003-3783-5565
https://orcid.org/0000-0001-8175-2201
https://orcid.org/0000-0001-7977-4751
https://orcid.org/0000-0001-8742-118X
https://orcid.org/0000-0003-0417-9266
https://orcid.org/0000-0002-2481-5058
https://orcid.org/0000-0003-3529-6510
https://orcid.org/0000-0001-7298-7930
https://orcid.org/0000-0002-3782-4279
https://orcid.org/0000-0003-2770-0675
https://orcid.org/0000-0001-9929-3744
https://orcid.org/0000-0003-0323-2061
https://orcid.org/0000-0001-7470-6506
https://orcid.org/0000-0003-3561-3627
https://orcid.org/0000-0001-7274-2677
https://orcid.org/0000-0001-8335-9761
https://orcid.org/0000-0002-5784-8411
https://orcid.org/0000-0003-0432-7361
https://orcid.org/0000-0002-7413-6897
https://orcid.org/0000-0002-3947-2174
https://orcid.org/0000-0001-9273-8181
https://orcid.org/0000-0001-5490-904X
https://orcid.org/0000-0003-4582-0953
https://orcid.org/0000-0001-7013-9081
https://orcid.org/0000-0001-7254-6465
https://orcid.org/0000-0002-0906-4217
https://orcid.org/0000-0003-2105-9418
https://orcid.org/0000-0002-4761-9973
https://orcid.org/0000-0002-3759-4805
https://orcid.org/0000-0002-0115-7996
https://orcid.org/0000-0002-9363-2044
https://orcid.org/0000-0001-6711-7818
https://orcid.org/0000-0002-3467-0710
https://orcid.org/0000-0003-1639-3403
https://orcid.org/0000-0002-4922-4043
https://orcid.org/0000-0002-0160-7803
https://orcid.org/0000-0001-6880-6244
https://orcid.org/0000-0001-6562-8243


Contents

Retracted: A Lightweight Face Verification Based on Adaptive Cascade Network and Triplet Loss
Function
Wireless Communications and Mobile Computing
Retraction (1 page), Article ID 9898456, Volume 2023 (2023)

Retracted: Research on Multimodal Image Fusion Target Detection Algorithm Based on Generative
Adversarial Network
Wireless Communications and Mobile Computing
Retraction (1 page), Article ID 9830151, Volume 2023 (2023)

Retracted: Deep Learning and Collaborative Filtering-Based Methods for Students’ Performance
Prediction and Course Recommendation
Wireless Communications and Mobile Computing
Retraction (1 page), Article ID 9806161, Volume 2023 (2023)

An Effective and Robust Method for Unauthorized Reader Detection Based on Tag’s Energy
Ziwen Cao  , Jinxing Xie  , Siye Wang  , Yanfang Zhang  , Yue Cui  , Shang Jiang  , and Biao Jin
Research Article (13 pages), Article ID 6718689, Volume 2022 (2022)

Energy-Efficient Resource Allocation in Cognitive Wireless-Powered Hybrid Active-Passive
Communications
Jianjun Luo  , Ming Li  , and Xin Ning 

Research Article (9 pages), Article ID 8063190, Volume 2022 (2022)

Real-Time Monitoring of College Sports Dance Competition Scenes Using Deep Learning Algorithms
Fei Yang, GeMuZi Wu, and HongGang Shan 

Research Article (7 pages), Article ID 1723740, Volume 2022 (2022)

RF-Gait: Gait-Based Person Identification with COTS RFID
Shang Jiang  , Jianguo Jiang, Siye Wang  , Yanfang Zhang, Yue Feng, Ziwen Cao, and Yi Liu
Research Article (14 pages), Article ID 3638436, Volume 2022 (2022)

Research and Application of Key Technologies of Ocean Virtual Scene Display Based on Digital Image
Xiaonan Ren  , Jie Ning  , and Joung Hyung Cho 

Research Article (9 pages), Article ID 3306661, Volume 2022 (2022)

Energy-Efficient Resource Allocation for Backscatter-Assisted Wireless Powered Communication
Networks in Twin Workshop
Yujian Li   and Xinxing Zhang 

Research Article (10 pages), Article ID 6144741, Volume 2022 (2022)

Analysis of Supply Chain Optimization Method and Management Intelligent Decision under Green
Economy
Minyi Li   and Yi Zhou
Research Article (9 pages), Article ID 4502430, Volume 2022 (2022)

https://orcid.org/0000-0001-6101-958X
https://orcid.org/0000-0002-0878-3826
https://orcid.org/0000-0001-7645-1949
https://orcid.org/0000-0003-0119-7741
https://orcid.org/0000-0002-5939-8717
https://orcid.org/0000-0002-5866-6900
https://orcid.org/0000-0003-1480-2074
https://orcid.org/0000-0003-1001-4177
https://orcid.org/0000-0003-3663-3996
https://orcid.org/0000-0001-7442-172X
https://orcid.org/0000-0002-5866-6900
https://orcid.org/0000-0001-7645-1949
https://orcid.org/0000-0002-2118-3577
https://orcid.org/0000-0003-3805-3645
https://orcid.org/0000-0001-5945-7740
https://orcid.org/0000-0003-0032-1309
https://orcid.org/0000-0001-6897-1282
https://orcid.org/0000-0003-0452-0030


Energy Efficiency Maximization in the Wireless-Powered Backscatter Communication Networks with DF
Relaying
Chuangming Zheng  , Wengang Zhou, and Xinxin Lu
Research Article (12 pages), Article ID 2806423, Volume 2022 (2022)

Physical Layer Security of Two-Way Ambient Backscatter Communication Systems
Hao Wang  , Junjie Jiang  , Gaojian Huang  , Wenbin Wang  , Dan Deng  , Basem M. Elhalawany  ,
and Xingwang Li 

Research Article (10 pages), Article ID 5445676, Volume 2022 (2022)

Computation Offloading in Multi-UAV-Enhanced Mobile Edge Networks: A Deep Reinforcement
Learning Approach
Bin Li  , Shiming Yu, Jian Su  , Jianghong Ou, and Dahua Fan
Research Article (11 pages), Article ID 6216372, Volume 2022 (2022)

A Robust Image Segmentation Framework Based on Nonlocal Total Variation Spectral Transform
Jianwei Zhang  , Yue Shen  , Zhaohui Zheng  , and Le Sun 

Research Article (20 pages), Article ID 1442745, Volume 2022 (2022)

6roughput Fairness for Wireless Powered Cognitive Hybrid Active-Passive Communications
Shuang Fu  , Chenyang Ding  , and Peng Jiang 

Research Article (11 pages), Article ID 4392132, Volume 2022 (2022)

Multiple Prime Expansion Channel Hopping for Blind Rendezvous in a Wireless Sensor Network
Zhou Zhixin  , Yanjun Deng  , Zhang Xiaohong  , Zhang Xianfei  , Hu Liqin  , and Zhao Zhidong 

Research Article (9 pages), Article ID 7061573, Volume 2022 (2022)

Sum-6roughput Maximization in Backscatter Communication-Based Cognitive Networks
Qian Li 

Research Article (11 pages), Article ID 7768588, Volume 2022 (2022)

Influence of Sublevel Unloading Excavation with Deep Consideration of the Superposition Effect on
Deformation of an Existing Tunnel under an Intelligent Geotechnical Concept
Xiangling Tao  , Pinzhi Luan  , Jinrong Ma  , and Weihua Song 

Research Article (10 pages), Article ID 1400114, Volume 2022 (2022)

[Retracted] Research on Multimodal Image Fusion Target Detection Algorithm Based on Generative
Adversarial Network
Zhaoli Wu  , Xuehan Wu, Yuancai Zhu, Jingxuan Zhai, Haibo Yang, Zhiwei Yang, Chao Wang, and Jilong
Sun
Research Article (10 pages), Article ID 1740909, Volume 2022 (2022)

https://orcid.org/0000-0002-1843-542X
https://orcid.org/0000-0002-2875-9006
https://orcid.org/0000-0002-0652-6893
https://orcid.org/0000-0002-0450-990X
https://orcid.org/0000-0002-0472-7691
https://orcid.org/0000-0001-7760-5663
https://orcid.org/0000-0002-5900-6541
https://orcid.org/0000-0002-6351-9059
https://orcid.org/0000-0002-0827-7018
https://orcid.org/0000-0003-0634-4843
https://orcid.org/0000-0002-1179-5414
https://orcid.org/0000-0001-8790-8027
https://orcid.org/0000-0003-4807-0406
https://orcid.org/0000-0001-6465-8678
https://orcid.org/0000-0002-8804-4440
https://orcid.org/0000-0002-8791-4280
https://orcid.org/0000-0003-1353-1604
https://orcid.org/0000-0002-2481-0097
https://orcid.org/0000-0001-7715-3505
https://orcid.org/0000-0001-9357-2232
https://orcid.org/0000-0002-8872-4200
https://orcid.org/0000-0002-6127-6743
https://orcid.org/0000-0001-6659-3732
https://orcid.org/0000-0001-6911-3175
https://orcid.org/0000-0001-8112-4432
https://orcid.org/0000-0002-9279-1203
https://orcid.org/0000-0002-1932-3411
https://orcid.org/0000-0001-8413-5460
https://orcid.org/0000-0002-2907-4703


Contents

[Retracted] A Lightweight Face Verification Based on Adaptive Cascade Network and Triplet Loss
Function
Jianhong Lin, Chaoyang Ye, Weinan Liu, Siqi Ren  , Ye Wang, Wenrui Ma, Bin Xu, and Yifan Ding
Research Article (10 pages), Article ID 3017149, Volume 2022 (2022)

Fusion Deep Learning and Machine Learning for Heterogeneous Military Entity Recognition
Hui Li  , Lin Yu  , Jie Zhang  , and Ming Lyu 

Research Article (11 pages), Article ID 1103022, Volume 2022 (2022)

Research on RFID Anticollision Algorithms in Industrial Internet of 6ings
Haizhong Qian 

Research Article (10 pages), Article ID 6883591, Volume 2021 (2021)

Research on News Text Classification Based on Deep Learning Convolutional Neural Network
Yunlong Zhu 

Research Article (6 pages), Article ID 1508150, Volume 2021 (2021)

[Retracted] Deep Learning and Collaborative Filtering-Based Methods for Students’ Performance
Prediction and Course Recommendation
Jinyang Liu  , Chuantao Yin  , Yuhang Li  , Honglu Sun  , and Hong Zhou 

Research Article (13 pages), Article ID 2157343, Volume 2021 (2021)

Research on News Recommendation System Based on Deep Network and Personalized Needs
Weijia Zhang   and Feng Ling
Research Article (7 pages), Article ID 7072849, Volume 2021 (2021)

https://orcid.org/0000-0001-7418-4488
https://orcid.org/0000-0002-6048-1083
https://orcid.org/0000-0003-1935-6237
https://orcid.org/0000-0001-7977-1059
https://orcid.org/0000-0002-4324-1627
https://orcid.org/0000-0002-8125-7750
https://orcid.org/0000-0001-8674-3566
https://orcid.org/0000-0002-0345-0205
https://orcid.org/0000-0002-0742-0804
https://orcid.org/0000-0002-3273-5218
https://orcid.org/0000-0002-8265-0984
https://orcid.org/0000-0002-6105-6855
https://orcid.org/0000-0001-9615-751X


Retraction
Retracted: A Lightweight Face Verification Based on Adaptive
Cascade Network and Triplet Loss Function

Wireless Communications and Mobile Computing

Received 17 October 2023; Accepted 17 October 2023; Published 18 October 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] J. Lin, C. Ye, W. Liu et al., “A Lightweight Face Verification Based
on Adaptive Cascade Network and Triplet Loss Function,”
Wireless Communications and Mobile Computing, vol. 2022,
Article ID 3017149, 10 pages, 2022.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9898456, 1 page
https://doi.org/10.1155/2023/9898456

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9898456


Retraction
Retracted: Research on Multimodal Image Fusion Target
Detection Algorithm Based on Generative Adversarial Network

Wireless Communications and Mobile Computing

Received 17 October 2023; Accepted 17 October 2023; Published 18 October 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] Z. Wu, X. Wu, Y. Zhu et al., “Research on Multimodal Image
Fusion Target Detection Algorithm Based on Generative
Adversarial Network,” Wireless Communications and Mobile
Computing, vol. 2022, Article ID 1740909, 10 pages, 2022.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9830151, 1 page
https://doi.org/10.1155/2023/9830151

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9830151


Retraction
Retracted: Deep Learning and Collaborative Filtering-Based
Methods for Students’ Performance Prediction and
Course Recommendation

Wireless Communications and Mobile Computing

Received 26 September 2023; Accepted 26 September 2023; Published 27 September 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] J. Liu, C. Yin, Y. Li, H. Sun, and H. Zhou, “Deep Learning and
Collaborative Filtering-Based Methods for Students’ Performance
Prediction and Course Recommendation,”Wireless Communica-
tions and Mobile Computing, vol. 2021, Article ID 2157343,
13 pages, 2021.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9806161, 1 page
https://doi.org/10.1155/2023/9806161

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9806161


Research Article
An Effective and Robust Method for Unauthorized Reader
Detection Based on Tag’s Energy

Ziwen Cao ,1,2 Jinxing Xie ,1,2 Siye Wang ,1,2 Yanfang Zhang ,1 Yue Cui ,1,2

Shang Jiang ,1,2 and Biao Jin3

1Institute of Information Engineering, Chinese Academy of Sciences, China
2School of Cyber Security, University of Chinese Academy of Sciences, China
3National Security Science and Technology Evaluation Centre, Beijing, China

Correspondence should be addressed to Siye Wang; wangsiye@iie.ac.cn

Received 23 January 2022; Revised 15 July 2022; Accepted 27 August 2022; Published 7 October 2022

Academic Editor: Yinghui Ye

Copyright © 2022 Ziwen Cao et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the rapid development of the Internet of Things, ultra-high frequency (UHF) passive radio frequency identification (RFID)
technology plays a vital role in various fields. UHF RFID faces unauthorized access attacks due to its long identification distance.
Unauthorized readers can hide within a certain distance and use standard commands to read or modify tags. However, existing
methods require additional equipment or are susceptible to environmental influences. In this paper, we make a novel attempt to
counterattack unauthorized access. We propose a new method for Unauthorized Reader Detection based on Tag’s Energy, called
URDTE, to detect unauthorized readers by observing the energy of the tag. The competitive advantage of URDTE is that it is fully
compatible with the RFID standard EPCglobal Gen 2, which makes it more applicable and scalable in practice. Besides, it takes the
electrical energy stored in a tag’s resistor-capacitor (RC) circuit as the detection principle, which is robust to environmental
changes such as tag position, communication distance, and transmit power. We implement URDTE using commercial off-the-
shelf (COTS) RFID devices without requiring firmware or hardware modifications. Extensive experiments show that URDTE
can detect unauthorized readers with an accuracy of up to 99%.

1. Introduction

Radio frequency identification (RFID) is a noncontact auto-
matic identification technology widely used in commercial
automation, industrial automation, transportation, and
many other fields, such as intelligent traffic control systems,
access control systems, and warehouse management [1].
This technology uses the backscattering characteristics of
radio frequency signals to achieve automatic identification
[2] and mainly relies on two devices: tags (which can emit
radio signals encoding identifying information) and readers
(which detect the signals emitted by tags). RFID technology
realizes item identification, inventory, and positioning by
sticking tags on different items and placing the reader in
the appropriate position. RFID tags are divided into active
tags and passive tags. Active tags are expensive and only
used in a few scenarios. Passive tags are widely used in all

walks of life because they do not need a built-in power sup-
ply and have the advantages of low price, small volume, and
long service life.

Due to the simple internal structure of the passive elec-
tronic tag chip and the weak computing power, the security
protection ability of the RFID tag is poor. Many intrusion
attacks against RFID systems are conducted against RFID
tags. The most common attack is the unauthorized reading
attack. The root cause of this problem is that there is no stip-
ulation for tag-reader authentication in the existing RFID
communication specification (i.e., EPCglobal Class 1 Gener-
ation 2 protocol [3, 4], referred to as EPCglobal Gen 2 in the
following). In other words, RFID tags do not have the ability
to authenticate the reader’s identity, causing the tag to
respond to any reader that accesses itself, which will lead
to the following two risks. On the one hand, RFID tags send
data in clear text. When a malicious reader compatible with
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this protocol get close to the tag, the plaintext information of
the tag can be obtained, resulting in the risk of privacy leak-
age. On the other hand, attackers use malicious readers to
impersonate legal RFID readers and create tags with the
same tag code, resulting in the risk of data tampering. As
an example, the commercial spy may use the high-power
reader to read the commercial rival warehouse’s RFID tags
to understand the rival situation and its business decision [5].

Meanwhile, security experts put forward protection mea-
sures to prevent unauthorized reading attacks, including
data encryption, security protocol design, and RFID air
interface intrusion detection. The data encryption method
encrypts the communication data between the RFID tags
and the readers so that the malicious RFID readers cannot
parse the data. However, this requires a higher power excita-
tion signal to drive the tag circuit, which dramatically
shortens the reading distance of the tag and limits the usage
scenarios [6]. Regarding RFID security protocols, scholars
have proposed a series of improved security protocols for
the security loopholes of existing protocols [7, 8], but these
protocols are not universal. In the research of RFID air inter-
face intrusion detection, Razm and Alavi [9] proposed a
watchdog reader method to find the abnormal data when
the system is working. However, the cost of this method is
high due to the need to add additional RFID readers. Ding
et al. [10] utilized USRP devices to monitor electromagnetic
signals and proposed a fingerprint matching method to
detect unauthorized readers. However, this method is not
compatible with COTS RFID devices and lacks practicality.
In addition, the electromagnetic fingerprint will change con-
tinuously with the changes in the environment, resulting in a
decrease in detection accuracy.

To solve the unauthorized reading problem, we propose
an unauthorized reader detection method based on the tag’s
power. The core idea is to observe the internal energy of the
tag. Passive electronic tags use the electromagnetic signal
emitted by the reader antenna to couple with its own
antenna to generate electricity. Electrical energy is stored
in the tag’s internal capacitors to power the tag’s internal
volatile storage [11]. The energy stored in its internal capac-
itor lasts for a short period after the tag is accessed. There-
fore, when it is detected that the internal circuit of the tag
is abnormally charged, it means that the tag has been read
without authorization. We designed URDTE (Unauthorized
Reader Detection based on Tag’s Energy) to detect unautho-
rized readers based on EPCglobal Gen 2, combined with the
scenario of unauthorized reader detection. The specific
approach is first to collect the tag’s persistence time. Then,
we construct models to calculate the persistence time and
estimate the best model parameters. Finally, we carry on
the real-time unauthorized reader detection. The final exper-
imental results show that URDTE can detect unauthorized
reading with a high accuracy rate. The main contributions
are as follows:

(1) We explore a new method for malicious reader
detection based on the tag’s energy, called URDTE.
The competitive advantage of URDTE is that it is

fully compatible with the RFID standard, which
makes it more applicable and scalable in practical
applications. Besides, it is based on the power of
the tag and is robust to various environmental
conditions

(2) We propose a new metric called persistence time to
detect malicious readers indirectly. Furthermore,
we measure the persistence time by flipping and
observing the flag in the tag’s volatile memory

(3) We implemented a URDTE prototyping system
based on the EPCglobal Gen 2 standard. Extensive
experiments show that our method has high detec-
tion accuracy on average of 99%

The main structure of this paper is organized as follows:
Section 2 describes the related work. Section 3 presents some
background knowledge necessary to understand the meth-
odology of this paper, including the EPCglobal Gen 2 proto-
col, persistence time, and the reading behavior model for
unauthorized readers. Section 4 presents the basic principles
and the overview of URDTE. Section 5 describes the design
of URDTE in detail. Section 6 evaluates the effectiveness of
URDTE. Finally, Section 7 concludes the paper.

2. Related Work

Through extensive research, we found that the unauthorized
reading problem is mainly solved from two perspectives:
defense and detection.

There are two main categories of defensive methods. The
first category is to increase the access control protocols to the
tag. The reader can only read the tag if it is authenticated by
the tag. Burmester and Munilla, Qian et al., and Fan et al.
[12–14] propose a lightweight RFID authentication protocol
providing powerful authentication capabilities for authenti-
cation between tags and readers. Ma and Saxena [15] pro-
pose an authentication method based on scene context,
where tags only allow access if they have sensed a specific
scenario to defend against unauthorized reading. However,
whether it is the authentication between the tag and the
reader or the authentication with the environmental context,
all the methods need to modify the RFID communication
protocol or tag construction, which is very difficult for the
already large-scale commercial used passive RFID system.
Another defense category is to interfere with or intercept
the unauthorized reading at the physical layer. Juels et al.
[16] proposed a “blocker tag” concept. This “blocker tag”
can be a kind of advanced tag or special radio frequency
equipment. Such equipment will simulate the behavior of
the real tag to interfere with the tag responding to the reader.
Although this method can prevent unauthorized readers
from accessing the real tag, the “blocker tag” also prevents
legal readers from reading the tag and even turn into a
DoS attack on the RFID system.

The approach from the detection perspective is to warn
when unauthorized reading occurs. There are two main cat-
egories of this method. The first type of detection is based on
physical layer signal characteristics. Ding et al. and Zhang
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et al. [10, 17] utilize USRP devices to monitor electromag-
netic signals in the physical space continuously and uses
physical layer signal characteristics to detect the presence
of unauthorized readings. The second category is the use of
application layer data for detection. Sun et al. [18] use the
changes in throughput to determine whether there is an
unauthorized reading. However, the detection based on
physical layer signal characteristics requires additional
USRP devices, which leads to system costs increasing. In
addition, the use of application layer data for detection is
susceptible to interference from various factors, including
the environment, which results in poor stability.

In contrast, our method follows the EPCglobal Gen 2
standard and does not require modification of the RFID
communication protocol or additional dedicated equipment.
As a result, URDTE can run directly on commercial RFID
devices, is not easily affected by the environment, and has
high detection accuracy and robustness.

3. Preliminaries

To help better understand URDTE, we present some prelim-
inaries to the URDTE approach in this section, mainly
including the EPCglobal Gen 2 protocol, the persistence
time of RFID tags, and the modeling of unauthorized read-
ing behavior.

3.1. EPCglobal Gen 2 Protocol. The EPCglobal Gen 2 (Gen 2)
protocol is a worldwide UHF RFID standard that defines the
physical interactions and logical operating procedures
between the readers and tags [4]. We highlight the relevant
functions involved by URDTE below based on Gen 2.

3.1.1. Session and Inventoried Tag. The EPCglobal Gen 2
standard stipulates that the reader can communicate with
the tag through four sessions, respectively S0, S1, S2, and S
3. Under each session, there will be A or B two kinds of
inventory flag. The inventory flag is actually a one-bit indi-
cator of the tag’s volatile memory. Volatile memory requires
power to maintain stored information. Once the power falls
below a certain threshold, the stored data is quickly lost and
reverts to the default state A on each power-up. Tags can use
only one session in each round of inventory, and the states
under each session do not interfere with each other. Each
session needs different power levels to maintain its state, so
the persistence time of each inventoried flag is different.
Table 1 shows the persistence time of different sessions.

The table shows that in sessions S2 and S3, the inventory
flag will be maintained when the power is applied and main-
tained for a persistence time greater than 2 seconds after
charging has stopped.

3.1.2. Select. Select is a command that is executed first in
each round of inventory. This command allows the reader
to select the tags to be inventoried. Aside from tag selection,
the Select command can also assert or deassert a tags
selected (SL) flag, or set a tags inventoried flag to either A
or B. These flags determine whether a tag may respond to
the reader or not. There are three core parameters of the
Select command, which are as follows:

(1) Mask. Mask is used to match with the target tag and is
often set to the EPC of the target operation tag.

(2) Target. Target determines whether the Select command
operates on SL or four session flags. 0, 1, 2, 3, and 4 represent
the operation objects of Session0, Session1, Session2, Ses-
sion3, and SL, respectively.

(3) Action. The Select command selects the tags according to
the rules. It performs different actions on the tags that match
and do not match the rules. The specific actions are deter-
mined by the parameter Action, which is shown in Table 2.

3.1.3. Query. The Query command is used to initiate a round
of inventory. This command is used on the set of tags
selected in the previous Select step, or can be used individu-
ally. After the reader sends out the Query command, the tag
that receives the command will send its information to the
reader. After the reader queried the tag using the Query
command, it will automatically flip the flag in its current ses-
sion (from A to B or B to A). The Query command mainly
consists of three core parameters:

(1) Session. Session determines the session to be used for this
round of inventory.

(2) Target. Target determines which status of tags will partic-
ipate in this round of inventory, where 0 indicates the tags
with the session flag being A and 1 indicates B.

(3) Sel. This parameter is represented by two binary digits
and determines which SL state the tag can reply to. 002
and 012 indicate all matching tags in the previous Select
command; 102 indicates tags with deasserted SL flag ( ~ SL);
and 112 indicates tags with asserted SL flag (SL).

3.2. Persistence Time. When the voltage of the internal
energy storage capacitor of the RFID tag reaches above the
operating voltage V0 of the chip circuit, it can supply power
to the tag [11]. When the storage capacitor starts to supply
power, its supply voltage drops. When it drops below the
chip’s operating voltage V0, the storage capacitor loses its
power supply capability, the chip will not continue to work,
and the data saved in its internal volatile storage area will be
lost and reverted to its default value. The period from the
decay of a fully charged capacitor to the voltage operating

Table 1: Persistence time under different sessions.

Session Required persistence time

S0
Tag energized: indefinite

Tag not energized: none

S1
Tag energized: 500ms-5 sec

Tag not energized: 500ms-5 sec

S2
Tag energized: indefinite

Tag not energized: >2 sec

S3
Tag energized: indefinite

Tag not energized: >2 sec

3Wireless Communications and Mobile Computing



threshold V0 is defined as the “persistence time” [19].
Figure 1 shows the persistence time of tag charging and dis-
charging. During this time, the tag’s internal capacitive
power supply continuously charges the internal volatile
memory, maintaining its internal data. According to the
EPCglobal Gen 2 standard, the time of the process from
charging to the full charge of the tag is no more than 2ms
[3, 4]. The inventory flag under the four sessions and the
SL flag are kept by the tag’s internal volatile storage area.
They will be lost due to power outages and reverting to the
default state (state A or state ~ SL) upon the power supply.
Chen et al. [19] propose various methods to measure the
tag charging duration using this property. To capture the
tag’s persistence time efficiently and accurately, we present
an optimized method for stepwise capturing persistence
time.

3.3. Unauthorized Readers Behavior. This subsection ana-
lyzes the reading behavior of unauthorized readers. The core
parameters of the Query command mainly have three
parameters: Session, Target, and Sel, which control the ses-
sion used in this round, the state of the tag, and the tag
SL flag, respectively. For example, the command Query :
fSession = 2, Target = A, Sel = ~ SLg is to query the tags with
state A under Session 2 and Selected Flag ~ SL. Since the Sel
parameter can be ignored, we perform a Cartesian product
combination of Session and Target to obtain the full read pat-
tern of the reader, as shown in Table 3.

4. URDTE Overview

4.1. Basic Idea. The core idea of detecting unauthorized
readings is to detect whether there is an unauthorized reader
to access (charge) the tag by taking advantage of the tag’s
feature of sustained power after charging. The core detection
process of URDTE is divided into three parts: first, we start
the reader and launch the radio frequency signal to charge
the tag. Second, we close the reader to stop the signal trans-
mission. Third, we check the tag’s power status after waiting
for tgap seconds. tgap is the time it takes for the tag to run out
of power. If the tag still has the remaining power after the
tgap, it means that unauthorized readers have carried out
the charging process to the tag. It is not easy to detect the
voltage and current information of the internal capacitance

Table 2: Eight actions of Select.

Action Tag matching Tag not-matching

000 Assert SL or inventoried ⟶A Deassert SL or inventoried ⟶B

001 Assert SL or inventoried ⟶A Do nothing

010 Do nothing Deassert SL or inventoried ⟶B

011 Negate SL or (A⟶B, B⟶A) Do nothing

100 Deassert SL or inventoried ⟶B Assert SL or inventoried ⟶A

101 Deassert SL or inventoried ⟶B Do nothing

110 Do nothing Assert SL or inventoried ⟶A

111 Do nothing Negate SL or (A⟶B, B⟶A)

t

V

V0

Charging stage

Discharging stage

Persistence time

Figure 1: Persistence time.

Table 3: Unauthorized readers’ behaviors.

Num Session Target

1 0 A

2 0 B

3 1 A

4 1 B

5 2 A

6 2 B

7 3 A

8 3 B
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of the tag. We use the concept of persistence time to measure
the ability of the tag to store power internally and use the
inventory flag defined in the EPCglobal Gen 2 standard to
detect whether the tag is in a state of power. The tag’s elec-
trical energy can be obtained by flipping this flag and contin-
uously checking its status.

In practical implementation, selecting the waiting inter-
val tgap has a decisive influence on the detection perfor-
mance. The best choice for tgap is to make it consistent
with the actual persistence time of the tag. In theory, the per-
sistence time of a tag is only related to the capacitive cir-
cuitry inside the tag and is a stable value. However, when
we collect the persistence time of the tags, the data collected
each time will be slightly different. The model of the reader
and external factors during the acquisition process will
slightly affect the accuracy of the persistence time. To elim-
inate the effects caused by random factors during the acqui-
sition process, we collected persistence time several times
and constructed a Gaussian model to describe persistence
time as accurately as possible to select the optimal waiting
interval tgap.

4.2. URDTE Overview. The unauthorized reader detection
method based on the tag’s energy consists of three main
phases. Figure 2 shows the general framework of URDTE.

The first phase is the data acquisition. This part collects
the persistence time of the tag for subsequent modeling. It
mainly includes the tag attached to the object, the reader
reading the tag, the antenna to transmit the RF signal, and
the terminal to handle the collected data.

The second phase is the model construction. In this
phase, to cope with the variability of the actual environment,
a distribution test of the collected persistence time data is
required before the Gaussian model is constructed. By
counting the data collected in the previous phase and using
the Shapiro-Wilk test, we test whether the collected persis-
tence time data conformed to the Gaussian distribution. If
they do not match, we return to the first stage for data col-
lection again. If they match, we accept this data and use it

to construct a Gaussian model. After constructing the
Gaussian model, we calculate the tolerance factor Δt to esti-
mate the minimum discharge time. The false negative rate
will increase when increasing Δt. Whereas Δt decreases,
the false positive rate will increase. Therefore, the determina-
tion of Δt is critical. We will provide a detailed theoretical
analysis of the selection of Δt.

The last phase is the online unauthorized reader detec-
tion stage, which is the core part of URDTE. In this phase,
the reader carries on the charge to the tag. After waiting
for the predicted time when the tag power should be
exhausted, it detects whether the tag power is exhausted. If
it detects the tag still has the remaining power, it indicates
that the tag is read by the unauthorized reader and has com-
pleted the charging process. URDTE keeps repeating the
above process to judge whether there is an unauthorized
reader.

5. URDTE Design

5.1. Data Acquisition. The first module of the URDTE is the
data acquisition module, whose primary function is to col-
lect the persistence time of the tag. The primary basis for
the persistence time collection is the change of the tag’s
inventory flag. The tag’s inventory flag is stored in an inter-
nal volatile memory area, which causes the tag to lose inven-
tory flag data when the battery is depleted and automatically
reset to its initial state when recharging. As we introduced in
Section 3, there are four session modes within the tag, each
with its independent flag, and the flag exists in two states,
A or B. The default state is A. Therefore, we can first set
the tag inventory flag to B. After waiting for tgap seconds,
the Query command is used to inventory the tag in state B,
and if a tag response is received, it means that the tag is still
in state B, i.e., there is still power to maintain its inventory
flag. Keep increasing tgap until there is no tag response,
where tgap is the persistence time of the tag.

The selection of the time interval tgap is crucial. We use a
stepwise approach to collect it. The specific approach is to

Tag

Tag

Tag

...

Reader Terminals

Antenna Data acquisition

Shapiro-Wilk test Gaussian model
construction

Parameter
determination

Model construction

Detection of
unauthorized reader

Online unauthorized 
reader detection!

Figure 2: Framework of URDTE.
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use a large granularity time interval to collect rough persis-
tence time in the initial stage, lock the range, and then grad-
ually reduce the time granularity. The specific algorithm
pseudocode is shown in Algorithm 1.

5.2. Model Construction. This section introduces the con-
struction of the detection model with three core parameters:
the Gaussian model of the persistence time, the maximum
persistence time PTmax, and Δt. First, we perform Gaussian
model using the persistence time. Then, the Shapiro-Wilk
test is used to check whether the data conforms to the
Gaussian distribution [20]. Finally, we describe the determi-
nation of parameters Δt.

5.2.1. Shapiro-Wilk Test. The Shapiro-Wilk test tests the null
hypothesis that a sample fpt1,⋯, ptng comes from a nor-
mally distributed population. We use n to denote the
amount of persistent time data. First, we arrange the col-
lected persistence time in order.

pt1 ≤ pt2 ≤⋯≤ pti ≤⋯ ≤ ptn: ð1Þ

Then, we calculate the value of the statistic W according
to Formula (2).

W =
∑ n/2ð Þ

i=1 ai ptn+1−i − ptið Þ
� �2

∑n
i=1 pti − �ptð Þ2

: ð2Þ

The coefficients ai are given by

a1, a2,⋯, anð Þ = mTV−1

C
, ð3Þ

where C is a vector norm,

C = V−1m
�� �� =mTV−1m 1/2ð Þ, ð4Þ

and the vector m,

m = m1,⋯,mnð ÞT , ð5Þ

where m is constructed from the anticipated values of the
order statistics of independently distributed random vari-
ables selected from the standard normal distribution, and
V is the covariance matrix for those statistics.

Finally, we obtain the critical value Wα at the signifi-
cance level α = 0:1 and compare the magnitude of the calcu-
lated W with the critical value Wα. If W ≥Wα, then the
original data conform to the normal distribution. Otherwise,
it is necessary to return to the acquisition phase to recollect
the persistence time.

5.2.2. Gaussian Model Construction. When the persistence
time PT = fpt1,⋯, ptng accords with a Gaussian distribu-
tion, it can be expressed as follows:

PT ~N μ, σ2
À Á

: ð6Þ

The mean of the persistence time data can be expressed
as

μ =
1
n
〠
n

i=1
PTi: ð7Þ

In addition, we also need to record the maximum data
PTmax in the persistence time data sample, which determines
the waiting time tgap together with the tolerance factor Δt.

5.2.3. Parameter Determination. In order to better describe
the setting of Δt, Figure 3 shows the model of the tag state
changing with time. The tag state is set to B and the SL state
is set to positive at t1 and reaches time t3 after Tgap seconds
have elapsed. The algorithm detects whether there is a tag

Input: Whether the Query command get tags: True or False
Output: The persistence time: pt
s = rand (2 or 3)
step =1//the step value in current iteration
pt =0//the persistence time
tgap =1//the waiting time in this round
While step > 0:01 do
Reader: Selectðsession = s, action = 1002Þ
Stop the reader
Sleep tgap
If reader: Queryðsession = s, target = B, Sel = 002Þ
Get tags then

tgap = tgap + step
Else

pt = tgap − step
step = step ∗ 0:1

End if
End while
Return pt

Algorithm 1:Persistence time acquisition algorithm.
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with state B at this time. After detecting that there is no tag
with state B, it detects whether there is a tag with state SL as
positive. If the tag power is not consumed at t3, it will cause
false positives. The setting of the tolerance factor Δt ensures
that the tag power has been exhausted.

The probability of false positive alarm probFP caused by
the tag’s power not being consumed at t3 is

probFP = P PT > PTmax + Δtð Þ: ð8Þ

However, if Δt is too large, it will lead to a longer tgap and
affect the detection accuracy. For example, the unauthorized
reader reads the tag immediately after t1. Due to the long tgap,
although the tag is read by an unauthorized reader and com-
pletes charging during this process, it may still run out of
power before the detection at t3, resulting in a missed alarm.
That is, if an unauthorized reader reads within the time
range of ðt1, t3 − ptÞ, it will run out of power before the

detection at t3. The probability of a false negative probFN
in this case is

probFN =
PTmax + Δtð Þ − μ

PTmax + Δt
: ð9Þ

To strike a balance between the two false alarm rates, we
take the intersection of the false negative rate curve and the
false positive rate curve as the value of Δt, as shown in
Figure 4.

Therefore, we use the following equations to solve the
Δt.

probFP = P PT > PTmax + Δtð Þ,

probFN =
PTmax + Δtð Þ − μ

PTmax + Δt
,

probFP = probFN:

8>>><
>>>:

ð10Þ

Timet1 t2 t3

PTmax
Δt

State: A

Tgap

State: B

Figure 3: Model of tag state.
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5.3. Unauthorized Reader Detection. The basic idea is that
the tags are inventoried (charged) at regular intervals, and
after a specific interval, the tags are checked to see if they
have been inventoried (charged) during this interval. We
found that the state under S2 and S3 sessions in the tag,
as well as SL, rely on the power saved by the capacitor
inside the tag to maintain its state and will revert to the
default state after the tag runs out of power. We detect
whether an unauthorized reader accesses the tag through
the state change of these flags. The steps are as follows:

(1) Start the reader, adopt the Select command to
change the tag status under Session 2 to state B,
and state SL is set to positive, finish charging, and
stop the reader

(2) After waiting for Tgap seconds, use the Query com-
mand to query whether there is a tag with Session
2 state B. If a tag response exists, it indicates the pres-
ence of the unauthorized reader. Otherwise, con-
tinue to the next step

(3) Use the Query command to query whether there is a
tag whose SL flag is true to indicate the presence of
an unauthorized reader

When the unauthorized reader adopts S0, S1, or S3 session
to carry on the tag inventory (unauthorized reader mode as 1-
4, 7-8 in Table 3), it will charge the tag and directly increase
the tag’s flag persistence time after successfully communicat-
ing with the tag. Therefore, it can be detected by step 2.

When an unauthorized reader uses an S2 session for
unauthorized reading (unauthorized reader mode is 5-6 in

Table 3), since the unauthorized reader uses the same ses-
sion as the legal reader, this affects our flag state and needs
to be discussed in detail. On the one hand, when the unau-
thorized reader adopts the S2 session and reads the tag of
state A (unauthorized reader mode corresponds to 5 in
Table 3), the tag will not respond because the tag state has
been modified to state B. However, since other Query com-
mands charge the tag, this read increases the persistence time
of the tag. On the other hand, when the unauthorized reader
uses the S2 session and reads the tag in state B (the unautho-
rized reader mode corresponds to 6 in Table 3), the unautho-
rized reader can successfully read the tag because the tag state
has already been modified to state B, and the tag state is auto-
matically flipped to state A at this time. The second step of
URDTE cannot effectively detect this situation because it will
query the tag of state B, and if there is no state B tag, it is con-
sidered that there is no unauthorized reader. This situation
needs to go to the third step to detect.

The third step detects the SL flag. Although the unautho-
rized reader mode 6 uses the same session with legal readers,
the read operation does not affect the SL flag so that the
unauthorized reader mode 6 can be detected accurately.

In addition, we can randomly choose to use S2 or S3 to
enhance the randomness of the detection algorithm and
reduce the probability of collision with the read session used
by unauthorized readers. The pseudocode for the detection
process is shown in Algorithm 2.

6. Device Deployment and Experimental Result

In this section, we implement a prototype of URDTE in a com-
modity RFID system. Besides, we evaluate the performance of

Input: The maximum value of the persistence time: PTmax
Tolerance factor: Δt
Output: The result of unauthorized reader detection: res
s = rand (2 or 3)
Tgap = PTmax + Δt
While True do

Reader:Selectðsession = s, action = 0012Þ
Reader:Queryðsession = s, Target = A, Sel = 002Þ
Stop the reader
Sleep tgap
If reader:Queryðsession = s, target = B, Sel = 002Þ
Get tags then

res = True
Else if reader:Queryðsession = s, target = A, Sel = 112Þ get tags then

res = True
Else

res = False
End if
If res = True then

Return res and alarm
Else

Return res
End if

End while

Algorithm 2: Unauthorized reader detection algorithm.
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URDTE through extensive experiments in terms of robustness
to environmental changes and detection accuracy.

6.1. System Deployment. The system prototype is shown in
Figure 5(a), where the equipment and tags used are shown
in Figure 5(b). The reader used in the system is Alien
ALR-9900+, and the tags of three manufacturers are
selected: Impinj, Alien, and NXP. We follow LLRP [21]
(Low-Level Reader Protocol for EPCglobal Gen 2 standard)
for reader development and do not need to make any
changes to the reader hardware or firmware. The back-end
computer is equipped with an Intel Core i5-8250U 1.6GHz
CPU and 8GB RAM.

6.2. Detection Performance. In the experiment, we tested the
influence of tag chip, angle, power, and distance of unautho-
rized reader on URDTE detection effectiveness. The detec-
tion of unauthorized readers is essentially a binary
classification problem. Therefore, we evaluate URDTE using
classical metrics from machine learning. Our prototype sys-
tem feeds back the detection results at a fixed frequency with
positive or negative to indicate the presence of unauthorized
readings. There are four cases as follows:

(1) If there is an unauthorized reader intrusion, and
URDTE detects this intrusion, it is a true positive
(TP)

(2) If there is an unauthorized reader intrusion, but it is
not detected by URDTE, it is a false negative (FN)

(3) If there is no unauthorized reader intrusion, and
URDTE feedback results in a normal state, it is a true
negative (TN)

(4) If there is no unauthorized reader intrusion, but
URDTE feedback results in unauthorized reader
intrusion, that is a false positive (FP)

False positive (FP) and false negative (FN) in these mis-
classifications are our focus, where false positive (FP) can
cause false alarms, while false negative (FN) can cause
missed alarms for intrusions, resulting in a security risk. In
addition, the accuracy rate is also the focus of our attention.
Therefore, we will use these three metrics to evaluate the

effectiveness of the prototype system, which are defined as
follows:

FPR =
FP

TN + FP
, ð11Þ

FNR =
FN

TN + FP
, ð12Þ

Accuracy =
TP + TN

TN + FP + FP + FN
: ð13Þ

6.2.1. Effect of Tag’s Chip on Accuracy. UHF RFID reader
and tag follow the specifications of the EPCglobal Gen 2 pro-
tocol for communication. Although the EPCglobal Gen 2
protocol specifies that the tag should have four communica-
tion sessions, the requirements for session 2 and session 3
are vague and only require a persistence time greater than
2 seconds. Through experiments, we found that different
brand tags’ persistence times are different, even if the chips
of different models of the same brand are different. There-
fore, we tested different tag chips for their accuracy.

We, respectively, place each kind of tag 0.5 meters
directly in front of the legal reader, and the unauthorized
reader antenna is placed at 0.5 meters at the back of the
tag, and carry out 500 times unauthorized reading for each
kind of tag, respectively.

The results are shown in Figure 6. The detection accu-
racy of all tags was high (>97%), and the false negative rate
was low (<3%), indicating that URDTE has a high detection
rate and is not affected by the tag chip type.

6.2.2. Effect of Tag Angle on the Accuracy.We place the tag at
0.5 meters in front of the legal reader and change the angle
between the tag and the reader. We set the angle between
the tag and the legal reader antenna to 0, 45, 90, 135, 180,
225, and 270, respectively. The unauthorized reader per-
forms illegal readings in front of the tag 500 times for each
angle separately.

The experimental results are shown in Figure 7. At the
90 and 270, the RF signal emitted from the antenna cannot
successfully activate the tag due to the specificity of the
angle, resulting in the system not being able to read the
tag, i.e., the charging process of the tag cannot be completed.

(a) (b)

Figure 5: Experimental scene. (a) System prototype. (b) Equipment and tags.
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For the other angles, it can be found that the error rate and
accuracy do not change much with the change of angle, and
both have good detection results. Therefore, when we deploy
and apply the system, we should pay attention to the legal

antenna should try to form a parallel angle with the tag to
get the best detection effect, and if the tag signal is found
to disappear during the detection process, the angle between
the tag and the antenna should be adjusted appropriately.
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6.2.3. Effect of Unauthorized Reader Power on Accuracy. In
this experiment, we investigate the effect of unauthorized
reader transmit power on detection accuracy. We place the
tag between legal and unauthorized readers, and the tag is

0.5 meters away from both legal and unauthorized readers.
Unauthorized readers perform unauthorized readings
from16 dBm to 30dBm. The experimental results are shown
in Figure 8. We found that the detection accuracy will be
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high at the appropriate power. However, the detection accu-
racy will be suppressed to a certain extent under small or
large power. The results show that the URDTE can detect
the intrusion with high accuracy regardless of the power of
the unauthorized reader.

6.2.4. Effect of Unauthorized Reader Distance on Accuracy. In
this experiment, we move the unauthorized reader and
change the distance between the unauthorized reader and
the tag to investigate the effect of distance on the detection
accuracy. We first place the unauthorized reader at a dis-
tance of 2.5 meters from the tag and constantly reduce the
transmit power of the unauthorized reader. We found that
when the power is less than 18 dBm, the unauthorized reader
will no longer read the tag. We deliberately set the transmit
power of the unauthorized reader to 18 dBm. That is, at 2.5
meters, 18 dBm is the minimum power to be able to read
the tag. We keep the distance between legal readers and tags
at 0.5 meters, then move unauthorized readers to distances
of 0, 0.5, 1, 1.5, 2, and 2.5 meters from the tags for testing
and perform 500 reads at each distance.

Figure 9 shows that even if the unauthorized reader per-
forms unauthorized reading at low power at a remote loca-
tion, our system can still accurately detect this intrusion
and still has a high accuracy rate. Regardless of the distance
and the power of the unauthorized reader, as long as the
unauthorized reader can read the tag, it will complete the
charging of the tag, which makes our detection method
extraordinarily stable and robust. However, if the distance
is too large or too small, it will slightly impact the detection
accuracy. The reason is that the charging and discharging
times of the tags are slightly different at different distances.

In summary, the experimental results show that the
URDTE algorithm has extremely high detection accuracy
and robustness for unauthorized readers with different
chips, powers, and distances on the premise that legal
readers can read tags. Moreover, the algorithm does not rely
on special detection equipment. The detection method is low
cost and has high practical application value for discovering
unauthorized readers and protecting the security of air inter-
face data of the RFID system.

7. Conclusion

This paper proposes a method for detecting unauthorized
reading based on the tag’s power. The core idea of this
method is to determine whether an unauthorized reader
has accessed a tag by detecting the tag power. We imple-
mented this method on a commercial reader following the
EPCglobal Gen 2 standard. Extensive experiments have
shown that URDTE has high accuracy and strong robustness
in detecting unauthorized reading, and this method effec-
tively enhances RFID system security, which is essential for
preventing air interface intrusion.
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Integrating hybrid active-passive communications into cognitive radio can achieve a spectrum- and energy-efficiency information
transmission, while the resource allocation has not been well studied particularly for the network with multiple secondary users
(also termed as the Internet of Things (IoT) users). In this article, we formulate an optimization problem to maximize the energy
efficiency of all the IoT nodes in a cognitive wireless-powered hybrid active-passive communication network by taking the
interference from the IoT node to the primary link, the energy causality constraint, and the minimum throughput constraint
per IoT node. By using the Dinkelbach method and introducing auxiliary variables, we devise an iterative algorithm to
optimally solve the formulated problem. Computer simulations are provided to validate the quick convergence of the iterative
algorithm and the advantages of the proposed scheme in terms of the energy efficiency.

1. Introduction

In the past decade, it has been witnessed that the Internet of
Things (IoT) technology has wide applications in our daily
lives particularly in the smart factory. To realize smart
applications, a large number of tiny IoT nodes should be
deployed to collect data from the environment and then
send the collected data to the information fusion, resulting
in a huge need for spectrum resource [1–3]. It is reported
by the European Union that just eHealthCare IoT connectiv-
ity requires at least 5.2GHz bandwidth if dedicated spec-
trum is allocated to each tiny IoT node [4]. However, most
of the spectrum resources have been allocated, leading to
the shortage of spectrum resources.

To relieve the conflict between the increasing demand
for spectrum and the limited spectrum resources, cognitive
radio (CR) has been proposed as an efficient solution for this
problem by letting IoT nodes share the same spectrum
resource as the primary user [5, 6]. In CR, the tiny IoT node
is allowed to access the spectrum allocated to the primary
user in the opportunistic or spectrum sharing manner, while
ensuring the Quality of Servers (QoS) of the primary user.

On the other hand, due to the cost and form factor con-
straints, the tiny IoT nodes are powered by the battery with
a limited capacity that can be quickly drained by informa-
tion transmissions, thus limiting the battery life of these tiny
IoT nodes. Recall that the primary signal can function as the
energy and information sources simultaneously. Wireless-
powered transfer is introduced into CR, yielding a cognitive
wireless-powered communication [7].

In previous studies on cognitive wireless-powered com-
munication (see [7–11] and reference therein), it was consid-
ered that the IoT node firstly harvests energy from the
primary signal and subsequently uses the harvested energy
to transmit signal by accessing the spectrum of the primary
user via active radios (AR). In AR, the IoT node needs to
generate the carrier signal and modulate its information on
the carrier signal. Such an approach requires power-
consuming components, e.g., oscillator [12–14]. Accord-
ingly, AR achieves a high transmission rate but at the cost
of a high power consumption. Since the energy consumed
by the IoT node is constrained by its harvested energy, the
IoT node should allocate a large proportion of time period
to harvest energy and leave a limited time for AR, which
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may lead to a low throughput [15–18]. Recently, passive
communication has received much attention due to its low
power consumption. The key idea of passive communica-
tions is allowing IoT node encoding information on the inci-
dent signal and reflecting the encoded signal to the receiver,
thus removing the need of power-consuming components
and realizing a low-power communication [12–14]. Due to
this, the passive communication has been introduced into
cognitive radio for addressing the above challenge [19].
However, the rate of the passive communication enabled
IoT node is still low. Recall that both AR and passive com-
munication have different tradeoffs between the communi-
cation rate and power consumption [15–18], which can be
exploited to achieve efficient data transmissions for IoT
nodes in cognitive wireless-powered communications. The
above combination is referred as the cognitive wireless-
powered hybrid active-passive communication in this paper.

In this conference paper [20], the authors considered
that the cognitive wireless-powered hybrid active-passive
communication operates in the overlay mode and maxi-
mized the IoT node’s throughput by optimizing the tradeoff
between passive communication and AR, subject to the con-
straint where the harvested energy of the IoT node is not less
than that consumed by itself. Subsequently, this conference
paper was extended into a journal paper [21], where the
same problem was studied in both the overlay and underlay
modes. In [22], the authors considered the cognitive
wireless-powered hybrid active-passive communication with
multiple IoT nodes, and the main contribution was to max-
imize the sum throughput of all the IoT nodes by jointly
optimizing the energy harvesting time, the passive commu-
nication time, and the AR time for each IoT node. The
authors in [23] proposed another wireless-powered cogni-
tive hybrid active-passive communication network, where
the power beacon is deployed for increasing the harvested
energy of the IoT node and optimized the time for energy
harvesting, passive communication, and AR of the IoT node.
The above works [20–23] focused on the throughput maxi-
mization and did not optimize the backscatter coefficient.
Such a gap was filled by [24]. Since the energy efficiency is
of significance for wireless communications, the authors
proposed to maximize the energy efficiency of the IoT node
in an overlay-based cognitive wireless-powered hybrid
active-passive communication, subject to the maximum tol-
erated interference to the primary link and the imperfect
spectrum sensing constraints. The authors of [25] studied
the multi-IoT nodes in cognitive wireless-powered hybrid
active-passive communication and maximized the energy
efficiency of all the IoT nodes, while considering the energy
causality constraint and the minimum throughput con-
straint per IoT node. However, this work largely ignored
the interference from the IoT node to the primary link; thus,
the designed resource allocation may not work in practical
cognitive wireless-powered hybrid active-passive communi-
cations and this should be fixed.

In this article, we consider a cognitive wireless-powered
hybrid active-passive communication with multiple IoT
nodes and propose to maximize the energy efficiency, while
considering the maximum tolerated interference to the pri-

mary link, the energy causality constraint, and the minimum
throughput constraint per IoT node. The formulated prob-
lem is optimally solved by our designed Dinkelbach-based
iterative algorithm. Finally, the simulation results are pro-
vided to support our work.

2. System Model

As shown in Figure 1, we consider a cognitive wireless-
powered hybrid active-passive communication network,
which consists of a legacy transmitter (LT), a legacy receiver
(LR), K IoT nodes, and an information gateway. All the
devices are equipped with a single antenna. In order to har-
vest energy from the signals transmitted by the LT and
encode and backscatter legacy signals for information trans-
mission, it is assumed that both the radio frequency (RF)
energy harvesting circuit and the backscatter circuit are
equipped at each IoT node. Besides, the active transmission
circuit is also equipped at each IoT node so that each IoT
node can choose to transmit its own information via hybrid
active-passive communications. Suppose that the perfect
channel state information is known by the information gate-
way before the whole information transmission by the infor-
mation exchange among the LT, the LR, IoT nodes, and the
information gateway. Therefore, the information gateway
can design the optimal resource allocation scheme based
on all obtained channel state information and then transmit
the designed scheme to IoT nodes so that each IoT node can
operate by following the designed scheme. To obtain the
performance bound, we assume perfect channel state infor-
mation (CSI) and the details on how to obtain CSI can be
referred to [26].

In the following part, we will clarify how to realize the
legacy transmission and IoT nodes’ transmissions in our
considered network. Specifically, for the legacy transmission,
the whole transmission block, denoted by T , can be divided
into two periods according to whether the LT transmits the
legacy signal or not. The two periods are the busy period and
the idle period. Let β (0 ≤ β ≤ 1) denote the channel busy
ratio. At the busy period with the duration of βT , the LT
transmits the legacy signal to the LR; i.e., the channel is in
the busy period. Accordingly, the LR can receive the legacy
signal and obtain the legacy information by decoding the
received signal. At the same time, each IoT node can harvest
energy from the legacy signal and backscatter the received
signal to the information gateway. At the idle period with
the duration of ð1 − βÞT , the LT stops information transmis-
sion; i.e., the channel is in the idle period, while each IoT
node can use its harvested energy to transmit its information
to the information gateway.

Accordingly, for the IoT nodes’ transmissions, the whole
time block can also be divided into two phases, which are the
backscatter communication phase and the active transmis-
sion phase. The backscatter communication phase is
included in the busy period. In this phase, each IoT node
take turns to perform backscatter communications so as to
avoid the cochannel interference among different IoT nodes.
Therefore, the backscatter communication phase can be fur-
ther divided into K subphases. Let τkT with ∑K

k=1τkT ≤ βT
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denote the duration of the kth subphase, where the kth IoT
performs backscatter communication and the others keep
harvesting energy in order to harvest energy as much as pos-
sible. The active transmission phase is included in the idle
period. Likewise, in order to avoid the interference from
other IoT nodes, the whole active transmission phase is also
divided into K subphases. Let tkT with ∑K

k=1 tkT ≤ ð1 − βÞT
be the duration of the kth subphase in this phase, in which
the kth IoT uses its harvested energy to transmit information
and the others keep idle.

Let Ps denote the transmit power of the LT and sðnÞ be
the nth symbol to be transmitted by the LT with normalized
power. Then, the transmitted signal at the LT is given by
xðnÞ = ffiffiffiffiffi

Ps
p

sðnÞ. Denote cðnÞ as the nth transmitted symbol
at the IoT node with E½jcðnÞj2� = 1 and αk ∈ ð0, 1Þ as the
normalized reflection coefficient at the kth IoT node,
where a part of the received signal with ratio αk is back-
scattered to the information gateway and the rest is flowed
to the RF energy harvesting module. Then, the received
signal at the LR in the kth subphase of the backscatter
communication phase can be expressed as

yk,R = f0x nð Þ + ffiffiffiffiffiffiffi
εαk

p
f khkc nð Þx nð Þ + uR nð Þ, ð1Þ

where f0 is the channel coefficient of the LT-LR link, ε ∈ ð0, 1Þ
is the backscatter efficiency, hk is the channel coefficient
between the LT and the kth IoT node (k ∈ f1, 2,⋯,Kg), f k
denotes the channel coefficient between the kth IoT node
and the LR, and uRðnÞ is the additive white Gaussian noise
(AWGN) at the LR. Correspondingly, the signal-to-interfer-
ence-plus-noise ratio (SINR) for decoding sðnÞ at the LR is
given by

γk,R =
Ps f0j j2

εαk f kj j2 hkj j2Ps + σ2W
, ð2Þ

where σ2 denotes the power spectral density and W is the
system bandwidth.

For the kth IoT node in the kth subphase of the backscat-
ter communication phase, the received signal can be repre-
sented as

yk nð Þ = g0x nð Þ + ffiffiffiffiffiffiffi
εαk

p
gkhkc nð Þx nð Þ + uG nð Þ, ð3Þ

where g0 denotes the channel coefficient of the LT-the infor-
mation gateway link, gk is the channel coefficient of the kth
IoT node-the information gateway link, and uGðnÞ is the
AWGN at the information gateway.

Obviously, the backscatter communication suffers the
interference from the LT’s transmission, which leads to a
poor performance, since the backscattered signal is much
weaker than the legacy signal due to the double-fading effect
in the backscattered signal. To address this issue and
improve the performance of the backscatter communication,
the successive interference cancellation (SIC) is employed to
decode cðnÞ at the information gateway. Specifically, the
information gateway will decode sðnÞ first and subtract it
from the received signal before decoding cðnÞ. Thus, the
SINR for decoding sðnÞ is given by

γ1k =
Ps g0j j2

εαk gkj j2 hkj j2Ps +Wσ2
: ð4Þ

When sðnÞ is decoded successfully, i.e., γ1k ≥ γmin, where
γmin is the minimum required signal-to-noise ratio (SNR) to
decode sðnÞ, the SNR for decoding cðnÞ is given by

γ2k =
εαk gkj j2 hkj j2Ps

Wσ2 : ð5Þ
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Figure 1: System model.
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According to (5), the achievable throughput of the kth
IoT node via the backscatter communication can be com-
puted as

Cb
k =WτkT log2 1 + γ2kð Þ

=WτkT log2 1 + εαk gkj j2 hkj j2Ps

Wσ2

 !
:

ð6Þ

Please note that cðnÞsðnÞ may not follow the Gaussian
distribution. However, for analytical tractability, we assume
that cðnÞsðnÞ follows the Gaussian distribution such that
the throughput of the backscatter communication can be
approximated by using Shannon capacity [14–17].

For energy harvesting, a more practical nonlinear energy
harvesting model [26] is considered here to be more practi-
cal. Please note that our proposed Algorithm 1 can be used
for any nonlinear energy harvesting model. Then, the
harvested energy at the kth IoT node in this subphase is
given by

Eb
k =

Emax 1 − exp −a 1 − αkð ÞPs hkj j2� �� �
1 + exp −a 1 − αkð ÞPs hkj j2 + ab

� � τkT , ð7Þ

where Emax denotes the maximum harvestable power when
the circuit is saturated and a and b represent the fixed
parameters determined by the resistance, capacitance, and
diode turn-on voltage. Let Pc,k be the circuit power con-
sumption of the kth IoT node when backscattering. Then,
the constraint Eb

k ≥ τkTPc,k should be satisfied so that the
harvested energy is enough for the circuit operation and
the kth IoT node can backscatter signals to the information
gateway. We note that the IoT node can also harvest energy
from the signal transmitted by other IoT nodes, but it is too
much smaller compared with that of LT. Thus, in this work,
we assume that each IoT node only harvests energy from the
signals from the PT.

Note that the harvested energy of the kth IoT node for
the other subphases is used to support its active transmission
in the active transmission phase. Thus, the total harvested

energy for the active transmission can be calculated as

Ea
k =

Emax 1 − exp −aPs hkj j2� �� �
1 + exp −aPs hkj j2 + ab

� � β − τkð ÞT: ð8Þ

For the kth IoT node in the kth subphase of the active
transmission phase, its achievable throughput is given by

Ca
k =WtkT log2 1 + Pk gkj j2

Wσ2

� �
, ð9Þ

where Pk is the transmit power of the kth IoT node during
the active transmission phase.

3. Energy-Efficient Resource Allocation

In this section, with the practical nonlinear energy harvest-
ing model considered, we aim to maximize the energy effi-
ciency of all the IoT nodes in the investigated network by
jointly optimizing the backscattering time ½τ1,⋯,τK � and
reflection coefficients ½α1,⋯,αK � of all IoT nodes in the
backscatter communication phase and the transmit power ½
P1,⋯,PK � and time ½t1,⋯,tK � of all IoT nodes in the active
transmission phase, subject to the energy causality con-
straint, the minimum SNR requirements, etc.

3.1. Problem Formulation. The goal of this work is to maxi-
mize the energy efficiency of all the IoT nodes, which is
defined as the ratio of the total achievable throughput of
all the IoT nodes, denoted by Csum, to all the IoT nodes’
energy consumption, namely, Esum. In the following part,
we aim to determine the expressions of Csum and Esum. Based
on (6) and (9), we can determine the expression of Csum as

Csum = 〠
K

k=1
Cb
k + Ca

k

� �

= 〠
K

k=1
WτkT log2 1 + εαk gkj j2 hkj j2Ps

Wσ2

 ! 

+WtkTlog2 1 + Pk gkj j2
Wσ2

� ��
:

ð10Þ

1: Initialize the maximum iterations Imax and the maximum error tolerance ε;
2: Set the maximum energy efficiency q = 0 and iteration index l = 0;
3: repeat
4: Solve P4 with a given q and obtain the optimal solution ðτ+, t+, P+Þ;
5: if ∑K

k=1 C
ð2Þ+
k − qð∑K

k=1 Pc,kτ
+
k +∑K

k=1 ðy+k + pc,kt
+
k ÞÞ<ε then

6: Flag = 1;
7: Set τ∗ = τ+, t∗ = t+, P∗ = y+/t+, q∗ =∑K

k=1 C
ð2Þ+
k /∑K

k=1 Pc,kτ
+
k +∑K

k=1 ðy+k + pc,kt
+
k Þ and return;

8: else

9: Set q =∑K
k=1 C

ð2Þ+
k /∑K

k=1 Pc,kτ
+
k +∑K

k=1 ðy+k + pc,kt
+
k Þ, l = l + 1;

10: Flag = 0;
11: end if
12: until Flag = 1 or l = Imax

Algorithm 1: Dinkelbach-based iterative algorithm for P2.
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As for the total energy consumption of all the IoT nodes,
Esum consists of the energy consumed in the backscatter
communication phase and the energy consumption in the
active transmission phase. Let pc,k denote the constant circuit
power consumption at the kth IoT node in the active trans-
mission phase. Then, Esum can be computed as

Esum = 〠
K

k=1
Pc,kτkT + 〠

K

k=1
Pk + pc,k
� �

tkT: ð11Þ

Therefore, the energy efficiency maximization problem
can be formulated as

P1 : max
τ,t,α,Pð Þ

Csum
Esum

s:t: : C1 : 〠
K

k=1
τkT ≤ βT , 〠

K

k=1
tkT ≤ 1 − βð ÞT

  C2 : γ1k ≥ γmin, k ∈ 1,⋯,Kf g
  C3 : γk,R ≥ γmin, k ∈ 1,⋯,Kf g
  C4 : Eb

k ≥ τkTPc,k, k ∈ 1,⋯,Kf g
  C5 : Pk + pc,k

� �
tkT ≤ Ea

k, k ∈ 1,⋯,Kf g

  C6 : 〠
K

k=1
Cb
k + Ca

k

� �
≥ Cmin

  C7 : 0 ≤ αk ≤ 1, k ∈ 1,⋯,Kf g
  C8 : τk ≥ 0, tk ≥ 0, Pk > 0, k ∈ 1,⋯,Kf g,

ð12Þ

where τ = ½τ1,⋯,τK �, t = ½t1,⋯,tK �, α = ½α1,⋯,αK �, P = ½P1,⋯,
PK �, and Cmin is the total minimum required throughput for
all IoT nodes.

In P1, constraint C2 is the necessary condition for
effective backscatter transmission to ensure that the SIC
can be performed successfully at the information gateway.
Constraint C3 is to ensure that the LR can decode sðnÞ suc-
cessfully under the IoT nodes’ interferences. Constraints C4
and C5 are the energy causality constraints, which ensure
that the energy consumption of each IoT node in the back-
scatter communication and active transmission phases can-
not be larger than its harvested energy. Constraint C6
ensures the total minimum throughput requirement for all
IoT nodes.

It is obvious that problem P1 is a nonconvex fractional
optimization problem and is very challenging to solve since
the coupling relationships among different optimization
variables, i.e., Pk and tk, τk, and αk, exist in both the objective
function and the constraints, leading to a nonconvex objec-
tive function and several nonconvex constraints, e.g., C4, C5,
and C6.

3.2. Solution to P1. In order to address P1, Proposition 1 is
provided to obtain the optimal reflection coefficients as
follows.

Proposition 1. For any given system parameters and
optimization variables, the optimal reflection coefficient for
the kth IoT node is given by α∗k = αkmax, k ∈ f1,⋯,Kg, where
αkmax is given by αkmax = min ððPsjg0j2 − γminWσ2Þ/ðεjgkj2
jhkj2PsγminÞ, ðPsj f0j2 − γminσ

2WÞ/ðεj f kj2jhkj2PsγminÞ, 1 − ð1/
aPsjhkj2Þ ln ððEmax + Pc,ke

abÞ/ðEmax − Pc,kÞÞÞ.

Proof. When τ, t, and P are given, it is obvious that the
objective function of P1 increases with the increasing of αk.
On the other hand, by combining constraints C2, C3, and
C4, the upper bound for αk, denoted by αkmax, is obtained.
Thus, in order to achieve the maximum energy efficiency
of all the IoT nodes, we have α∗k = αkmax, k ∈ f1,⋯,Kg.

The proof is completed.

Substituting α∗k = αkmax, k ∈ f1,⋯,Kg in to P1, the optimi-
zation problem P1 can be revised as

P2 : max
τ,t,Pð Þ

∑K
k=1 C

1ð Þ
k

∑K
k=1 Pc,kτkT +∑K

k=1 Pk + pc,k
� �

tkT

s:t: : C1 ; C8 ;
  C5 − 1 : Pk + pc,k

� �
tk ≤ Bk β − τkð Þ, k ∈ 1,⋯,Kf g

  C6 − 1 : 〠
K

k=1
C 1ð Þ
k ≥ Cmin,

ð13Þ

where Cð1Þ
k =WτkT log2ð1 + Akα

k
maxÞ +WtkTlog2ð1 + ðPk

jgkj2/Wσ2ÞÞ, Ak = εjgkj2jhkj2Ps/Wσ2, and Bk = ðEmaxð1 −
exp ð−aPsjhkj2ÞÞÞ/½1 + exp ð−aPsjhkj2 + abÞ�.

In order to tackle the nonconvex fractional objective
function in P2, the Dinkelbach method is used to obtain
the optimal solutions. In particular, let q∗ and ∗ denote the
maximum energy efficiency and the optimal solutions for
the optimization variables of P2. Based on the generalized
fractional programming theory [27], the maximum energy
efficiency q∗ is obtained if and only if the following equation
holds:

max
τ,t,Pð Þ

〠
K

k=1
C 1ð Þ
k − q∗ 〠

K

k=1
Pc,kτkT + 〠

K

k=1
Pk + pc,k
� �

tkT

 !

= 〠
K

k=1
C 1ð Þ∗
k − q∗ 〠

K

k=1
Pc,kτ

∗
kT + 〠

K

k=1
P∗
k + pc,k

� �
t∗kT

 !

= 0,
ð14Þ

where Cð1Þ∗
k =Wτ∗kT log2ð1 + Akα

k
maxÞ +Wt∗kTlog2ð1 + ðP∗

k

jgkj2/Wσ2ÞÞ.
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Accordingly, problem P2 can be transformed by solving
the following problem P3 with a given parameter q, given by

P3 : max
τ,t,Pð Þ

〠
K

k=1
C 1ð Þ
k − q 〠

K

k=1
Pc,kτkT + 〠

K

k=1
Pk + pc,k
� �

tkT

 !

s:t: : C1, C5 − 1, C6 − 1, C8,
ð15Þ

where q will be updated in each iteration.
As for P3, it is more tractable than P2, but it is still a non-

convex problem due to the coupling relationship between Pk
and tk. To address this problem, we introduce a series of
auxiliary variables, denoted by yk, into P3.

By letting yk = Pktk, ∀k, P3 can be transformed as

P4 : max
τ,t,yð Þ

〠
K

k=1
C 2ð Þ
k − q 〠

K

k=1
Pc,kτkT + 〠

K

k=1
yk + pc,ktk
� �

T

 !

s:t: : C1, C8 − 1 : τk ≥ 0, tk ≥ 0, yk > 0, k ∈ 1,⋯,Kf g
  C5 − 2 : yk + pc,ktk ≤ Bk β − τkð Þ, k ∈ 1,⋯,Kf g

  C6 − 2 : 〠
K

k=1
C 2ð Þ
k ≥ Cmin,

ð16Þ

where y = ½y1,⋯,yK � and Cð2Þ
k =WτkT log2ð1 + Akα

k
maxÞ +

WtkT log2ð1 + ðykjgkj2/tkWσ2ÞÞ.
It is easy to prove that P4 is a convex problem and can be

efficiently solved by many existing convex tools, i.e., the
Lagrange duality method and the interior-point method. In
the following part, the Lagrange duality method is used to
obtain the optimal solutions to P4. Let P

+
k denote the optimal

transmit power of the kth IoT node during the active trans-
mission phase, and it can be determined by Proposition 2.

Proposition 2. In the cognitive wireless-powered hybrid
active-passive communication network, the optimal transmit
power P+

k of the kth IoT node during the active transmission
phase for maximizing the energy efficiency of all the IoT nodes
is given by

P+
k =

T 1 + λð Þ
qT + μkð Þ ln 2

−
1
Dk

	 
+
, ð17Þ

where Dk = jgkj2/Wσ2 and μk ≥ 0 and λ ≥ 0 are the dual var-
iables corresponding to C5 − 2 and C6 − 2, respectively.

Proof. See the appendix.

Substituting P+
k into P4, we observe that P4 is a linear

programming problem with respect to tk and τk. Thus, stan-
dard linear optimization tools, i.e., the simplex method, can
be employed to obtain the optimal solutions efficiently. It is
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Figure 2: The convergence of the proposed algorithm.
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worth noting that αkmax may be less than 0. In such case, the
IoT node cannot backscatter signals to the information gate-
way since the harvested energy is not enough for the circuit
operation and Cb

k = 0. In order to achieve the maximum
energy efficiency, we have τ∗k = 0.

3.3. Iterative Algorithm. In this subsection, a Dinkelbach-
based iterative algorithm is proposed to obtain the optimal
solutions to P2. The detailed process of the proposed algo-
rithm is shown in Algorithm 1. Specifically, in each iteration,
P4 with a given q should be optimally solved to obtain the
optimal solution, denoted by ðτ+, t+, P+Þ. Let ε denote the

error tolerance. If the stop condition ∑K
k=1C

ð2Þ+
k − qð∑K

k=1Pc,k
τ+kT +∑K

k=1ðy+k + pc,kt
+
k ÞTÞ < ε holds, then we have τ∗ = τ+,

t∗ = t+, and P∗ = P+. Otherwise, q is updated as q =∑K
k=1

Cð2Þ+
k /ð∑K

k=1Pc,kτ
+
kT +∑K

k=1ðy+k + pc,kt
+
k ÞTÞ. Then, repeat the

above steps until the stop condition is satisfied.

4. Simulations

In this section, we verify the performance of the cognitive
wireless-powered hybrid active-passive communication
under the proposed scheme. Let d1 denote the distance
between the LT and the information gateway. d0k and dk1
are denoted as the distances of the LT-the kth IoT node link
and the kth IoT node-the information gateway link, respec-

tively. In the following part, we present the basic parameter
settings. We set K = 2, the path loss exponent ς = 3, Ps =
30 dBm, W = 10 kHz, β = 0:7, T = 1 s, γmin = 0dB, σ2 =
−150 dBm/Hz, Pc,1 = Pc,2 = 10μW, pc,1 = pc,2 = 50μW, ε =
0:8, Cmin = 50 kbps, Emax = 240μW, a = 5000, and b =
0:0002. The distances are set as d01 = d1 = 5 meters, d02 =
8 meters, and d11 = d12 = 1 meter.

Figure 2 shows the convergence of the proposed algo-
rithm, where jhskj2 and jgskj2 denote the small fadings of
the LT-the kth IoT node link and the kth IoT node-the
information gateway link, respectively. It can be seen that
with any given channel settings, the proposed algorithm
can always converge to the optimal energy efficiency after
only two iterations, which indicates that our proposed algo-
rithm is computationally efficient and has a fast convergent
rate.

Figure 3 shows the average energy efficiency of all the
IoT nodes versus the transmit power of the LT Ps. In order
to demonstrate the superiority of the proposed scheme, we
compare the energy efficiency under the proposed scheme
with that under three other schemes, which are the pure
backscatter communications with tk = 0 (denoted as pure
backscatter communications), the pure active transmissions
with τk = 0 (denoted as pure active transmissions), and the
throughput maximization (denoted as SEmax), respectively.
As for the pure backscatter communications, we consider
three ways for allocating the backscatter time which are (1)
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Figure 3: Average energy efficiency versus the transmit power of LT.
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τ1 = β and τ2 = 0; (2) τ2 = β and τ1 = 0; and (3) τ1 = τ2 =
0:5β. For the pure active transmissions, the transmit time
and power for each IoT node are optimized to maximize the
energy efficiency of all the IoT nodes under the same con-
straints as P1. As for the throughput maximization, this
scheme is optimized tomaximize the total achievable through-
put of all the IoT nodes under the same constraints as P1.

From this figure, we can see that the average energy effi-
ciency of all the IoT nodes under all the schemes will
increase with the increasing of Ps. The reasons are as follows.
With a larger Ps, the received legacy signal at each IoT node
is stronger and the harvested energy of each IoT node
increases, bringing a higher throughput achieved by all the
IoT nodes. Since the total throughput grows faster than the
growth of the total energy consumption, all the curves show
an upward trend. By comparisons, it can be observed that
the proposed scheme always achieves the best performance
in terms of the energy efficiency of all the IoT nodes among
these schemes. This is because the proposed scheme pro-
vides more flexibility to utilize the resource efficiently to
achieve the maximum energy efficiency. More interestingly,
we observe that the energy efficiency under the pure active
transmissions is lowest compared with the other schemes.
This is because compared to the pure backscatter communi-
cations, the pure active transmissions need more energy to
achieve the same throughput.

5. Conclusions

In this work, we have investigated the energy efficiency max-
imization for a cognitive wireless-powered hybrid active-
passive communication network, where multiple IoT nodes
transmit information to the information gateway via the
backscatter communications and the active transmissions.
Specifically, an optimization problem was formulated to
maximize the energy efficiency of all the IoT nodes by jointly
optimizing the backscatter time and reflection coefficients,
the transmit time, and power of all the IoT nodes, subject
to the energy causality constraint, the minimum SNR
requirements, etc. The formulated problem was a highly
nonconvex fractional optimization problem. In order to
solve it, we proposed an iterative algorithm to obtain the
optimal solutions. Simulation results have verified the fast
convergence of the proposed algorithm and demonstrated
the superiority of our proposed scheme in terms of the
energy efficiency of all the IoT nodes.

Appendix

The Lagrangian function of P4 is given by

L = 〠
K

k=1
C 2ð Þ
k − q 〠

K

k=1
Pc,kτkT + 〠

K

k=1
yk + pc,ktk
� �

T

 !

+ 〠
K

k=1
μk Bk β − τkð Þ − yk − pc,ktk
� �

+ λ 〠
K

k=1
C 2ð Þ
k − Cmin

 !

+ v β − 〠
K

k=1
τk

 !
+ ρ 1 − β − 〠

K

k=1
tk

 !
,

ðA:1Þ

where μk, λ, υ, and ρ are nonnegative Lagrangian multi-
pliers. Then, the first-order derivative of the Lagrangian with
respect to yk can be given by

∂L
∂yk

= 1 + λð ÞTDktk
tk +Dkykð Þ ln 2 − qT − μk, ðA:2Þ

where Dk = jgkj2/Wσ2. By letting ∂L/∂yk = 0, we have

P+
k =

yok
tok

= T 1 + λð Þ
qT + μkð Þ ln 2 −

1
Dk

	 
+
: ðA:3Þ

Therefore, Proposition 2 is obtained.
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In order to improve the real-time detection effect, therefore, a research on real-time scene detection of sports dance competition
based on deep learning is proposed. The collected scene image is grayed by using the weighted average method, and the best image
interpolation is calculated by using the deep learning method, so as to realize the smooth processing of sawtooth and mosaic
information generated by panoramic mapping. After selecting the cube model, the processed scene information is projected to
the visual plane to construct the panorama of the competition scene. Finally, combined with the three-frame difference, the
changes between adjacent image frames are calculated to obtain the moving target. The test results show that the motion
detection accuracy of professional dancers can reach more than 75.0% and that of amateur dancer can reach more than 64.2%.

1. Introduction

With the development of modern technology, digital media
technology can integrate text, images, sound, video, etc.
through computers. The logical relationship between them
is established through the processes of sampling quantiza-
tion, editing and modification, and encoding and compres-
sion. With its incomparable advantages of convenience,
accuracy, high efficiency, convenient storage, and easy mod-
ification, the computer constantly refreshes various records.
In recent years, with the rapid development of multimedia
technology and the continuous upgrading of software, the
wide application of computer in the field of design and per-
formance has won broad prospects. Multimedia technology
has not only brought a revolution to the stage visual perfor-
mance in a new form but also brought great changes to peo-
ple’s aesthetic ideas. With the wide application of
multimedia technology, the art of dance beauty is breaking
through the limitations and closure of the traditional manual
era. The stage is designed as a complex of space-time art,
including the temporality and hearing of literature and

music, as well as the spatiality and vision of painting and
architecture [1–3]. The function of dance art should not only
expand the visual scope of the audience and editors but also
expand people’s thinking ability. The important role of com-
puter technology in dance beauty creation and graphic
design provides sports dance practitioners with new ideas.
Computers can become a new “stage language.” People also
have enough reasons to believe that the combination of com-
puter and sports dance will stimulate more creative passion
and artistic spirit. Due to the late start of sports dance in
China, there is an urgent need to improve the competitive
level, teachers, teaching, and scientific research [4, 5]. Sports
dance provides a positive and healthy form of sports for col-
lege students to establish friendship, cultivate personality,
exchange feelings, strengthen physique, cultivate sentiment,
shape body shape, and improve skills, which is deeply loved
by college students. According to the results of a question-
naire in a college, a survey was conducted on the mental
health of 2000 students participating in sports dance before
and after training. The results showed that sports dance
had a significant effect on shaping healthy personality,
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strong physique, and normal interpersonal relationship.
However, the current situation is that the students’ increas-
ing learning enthusiasm does not match the teaching level
and venues in colleges and universities, which specifically
shows that there is a general lack of teaching venues in col-
leges and universities all over the country, and the instru-
ments and equipment cannot meet the needs of sports
dance teaching; the quality of sports dance teachers is gener-
ally not high, and the level of teachers is uneven; the scien-
tific research level of sports dance lags behind seriously.
Especially for the construction of sports dance–related com-
petitions, there is an obvious lag problem. For the competi-
tion environment and the participants’ action, capture
cannot meet the real-time requirements. At the same time,
for the controversial parts, there is a lack of more powerful
confirmation of video resources [6–8]. This has restrained
the development of sports dance to a certain extent. On
the one hand, sports dance itself has great limitations on
development, which is difficult to form a good development
trend through self-competition. On the other hand, due to
the lack of effective professional development and manage-
ment mechanism, most students have low enthusiasm to
participate in the major, and the students of their major can-
not find good development in the industry after graduation.
In this context, it is very necessary to use modern technology
to strengthen the real-time detection effect of the game
scene. Reference [9] proposes a spatiotemporal sparse RPCA
moving object detection algorithm. This method spatiotem-
porally regularizes the sparse components in the form of the
graph Laplacian. Each Laplacian corresponds to a multifea-
ture map constructed over the superpixels of the input
matrix. While minimizing the RPCA objective function,
the sparse component is used as the feature vector of the
spatiotemporal graph Laplacian to realize the detection of
scene objects. Reference [10] proposes a 3D motion detec-
tion and long-term tracking method. This method provides
a new energy function optimization framework for motion
pose estimation. It can independently estimate the 3D
motion pose of each object. However, considering the com-
plexity of the scene, the effect of real-time target detection is
not ideal. Based on the difficulties in sports dance teaching
described above, it has increasingly highlighted the necessity
and urgency of digital media technology in sports dance.
First of all, its advantage is that it can greatly improve the
existing competition conditions [11, 12]. At present, the
sports venues in most colleges and universities, especially
those suitable for sports dance competitions, are very tight,
with short opening hours and a large number of partici-
pants. Secondly, real-time detection of competition scenes
through digital media technology is also of great value to
avoid sports injuries. In some intense and confrontational
movements, athletes are often vulnerable to injury, and the
vast majority of injuries occur in a state beyond the control
of athletes. Using digital media technology to learn move-
ments can avoid sports injuries at this stage. If the virtual
reality technology is used for practice, students can safely
and boldly analyze the actions without considering these
problems, which will not cause any harm to people. At the
same time, they can also point out the shortcomings of stu-

dents’ actions, put forward suggestions, and score compre-
hensively, which can improve the evaluation effect of the
competition. In addition, it can also break through the limi-
tation of time and space [13–15]. Every athlete is eager to get
the support of world-class coaches, and every world-class
coach is also eager to promote his training concept to every
corner of the world. However, due to time and space con-
straints, it cannot be realized. With digital media technology,
all this will not be a dream. The realization of all this is
inseparable from the effective detection of the game scene.

On this basis, a real-time detection method of sports
dance competition scene based on deep learning is proposed.
Firstly, the collected game scene image information is pre-
processed. We take advantage of the information feature
extraction of deep learning to improve the detection effect
of game scenes. Finally, in a random test of 10 motion
dancers, the recognition rate of 5 professional motion
dancers was above 75%. The recognition rate of the other 5
amateur sports dancers is also above 64%. Through this
research, we also hope to provide valuable help for the devel-
opment of sports dance competition.

2. Image Preprocessing

When using digital media technology to collect the scene
information of sports dance competition, due to the reasons
of the equipment itself or the environment in the competi-
tion scene, it is very easy to cause incomplete or fuzzy infor-
mation, so the effect of scene detection is not ideal.
Therefore, this paper first preprocesses the collected game
scene image information [16–18]. So as to ensure that the
panoramic image of the game scene constructed later can
meet the detection requirements. Since most real-time image
acquisition devices store information in RGB color channel
model in. jpg compression format, this paper first grays the
image, which can effectively reduce the extraction and pro-
cessing time of SIFT features, so as to meet the requirements
of real-time detection of moving objects.

Image graying is the process of making the R, G, B com-
ponents of image color equal. Since the value range of R, G,
B is 0~255, the gray level is only 256. That is, grayscale
images can only show 256 grayscales [19, 20]. The image
gray processing method used in this paper is weighted aver-
age method. It has the advantage that the importance of dif-
ferent components can be considered. Different weights can
be assigned to the three components according to their
respective importance. Then, take the weighted average as
the grayscale result. Make the image grayscale more in line
with the needs of practical applications. According to the
importance of its color or other indicators, give different
weighted values to the three values of R, G, B, and make
them weighted average. Since human eyes have the highest
sensitivity to green and the lowest sensitivity to blue, the spe-
cific weighting formula is

R = G = B = 0:299R + 0:587G + 0:114B: ð1Þ

Because the sports dance competition scene contains
moving objects, on the basis of real-time detection, it is
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required to improve the speed and ensure the accuracy as
much as possible. Therefore, we should try to avoid
floating-point operation in practical application. Floating
point arithmetic is real arithmetic. Because computers can
only store integers, floating-point operations are slow and
prone to errors. Combined with this demand, this paper
adjusts the weighted calculation to the full integer algorithm
and scales formula (1) one thousand times to realize the
integer operation algorithm. At this time, the image gray
processing result is

Gray =
299R + 587G + 114B + 500ð Þ

1000
, ð2Þ

where Gray is the game scene image after gray processing. It
should be noted that the accuracy of RGB three-color chan-
nel is generally 8-bit accuracy. After scaling it a thousand
times, the subsequent corresponding image operations are
also 32-bit integer data operations. The division following
formula (2) is integer division, and the purpose of adding
500 is to realize rounding. Because the algorithm needs 32-
bit operation, the time will increase. Combined with the
real-time requirements of sports dance competition scene
detection, this paper further processes formula (2), and the
final result is

Gray = 30R + 59G + 11B + 50ð Þ
100

: ð3Þ

In this way, the unified preprocessing of dance competi-
tion scene image information is realized.

3. Build a Real-Time Panorama of Sports
Dance Competition

3.1. Scene Image Interpolation Based on Deep Learning. After
the above image graying, in order to have higher accuracy in
the later stage of the game scene stitching, this paper carries
out cylindrical mapping projection on the sequence images.
However, in the actual processing process, it is found that
the transformed point coordinates are often not integer
coordinate values. If these coordinate values are simply cal-
culated as integers, great errors will be caused, resulting in
geometric distortion of the projected image [21, 22]. There-
fore, this paper uses image interpolation technology. The
algorithm implementation of image interpolation is gener-
ally divided into forward mapping method and backward
interpolation method. The forward mapping algorithm is
to map from the source image to the target image; the back-
ward mapping algorithm is the reverse mapping from the
target image to the source image. In the process of pixel
transformation, the forward mapping algorithm may be pro-
jected to the outside of the image area, resulting in multiple
calculations, and the gray value of some pixels of the target
image will be repeatedly determined, which not only wastes
the calculation time but also sometimes affects the real-time
performance. The backward mapping algorithm generates
the output image for each pixel without interval. The pixel
gray value of each target image is determined by the color

values of the pixels of four source images after interpolation
algorithm, and then the output image is generated [23–25].
In this paper, the nearest neighbor interpolation algorithm
is used to realize this process. In the specific operation pro-
cess, firstly, the gray value of the input pixel closest to the
position mapped to the target image is selected as the inter-
polation result. After adding geometric transformation, the
corresponding coordinate values of the pixels with coordi-
nates (x, y) on the output image on the original image are
(u, v). At this time, the formula of the nearest interpolation
algorithm can be expressed as

g x, yð Þ = f x, yð Þ
x = u + 0:5 Take an integerð Þ
y = v + 0:5 Take an integerð Þ

8>><
>>:

, ð4Þ

where g ðx, yÞ represents the position information of the tar-
get image, and f ðx, yÞ represents the position information
closest to the target image. This algorithm is simple and fast.
However, this method will cause obvious jagged edges and
mosaic in the newly generated image. However, this
approach results in noticeable jagged edges in the newly gen-
erated image. Therefore, this paper uses the method of deep
learning to smooth the sawtooth and mosaic information. In
order to obtain the more accurate value of the output image
pixel of the fuzzy part, it is not enough to only use the four
nearest pixels of the input image pixel as the object of depth
learning. Therefore, this paper takes the influence of the
fuzzy point to the surrounding 16 nearest pixels as the learn-
ing goal. Constructing insert value learning function

S xð Þ = sin πxð Þ/πx, ð5Þ

where S (∗) represents the learning function. In this way, the
values of each point between collected images can be accu-
rately obtained. Use formula (5) to iteratively approximate
the best interpolation function. The specific iterative method is

S xð Þ =
1 − λ + 3ð Þ xj j2 + λ + 2ð Þ xj j3, xj j < 1

−4λ + 8λ∣x∣ − 5λ xj j2 + λ xj j3, 1 ≤ xj j ≤ 2

0, xj j ≥ 2

8>><
>>:

, ð6Þ

where λ represents the learning coefficient. Finally, according
to the actual image processing effect, the value of λ is -1. In this
way, the fast interpolation processing of competition scene
information is realized with a small amount of calculation
and simple algorithm. At the same time, the influence of other
adjacent pixels is considered to ensure that the gray level of the
collected real-time scene image maintains obvious continuity,
the loss of image quality is minimized, and the phenomenon
of image sawtooth and mosaic is avoided.

3.2. Panoramic Construction of Sports Dance Competition.
Panorama image generally means that the angle of view of
the image is greater than the normal visual angle of human
eyes, that is, it is about 90 degrees in the horizontal direction
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and about 70 degrees in the vertical direction. In addition to
using special equipment to obtain panoramic images, pano-
ramic images can also be obtained through image stitching
and stitching technology. Generally, first, the rotating cam-
era is used to collect the sequence video images to ensure
that the sequence images are partially overlapped. Then,
the mosaic algorithm is used to splice the collected sequence
video images to form a panoramic mosaic image.

On the basis of the above image processing, this paper
mainly includes several steps in the process of panoramic
image stitching and stitching: panoramic image generation,
model selection, collecting sequence images and ensuring
image overlap, image stitching. For the panorama generation
model, this paper selects the cube model to project the col-
lected scene information to the visual plane. The cube model
projection allows the user to view the image 180 degrees in
the vertical direction and 360 degrees in the horizontal
direction. The formed cube panorama is composed of six
planes, which are projected onto the six surfaces of the cube
and spliced. Projection transformation formula is the key
formula of panoramic mosaic image cube projection trans-
formation and inverse transformation method. Therefore,
this paper establishes the projection transformation coordi-
nate system. The cube takes the central position point o as
the origin of the coordinate system, and R is the variable
length of the cube, α ð−π< = α< = πÞ as azimuth and β ð−π
/2< = β< = π/2Þ as the pitch angle. The coordinate equation
of six faces can be expressed as

Left plane

y = −
r
2

−
r
2
≤ x, z ≤

r
2

� �
: ð7Þ
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In this way, the collected real-time scene information of
the independent sports dance competition venue is trans-
formed into a panoramic image.

4. Scene Real-Time Detection

On the above basis, the scene detection is realized by using the
inter frame image difference algorithm of the collected pano-
ramic image. The core of the algorithm is to gray the video
image of the current frame, then gray the image of the previ-
ous frame or the next frame, and then make the difference

2 adjacent image
frames

Calculate frame
difference

Computational
noise

Quantitative
processing

Noise suppression
function

Motion detection

Connectivity
analysis

Lock moving
target

Figure 1: Scene real-time detection method.

f (x, y)

f(0, 1)

(x, 0)
(1, 0)

(1, 1)

(x, 1)

(0, 1)

(0, y)

(0, 0)

Figure 2: Portrait fitting results.
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between the current frame image and the previous frame or
the next frame, so as to extract the moving object. Assuming
that at time point t, the current frame image is It and the pre-
vious frame image is It−1, the moving target can realize scene
change detection by comparing the image differences of three
adjacent frames. This method has strong adaptability to the
dynamic environment, good robustness, small amount of
computation, convenient implementation, and can quickly
and effectively detect the moving target from the background.
The specific algorithm flow is shown in Figure 1.

According to the method shown in Figure 1, the moving
object of the difference between frame images is calculated
by using the three-frame difference. At the same time, the
problem of image blur and edge information loss caused by
mean filtering is reduced under the action of noise suppression
function, so as to achieve the purpose of accurately detecting
the contour information of moving objects in the scene.

5. Scene Detection and Analysis

5.1. Experimental Data. In order to test the effect of the design
detection method, the experimental data are collected by
Dahua DH-IPC-HF8431E camera. The experiments were car-
ried out on the MATLAB platform. The main control chip is
the gt6 stm32f407v chip made by ST company. The processor
is arm series. This paper mainly analyzes the key frame data of
sports dancers when walking, that is, the movement of sports
dancers when stepping, so as to realize the professional evalu-
ation of sports dancers’ walking movement. This paper takes
video data of 24 professional sports dancers and 13 and non-
professional sports dancers as experimental samples and
selects effective experimental data, including 2004 key frame
pictures of professional sports dancers and 958 key frame pic-
tures of nonprofessional sports dancers. 1000 key frame data
of professional sports dancers and 700 data of nonprofessional
sports dancers are used as the training data set, and the other
samples are used as the test data set.

5.2. Data Processing. The human joint point data are fitted
with different interpolation coefficients according to the
method in this paper, and the results are shown in Figure 2.

The shape of the knee is relatively simple; (0, 0) repre-
sents the coordinate origin of the knee joint. (x, y) represents
the coordinate interpolation coefficient of the knee joint, and
the interpolation coefficient of 1.0 can better fit, while the
shape of the ankle and hip is relatively complex. For these
two parts, 20 groups of data are randomly selected to calcu-
late the average curve fitting degree of polynomial fitting,
and the final interpolation coefficients are 0.6223 and
0.8592, respectively.

5.3. Experimental Results. In this paper, the 10-fold cross-
validation method is used to test all samples, and the average
accuracy is 71.9%. In order to compare the action recogni-
tion results of different sports dancers, this paper will test
each sports dancer one by one. In the test set, all key frame
data of 5 professional sports dancers and 5 nonprofessional
sports dancers are randomly selected for test, and the results
are shown in Table 1.

It can be seen from Table 1 that among the results of 10
sports dancers tested separately, the second professional
sports dancer has the lowest recognition rate, 75.0% and
76.0%, respectively. The final grade of the professional sports
dancer is also the worst among the five professional sports
dancers; the second amateur sports dancer has the lowest
recognition rate of 64.2%. Conversely, among the five ama-
teur sports dancers, the sports dancer has the best perfor-
mance and is closest to the professional level. In fact, the
final performance of the amateur sports dancer is the best
among the five amateur sports dancers. The evaluation of
the walking posture of sports dancers is not determined by
a certain moment, but by a series of moments. Therefore,
the performance of a sports dancer should be evaluated by
integrating the movement and posture of all key frames of
a sports dancer’s walk. In the random test of 10 sports
dancers, the recognition rate of 5 professional sports dancers
is more than 75%, and the recognition rate of 5 amateur
sports dancers is also more than 64%. It shows that the
detection method designed in this paper can effectively
detect the scene.

6. Conclusion

In this paper, the academic algorithm is applied to practice,
aiming at the detection of small targets in the target detec-
tion algorithm in deep learning. High detection accuracy is
achieved on the experimental data set, and the feasibility of
the deep learning algorithm in the field of target detection
is also verified. However, in order to be applied to the actual
scene, the method still needs to be further improved, espe-
cially in the optimization of data and structure; there are
some problems and areas that need to be improved:

(1) The success of the deep learning algorithm is attrib-
uted to the use of large-scale well-labeled data sets.
Although the algorithm of this subject has achieved
good detection on the experimental data set, the
amount of data in this data set is not very large,
and the generalization ability of the training model
on this data set remains to be investigated. The focus
of this algorithm is on panoramic image

Table 1: Individual test results.

Detection result
Major Amateur

1 2 3 4 5 1 2 3 4 5

Correct quantity 36 38 49 43 39 38 43 58 76 59

Number of errors 12 12 5 6 12 13 25 17 17 25

Accuracy/% 75.0 76.0 90.7 87.8 76.5 74.5 64.2 77.3 81.7 70.2
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reconstruction, which makes less contribution to the
face detection algorithm. In the future, we can refer
to multiscale fusion to improve the face detection
network, so as to improve the effect of the face detec-
tion algorithm itself. At the same time, the image
reconstruction strategy of the face detection algo-
rithm proposed in this paper needs two feature
extraction and one image reconstruction, which can-
not achieve real-time effect in the detection speed. In
the follow-up, we need to do research on improving
the detection speed

(2) Aiming at the difficulty of small target detection in
complex scenes from the perspective of media tool
collection and the high missed detection rate of
existing algorithms, this paper proposes a detection
algorithm for scene repair based on deep learning.
On the basis of the data, the annotation of various
target perspectives under the panoramic perspective
is added. However, due to the insufficient amount
of data, the effect still needs to be improved, and
the expanded data set still needs to be supplemented.
At the same time, the annotation of data also needs
to be further standardized

(3) Aiming at the problems existing in small target
detection in practical application scenarios, this topic
puts forward the construction of panoramic image,
applies the theory to practice, and realizes the engi-
neering application of the algorithm. Although it
can achieve good target detection effect, the algo-
rithm may get stuck in practical application scenar-
ios. Therefore, the detection speed of the algorithm
still needs to be improved. At the same time, in the
communication of real-time image acquisition data
link, the fixation of some data lines and the security
of the platform need to be improved

(4) In this paper, the weighted average method is used to
grayscale the collected scene images. We employ a
deep learning approach to compute optimal image
interpolation. In future research, advanced tech-
niques can be introduced to detect multiple moving
objects more accurately
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Recently, person identification has been a prerequisite in many applications of the Internet of Things. As a new biometric
identification technology, gait recognition has a wide application prospect with the advantages of long-distance recognition and
difficulty to forge. However, the existing gait recognition methods have some problems, such as complex algorithm calculation,
high user participation, and large equipment overhead. In this paper, we propose RF-Gait, a method that identifies a person
through unobtrusive gait perception with COTS RFID. The key insight is that wireless signal fluctuation can be exploited to
distinguish each person’s unique gait behavior. To this end, we first collect and preprocess the gait-induced data composed of
multiple RFID tags. Furthermore, multivariate variational mode decomposition is utilized to extract the intrinsic features in the
spatial multichannels cooperatively. By developing a support vector machine model, we identify a person via the intrinsic
walking pattern. Finally, extensive experiments show that our method can identify a person with an average accuracy of 96.3%
from a group of twenty persons in a complex indoor environment.

1. Introduction

In the era of the Internet of Things, human-computer inter-
action has become crucial to integrating the physical world
and the information world. Person identification provides
a guarantee for the security of human-computer interaction.
Gait, as an emerging biometric feature, refers to the human
characteristic activity of moving the body through the inter-
active action of two feet. For human identification, gait has
the following two advantages: on the one hand, from the
perspective of medicine, the length of leg bones, the strength
of muscles, the height of center of gravity, and the sensitivity
of motor nerves determine the uniqueness and stability of
gait, so it is difficult to be imitated by others in a short time;
on the other hand, gait recognition is not strict on distance
and protects privacy.

Some kinds of methods have been developed to promote
the recognition performance of gait, and among them,
video-based and radio-based methods have contributed sig-
nificantly. Typical video image methods extract the contour
image of user motion for gait feature extraction and recogni-

tion. However, it is worth noting that the video image
methods need complex algorithm, large amount of calcula-
tion, and require expensive computing equipment for fea-
ture extraction and comparison [1]. Therefore, researchers
consider to use wireless signal for gait recognition. As we
know, when a person walks in the sensing area, the wireless
signal will be reflected and diffracted [2], and furthermore,
the mapping relationship between each person’s gait and
the signal fluctuation is unique. WiFiU [3] is the first
method that uses COTS WiFi devices to fulfill gait recogni-
tion. Channel State Information (CSI) is transformed to
the spectrogram in the time-frequency domain, and the
spectrogram signature is extracted for gait recognition. Gait-
Sense [4] proposes a WiFi CSI-based novel method that can
extract characterized gait patterns and is termed as gait
body-coordinate velocity profile. In [5], the spatial gain pro-
vided by a RFID tag array is used to resist the different
effects of the same person when the person is walking. How-
ever, indoor ambient noise may limit the recognition perfor-
mance of these methods. Due to the fact that the subcarriers
of WiFi CSI all use the same propagation paths, there are no
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discernible differences among them. Additionally, RFID
tags’ spatial gain is not fully utilized for gait recognition. In
some case, FMCW radar has been used for extract fine-
grained gait features in the noisy wireless signal. However,
this requires the use of customized equipment, which is
costly and does not meet actual needs.

To realize accurate human gait recognition via commer-
cial devices, we need to overcome two critical challenges.
The first challenge is the RF signal composition between
human gait and other indoor static objects which is highly
nonlinear. In order to extract fine-grained gait signals for
person identification, we adopt MVMD to decompose the
received RF signal and acquire the fine-grained gait signal.
The second challenge is that there are differences between
each person’s different walking signals. In order to elimi-
nate the difference and accurately identify the person’s
identity, we construct the feature set of human gait from
the time domain and frequency domain of RF signals and
train the SVM machine learning model for human identifi-
cation. Moreover, we propose RF-Gait, which use COTS
RFID for gait recognition and the cheap RFID tags can pro-
vide rich spatial diversity for fine-grained gait feature
extraction. The key insight of this paper is to adopt multi-
variate variational mode decomposition (MVMD) [6] to
extract intrinsic features from noisy RFID measurements
so as to further improve the accuracy of gait recognition.
Our main contributions can be summarized as the follow-
ing aspects:

(1) We propose a new fine-grained gait feature extrac-
tion method with COTS RFID. Owing to device
defects, the constant change of indoor environment,
and diversity in personnel walking, these noises are
nonstationary and nonlinearly mixed with the gait
based signal fluctuation. As a result, the proposed
method decomposes the signal and aligns the
decomposed signals with common frequencies
across modes

(2) We implement RF-Gait and comprehensively evalu-
ate the performance in a complex office building
under various conditions. Extensive experiments
show that our method can identify a person with
an average accuracy of 96:7% from a group of ten
persons in a real world scenario where people can

freely walk and the surrounding environment will
change

The reminder of this paper is organized as follows.We first
explain some background knowledge and present the system
overview in Section 2. The details of our method design are
described in Section 3. The implementation and evaluation
of the proposed method are presented in Section 4. We review
the related works in Section 5. Finally, Section 6 concludes this
paper and provides some suggestions for future.

2. Preliminaries and System Overview

2.1. Working Principle of RFID. UHF RFID usually consists
of three parts, including reader, antenna, and tag. Figure 1
shows the schematic diagram of RFID backscatter commu-
nication. The reader transmits radio frequency continuous
wave signal through the antenna. After the tag is activated
by the signal sent by the reader, it will return its own infor-
mation to the reader through the backscatter link. General
commercial readers, such as Impinj Speedwayr420, can not
only obtain the ID of the tag but also give the indicators of
the reflected signal of the tag: signal strength (RSSI), signal
phase, and signal Doppler frequency shift. Since the Doppler
frequency shift provided by the reader is very noisy [7],
researchers usually use two indicators, RSSI and phase for
RFID sensing.

In free space, the signal needs to go through two trans-
missions between the reader and the tag: the forward link
from the reader to the tag and the backscatter link from
the tag to the reader. When the distance between the reader
antenna and the tag is d, the tag RSSI and phase received by
the reader can be expressed as [8, 9]

R dBð Þ = 10 log C · λ4

d4

" #
, ð1Þ

θ = 2π
λ
2d + θR + θT

� �
mod 2π, ð2Þ

where C = CG · CM · CP/4πd4 · ξ2 and is determined by envi-
ronment and equipment deployment conditions. λ is the sig-
nal wavelength, and θR and θT represents the phase offset
brought by the reader and the tag itself, respectively.

Transmit by the
reader

Backscatter by
the tag

Reader

Antenna
Tag

RFID

Figure 1: RFID backscatter communication process.
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2.2. Feasible Study. The leading attraction of the human gait
as a biological feature is contactless, and more importantly,
gait is a unique feature of individuals. Murray et al. discov-
ered that the standing, swinging, and gait-related body

movements of the same participant are surprisingly similar,
and walking has a strong periodicity [10]. What is more, the
above mentioned gait characteristics of different participants
present obvious individual differences. Specifically, as shown
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in Figure 2, when the reader antenna and a tag array (In the
experiment part, we discussed the setting of array size and
finally set it to 4 rows and 2 columns.) are placed on both
sides of the personnel walking route, the human body can
be modeled as a conducting cylinder [11]. Meanwhile, the
wavelength of UHF RFID is about 32 cm, which is roughly
close to the width of the human body. Therefore, the person
is able to reflect and diffract the RF signal when he passes
between the reader antenna and the tags, and there is a
one-to-one mapping relationship between the impact of
each person’s gait on the RF signal. As a result, on the far
right of Figure 2, the red sine curve represents the influence
of personnel walking on RF signal which is the component
we are trying to extract, the green line represents the influ-
ence of indoor static environment on RF signal, and the
actually received RF signal which is red line can be ideally
expressed as [12]

Si tð Þ = Ai tð Þejθi tð Þ, Ai tð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10Ri tð Þ/10−3

p
, ð3Þ

where i ∈ I, RiðtÞ, and θiðtÞ represent the measured RSSI and
phase of the ith tag, corresponding to the polar angle and
polar radius in the I-Q plane, respectively.

Moreover when a person walks in the RFID sensing area,
the received signal can be decomposed into

S = Ss + Sd = Ase
−jθs + 〠

M

k=1
Ake

−j2π dk/λð Þ, ð4Þ

where the received signal is divided into static and dynamic
components in Equation (4). Ss represents the superposition
of all static propagation paths, and Sd represents the super-
position of all dynamic propagation paths. M is the number
of dynamic propagation paths, and dk is the length of the kth
dynamic propagation path. As shown in Figure 3, we find
that the periodic dynamic component of the received signal,
which including both the phase and RSSI measurements, can
be utilized to exploit the unique gait pattern of different
persons.
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Input: f∑I
i=1ŜiðtÞg:f∑I

i=1R̂ig, f∑I
i=1

bθg, β
Output: ∑K

k=1CkðtÞ,ϵ.
1: Initialize: c1k,i,ω

1
k,λ

1
i ,α

1,n.
2: Repeat
3: n⟵ n + 1
4: Fix other variables and updateck,i as (10);
5: Fix other variables and update ωk as (11);

6: Untilð∑k∑iðkun+1k,i − unk,ik22/kunk,ik
2
2Þ < βÞ

Algorithm 1: Gait embedded multichannel RFID signal decomposition using MVMD.
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2.3. System Overview. The framework of RF-Gait is shown in
Figure 4. To perform person identification based on gait pat-
terns, we deploy several RFID tags to form a tag array for
comprehensive gait perception. For the received RF signals
from the tag array, the main processing steps consist of three
main components: (1) Data preprocessing: with the RF sig-
nals received from the tag array, RF-Gait first filters data
with interpolation and smoothing and then analyzes for
walking detection and direction. (2) Feature extraction:
based on the processed signal series, RF-Gait extracts feature
vectors via MVMD algorithm and intrinsic mode sifting cri-
terion. (3) Person identification: our method finally identifies
the person who is walking in sensing area according to the
gait features stored in the trained model.

3. Method Design

In this section, we detail the method design of RF-Gait
including data collection, data preprocessing, feature extrac-
tion, and person identification.

3.1. Data Collection. The first step of our method is to collect
the RFID signal measurements. We deploy the reader
antenna and multiple tags on both sides of the walking path.
When a person passes between the reader antenna and tags
in different ways, we collect the raw RSSI measurements RðtÞ
and phase measurements θðtÞ.
3.2. Preprocessing

3.2.1. Data Sanitizing. The commercial reader uses the slot-
ALOHAmechanism to read the channel information, result-
ing in the nonuniform distribution of the received data in
the time domain. In order to facilitate the subsequent pro-
cessing, we carry on the linear interpolation with 80 sam-
pling points per second to the measurements. Furthermore,
in order to solve equipment noise and measurement errors,
we consider using the Savitzky-Golay filter [13] for data
smoothing. The key insight of the filter is to perform
weighted filtering in the predefined window. Moreover, it
can more effectively retain the change information of the
measurements while smoothing the data. The raw RSSI
and phase measurements and the data after sanitizing are
shown in Figure 5, and the sanitized signal composed of san-

itized RSSI R̂ðtÞ and phase bθðtÞ can be denoted as

Ŝ tð Þ = 〠
I

i=1
Ŝi tð Þ: ð5Þ

3.2.2. Walking Detection. To better extract gait features from
walking patterns, we need to perform motion detection and
segment the time series of the sanitized measurements.
Therefore, in this section, we first analyze the short cumula-
tive energy of signal series as follows:

E tð Þ = 〠
L

l=1
A2 t + lð Þ = 〠

L

l=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10R2

i t+lð Þ/10−3
p

, ð6Þ

where AðtÞ denotes the tth amplitude value, and L denotes
the length of the sliding window.

As a result, we calculate the signal energy in each win-
dow and compare it with a predefined moving detection
threshold. As shown in Figure 6, we utilize this scheme to
judge the starting and ending points of the movement.

The next step is aimed at distinguishing the walking
direction. For this problem, because different directions have
different effects on labels, we can consider using the RSSI
difference of two columns of labels to solve it. The difference
can be represented as

Dif f R = RTlef t
− RTright

, ð7Þ

where RTl
and RTr

mean the tags’ RSSI of two different col-
umns in the same row. When Dif f R ≥ 0, this means that the
person walks from the tag in the right column to the tag in
the left column, and vice versa.

3.3. Feature Extraction

3.3.1. Multivariate Variational Mode Decomposition. Since
the dynamic component of the signal is nonstationary and
superimposes with the static component in a nonlinear
way, thus we resort to an adaptive method to extract the
intrinsic modes from the signals consisting of multichannel
tag measurements automatically. The basic idea of MVMD
is to decompose the original multichannel signals into sev-
eral simple and high quality signals (i.e., intrinsic mode
functions which are termed as IMFs). As a result, the pre-
processing multichannel signals ŜðtÞ are decomposed into

Figure 8: The topology of the tag array in real scenarios.
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predefined K × I number IMFs and the residual ε:

Ŝ tð Þ = 〠
K

k=1
Ck tð Þ + ε, ð8Þ

where CkðtÞ = ½ck,1ðtÞ, ck,2ðtÞ,⋯,ck,IðtÞ�.
The goal is to extract simple oscillatory mode IMFs

involved in the signals ŜðtÞ, which are the informative infor-
mation for realizing person identification. The result cost
function of our problem Equation (8) is given by

minimize ck,if g, ωkf g 〠
k

〠
i

∂t ck,i+ tð Þe−jωkt
h i��� ���2

2

( )
: ð9Þ

In the above proposed variational model of decomposition
task, we aim to minimize the sum of bandwidths of all IMFs.
In order to resolve the multiobjective optimization problem
(9), we adopt the Alternating Direction Method of Multiplier-
(ADMM-) based optimization strategy [6]. First of all, we
transform the original constrained optimization problem into
the form of unconstrained optimization by Lagrange multi-
plier. In the following, two alternate update steps are given
for the mode ck,i and the center frequency ωk.

Step 1. Updating mode ck,i: The other variables are fixed, and
ck,i can be updated by solving the problem:

cn+1k,i = argmin
ck,if g

α ∂t ck,i+ tð Þe−jωkt
h i��� ���2

2
+ si tð Þ −〠

K

ck,i tð Þ +
λi tð Þ
2

�����
�����
2

2

( )
,

ð10Þ

where α and λ are the parameters of Lagrange multiplier
method.

Step 2. Updating center frequency ωk: In this step, ωk is
updated by solving the following problem:

ωn+1
k = argmin

ωkf g
〠
i

∂t ck,i+ tð Þe−jωkt
h i��� ���2

2

( )
: ð11Þ

The detailed optimization process is given in
Algorithm 1.

After MVMD processing, we get K × I IMFs, but there is
only a small number involving rich gait information. Here-
inafter, we rank the IMFs’ quality of each tag via the correla-
tion coefficients, and for the ith tag, the correlation of the
kth IMF Ci,k is defined as

ζi,k =
Ci,k tð ÞŜi tð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ci,k tð Þ2Ŝi tð Þ2

q : ð12Þ

According to the above Equation (12), we sift IMFs of
each tag with the highest correlation ∑I

i=1Ĉi.

3.3.2. Feature Construction. Considering the real-time
requirements for person identification, we choose a light-
weight and efficient scheme to extract features based on sta-
tistics theory. Specifically, for the above selected set of IMFs
f∑I

i=1Ĉig, we leverage 6 features to portray the time and fre-
quency profile of the walking pattern. The features are the
(1) mean, (2) standard deviation, (3) skewness, (4) kurtosis,
(5) form factor, and (6) crest factor.

Tags Array

Antenna

Figure 9: Experimental scenario.

Table 1: Confusion matrix of walking detection.

Classified as Walking Nonwalking

Walking 0.998 0.02

Nonwalking 0.03 0.997

Table 2: Verification time.

Scene Gateway Walkway Office

Time/(s) 0.241 s 0.312 s 0.518 s
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In this way, we can finally form the feature matrix F as

F = F1, F2,⋯,Fi,⋯,FI½ �, ð13Þ

where Fi contains 6 time domain features and 6 frequency
features.

To visualize the learned features, we use t-SNE [14] to
project them into a two-dimensional feature space.
Figure 7 illustrates the gait features of 10 subjects, which
have excellent discrimination capability.

3.4. Person Identification. In this step, we introduce how to
perform person identification based on extracted features.

Due to the multiclassification problem and the need to
ensure higher recognition accuracy in a short period of time,
we choose support vector machine (SVM) [15] for identifi-
cation. Specifically, RF-Gait feeds the extracted IMFs’ feature
vectors into an SVM model with a radial basis function ker-
nel function in the model training step. Then, when a person
is walking in the sensing area, RF-Gait determines the iden-
tity of this person via the trained model.

4. Performance Evaluation

4.1. Experiment Settings. In this paper, we perform extended
experiments to verify the proposed method RF-Gait in a
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Figure 10: The confusion matrix in our experiment.
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typical indoor environment. The experiment contains an
Impinj Speedway R420 reader with a circular polarization
antenna (9dBi gain) and Impinj-H47 tags that form a
tag array. The reader operates at the stable frequency of
920:625MHz, and the tags are deployed to form a uni-
form linear tag array which is shown in Figure 8. The
tag array is 2m away from the reader antenna, and the
height of the reader antenna is 1:5m. The plan of the
experimental scene is shown in Figure 9. As shown in
Figure 9, multiple places in the scene are used to collect
walking data. We recruit 10-20 volunteers, everyone with

60 walking times on each place. From the data set, 80%
of the data is randomly selected for model training, and
the remaining 20% is used for testing our proposed
method RF-Gait.

4.2. System Performance Analysis

4.2.1. Walking Detection Accuracy. In this section, we first
evaluate the accuracy of the walking detection scheme. To
verify the effectiveness of our scheme, we asked volunteers
to walk normally, intermittently, and pause in the sensing
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Figure 12: The accuracy varies with the distance.
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Figure 13: The accuracy varies with walking speed.
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area and we used the camera to record the results as the
ground truth. As shown in Table 1, our scheme achieves a
good result.

4.2.2. Time Required for Verification. Many gait recognition
methods based on video image processing need to run com-
plex image processing algorithms. The method proposed in
this paper is very lightweight, and the time required for
authentication is very short. As shown in Table 2, the aver-
age time required for signal processing, feature extraction,
and comparison to authenticate a person is only 0. 357 s.

4.2.3. Person Identification Accuracy. To evaluate the accu-
racy of RF-Gait, we utilize a confusion matrix to describe
the overall performance of RF-Gait as shown in Figure 10.
The diagonal elements of the matrix represent the probabil-
ity of correct recognition using the extracted feature matrix,
and other elements represent the probability of the wrong
classification into others. Figure 10 shows that our system
achieves an average accuracy of 96:7% in the typical complex
indoor environment.

Furthermore, we compare RF-Gait with variational
mode decomposition and two state-of-art gait-based person
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identification methods [16, 17] which are empirical mode
decomposition-based methods in Figure 11. The accuracy
of our proposed method is higher than the other three
methods. Our method is 3:7% higher than the traditional
VMD scheme, 6:7% higher than the literature [16], and 4:3
% higher than the literature [17], respectively.

4.2.4. The Impact of the Horizontal Distance between the
Reader Antenna and Tag Array. In our proposed method,
the width of an entrance determines the distance between
the reader and the tag array. We evaluate the effect of
entrance width on the system performance. The distance
varies from 1m to 2m at intervals of 0:2m. As shown in

Figure 12, we find that the recognition accuracy tends to
get better as the distance from the entrance becomes larger.
Through literature research, we believe that the dynamic
path, that is, personnel walking, has a more significant influ-
ence than the static RF signal component [18].

4.2.5. The Impact of Walking Difference. In this part, we
mainly evaluate the influence of walking speed and user lat-
eral positions on the recognition effect. First, we evaluate the
effects of different walking speed by letting the same 10 sub-
jects walk through the sensing area at different velocities. As
shown in Figure 13, except for the fast walking which
achieves a decreased accuracy of 89:7%, RF-Gait maintains
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Figure 16: The accuracy varies with different classifiers.
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high recognition accuracy when walking slowly and nor-
mally. Second, we set three kinds of lateral positions, one is
close to the tags, one is close to the reader, and the other is
walking in the middle. Then, we evaluate the influence of
this condition on the recognition accuracy. As shown in
Figure 14, when people walk in the middle, the recognition
effect is the best. We speculate that when close to the reader
and tags, the normal reading of the RF signal will be affected
[19], so the recognition effect will be reduced.

4.2.6. The Impact of Different Clothes. In the actual scene, the
same person will wear different clothes, so we need to eval-
uate the impact of different clothes on RF gait. As shown
in Figure 15, there is no significant impact on the recogni-
tion effect when the clothes of walkers change. We believe
that this is because normal clothing materials have little
effect on the RF signal of UHF band [20].

4.2.7. The Impact of Different Classifiers. In order to analyze
the recognition accuracy of different classifiers on selected
features, we select four commonly used multiobjective classi-
fiers, support vector machine with RBF (SVM), decision tree
(DT), sparse representation classification (SRC), and naive
Bayes (NB). As shown in Figure 16, we find that the result
of SVM is the best, so we choose it as the classifier in our
paper.

4.2.8. The Impact of Tags’ Number. As more tags can acquire
richer spatial gain for person identification while increasing
the person identification delay, we study the impact of the
number of tags on the performance. In the scenario shown
as Figure 17, we change the number of tags from 2 to 12
and show the results in Figure 17. We find that with the
increase of the number of tags, the recognition accuracy
grows significantly, but the growth is not obvious after the
number is 8. Therefore, we make a trade-off between recog-

nition accuracy and system delay and select eight tags to col-
lect gait information for person identification.

4.2.9. The Impact of Training Set Size. In practical applica-
tion, the less the number of training samples, the less the
cost of actual deployment. In order to investigate the influ-
ence of the number of training samples on the results, this
paper changes the number of training samples from 5 to
35 and uses the remaining samples as the test. The certifica-
tion results are shown in Figure 18.

5. Related Work

This section reviews the related literature in RFID-based
sensing and gait recognition techniques.

5.1. RFID-Based Sensing. As a mature automatic identifica-
tion technology, RFID technology is widely used in indus-
trial manufacturing [21], warehousing [22], and logistics
[23]. RFID-based sensing technology utilizes signal charac-
teristics reflected back from RFID tags for indoor contextual
sensing. The emerging RFID-based sensing applications are
widely applied to user authentication [12, 24, 25], indoor
localization [26, 27], activity recognition [7, 28], and so on
[29]. RF-Mehndi [25] is an RFID-based user authentication
system. The authors find that the coupling effect of a tag
array is distinctive when different users touch the tags so
as to achieve biometric acquisition. 3DLRA [27] leverages
RFID tgas to develop a 3D indoor localization system and
analyzes the variation characteristic of signal indicators using
deep learning. In [28], the authors quantify the correlation
between RF phase values and human activities by modeling
the signal reflection of RFID tags in contact-free scenarios.
Furthermore, RFID is also be used for material sensing, vibra-
tion sensing, and so on. In [29], the impedance-related phase
change is utilized for material sensing and finally the authors
can detect the category of the material.
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Figure 18: The accuracy varies with the training set.
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5.2. Gait Recognition. Existing gait recognition methods
mainly focus on three categories: methods based on video
image processing [30], methods based on sensors [31, 32],
and methods based on radios [33–35]. Among them, the
method based on video image processing performs gait fea-
ture extraction and identification by extracting the contour
image of the user’s movement. In [31], the authors use Gait
Energy Image (GEI) as a template for human identification
by gait. The sensor-based method extracts the user’s acceler-
ation and other information when walking through various
sensors carried by the user and analyzes the user’s gait
behavior. In [36], inertial measurement units (IMU) are
consider for recognizing gait and the authors design a deep
convolutional neural network to extract discriminative gait
features. The radio-based methods identify human gait by
analyzing the wireless signal and establishing the mapping
relationship with human walking. In [35], the authors apply
weighted multidimensional dynamic time warping to com-
pute the similarity of two walking profiles which are col-
lected from the RFID tags.

6. Summary and Future Work

This paper introduces a walking-induced method RF-Gait
which is capable of identifying persons using COTS RFID.
RF-Gait employs multiple spatially distributed tags to obtain
fine-grained profiles of the human gait and enables human
identification via the MVMD algorithm and SVM-based
identification model. Experimental results show that the
average identification rate of this method can reach 96:3%,
and it has good robustness and stability. However, this paper
only considers the gait perception of a single person, which
is not well performing in multiperson situations. An in-
depth study is needed to identify the gaits of more than
one person at a time.
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Digital imaging technology originated from scientific and technological competitions in the military field, allowing continuous high-
intensity digital photography work. The ocean virtual scene display of digital images is more flexible and more tolerant. The ocean
virtual scene can be used to model the structure of different regions, create a diversified ocean experience pavilion as much as
possible, and create a multi-dimensional visual product. Through this research, we get: 1. The best frame rate is 100.607 when High
Dynamic Range (HDR) is off and 98.47 when HDR is on. When A=0.0161, Me=26, K1= 0.6488, G=28, K2= -0.0072, α=58,
Omega=2.5229, β=78. The simulation experiment of ocean scene construction shows that it only needs to calculate the ocean
virtual scene of LONC area, and repeatedly set and splice the ocean virtual scene to form a large modeling scene. 2. When the FFT
model is optimized, the parameters are set as follows: Meta Flight =0.946, Open Flight =0.441, α=0.828, Omega=089, β=0.754; The
optimal parameters of multiple kernel learning model in ocean virtual scene are: Meta Flight =0.757, Pen Flight =0.818, α=0.781,
Omega=0.157, β=1.739; The best parameters of the ocean virtual scene of Vega Prime model are: Meta Flight =0.285, Open
Flight =0.803, α=0.701, Omega=0.725, and β=0.757. And the constructed ocean virtual scene can achieve the best effect. 3. In the
FFT model, when the related technical parameters are set optimally, the two-dimensional animation is integrated into the digital
image as a visual special effect element or an animation subtitle, so that the digital image is more interesting, creative and propagable.

1. Introduction

Digital imaging technology originated from scientific and
technological competitions in the military field. In the initial
development period of digital imaging, this technology was
mainly used in military fields such as aerospace and naviga-
tion. Digital imaging is significantly different from tradi-
tional film. The former is based on the photosensitive
component Complementary Metal Oxide Semiconductor
(CMOS), which can carry out continuous and high-
intensity digital photography. Compared with traditional
film imaging, the technical means are relatively backward
and require a lot of manual operation. The requirements
are high, and high-throughput work cannot be achieved.
The development of digital imaging benefits from the devel-
opment of Charge-coupled Device (CCD). Charge-coupled
devices are used as storage devices [1–3]. Later, it was devel-
oped and applied in the field of digital imaging combined

with photoelectric effect for storage of video effects. CMOS
and CCD are continuously polished and updated to perfectly
match the digital image. Digital imaging technology can help
people understand the aesthetics of digital art, starting from
the digital imaging features of human interaction. Digital
imaging technology is a digital imaging art with digitization
as the core. Its development may have an impact on the
form of traditional imaging. However, the audience for dig-
ital imaging and traditional imaging is different and may
reduce the huge contrast brought about by the impact. Dig-
ital photography technology has accelerated the human soci-
ety from the writing age into the prosperous ocean virtual
scene display, which greatly broadens the human visual
experience. The creative form and scene construction are
also more exaggerated and bold. The marine virtual scene
display combines people and the machine has changed the
traditional aesthetic feeling and way of aesthetics. Have a
stronger sense of participation [4–8]. In the field of
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computer and information science, influence interaction can
be understood as “human-computer interaction” or the
transmission of information back and forth. Interaction
can also be interpreted as a two-way communication
between the media and users, which can realize information
interaction in the true sense. In a diversified network plat-
form, digital images are the main form of information dis-
semination today, and digital images are used to promote
the company’s image and brand. At the beginning of its
release, the Mi 11 Ultra reached the top of the professional
imaging evaluation agency DXOMARK list. Mi 11 Ultra uses
a 1/1.12-inch GN2 sensor with an ultra-outsole, which has
been appreciated by users in both photography and video
shooting. In addition to improving the picture quality,
mobile phones must also consider the user’s experience
and interactive experience. The application of AI algorithms
in photography and the needs of beauty are all user needs.
For digital photography, anti-shake technology and high-
resolution image quality The increase in rate, combined with
technologies such as optical image stabilization, can signifi-
cantly improve the digital camera experience of mobile
phones. The 5G era and short video complement each other
and promote the development of digital photography tech-
nology. 5G technology is of great help to the cloud platform
technology of sports cameras. The video transmission quality
of drones can reach high frame rates and 8K images. Virtual
technology combines 3D scanners, thermal imagers, and sur-
veying instruments to form a framework of digital influence.
Digital photography technology accelerates the human society
from the writing age into the present prosperous ocean virtual
scene display, which greatly broadens the visual experience
and has a revolutionary change. With the great development
of the marine virtual scene field [9, 10]. More and more people
prefer virtual technology to experience some scenes, and virtual
technology that can be close to the real experience is more pop-
ular. With its unique visual effects, the combination of ocean
virtual scenes and real shot videos still has a lot of space and
more forms of expression under different carriers and network
communication methods. The advancement of virtual scene
technology has made the production of 3D animation and dig-
ital special effects more and more realistic. The international
and domestic markets are generally pursuing the production
of 3D animation and film and television special effects. The tra-
ditional form of ocean scenes combined with video has encoun-
tered bottlenecks in the development and innovation of film
forms, and it is difficult to make new breakthroughs. The ocean
virtual scene display of digital images is more flexible and toler-
ant. The ocean virtual scene can be used tomodel and construct
different regions, build a diversified ocean experience pavilion
as much as possible, and tap more ocean dynamic elements to
apply to reality. Take a video. The art form of inserting the
ocean virtual scene into the real shot video is unique [11–15].
The flexible drawing style and the freely changing visual space,
if used properly, will form a unique ocean virtual scene display,
creating a multi-dimensional visual product. Insert some two-
dimensional animations into the construction of ocean virtual
scenes, and integrate two-dimensional animations as a kind of
visual special effects elements or animated subtitles into digital
images, making digital images more interesting, creative, and

spreading wider. Although real ocean scenes and digital pho-
tography have more perfect viewing visual effects, the produc-
tion of complex underwater worlds and large aquariums
requires a long period of time for animal needs, and the invest-
ment in money and time is still large. Video works in the era of
digital imaging pay more attention to the speed of dissemina-
tion and the evaluation and influence of audience groups than
in the past. However, the combination of traditional animation
films has lacked freshness for today’s audiences. Combine two-
dimensional animation with real shot video, explore more ways
to combine the two and the effect of combining different real
shot video content, both in terms of visual performance of the
video and production cost, it is a win-win situation s Choice.

2. Digital Imaging Technology and Virtual
Scene Construction Technology

2.1. Digital Imaging Technology. Digital video is the use of a
video camera to transform the real world under the ocean into
electrical signals, which are images recorded in digital form.
The development of imaging technology is divided into tradi-
tional imaging technology and digital imaging technology.
With the help of the fermentation of today’s network environ-
ment, digital images have formed digital images of production
methods, digital images of storage methods, and digital images
of broadcast methods. The carrier of digital images is digital
photography equipment, which can record and output optical
and electrical signals. Figure 1 shows the main framework of
imaging technology [16].

2.2. Storage and Transmission of Digital Images. As shown in
Figure 2, the process of storing and transmitting digital images
is visualized. Digital image storage devices include digital tapes,
digital P2 cards, digital Blu-ray discs and digital disks, which are
spread through network video streams, and finally form a net-
work pandemic to achieve the final flow realization purpose. In
the creation of digital video, two-dimensional animation can be
used for creation, which brings together the advantages of ani-
mation software, and the blessing of a computer can definitely
contribute to the effect and quality of the film. The digital cam-
era shoots the scene as an entity and can record the truest side
of the world. Two-dimensional animations are relatively weak,
and sometimes they cannot achieve perfect presentation effects
due to different perspectives. Digital imaging has interactive
functions in the field of digital art, and can be used to build
ocean virtual scenes by combining computer and information
science, communication, aesthetics, and psychology. The inter-
action of the ocean virtual scene is “to realize the expression of
artistic concepts through the artistic expression method of
ocean virtual and the way of virtual scene construction mode.

2.3. Digital Interaction. The interaction of the ocean virtual
scene includes four levels, including: viewing on the spot,
browsing on the network, using virtual equipment for expe-
rience, and on-site control. As an art form supported by dig-
ital technology, the ocean virtual scene art of digital imaging
is a powerful expansion of interaction. After all, pure VR
viewing cannot achieve the immersive experience. Only
when the experiencer decides the direction of things in the
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virtual world, can they control and change the direction of
things in virtual modeling. This lies in the digital interactive
magic of ocean virtual scenes, which can truly be expressed
as aesthetic activities. In digital art, its essence has not chan-
ged, because the law of communication of interaction is the
same, and the difference is only the innovation and break-
through in the degree of interaction between content and
form. The interactivity of digital art is a way of making use
of specific information transmission equipment and feed-
back systems in the virtual environment of the Internet plat-
form to carry out the individualized participation of people
and people, people and works, and people and systems.

2.4. Target Detection Algorithm. R-CNN (Regions with CNN
features or Region-based Convolution Neural Networks) is an
A region-based convolutional neural network algorithm. Tra-
ditional art cannot provide audiences with a platform for inter-
active aesthetic manipulation of virtual ocean scenes due to the
limitations of technical conditions, appreciation experience,
and form. Customers who visit the aquarium will not have a
sense of participation in art. The spread of digital ocean virtual
scenes has linear characteristics, so that customers of the aquar-
ium can personally participate in the process of art formation.
Under the conditions of rapid development of digital technol-
ogy, the strategic phenomenon of regional recommendation
has been changed, and mastering digital technology has
become a target positioning model. In the formation of a
bottom-up art acceptance process, the audience broke through

the single, one-way passive aesthetic method of traditional tar-
get detection algorithms, and instead focused on the selection
and control of multi-scale sliding, and mastered the target.
The initiative of regional artistic aesthetics. R-CNN abandons
the traditional ocean virtual scene idea, creatively combines
the ocean virtual scene with CNN, and finally makes the con-
struction speed of the ocean virtual scene and the speed and
accuracy of target detection have been significantly improved.

3. Application of Digital Images in Ocean
Virtual Scenes

(a) FFT [17–20]

Digital image

αT = a0, a1,⋯, an−1½ � ð1Þ

Digital image

Traditional image

Imaging technology

Broadcasting method

Storage method

Ways to produce

Figure 1: Image technology.

Storage

Digital band

P2 card

Blu-ray Disc

Disk

Display screen Internet broadcastStreaming

Figure 2: Storage and transmission of digital images.

Table 1: FFT transform method.

Frame rate HDR off HDR on Lonc Latc

Frame rate at that time 93.569 81.267 95.429 88.32

Average frame rate 95.429 83.591 95.769 89.65

Worst frame rate 90.769 74.629 82.32 96.65

Optimal frame rate 100.607 98.476 96.23 84.65
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Figure 3: FFT transform method.

Table 2: Scene simulation.

NO Wind speed Fetch length

a 5m/s 1500 km

b 10m/s 50 km

c 10m/s 500 km

d 15m/s 1500 km

e 20m/s 50 km

f 20m/s 750 km

g 20m/s 1500 km

Table 3: Construction of ocean scene.

NO A Me K1 G K2 α Omega β

1 0.0161 26 0.6488 28 -0.0072 58 2.5229 78

2 0.0064 89 2.1143 85 -0.0092 66 4.5544 45

3 0.0161 26 0.648 89 -0.0317 83 2.5229 78

4 0.0196 39 0.8359 95 0.03301 51 2.8648 81

5 0.0104 35 0.4084 78 -0.0528 72 2.0101 24

6 0.0104 35 0.4011 65 0.09335 27 2.0101 24

7 0.0033 9 0.6375 48 -0.1206 75 2.5229 78

8 0.0027 77 4.3809 62 -0.1211 18 6.5574 53

9 0.0011 35 7.0132 27 11.2821 93 11.423 35

10 0.0008 94 10.506 58 -12.154 21 12.566 71

11 0.0008 94 -10.06 56 -12.522 26 12.566 71

12 0.0011 35 -3.257 49 12.8787 35 11.423 35

13 0.0011 35 -2.383 69 13.0687 22 11.423 35

14 0.0011 35 0.4647 67 13.2761 58 11.423 35

15 0.0008 94 6.5805 79 14.6564 24 12.566 31

16 0.0008 94 -5.686 83 15.0257 75 12.566 71

17 0.0008 94 1.8399 31 15.9602 27 12.566 31
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Table 4: Comparison of model parameters.

FFT MKL
Vega
prime

Meta
flight

Open
flight

α Omega β

0.256 0.443 0.192 0.946 0.441 0.828 0.089 0.754

0.807 0.353 0.913 0.823 0.893 0.598 0.365 0.348

0.557 0.701 0.725 0.757 0.818 0.781 0.157 0.739

0.222 0.976 0.764 0.78 0.724 0.866 0.744 0.751

0.841 0.776 0.557 0.256 0.782 0.353 0.913 0.823

0.876 0.235 0.222 0.285 0.803 0.701 0.725 0.757

0.247 0.369 0.773 0.634 0.589 0.752 0.88 0.461
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Figure 6: Comparison of model parameters.

Table 5: Marine virtual scene modeling.

Parameter FFT MKL Vega prime

Me 52.08 25.12 15.76

K1 52.33 33.81 17.52

G 55.01 35.41 10.34

K2 40.22 26.88 36.08

α 31.02 38.20 12.66

Omega 34.61 32.71 10.31

β 45.93 44.31 21.91

Me2 38.00 37.68 15.94

K3 34.20 35.32 17.61

G2 45.42 24.83 32.68

K4 35.84 33.15 19.87

J 46.23 40.79 18.01

omega2 37.73 32.06 38.01

β2 39.35 31.81 12.02

M2 40.96 25.70 36.26

P2 42.47 21.38 13.43

t2 45.02 23.60 21.27
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4. Simulation Experiment

4.1. FFT Transform Method. The FFT transform method
(shown in Table 1 and Figure 3) for modeling and simulation
of ocean virtual scenes can improve the image presentation
effect of the superposition method based on ocean waves. For
the evaluation of modeling and simulation of ocean virtual
scenes, The dispersibility of the plane ripple and the continuous
sine wave are brought into the evaluation index. The FFT trans-
form method can expand the virtual scene of the ocean. When
HDR is turned off, the frame rate at that time=93.569, the aver-
age frame rate=95.429, the worst frame rate=90.769, and the
optimal frame rate=100.607.WhenHDR is turned on, the cur-
rent frame rate=81.267, the average frame rate=81.26, the
worst frame rate=83.59, and the optimal frame rate=98.47.
Latc increased the frame rate of the simulation to 95.42 and
the rendering speed to 89.65. The FFT average frame rate trans-
formation has a periodicity of 96.65, so the worst frame rate is
84.65. There is no need to increase the calculation of grid
nodes. Only the ocean virtual scene in the lonc area needs to
be calculated, and this ocean virtual scene is repeatedly set
and spliced to form a large modeling scene.

4.2. Vega Prime 3D Scene Simulation. Vega Prime has a pow-
erful horizontal correction feature, users can control the cor-
rection factor on multiple platforms, and realize Meta Flight
cross-platform operation. Meta Flight can increase the sea
surface wave crest, the wave crest is sharper and the database
operation based on XML data scene, the flatter shape of the
wave trough can better play the operation of the database,
ocean virtual scene, etc. The wave greatly expands the Open
when the sea condition is high. Flight application range. The
model simulation under different wind speeds is shown in
Table 2, which can simulate the roll of sea waves.

4.3. Construction of Ocean Scene. Set the scene parameter A
to be tidal force, M to wave crest, K1 to zp112 test, G to sur-

face heat, K2 to groundwater, α to represent ground wind,
omega to sea velocity, and β to surface wind. In the simula-
tion experiment, the first group showed A=0.0161, Me=26,
K1= 0.6488, G=28, K2= -0.0072, α=58, omega=2.5229,
β=78. In the fifth optimization, A=0.0104, Me=35,
K1= 0.4084, G=78, K2= -0.0528, α=72, omega=2.0101,
β=24; when N=15, A=0.0008, Me=94, K1=10.506,
G=58, K2= -12.154, α=21, omega= 12.566, β=71; N=17
is the best A=0.0008, Me=94, K1= 1.8399, G=31,
K2= 15.9602, Α=27, omega=12.566, β=31. As shown in
Table 3 and Figures 4 and 5.

4.4. Comparison of Model Parameters. The FFT model, MKL
model, and Vega Prime model are simulated and compared,
and the results are shown in Table 4 and Figure 6. In the FFT
model, Meta Flight, Open Flight, α, mega, and β parameters
are used for evaluation. The best parameters of the FFT
model are Meta Flight =0.946, Open Flight =0.441,
α=0.828, omega=0.089, β=0.754; the best parameters of
MKL are: Meta Flight =0.757, pen Flight =0.818, α=0.781,
omega=0.157, β=0.739; the best parameters of the Vega
Prime model are Meta Flight =0.285, Open Flight =0.803,
α=0.701, omega=0.725, β=0.757.

Insert some two-dimensional animations into the con-
struction of the ocean virtual scene, as shown in Table 5,
Figure 7, and Figure 8. In the FFT model, Me= 52, K1=52,
G=55, K2=40, α=31, omega=35, β=46, Me2=38,
K3= 34, G2= 45, K4=36, J = 46, omega2=38, β2=39,
M2=41, P2= 42, t2 = 45. Two-dimensional animation is
integrated into digital images as a kind of visual special
effects elements or animated subtitles, making digital images
more interesting, creative, and spreading wider. In the MKL
model, Me= 25, K1= 34, G=35, K2=27, α=38, omega= 33,
β=44, Me2=38, K3=35, G2=25, K4=33, J = 41,
omega2=32, β2=32, M2=26, P2=21, t2 = 24; in the Vega
Prime model, Me= 16, K1=18, G=10, K2= 36, α=13,
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Figure 7: Comparison of model architecture.
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omega=10, β=22, Me2=16, K3=18, G2= 33, K4= 20,
J = 18, omega2= 38, β2=12, M2=36, P2=13, t2 = 21.

From Figure 8, FFT has high execution time and poor
performance under different indexes. While MKL is at a
general level, it has certain advantages over FFT as a whole.
The Vega Prime model has good performance, can achieve
lower execution time, for the other two models, the advan-
tage is more obvious.

5. Conclusion

The ocean virtual scene display of digital images is more flex-
ible and more tolerant. The ocean virtual scene can be used to
model the structure of different regions, create a diversified
ocean experience pavilion as much as possible, and create a
multi-dimensional visual product. Two-dimensional anima-
tion is integrated into digital images as a kind of visual special
effects elements or animated subtitles, making digital images
more interesting, creative, and spreading wider. Digital image
of the ocean virtual scene has a good application scene, can be
applied to multi-dimensional visual effects. Using big data
parallel processing technology to quickly analyze related fea-
tures and improve analysis accuracy. It can be applied com-
prehensively from different feature attributes for different
scenes, and reflects the complex application of digital images
in marine virtual scenes.
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The problem of energy shortage in sensor nodes caused by frequent data interactions is one of the major constraints on the
development of twin workshops. A backscatter-assisted wireless powered communication network (BAWPCN) has been
deemed a potential solution for addressing the problem of energy shortage in twin workshops. How to effectively ensure the
link energy efficiency (EE) while satisfying the quality of servers for each user has been of high interest, while it has not been
well studied in previous works. Inspired by this, in this paper, we propose a resource allocation scheme based on the max–min
criterion, considering the user quality of service and energy-causality constraints. The optimization problem is formulated as a
mixed-integer nonconvex fractional planning problem which is aimed at maximizing the minimum EE of each link. The
generalized fractional theory is used to transform the nonconvex fractional planning problem into an equivalent mixed-integer
nonconvex subtraction optimization problem, and then, the mixed-integer nonconvex subtractive optimization problem is
transformed into an equivalent nonconvex optimization problem by introducing relaxation variables to eliminate the integer
programming problem arising from the maximum-minimum function. Based on this, the block coordinate descent method is
used to decompose the transformation problem into two convex subproblems, and an iterative algorithm is proposed to solve
the transformation problem. Simulation results verify the fast convergence of the proposed iterative algorithm and show that
the proposed resource allocation method can effectively guarantee the fairness of the energy efficiency of the system in twin
workshops.

1. Introduction

Industry 4.0 refers to using the Cyberphysical System (CPS) to
digitize and intellectualize the supply, manufacturing, and sales
information in production and finally achieves fast, effective,
and personalized product supply. The core of Industry 4.0 is
the interconnection and intelligent operation of the physical
and information worlds of manufacturing. The combination
of intelligent automation (e.g., robotics) and a new generation
of information technology (e.g., Internet of Things and artificial
intelligence) produces the digital twin workshop, which is one
of the current trends in manufacturing in the context of Indus-
try 4.0 [1]. Digital twin (DT) is driven by the multidimensional
virtual model and fused data and realizes monitoring, simula-

tion, prediction, optimization, and other actual functional ser-
vices and application requirements through virtual and real
closed-loop interaction [2], as shown in Figure 1. Digital twin
workshops (DTW), as an important enabling way to realize dig-
ital transformation, promote intelligent upgrading, and acceler-
ate Industry 4.0, have moved from theoretical research to the
practical application stage, among which the development of
Internet of Things technology is the key driving force.

With the development of Internet of Things (IoT) technol-
ogy and its wide application in the manufacturing industry, it
greatly enhances the real-time data acquisition ability and the
transmission ability of production factors in twin workshops.
The realization of ubiquitous IoT requires the deployment of
numerous low-power sensors, but the frequent data interaction
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will greatly consume sensor energy [4]. One way to solve the
problem is replacing the battery, but the deployment of sensors
in an industrial production environment cannot meet the
demand to frequently replace the battery. At the same time, as
the power consumption and volume of wireless sensor nodes
become smaller and smaller, the advantages of small and flexi-
ble wireless sensor nodes will be limited if they only rely on their
own power supply. Therefore, the energy shortage of sensor
nodes caused by frequent data interaction is one of the impor-
tant factors restricting the development of twin workshops. In
recent years, thanks to the progress of science and technology,
scholars have proposed wireless power communication net-
work (WPCN) and backscatter communication technologies
to solve the energy limitation problem of sensor nodes. The
WPCN deploys dedicated energy stations to provide the energy
resource to the sensor nodes through the wireless energy trans-
fer (WET) technology, and the nodes leverage the harvested
energy to transmit information. Therefore, the core of WPCN
design lies in the joint allocation of energy and time resource.
The authors in [5] proposed the harvest-then-transmit (HTT)
protocol by incorporating WET into wireless communication
networks, which is the main basis for the operation of current
WPCNs. In [6], the half-duplex mode is extended to the full-
duplex mode, and the base station contains two antennas so
that it can simultaneously transmit energy signals and receive
transmission data. However, the transmitter performs active
transmission (AT) by the HTT protocol, which leads to high
power consumptions. Thus, the transmitter has to allocate a
long period to harvest sufficient energy but leaves a short period
to transmit information. Backscatter communication (Back-
Com) technology adopts a relatively simplemodulationmethod
to load its information to external RF signals for transmission.
Thus, BackCom avoids power-consuming components, provid-
ing a transmission strategy with low power consumption and
low transmission rate for IoT scenarios [7]. The long period
for HTT to harvest energy is available for BackCom to increase
the throughput. Thus, BackCom can be combined with HTT to
achieve different tradeoffs between energy harvesting (EH) and
data transmission.

The authors of [8] take the wireless digital TV signal as an
example to show that the sensor can maintain communication
by using the existing wireless signal without batteries. In [9, 10],
the authors combined BackCom with WPCN and proposed a
backscatter-assisted wireless powered communication network
(BAWPCN). For the BAWPCNs, the authors of [11] consid-
ered a network combining multimode backscatter communica-
tion and HTT and proposed a time slot resource allocation
scheme to maximize subuser link capacity. In [12], the authors
studied the optimal time allocation of energy harvesting, back-
scatter, and wireless transmission to maximize the throughput.
The authors of [13] proposed a resource allocation scheme to
maximize the throughput by jointly optimizing the transmis-
sion time, reflection coefficient, and transmit power in the
full-duplex BackCom. The authors of [14] considered the sce-
nario of nonorthogonal multiple access and maximized the
throughput by jointly optimizing the backscatter time and
reflection coefficient, subject to the constraints of energy collec-
tion threshold and signal-to-noise ratio. Energy efficiency (EE)
is also one of the important indicators of wireless communica-

tion networks; the authors in [15] studied the resource alloca-
tion method to maximize the user EE in the BAWPCNs.
Then, users’ EE was also studied in an unmanned aerial
vehicle-based WPCN with backscatter communications [16].
Based on the analysis of existing literature, it can be seen that
there are many researches on BAWPCNs from the evaluation
of network outage capacity or spectral efficiency, while there
are few researches from the perspective of energy efficiency.
Meanwhile, the following three problems still exist in the
research process: (1) there are only single nodes in BackCom;
(2) only the time dimension is considered in the design of
resource allocation, while the power resource allocation is
ignored; and (3) the energy harvesting model adopts the linear
mode. However, in the case of a multiuser network in the twin
workshop, the communication network composed of multiple
nodes should be considered. A large number of nonlinear com-
ponents such as photoelectric sensors and Hall sensors are used
in twin workshops, and the actual energy harvesting circuit pre-
sents nonlinear characteristics. At the same time, power
resources also affect the level of energy efficiency. Inspired by
the above three problems, aiming at the energy shortage caused
by frequent data exchange of each sensor node in the twin
workshop, this paper introduces a BAWPCN to study the
time-power two-dimension resource allocation method for
multiple users and optimize the energy efficiency of the com-
munication link. Our main contributions are summarized as
follows.

(i) A joint energy efficiency/fairness time-power two-
dimensional resource optimization model for the
system based on the max–min criterion is proposed.
The proposed optimization model not only ensures
fair access to communication resources for users but
also considers the optimization of the time slot,
transmit power of the power beacon, and nodes
simultaneously
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(ii) The joint optimization of time slot and power leads to
coupling of multiple variables and a fractional form of
the objective function. In addition, there is a max–min
function of the objective function. The proposed opti-
mization model is therefore a mixed-integer noncon-
vex fractional programming problem and cannot be
solved directly using the existing tools such as CVX

(iii) The proposed iterative algorithm is verified to con-
verge quickly through simulation and is shown to
achieve better fairness of the link EE when com-
pared with similar algorithms

The rest of this paper is organized as follows. In Section
2, the system model for BAWPCN is introduced. In Section
3, we formulate the problem to maximize the minimum
links’ EE and solve it for the EE fairness resource allocation
scheme. In Section 4, the simulations are conducted to eval-
uate the performance of the proposed scheme. Section 5
concludes this paper.

2. System Model

Consider a BAWPCN as shown in Figure 2, the network
consists of a gateway (GW) to receive information, a dedi-
cated power beacon (PB) to provide energy, and M power-
limited users (EUs).

The EUs need to upload their data to the gateway within
time slot T . The PB was deployed to provide radio frequency
(RF) signals to EUs who can use the received RF signals for
backscatter communication and energy harvesting.

In order to avoid interference between EUs, time division
multiple access is adopted to decompose the whole time slot
T into multiple small time slots, as shown in Figure 2. In αT,
PB broadcasts the unmodulated RF signals, and all EUs can
use the received RF signals for energy harvesting or backscatter
information. Specifically, in τ0, all EUs work in the energy har-
vesting mode. At the time slot τm (m = 1, 2,⋯,M), EU m
transmits data to the GW through backscatter technology while
the other EUs continue to harvest energy. In ð1 − αÞT, the PB
remains silent and EU m transmits its data to the GW in slot
τm by active communication. The signal received by the mth
EU in αT can be expressed as

yτ0m =wm +
ffiffiffiffiffi
P0

p
gmx, ð1Þ

where P0 represents the transmitted power of the PB, x denotes
RF signals transmitted by PB and E½jxj2� = 1,wm represents the
receiving noise of mth EU and follows a Gaussian distribution
with the mean of 0 and variance of σ2, and gm represents the
channel coefficient from PB to mth EU. Using the nonlinear
energy harvesting model proposed in [17], the energy harvested
by EU m within time slot αT can be expressed as follows:

Φtotal
m P0, α, τmð Þ = αT − τmð ÞEmax

1 − exp −cP0 gmj j2� �

1 + exp −cP0 gmj j2 + cd
� � ,

ð2Þ

where Emax is the maximum harvested power of the energy col-
lector, c and d are parameters of the nonlinear energy model,
and their values can be obtained by fitting the actual measured
data. Since the value of harvested energy is positive, the value of
cmustmeet the requirement 1 − exp ð−cP0jgmj2Þ > 0. It should
be noted that the time for EUm to harvest energy is ðαT − τmÞ,
not αT, because EUm operates in the backscattering communi-
cation mode within the τm time slot. It should be pointed out
that the energy collected in formula (2) will be used for mth
EU’s backscatter communication and HTT energy dissipation
in τm and tm time slots. In τm, EU m backscatters information
to the gateway via the backscattering communication tech-
nique, where the instantaneous power of the reflected signal
received by the gateway from mth EU can be expressed as

Pτm
P0ð Þ = 4P0 gmj j2 hmj j2ε2 Γ0 − Γ1ð Þ2

π2 , ð3Þ

where ε is the scattering efficiency of the backscattering com-
munication module, hm denotes the channel coefficient from
mth EU to the gateway, and Γ0 and Γ1 denote the reflection
coefficient. The Fries transfer formula is used to model the
channel gain, jgmj2 =GpGhλ

2/ð4πd0mÞ2, jhmj2 =GhGrλ
2/

ð4πd1mÞ2, where λ denotes the wavelength; Gp, Gh, Gr denote
the antenna gain of the PB, the EUs, and the gateway, respec-
tively; and d0m and d1m denote the distance from the PB to m
th EU and mth EU to the gateway, respectively. According to
Equation (3) and Shannon’s capacity theorem, the achievable
throughput of mth EU at τm can be calculated as follows:

CBack
τm

τm, P0ð Þ = B0τm log2 1 +
ξPτm

P0ð Þ
σ2

� �
, ð4Þ

where B0 denotes bandwidth. Since backscatter communication
uses simplemodulation, its channel capacity is smaller than that
of conventional communication modes. In this paper, we use
the same approach as in [18] to characterize this difference in
channel capacity, i.e., multiplying the signal reception signal-
to-noise ratio by a nonnegative real number ζ with a factor less
than 1 (0 < ζ < 1). In ð1 − αÞT, mth EU transmits data to the
gateway in time slot tm in the traditional communicationmode,
so the throughput that mth EU can accomplish is expressed as

CHTT
tm

tm, Ptm

� �
= B0tm log2 1 +

Ptm
hmj j2
σ2

 !
, ð5Þ

where Ptm
denotes the transmit power of mth EU during time

slot tm. Thus, the total throughput bymth EU during the entire
time slot T can be expressed as

Ctotal
m τm, tm, Ptm

, P0
� �

= B0 τmlog2 1 +
ξPτm

P0ð Þ
σ2

� �
+ tmlog2 1 +

Ptm
hmj j2
σ2

 ! ! !
:

ð6Þ

According to Equation (18) in [19], the EU EE is the ratio of
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the total throughput achieved by the user to the consumed
energy. Equation (6) already gives the total throughput that
can be completed by userm throughout the time slot. Next, this
section analyses the energy consumed by mth EU throughout
the time slot and the expression of EE.

During time slots τ0 and τm, mth EU collects energy
from a dedicated energy station. During time slots τm and
tm, the mth EU needs to consume energy. During time slot
τm, there is only circuit loss as the mth EU modulates its
own information to the received RF signal (i.e., the RF signal
emitted by the energy source) and does not need to generate
its own carrier. During time slot tm, the mth EU uses a con-
ventional communication mode to transmit data, so its
energy consumption consists of two components: the energy
consumed by the transmit power and the circuit losses. In
summary, the total system energy consumed by mth EU is

Etotal
m τm, tm, Ptm

, P0
� �

= P0 τ0 + τmð Þ + pHTT
m,c + Ptm

� �
tm + pBackm,c τm,

ð7Þ

where pBackm,c denotes the circuit loss whenmth EU operates in
the backscatter communication mode, pHTT

m,c denotes the cir-
cuit loss whenmth EU is operating in the conventional com-
munication mode, and Ptm

denotes the transmit power of m
th EU in time slot tm.

Combining Equations (6) and (7), the link EE of mth EU
can be expressed as

ηm τm, tm, Ptm
, P0

� �
=
Ctotal
m τm, tm, Ptm

, P0
� �

Etotal
m τm, tm, Ptm

� � : ð8Þ

3. Resource Allocation Method for Energy
Efficiency Fairness of the System

3.1. Problem Formulation. In this subsection, we propose a
resource allocation scheme that can effectively guarantee
the EE fairness of communication links. The max–min crite-
rion is an effective way to guarantee user fairness [20], so
that the resource allocation method for guaranteeing
energy-efficient fairness of links among EUs can be achieved
by solving the following optimization problem, namely,

max
τmf g, tmf g, Ptmf g,P0,β,τ0

min
m

ηm τm, tm, Ptm
, P0

� �
,

C1 : τ0 + 〠
M

m=1
τm ≤ αT ,

C2 : 〠
M

m=1
tm ≤ 1 − αð ÞT ,

C3 : pBackm,c τm + pHTT
m,c + Ptm

� �
tm ≤Φtotal

m P0, α, τmð Þ,∀m,

C4 : 0 ≤ Ptm
≤ Pmax

m ,∀m,

C5 : Ctotal
m τm, tm, Ptm

, P0
� �

≥ Cmin
m ,∀m,

C6 : 0 ≤ P0 ≤ Pmax
0 ,

C7 : τ0 > 0, τm ≥ 0, tm ≥ 0,∀m:

ð9Þ

C3 ensures that the harvested energy is greater than the
energy consumed by user m. C4 constrains the maximum
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Figure 2: System model.
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transmit power of the mth EU when working in the tradi-
tional information transmission mode. C5 indicates that
the throughput achieved by mth EU in the whole time slot
T cannot be less than the given minimum value, i.e., the
communication service quality of user m is guaranteed. C6
constrains the maximum transmit power of the PB.

As can be seen from the objective function, the EE of m
th link ηm is a fraction function, which contains multiple
coupled variables, such as the variables Ptm and tm, P0, τ0,
and τm. Secondly, since the max–min criterion is adopted,
the integer variable M needs to be optimized. Therefore,
the optimization problem (9) is a mixed-integer nonconvex
fractional programming optimization problem. Therefore,
the existing optimization tools such as CVX cannot be
directly used to solve the original problem.

3.2. Problem Transformation. For the mixed-integer noncon-
vex fractional programming problem in Equation (9), we
divide three steps to obtain its optimal solution. Firstly, the
nonconvex fractional programming problem is transformed
into an equivalent mixed-integer nonconvex subtractive opti-
mization problem by using the generalized fractional pro-
gramming theory. Secondly, the integer programming
problem caused by the max–min function is eliminated by
introducing relaxation variables; that is, the mixed-integer
nonconvex subtraction optimization problem is transformed
into an equivalent nonconvex optimization problem. Finally,
the block coordinate descent (BCD) technology was used to
decompose the transformation problem into two convex sub-
problems [21], and then, an iterative algorithm was designed
to solve the transformation problem.

The BCD algorithm encompasses a wider range of tradi-
tional alternating optimization algorithms as well as coordi-
nate descent algorithms. The BCD algorithm is usually
applied to optimization problems with nonconvex objective
functions or feasible domains, but when the optimization
variables are blocked, the objective functions and feasible
domains of such optimization problems are convex with
respect to the blocks of variables. In addition, the scope of
the BCD algorithm can be extended, for example, by using
approximate optimization for nonconvex objective functions
and feasible domains after blocking the variables, where the
BCD algorithm is also feasible [22].

The specific processing steps are described below.

(1) Let the variable Q denote the value of the objective
function of problem (9), i.e., the max–min EE.
According to the generalized fractional program-
ming theory, the sufficient condition for obtaining
the optimal solution to the optimization problem
(9) is that Equation (10) holds when the C1-C7 con-
straints are satisfied:

max
τmf g, tmf g, Ptmf g,P0,β,τ0

min
m

Ctotal
m τm, tm, Ptm

, P0
� �

−Q ∗ Etotal
m τm, tm, Ptm

� �

=min
m

Ctotal
m τ∗m, t

∗
m, P

∗
tm
, P∗

0

� �
−Q ∗ Etotal

m τ∗m, t
∗
m, P

∗
tm

� �h i
= 0:

ð10Þ

We can obtain the optimal solution to the original prob-
lem by solving the optimization problem (10). However, in
practice, Q∗ is often unknown, but we can obtain Q by con-
tinuously updating the value of Q∗, which is shown in
Algorithm 1.

According to Algorithm 1, the core of solving the orig-
inal problem (9) is to solve the optimization problem.
Compared to the original problem (9), the objective func-
tion of optimization problem does not have a fractional
form, but it is still a mixed-integer nonconvex optimiza-
tion problem.

(2) A relaxation variable is introduced to transform the
mixed-integer nonconvex optimization problem into
the following optimization problem, namely,

max
τmf g, tmf g, Ptmf g,P0,α,τ0

θ

s:t:C1 − C7,

C8 : Ctotal
m τm, tm, Ptm

, P0
� �

−QEtotal
m τm, tm, Ptm

� �
≥ θ,∀m:

ð11Þ

In the optimization problem (11), the optimization
objective is a linear function and the constraints C1, C2,
C4, C6, and C7 are linear constraints, but the remaining
constraints C3, C5, and C8 are nonconvex, so the optimiza-
tion problem (11) is a nonconvex problem.

(3) The optimization problem (11) is transformed into
two subproblems using the BCD technique as
follows:

(1) Given PðlÞ
0 , solve for τðlÞm , tðlÞm , PðlÞ

tm
, τðlÞ0 , αðlÞ by the

following problem:

max
τmf g, tmf g, Ptmf g,α,τ0

θ

s:t:C1, C2, C4, C7,

C3 : pBackm,c τm + pHTT
m,c + Ptm

� �
tm ≤Φtotal

m P lð Þ
0 , α, τm

� �
,∀m,

C5 : Ctotal
m τm, tm, Ptm

, P lð Þ
0

� �
≥ Cmin

m ,∀m,

C6 : 0 ≤ P lð Þ
0 ≤ Pmax

0 ,

C8 : Ctotal
m τm, tm, Ptm

, P lð Þ
0

� �
−QEtotal

m τm, tm, Ptm
, P lð Þ

0

� �
≥ θ,∀m:

ð12Þ

In the optimization problem (12), constraints C3, C5,
and C8 still exist in the coupled variable and are jointly non-
convex. Specifically, in C3 and C8, the variable Ptm

and tm
are coupled; in C5 and C8, the joint nonconvexity is present
in tm log2ð1 + Ptm

jhmj2/σ2Þ. To solve the above problem, we
introduce auxiliary variable xm = Ptm

tm and bring them into
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the optimization problem (13) to obtain the equivalent opti-
mization problem as follows, i.e.,

(2) Given τðlÞm , tmðlÞ , P
ðlÞ
tm
, τðlÞ0 , αðlÞ, we can obtain PðlÞ

0 by
solving the following optimization problem:

Lemma 1. The optimization problem (13) is a convex
problem.

Proof. Please see the appendix.
According to Lemma 1, we can use the CVX tool to obtain

the optimal solution to solve the optimization problem (13).

In the optimization problem (14), the objective function
is linear and C1, C2, C4, and C7 are independent of the opti-
mization variables. C6 is a linear constraint. Meanwhile, C3
and C5 are convex constraints. The left-hand side of C8 is
shaped as f ðxÞ = C log2ð1 +DxÞ − ax + b, where a, b, C,
and D are all constants and greater than zero. The second-

max
τmf g, tmf g, xmf g,α,τ0

θ

s:t:C1, C2, C7,

C3 : pBackm,c τm + pHTT
m,c tm + xm ≤Φtotal

m P lð Þ
0 , α, τm

� �
,∀m,

C4 : 0 ≤ xm ≤ Pmax
m tm,

C5 : B0τm log2 1 +
ξPτm

P lð Þ
0

� �

σ2

0
@

1
A 1 +

xm hmj j2
tmσ2

 !0
@

1
A ≥ Cmin

m ,∀m,

C6 : 0 ≤ P lð Þ
0 ≤ Pmax

0 ,

C8 : B0τm log2 1 +
ξPτm

P lð Þ
0

� �

σ2

0
@

1
A 1 +

xm hmj j2
tmσ2

 !0
@

1
A −Q P lð Þ

0 τ0 + τmð Þ + pBackm,c τm + pHTT
m,c tm + xm

� �
≥ θ,∀m:

ð13Þ

max
P0

θ

s:t:C1 : τ
lð Þ
0 + 〠

M

m=1
‍τ lð Þ

m ≤ α lð ÞT ,

C2 : 〠
M

m=1
‍t lð Þ

m ≤ 1 − α lð Þ
� �

T ,

C3 : pBackm,c τ lð Þ
m + pHTT

m,c t lð Þ
m + x lð Þ

m ≤Φtotal
m P0, α lð Þ, τ lð Þ

m

� �
,∀m,

C4 : 0 ≤ x lð Þ
m ≤ Pmax

m t lð Þ
m ,

C5 : B0τ
lð Þ
m log2 1 +

ξPτm
P0ð Þ

σ2

� �
1 +

x lð Þ
m hmj j2
t lð Þ
m σ2

 ! !
≥ Cmin

m ,∀m,

C6 : 0 ≤ P0 ≤ Pmax
0 ,

C7 : τ
lð Þ
0 > 0, τ lð Þ

m ≥ 0, t lð Þ
m ≥ 0,∀m,

C8 : B0τ
lð Þ
m log2 1 +

ξPτm
P0ð Þ

σ2

� �
1 +

x lð Þ
m hmj j2
t lð Þ
m σ2

 ! !
−Q P0 τ

lð Þ
0 + τ lð Þ

m

� �
+ pBackm,c τ lð Þ

m + pHTT
m,c t lð Þ

m + x lð Þ
m

� �
≥ θ,∀m:

ð14Þ
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order derivative of f ðxÞ can be calculated as f ′′ðxÞ = −CD2

/ð1 +DxÞ2 ln 2. f ′′ðxÞ < 0, so C8 is a convex constraint.
Therefore, the optimization problem (14) is convex, and
we can use the CVX tool to obtain the optimal solution to
the optimization problem (14).

Based on the above analysis, the optimization problem
can be solved by an iterative BCD-based algorithm, as
described in Algorithm 2.

As the optimization problems (13) and (14) are convex,
the convergence of Algorithm 2 is guaranteed [23]. The
overall algorithm of the link energy efficiency fairness
resource allocation scheme can be described as Algorithm 3.

4. Simulation Results and Analysis

In this section, we provide simulation results to evaluate the
performance of the proposed iterative algorithm. In addi-
tion, we illustrate the advantages of the proposed resource
allocation scheme based on the max–min criterion to guar-
antee energy efficiency fairness by comparing with the total
energy efficiency maximization scheme. Unless otherwise
stated, the parameters listed in Table 1 are used in this sec-
tion. In addition, the distance between the gateway and the

PB is assumed to be 52m; the distance between the three
EUs and the PB is 1.8m, 1.6m, and 1.4m, respectively.
Based on the simulated channel gains jgmj2 and jhmj2 and
the energy harvesting circuits, dedicated power stations pro-
duced by the powercast company, the antenna gains of the
PB and gateways assume as 5 dBi, and the antenna gain of
each EU is 2 dBi in this paper. Assume a carrier frequency
of 915MHz.

The convergence performance of the proposed resource
allocation algorithm is shown in Figure 3. It can be seen that
the proposed iterative algorithm converges to a certain con-
stant after roughly three to four iterations, which validates
the fast convergence of Algorithm 1. Secondly, we can see
that ζ has an important influence on the energy efficiency
of the system link. As in Equation (4), the max–min EE
should increase with the ζ. And we can see that the larger
the ζ, the greater the max–min EE from the figure.

Figure 4 shows the achieved EE versus the performance
gap ζ. We compare the max–min link EE achieved by the
proposed transmission strategy and the transmission strate-
gies of the HTT mode and backscatter communication
mode. As can be seen in Figure 4, the proposed transmission
strategy achieves the max–min link EE no worse than these

1: Solve the optimal solution of the optimization problem given any Q greater than zero
2: Substitute the optimal solution obtained in the first step into the objective function of the optimization problem (9) to update Q ð0Þ
3: If Q does not converge, let Q =Qð0Þ and repeat the first step; if not, let Q∗ =Q, and the optimal solution in the first step is the
optimal solution of the original problem (9):

max
fτmg,ftmg,fPð2Þtm

g,P0,α,τ0
min
m

Ctotal
m ðτm, tm, Ptm

, P0Þ −QEtotal
m ðτm, tm, Ptm

Þ

s:t:C1 − C7

Algorithm 1: The link EE fairness resource allocation algorithm.

1: Initialize the system parameters, given PðlÞ
0 , the convergence accuracy δ, and the maximum iteration number L

2: Repeat

3: For given PðlÞ
0 , solve the problem (13) by using CVX to obtain τðl+1Þm , tðl+1Þm , xðl+1Þm , τðl+1Þ0 , αl+1

4: For given τðl+1Þm , tðl+1Þm , xðl+1Þm , τðl+1Þ0 , αl+1, solve the problem (14) by using CVX to obtain Pðl+1Þ
0

5: Until θðl+1Þ − θðlÞ ≤ δ or l = L

6: Return the optimal solutions: τ∗m = τðl+1Þm , t∗m = tðl+1Þm , τ∗0 = τðl+1Þ0 , α∗ = αðl+1Þ, P∗
tm
= Pðl+1Þ

tm
, P∗

0 = Pðl+1Þ
0

Algorithm 2: Iterative algorithm for solving optimization problem.

1: Given any Qð0Þ greater than zero, use Algorithm 2 to obtain an optimal solution to the optimization problem (14)
2: Update Q by bringing the optimal solution obtained in the first step into the objective function of the optimization problem (9)
3: If Q does not converge, let Qð0Þ =Q and repeat the first step; if not, let Q∗ =Q, and the solution obtained in the first step is the
solution to the original problem (9)

Algorithm 3: The overall algorithm of link EE fairness resource allocation scheme.
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transmission strategies regardless of the value of ζ. It is noted
that the proposed hybrid transmission strategy can be degraded
to these two transmission modes by adjusting parameters. It is
consistent that the two transmission modes are special cases
of the transmission strategy, and there is a tradeoff between
the BackCom and HTT mode in the proposed resource alloca-
tion scheme as in theoretical analysis. Specifically, when ζ is less
than or equal to -18dB, the max–min link EE achieved by the
proposed transmission strategy is the same as themax–min link
EE in the HTT mode. When ζ is greater than -18dB and less
than -14dB, the proposed transmission strategy makes EUs
work in both backscatter and HTTmodes in a full transmission
time slot; when ζ is greater than -14dB, it can be seen that the
max–min EE accomplished by the proposed transmission strat-
egy is the same as the max–min link EE in the backscatter com-
munication mode, which means that when ζ is larger, the
proposed transmission strategy degrades to the backscattered

communication mode. In addition, compared to the through-
put maximization resource allocation scheme, the EE by the
proposed max–min fairness scheme presents better perfor-
mance. The reason is that the throughputmaximization scheme
maximizing UE throughput in a BAWPCN does not take into
account the factor of EE; the achieved EE is lower than that of
the proposed max–min EE fairness scheme. The above analysis
shows that the BAWPCNs can indeed combine the advantages
of both backscatter and WPCNs, allowing them to adaptively
adjust their parameters to meet the different communication
goals in complex communication demands.

In Figure 5, we compare the total EE maximization
resource allocation scheme with the proposed max–min link
EE resource allocation scheme, under the case of large and
small interuser channel differences. The major difference
between the two resource allocation schemes is the objective
function. According to Equation (9), the objective function is
the minimum EE for the proposed max–min resource alloca-
tion scheme. For the total EE maximization resource alloca-
tion scheme, the objective function is the sum rates divided
by the sum energy consumptions of M EUs calculated as
∑M

m=1throughput of themth SN/∑M
m=1energy of themth SN. It

can be seen that the difference in EE between the best and
worst EUs under the total EE maximization resource alloca-
tion scheme is significantly greater than that of the proposed
max–min resource allocation scheme. When the channel dif-
ference between users is small, the average EE of users under
the total EE maximization resource allocation scheme is
slightly higher than that under the proposed max–min
resource allocation scheme, but the difference between the
EE of the best and worst users is significantly higher than
the proposed resource allocation scheme. When the channel
difference between users is large, it can be seen that the EE
by the total EEmaximization scheme results in the energy effi-
ciency of the best user being 2.2 times that of the worst link,
but the EE of the best link is about 1.4 times that of the worst
link by the proposed resource allocation scheme, which effec-
tively ensures fair access to resources between EUs. This is
because the total EE maximization resource allocation scheme
inclines the EUs with good channel status to maximize the EE,
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Figure 3: Convergence diagram for Algorithm 1.

Table 1: Simulation parameter settings.

Parameters Symbols Value

The number of EUs M 3

The maximum transmit power of PB P0 3W

The entire transmission time slot T 1 s

Bandwidth B0 10MHz

Circuit loss in backscatter communication mode pBackm,c 400 μW

The maximum transmit power of mth EU Ptm 10mW

Circuit loss of transmitting information in HTT mode pHTT
m,c 1mW

Reflection coefficient Γ0 1

Reflection coefficient Γ1 -1

Scattering efficiency of the backscatter communication module ε -1.1 dB
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while the max–min scheme maximizes the EE of EUs with the
worst link status to ensure fairness. As a result, the max–min
scheme achieves much fairness at the sacrifice of less total EE.

5. Conclusion

This paper introduces a BAWPCN to address the energy
shortage of sensor nodes due to frequent data interactions

in digital twin workshops and proposes a resource allocation
scheme to guarantee fairness in link EE. Considering the
EUs’ minimum rate requirement and energy causality con-
straints, the max–min system link EE optimization problem
was formulated as a mixed-integer nonconvex fractional
programming problem with time-power two-dimension
resource joint optimization. By introducing generalized frac-
tional theory, relaxation variables, BCD, and auxiliary vari-
ables, an iterative algorithm is designed to solve the
transformation problem to obtain the resource allocation
scheme. Finally, the following three conclusions are verified
by simulation: (1) the proposed iterative algorithm can
quickly converge and (2) the proposed resource allocation
scheme can effectively guarantee the fairness of link EE.

Appendix

In the optimization problem (14), the objective function,
constraints C1-C4 and C7 are linear, so we only need to
prove that constraints C5 and C8 are convex constraints.

In C5 and C8, B0τm log2ð1 + ξPτm
ðPðlÞ

0 Þ/σ2Þ and pBackm,c τm +
pHTT
m,c tm + xm are linear, so that a sufficient condition for the
optimization problem (14) to be convex is that the Hessian
matrix is tm log2ð1 + xmjhmj2/tmσ2Þ seminegative definite.
Construct the function f = tm log2ð1 + xmjhmj2/tmσ2Þ, and
its Hessian matrix can be expressed as follows:

∇f 2 =

−
tm hmj j4
σ4 ln 2

tm +
xm hmj j2

σ2

 !−2
xm hmj j4
σ4 ln 2

tm +
hmj j2xm
σ2

 !−2

xm hmj j4
σ4 ln 2

tm +
hmj j2xm
σ2

 !−2

−
xm hmj j4
tmσ4 ln 2

tm +
xm hmj j2

σ2

 !−2

2
6666664

3
7777775
:

ðA:1Þ
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Figure 4: Performance comparison of the four resource allocation schemes.
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The first-order determinant of the Hesse matrix shown
in formula (A.1) is less than 0, and the second-order deter-
minant is equal to 0, so the Hesse matrix is a seminegative
definite matrix. Therefore, both constraints C5 and C8 are
convex constraints. Based on the above analysis, Lemma 1
is proved to be right.

Data Availability

The simulation data used to support the findings of this
study are included within the article. The code used to sup-
port the findings of this study are available from the corre-
sponding author upon request.
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As environmental issues become the focus of global attention, low-carbon economy based on the concept of low energy
consumption, low pollution, and sustainable development is becoming the focus of global attention. This new trend brings new
challenges and opportunities to supply chain management. In view of the current new trend, each node enterprise in the
supply chain should have the dual compatibility of economy and environment. How to balance the profits of supply chain
nodes is an important issue for traditional enterprises under the guarantee of environmental benefits and green supply chain
management. This paper takes the green transformation of enterprises as the breakthrough point, combined with the
comparison of three green supply chain models. Considering the different preferences of enterprises for environmentally
friendly goals, a green supply chain model is constructed when manufacturers and retailers consider different goals. This paper
discusses the impact of environmental preferences of manufacturers and retailers on the supply chain system. It is found that
when the manufacturer’s environmental preference is 1, the supply chain profit of the biobjective model is up to 1901. The
results show that the model can achieve the dual optimization of the profit target and environmental friendly target and
achieve the effect of green supply chain optimization.

1. Introduction

With the development of market economy, the supply chain
system has gradually matured, and at the same time, new
problems have arisen. The supply chain needs to pay more
attention to the concept of low carbon and environmental
protection in its development, and the optimization of the
supply chain network of green economy has become an
opportunity for enterprises to make rapid progress. In that
optimization of green supply, more and more people begin
to pay attention to the environmental factors of suppliers
and manufacturers. People are also looking for suitable
models in order to balance the relationship between them
and weigh more environmental factors. Most of them put
forward mathematical programming models for green sup-
ply chain structure. For example, Wu et al. [1] put forward
an integer mixed model to solve the cost problem. The
construction of mathematical model also has limitations
in the actual supply chain, and the simulation results usu-

ally need to be corrected artificially. For the complexity of the
problem, we can refer to the traditional accurate methods,
software simulation, or heuristic algorithms proposed in ref-
erence [2]. The stochastic programming model proved by Xu
and Nozick [3] is also significant. The model weighs the rela-
tionship between cost and environment. According to the
actual situation, the same model can solve different prob-
lems, such as the same stochastic programming model. Solei-
mani et al. [4] considered using environmental risk value
(CVaR) as an environmental risk evaluator and optimized
the environmental impact caused by the supply chain path,
and changing expectations in the supply chain in the second-
ary supply market mentioned in reference [5], fuzzy algo-
rithm can be used to positively stimulate the demand of
suppliers to improve the green degree of the supply chain
network. Ahi and Searcy [6] add the customer factor of ran-
dom variable in the supply chain and also found that the cus-
tomer will lead to the environmental coordination of the
supply chain. Reference [7] puts forward a value model that
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can optimize risk to reflect the uncertainty of supply chain
flow process. Literature [8] analyzes the main behavior of
green supply chain management from 2006 to 2016 and
expounds the practice of green supply chain management
from a comprehensive perspective. According to Xu et al.
[9], a large number of country supply chain approaches are
categorized, based on 32 different stress scenarios. Luthra
et al. [10] proposed that internal management and competi-
tive green supply chain management are the key to achieve
green supply chain management performance. In analyzing
the indicators of enterprises, the benefits of green environ-
ment can also be realized, and the purpose of green economy
can be achieved [11, 12]. References [13–15] take multiobjec-
tive analysis, supply chain structure analysis, the relationship
between suppliers and manufacturers, and the environmen-
tal value of green supply chain as analysis factors to seek
the optimal solution.

This paper will analyze and compare the multiobjective
model with the basic model and single-objective model and
explore the influence of the factors such as cost, price, and
profit of manufacturers and retailers on the degree of envi-
ronmental preference to determine the supply chain optimi-
zation method under the green economy.

2. Green Supply Chain and Its Basic Model

2.1. Green Supply Chain. In the process of supply chain
and circulation, the products are transferred to upstream
and downstream enterprises and customers and passed to
consumers through a certain route [16]. Supply chain is
a network structure built around suppliers, manufacturers,
distributors, and retailers, and its theoretical basis has formed
a systematic and rich one. If enterprises connected with sup-
ply are represented by nodes and links between enterprises
are represented by line segments, in a word, the supply chain
can realize the interaction between raw materials and con-
sumers through activities such as planning, acquisition, stor-
age, sales, and service and meet people’s production and
living needs [17].

In 1996, the American Manufacturing Research Associa-
tion introduced the concept of environmental protection
and environmental awareness in the supply chain. The con-
cept of green supply chain is preliminarily put forward [18].
After years of development and application, many scholars
have studied the green supply chain. It is considered that
environmental protection should be fully considered in supply
chain management, improve the utilization rate of supply
chain resources and strengthen the energy-saving manage-
ment of supply chain, integrate supply chain resources accord-
ing to the green energy-saving mode, including a series of
supply chain links such as suppliers, logistics and transporta-
tion, warehousing, product design, manufacturing, and con-
sumption recovery, and further improve the environmental
protection ability of supply chain. Green supply chain can
effectively enhance the competitiveness of enterprises, realize
the sustainable development and improvement of enterprise
resources, and strengthen the scientific and normative supply
operation of enterprises with green production and environ-
mental protection as the biggest goal [19]. Green supply

chain management includes five key parts: green procure-
ment, green design, green production, green logistics, and
green recycling. This paper expounds the main contents of
green supply chain in detail from the aspects of suppliers
and manufacturers.

2.2. Basic Model of Green Supply Chain. Green supply chain
model is composed of raw material acquisition, production,
assembly, distribution, and sales of specific products.

It can be abstracted as a network structure composed of
a series of node sets and edge sets. LetGi = ½Ni, Li� and I
denote a supply chain Ni composed of a node set Li and
an edge setGi, which denotes a supply chain network com-
posed of all competing supply chains. Let S represent the
set of all potential market chains. Let X and ∀a represent
the market chain and nonnegative product flow, respec-
tively. The side flow is the sum of the flow of the market
chain in which it participates, that is,

X =〠δasXs,∀a ∈ L: ð1Þ

Each edge has a certain capacity constraint, so that ua ≥ 0
represents the nonnegative capacity constraint on edge a,
and the capacity of each edge is the upper limit of product
flow on that edge. Thus, the following inequality constraint
in formula (2) holds

0 ≤ Xa ≤ ua,∀a ∈ L: ð2Þ

The edge cost is related to the product flow through the
edge that is shown in

Ca = Ca Xað Þ,∀a ∈ L: ð3Þ

Generally speaking, one edge is allowed to participate in
multiple market chains in the model:

Cas Xað Þ = Ca Xað Þ
Xa

: ð4Þ

Let pij denote the retail price of product I in market J ,
which depends on market demand; set market demand dij,
that is,

pij = pij dij
� �

,∀i, j: ð5Þ

3. Green Supply Chain Model Based on
Multiobjective Optimization

3.1. Overview of Multiobjective Optimization Theory. Multi-
objective optimization generally studies the optimization of
multiple objective functions in a given region, also known
as multiobjective programming. In many fields, such as
economy, management, military affairs, science, and engi-
neering design, it is often difficult for people to measure
the implementation quality of the whole plan with one
index. Therefore, it is often necessary to compare multiple
indicators, even if there are contradictory and complex

2 Wireless Communications and Mobile Computing



relationships among multiple targets. As early as the end of
the 19th century, some foreign scholars studied it, and
French economist Pareto and mathematicians such as Neu-
mann, Kuhn, and Tucker took the lead in exploring multiple
target problems [20]. Experts can often form the following
methodologies on multiobjective problems: first, the main
objective method, linear weighting method, and ideal point
method are taken as examples to simplify multiobjective into
single-objective and double-objective solutions as much as
possible; the second is the hierarchical sequence method of
solving the optimal solution of the second important goal
on the basis of the optimal set of the important goal every
time by assigning the goal value; third, it is solved by simplex
method, analytic hierarchy process combining qualitative
and quantitative methods and other multiobjective
decision-making methods [21–23]. By constructing a two-
level green supply chain model composed of a manufacturer
and a retailer, the model is simulated as Figure 1. In the
green supply chain, there is a positive correlation between
the manufacturer’s greenness and the wholesale price; that
is, with the increase of greenness, the wholesale price will
often increase.

3.2. Manufacturer’s Single-Objective Model considering Profit
and Environmental Friendliness. When the manufacturer
considers the single objective of profit and environmental
friendliness, the manufacturer takes the maximization of
profit and environmental friendliness as the decision objec-
tive, and the retailer takes the maximization of its own profit
as the decision objective. The optimization functions are for-
mulas (6) and (7), respectively:

Maxπm w, gð Þ = w − cmð Þ a − bp + kgð Þ − 1
2 zg

2, ð6Þ

Maxπr pð Þ = p −w − crð Þ a − bp + kgð Þ: ð7Þ
Firstly, the wholesale price and greenness of products are

defined by the manufacturers; secondly, retailers depend on
the manufacturer’s decision to set the price of products;
finally, retailers sell their products to consumers to meet
market demand. According to the above game order, the
reverse induction method is used to solve the problem. For
formula (7), the response function (8) of retailers is obtained
by the first-order optimality condition:

p = a + kg + b w + crð Þ
2b : ð8Þ

Substituting formula (8) into formula (6), the Hessian
matrix of πm is calculated as

H =
−b

k
2

k
2 −z

2
664

3
775: ð9Þ

When the Hessian matrix satisfies 4bz − k2 > 0, there is a
unique optimal solution for the manufacturer’s profit func-

tion. Combined with the formula, the most suitable whole-
sale price (10) and product greenness (11) are solved:

W = 2 a + b cm − crð Þ½ �Z − cmk
2

4bz − k2
, ð10Þ

g = a − b cm + crð Þ½ �
4bz − k2

: ð11Þ

Substituting formula (10) and formula (11) into formula
(8), the retailer’s optimal retail price is obtained as

p = 3a + b cm + crð Þz − cm + crð Þk2� �

4bz − k2ee
: ð12Þ

By substituting formulas (10) and (11) into formulas (6)
and (8), respectively, the optimal product demand is
obtained, and the optimal profits of manufacturers and
retailers are as follows:

d = a − b cm + crð Þ½ �bz
4bz − k2

, ð13Þ

πm = a − b cm + crð Þ½ �2z
2 4bz − k2
� � , ð14Þ

πr =
a − b cm + crð Þ½ �2bz2

2 4bz − k2
� �2 : ð15Þ

From formulas (13) and (14), the maximum profit of the
whole supply chain can be obtained as follows:

π = a − b cm + crð Þ½ �2 6bz − k2
� �

z

2 4bz − k2
� �2 : ð16Þ

Manufacturer

Retailers

Consumer market
d = a−bp + kg

Wholesale
price

Green
degree

Retail price Environmental
benefits

Cost of
sales

Figure 1: Supply chain model of manufacturer and retailer.
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3.3. Two-Objective Model considering Both Profit and
Environmental Friendliness for Manufacturers and
Retailers. In addition to manufacturers’ consideration of
environmental friendliness, retailers, as downstream enter-
prises in the supply chain, are more susceptible to the influ-
ence of consumers’ green preferences. The green supervision
of the government, the public opinion guidance of the
media, and the social services of non-profit organizations
all urge retailers to implement green supply chain manage-
ment [24]. I think the most likely application scenario of
the dual-objective model is the automobile supply chain,
because the vigorous development of new energy vehicles
at present well reflects the environmental friendliness and
the double harvest of supply chain profits. When both man-
ufacturers and retailers consider profit and environmental
friendliness at the same time, both manufacturers and
retailers take profit and environmental friendliness maximi-
zation as their decision objectives. In this paper, superscript
mr is introduced to represent the decision under MR model.
The manufacturer’s multiobjective optimization function is

Max Fmr
m = πmr

m , f mrð Þ: ð17Þ

Of which, πmr
m = ðw − cmÞða − bp + kgÞ − 1/2zg2 and f mr

= ða − bp + kgÞg. The retailer’s multiobjective optimization
function is

Max Fmr
r = πmr

r , f mrð Þ: ð18Þ

Of which, πmr
r = ðp −w − crÞða − bp + kgÞ and f mr = ða

− bp + kgÞg. The decision-making goal of manufacturers
and retailers is to achieve the synergistic optimization of
profit and environmental friendliness, which is solved by lin-
ear weighting method. According to the target weight coeffi-
cients λm and λr of manufacturer and retailer, the
multiobjective linear weighting function Um of manufac-
turer is constructed as follows:

Umr
m = πm + λmf

mr: ð19Þ

The multiobjective linear weighting function of retailer is
constructed as follows:

Umr
r = πr + λr f

mr: ð20Þ

λm and λr reflect the importance of environmental
friendliness objectives λm and λr , and the greater the impor-
tance, the environmental friendliness objectives the more
important the mark is. Especially, when λm = 0 and λr = 0,
the optimization goal of manufacturers and retailers degen-

erates into profit single target case. Formula (19) can be con-
verted to

MaxUmr
m w, gð Þ = w − cmð Þ a − bp + kgð Þ − 1

2 zg
2: ð21Þ

Equation (20) is converted to

MaxUmr
r pð Þ = p −w − crð Þ a − bp + kgð Þ: ð22Þ

The game sequence of the model is as follows: firstly, the
manufacturer determines the wholesale price and greenness
of products with the goal of optimizing profit and environ-
mental friendliness; secondly, after observing the manufac-
turer’s decision, retailers optimize the retail price of
products with the goal of profit and environmental friendli-
ness. In this paper, we use the inverse induction method to
find the first derivative of P for formula (22) and make the
first derivative equal to zero. We can see that the reaction
function of retail price is

Pmr = a + kg + b w + crð Þ − λrbg
2b : ð23Þ

Substituting formula (23) into formula (21), the Hessian
matrix of Um is calculated as

H =
−b

k − λmb + λrb
2

k − λmb + λrb
2 λm k + λrbð Þ − z

2
664

3
775: ð24Þ

When 4bz − ½ðλm + λrÞb + k�2 > 0satisfied, Hessian
matrix is negatively definite, and formula (24) has a unique
optimal solution. On this basis, the first-order partial deriv-
atives of W and G for Um are obtained and made equal to
zero, and the optimal wholesale price and product greenness
of manufacturers and retailers considering economic profit
and environmental friendliness at the same time are as fol-
lows:

wmr = 2 a + b cm − crð Þ½ � − λrbcm λm + λrð Þb + 2kð Þ½ �
4bz − λm + λrð Þb + k½ �2 , ð25Þ

gmr = λm + λrð Þb + kð Þ½ � a − b cm + crð Þ½ �
4bz − λm + λrð Þb + k½ �2 : ð26Þ

Formula (25) and formula (26) are substituted into the
formula (23), and the optimal retail price of the retailer is
obtained as follows:

pmr = 3a + b cm + crð Þ½ �z − cm + crð Þk − λm + λrð Þ λm + λrð Þab + ak + b cm + crð ÞkÞ½ �
4bz − λm + λrð Þb + k½ �2

: ð27Þ
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By substituting formulas (25) and (27) into the corre-
sponding equations, the optimal product demand is
obtained as follows:

dmr = a − b cm + crð Þ½ �bz
4bz − λm + λrð Þb + k½ �2 : ð28Þ

The optimal profit of the whole supply chain is

πmr =
6bz − 3 λm + λrð Þ2b2 + 4 λm + λrð Þbk + k

� �2n o
a − b cm + crð Þ½ �2z

2 4bz − λm + λrð Þb + k½ �2� �2 :

ð29Þ

4. Experimental Simulation Analysis

4.1. Data Preparation. In order to more intuitively verify
the above conclusions and theorems, but also in order to
better reflect the impact of supply chain considering differ-
ent objectives on its decision-making results, this section
uses Maple software to do numerical simulation analysis
to explore the changes of environmental preference in dif-
ferent models. Set the relevant parameters of the supply
chain as shown in Table 1; it mainly simulates the ideal
environment, that is, the balance between supply and
demand. Reducing the weight will affect the cost of sales
coefficient of retailers, resulting in an increase in the
weight of cost of sales.

The above values are substituted into three models,
namely, basic model, single-objective model, and double-
objective model, and the following rules are obtained.

Under three different conditions, the greenness of prod-
ucts will increase with the improvement of manufacturers’
environmental preference, and it will always be gm > gmðμÞ
as shown in Figure 2. Although the single-objective model
does not consider the green degree, the single-objective
model considers the manufacturer’s profit. When the manu-
facturer’s environmental preference degree increases, it will
inevitably lead to the increase of production cost and indi-
rectly improve the product green degree:

As shown in Figure 3, by analyzing the changing trend of
enterprise environmental friendliness under the three
models, it is found that in three different cases, environmen-
tal friendliness will increase with the improvement of manu-
facturers’ environmental preference; that is, environmental

friendliness is the largest in the two-objective model and
the smallest in the basic model. Under this contract, the
environmental friendliness goal of enterprises has been opti-
mized and improved to some extent, but it has not achieved
the perfect coordination towards centralization.

As shown in Figure 4, analyze the wholesale of products
under the two models before and after coordination the
trend of price change shows that the wholesale price of prod-
ucts always decreases with the increase of manufacturers’
environmental preference, and the wholesale price of prod-
ucts in the double-objective model will always be less than
that in the single-objective model. It can be seen that the
manufacturer in a new sum can share the retailer’s profits,
and manufacturers can make profits by lowering the whole-
sale price, so as to promote the coordination of the whole
supply chain decision-making and realize the optimization
and improvement of the two objectives of profit and envi-
ronmental friendliness.

As shown in Figure 5, the retail sales of products under
the single-objective model and the double-objective model
are analyzed. The change trend of price shows that the retail
price of the products will first increase and then decrease
with the increase of manufacturers’ environmental prefer-
ence. In addition, the increase in retail prices is relatively
large in the overall trend; the decline is relatively large; that
is, after manufacturers consider the goal of environmental
friendliness, retailers follow the manufacturer’s ring. With
the improvement of environmental preference, more con-
sumers are attracted by reducing retail prices and adopting
the strategy of small profits but quick turnover market
demand, so as to promote the Pareto improvement of the
overall profit and environmental friendliness of the supply
chain.

As shown in Figure 6, by analyzing the change trend of
manufacturers’ profits under the three models, it is found
that retailers’ profits will always increase with the increase
of manufacturers’ environmental preference, and retailers’
profits will be optimized and improved after constant coor-
dination. Therefore, although manufacturers share part of
their own profits to retailers, manufacturers can still weaken
the double marginal effect among supply chain members by
adopting the strategy of small profits but quick turnover
with lower product purchase price and realize the optimiza-
tion and improvement of their own profits.

As shown in Figure 7, the change trend of total profit of
supply chain under three models is analyzed. It is found that
under the basic model, the profit of supply chain will always
decrease with the increase of manufacturer’s environmental
preference, while under the single-objective model, the profit
of supply chain will always increase first and then decrease
slowly with the increase of manufacturer’s environmental
preference. When the degree of manufacturer’s environmen-
tal preference is small, the degree of manufacturer’s environ-
mental preference cannot increase indefinitely under the
dual model, and the high green input cost will inhibit the
green transformation and upgrading of supply chain to a
certain extent. Obviously, when the goal is to maximize the
overall green benefit of the supply chain, the optimal
decision-making of the supply chain fails to maximize the

Table 1: Parameter settings.

Parameter name
Parameter
content

Weight
coefficient

Demand function dm = 200 − 2p + g 1

R&D input cost Im = 3g2 0.8

Manufacturer’s production cost cm = 10 0.7

Retailer cost of sales cr = 6,0 ≤ λm ≤ 1:09 0.9
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profit goal, which is because the supply chain will sacrifice
economic profit and increase green R&D investment after
considering the environmental friendliness goal, which will
better meet its own expectation for multiobjective benefit.
On the other hand, the total profit of the supply chain under
the dual-objective model will always be higher than that of
the single-objective model. It is concluded that the dual-
objective model can achieve the dual optimization of profit
goal and environmental friendliness goal and make it further
achieve the desired effect.

5. Conclusion

When the current environment continues to deteriorate and
resources are increasingly scarce, green supply chain has
gradually aroused widespread concern, and improving the
environmental friendliness in the process of product pro-

duction and circulation has become a hot issue of universal
concern all over the world. On the one hand, enterprises
attach great importance to their own economic profits. On
the other hand, the green transformation of enterprises is a
realistic demand facing today’s society. Therefore, on the
premise of maintaining the profit distribution between the
upper and lower members of the supply chain, it has become
an important issue in the field of supply chain management
to achieve the environmental goal of green supply chain and
promote the sustainable management of the whole channel.
Based on the comparison of multiobjective, single-objective,
and basic model optimization, this paper focuses on the dif-
ferent value cognition background of enterprises to environ-
mental objectives, constructs a green supply chain model
when manufacturers and retailers consider different objec-
tives, discusses the influence of manufacturers’ environmen-
tal preference on supply chain system, and designs an
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Figure 2: Change curve of product greenness before and after coordination.
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effective optimization model. The main conclusions are as
follows:

The basic supply chain optimization model is con-
structed. The supply chain model is based on the single-
objective model of manufacturer only considering profit
and environment and the dual-objective model of manufac-
turer and retailer considering profit and environment at the
same time. The optimal decision of the three models is com-
pared and analyzed, and the influence of environmental
preference degree of manufacturer and retailer on supply
chain is studied. The results show the following:

(1) Considering the goal of environmental friendliness
by manufacturers and retailers can improve the
green degree of products, the environmental friend-
liness of enterprises, and the total demand of prod-
ucts. With the improvement of environmental
preference of manufacturers and retailers, the green-
ness and environmental friendliness of products are
increasing; that is, the greenness, environmental

friendliness, and product demand are the largest
when manufacturers and retailers consider environ-
mental friendliness at the same time and the smallest
in the basic supply chain model. Obviously, consid-
ering the goal of environmental friendliness will sig-
nificantly improve the environmental protection
level of enterprises and occupy an advantage in the
green consumption market

(2) When manufacturers consider profit and environ-
mental friendliness at the same time, the higher the
degree of environmental preference of manufactur-
ers, the higher the retailer’s profit and the lower the
manufacturer’s profit. When both manufacturers
and retailers consider profit and environment-
friendly objectives, manufacturers have lower envi-
ronmental preference and retailers have higher envi-
ronmental preference, while manufacturers have
higher environmental preference and retailers prop-
erly consider environment-friendly objectives, which

0

10

20

30

40

50

60

0.00 0.03 0.04 0.17 0.31 0.34 0.47 0.51 0.55 0.66 0.72 0.74 0.80 0.89 0.91 0.92 0.99 1.00

G
re

en
 d

eg
re

e o
f p

ro
du

ct

Manufacturer’s environmental preference

Single objective
Double objective
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is beneficial to retailers’ profits. The overall profit of
supply chain increases at first and then decreases
with the improvement of environmental preference
of manufacturers and retailers. That is to say, under
the premise that consumers have green preference,
manufacturers and retailers properly consider the
goal of environmental friendliness, which can not
only improve the green degree of products but also
promote the growth of supply chain profits and
achieve a win-win situation between enterprise
profits and ecological environment. Blind invest-
ment in green environmental protection will lead to
serious damage to corporate profits

(3) Wholesale and retail prices increase first and then
decrease with the increase of environmental prefer-
ence of manufacturers or retailers, and the prices reach
the highest when both manufacturers and retailers

consider profit and environmental friendliness at the
same time. At the initial stage when manufacturers
and retailers consider environmental objectives, the
whole supply chain can adopt high price strategy and
maximize its own benefits by increasing the income
per unit product. However, when the degree of envi-
ronmental preference is high, the cost of green R&D
is high, and the whole supply chain adopts the price
reduction strategy to promote the increase of product
demand, thus realizing the overall optimization situa-
tion of “small profits but quick turnover”

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.
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This paper focuses on the design of an optimal resource allocation scheme to maximize the energy efficiency (EE) in the wireless-
powered backscatter communication networks (WPBCN) with decode and forward (DF) relaying. The two different devices are
supported to operate in different modes, the harvest-then-transmit (HTT) mode and backscatter communication (BackCom)
mode, respectively. In particular, we formulate an optimization problem to maximize system EE by jointly optimizing the
transmit power of hybrid access point (H-AP) and the system time resource allocation. To deal with the nonconvex problem,
we investigate the characteristics of the EE expression and a variable substitution approach. Then, the optimal power allocation
scheme and iterative optimization algorithm were derived for achieving maximum EE. Extensive simulation results have
demonstrated that the system EE can be improved about 10% because the proposed scheme provides more flexibility to utilize
the resource efficiently by employing the proposed scheme.

1. Introduction

With the development of the Internet of Things (IoT),
numerous wireless devices (WDs) have been deployed
widely in the world to provide ubiquitous connectivity,
which improves human being’s life greatly in all aspects [1,
2]. However, the sustainable energy supply is a major chal-
lenge for the evolvable IoT networks. Fortunately, a new
technology named as wireless power transfer (WPT) has
been deemed as an attractive promising approach to power
WDs conveniently and steadily [3–8]. Wireless-powered
communication network (WPCN) is a novel communica-
tion solution for IoT that using WPT techniques solves the
problem of sustainable energy supply for the tiny WDs.
Consequently, WPCN has been widely studied in recent
years, especially in [5–9]. A well-known protocol for WPCN
is named as “harvest-then-transmit (HTT)” protocol pro-
posed in [8]. Following the HTT protocol, hybrid access

point (H-AP) first broadcasts the wireless energy to its
served users for energy harvesting, and then, users transmit
their information actively to H-AP by utilizing the harvested
energy.

Recently, ambient backscatter communication (Back-
Com) [10] has been emerging as a promising technology
for low-energy communication systems that was designed
to communicate with WDs nearby without resorting to
any existing energy supply or storage device. Different from
the devices using the HTT mode, the BackCom devices
transmit information by modulating and reflecting the
instantaneous incident signals passively [11, 12]. Hence,
the active RF components are not required at all, which
can significantly decrease the circuit energy consumption
and meet the low-power requirement of IoT devices. Fur-
thermore, the dedicated energy harvesting (EH) time is also
not necessary, and then, the information transmission time
can be extended.
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Essentially, there exist some different tradeoffs between
EH time and data transmission time for HTT protocol and
BackCom. They may complement each other for increasing
the data rates and energy utilization while they are used in
IoT. Hence, applying BackCom in WPCNs and wireless-
powered backscatter communication networks (WPBCNs)
is a very efficient way to exploit the advantages of the HTT
mode and the BackCom mode, which have gained extensive
attention in academic field, especially in [12–16]. The
authors in [12] presented an optimal time resource alloca-
tion method to achieve the maximal throughput for
WPBCNs. The literatures [13–16] played an emphasis on
optimizing the EE performance of WPBCNs.

It is to be noted that EE is a crucial performance metric
in IoT to achieve a better tradeoff between data rates and the
overall energy consumption. Due to the characteristics of
WPT, the energy cost of WPCNs, especially the energy con-
sumption of the dedicated energy source devices, has drawn
a great deal of attention [14, 15]. In [17], the authors pro-
posed an EE resource allocation scheme which employed a
Dinkelbach-based iterative algorithm to obtain the optimal
time allocation, reflection coefficient, and transmit power
of the dedicated RF energy source in BackCom networks.
The literature [18] utilized energy beamforming communi-
cation and ambient BackCom to overcome the energy prob-
lem of network, and a EE cooperative communication
scheme was presented. The EE maximum problem was
investigated in cooperative sensor networks with bidirec-
tional wireless information and power transfer [19]. By
studying the derivative properties of the objective function,
the authors derived the optimal power allocation and time
allocation. The authors in [20] studied the EE performances
for an unmanned aerial vehicle- (UAV-) assisted backscatter
communication network. They maximized the EE of the net-
work by jointly optimizing the UAV trajectory, the backscat-
ter device scheduling, and the carrier emitter transmit
power. The literature [14] studied the EE of WPBCNs which
consist of two types of WDs that operate in different modes,
the HTT mode and BackCom mode, respectively. The
authors in [14] study the network which includes two differ-
ent types WDs. One device named as HD, operating in the
HTT mode, transmits its information directly to the access
point (AP), and the other device named as BD, operating
in the BackCom mode, backscatters its information directly
to AP. By jointly optimizing the energy beamforming vector,
power allocation, and time allocation, the system maximum
EE is achieved. Obviously, the researchers have done many
works in improving the EE of WPCNs and a lot of valuable
achievements have been obtained. However, the EE optimi-
zation of WPBCNs that consists of two types of WDs has
not been sufficiently exploited by the existing works.

The authors in [12] proposed a new network structure in
which HTT mode is adopted in the last hop and BackCom
mode is used in the other hops. They assumed that the
devices could only consume the energy harvested within
the current time block. Therefore, based on the above
assumption, the nodes do not harvest the energy after they
finish the information forwarding in one time block, which
leads to the reduction of harvested energy and the inefficient

energy utilization. Both in [19, 21], the authors think that
the devices can store the harvested energy in their battery
and do not consume all the energy harvested in the current
time block. Especially in [19], the remote device is designed
to harvest the energy from the relay during the phase of relay
transmitting information to the base station. Inspired by the
literatures [19, 21], we develop a new network model and the
corresponding communication protocol which improve the
EE and throughput of new model.

In this paper, we investigate a new WPBCN with DF
relaying (WPB-R-CN) which is more suitable to the realistic
IoT application scenario. WPB-R-CN consists of one hybrid
access point (H-AP), one relay, and one backscatter user
(SU) which is shown in Figure 1. Following the literature
[12], SU operates in BackCom mode and relay transmits
the information by operating in HTT mode. Different from
[12], SU is required to harvest energy from RF signal trans-
mitted by a relay device during the phase of relay transmit-
ting information to H-AP. The energy harvested during
this time by SU will be stored in its battery for use in the next
time block. Obviously, the proposed new model can improve
system EE further.

Obviously, WPB-R-CN is a new network model which is
different with the existing models, such as the models of lit-
eratures [12, 14], which are more similar to our proposed
model. In [12, 14], BackCom mode and HTT mode are used
simultaneously in the models. However, in [14], the device
named as HD, operating in the HTT mode, transmits its
information directly to access point (AP) and the other
device named as BD, operating in the BackCom mode, back-
scatters its information directly to AP. The authors in [14]
only study one-hop link performane for two different types
WDs. Different from the model of [14], the authors in [12]
study multihop hybrid backscatter communication network.
However, the other nodes do not harvest the energy trans-
mitted by the node operating in HTT mode which leads to
the reduction of harvested energy and the inefficient energy
utilization. Therefore, the model we studied in this paper is a
new one. No existing algorithms can achieve the maximum
EE of WPB-R-CN.

We aim at WPB-R-CN EE maximization by optimizing
its resource allocation and H-AP transmit power. To obtain
the optimal parameters, we formulate a nonconvex system
EE maximization problem. To make the optimization prob-
lem tractable, we investigate the characteristics of the EE
expression. Then, the optimal power allocation scheme and
iterative optimization algorithm were derived for solving
the nonconvex optimal problem and achieving maximum
EE. Our contribution can provide a useful insight for opti-
mizing system performance in both system throughput and
EE in WPBCN.

The main contributions of our work are summarized as
follows:

(i) We propose a new WPB-R-CN network model
which consists of one hybrid access point (H-AP),
one relay, and one backscatter user (SU). To
improve the system EE performance, SU required
to harvest energy from RF signal transmitted by
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relay during the phase of relay transmitting infor-
mation to H-AP

(ii) We develop a new protocol for the WPB-R-CN net-
work to achieve the maximum EE. In the new pro-
tocol, SU harvests wireless energy from the relay
during relay transmitting the data to H-AP and
stores its harvested energy in a battery. And the
stored energy can be scheduled across different
transmission blocks

(iii) We formulate a system EE maximization problem
and obtain the joint power allocation scheme for
the proposed model. By investigating the character-
istics of the EE expression, the optimal power allo-
cation scheme and iterative optimization algorithm
were derived for achieving maximum EE

(iv) We investigate the performances of the optimal
power allocation scheme and the proposed iterative
optimization algorithm. Comparing their perfor-
mances with the other two schemes, our proposed
scheme is proved to be efficient in improving system
EE performance

The remainder of the paper is organized as follows. Sys-
tem model and communication protocol are described in
Section 2. The problem of jointly optimizing H-AP transmit
power and time resource allocation scheme is formulated to
maximize the system EE in Section 3. Section 4 gives the
optimal time allocation and power allocation schemes for
maximizing the system EE. Simulation experiments are con-
ducted to verify the effectiveness of the proposed strategies
in Section 5. Finally, we conclude the paper in Section 6.

2. System Model and Communication Protocol

2.1. System Model. We consider a WPB-R-CN illustrated in
Figure 1, which consists of one H-AP, one relay, and one
SU. Each device is equipped with one antenna. H-AP is
assumed to have sustainable power supply acting as a wire-
less power provider and information receiver. Relay and

SU operate in the HTT mode and the BackCom mode,
respectively. They do not have embedded energy supplies.
Both relay and SU can harvest the energy from RF signal
using their EH circuit and store the energy into a recharge-
able battery. The stored energy can be consumed while relay
and SU transmit their information. Moreover, by using the
existing energy in SU battery, the information transmission
can be initialized before energy harvesting and SU can con-
sume all the harvested energy during the frame [19]. Each
channel among nodes is assumed to be undergoing indepen-
dent identically distributed (i.i.d) quasistatic block fading
[22]. And the channels are reciprocal in two directions [19,
22]. Assume that no direct link exists between nodes H-AP
and SU due to severe path loss and/or shadowing. Therefore,
relay node has the obligation to relay the data of SU to H-
AP.

Let h0, h1, h2 denote the channel response of the relay–
SU link, the H-AP–relay link, and the H-AP–SU link,
respectively. Similarly, d0, d1, d2 are the distance of relay
and SU, H-AP and relay, and H-AP and SU. Let n1, n2, n3
denote the additive white Gaussian noise at the receiver of
SU, relay, and H-AP, respectively, ni ~CN ð0, σ2Þ, i ∈ f1, 2,
3g. Without loss of generality, relay is closer to H-AP than
SU in the system which means d1 < d2, resulting in jh1j2 >
jh2j2. The duration of each frame T f is one second, and
the system bandwidth is B Hz. Pcr is the circuit power con-
sumed while the H-AP and relay work as the receiver. Pct
is denoted as the circuit power consumed while SU and relay
work as the transmitter.

2.2. Proposed New Communication Protocol. As shown in
Figure 2, one time-frame duration T f is divided into three
time phases that are denoted by τ0, τ1, and τ2, respectively.
During the first time phase τ0, H-AP transfers its wireless
energy to relay and SU by transmitting the modulated signal
sðtÞ = ffiffiffiffiffiffi

PH
p

xðtÞ, where PH denotes the transmit power of H-
AP and xðtÞ is a known signal with E½jxðtÞj2� = 1. Corre-
spondingly, both relay and SU work as the energy harvester
and harvest the energy from the ambient RF signal using
their EH circuit and store the energy into a rechargeable

H-AP

h1

h2

h0

𝜏0 𝜏1 𝜏2

Energy transfer
HTT link
Backscatter link

Relay

ETH-AP
SU

SU

E EB
DRelay E T

ET D

Tf

ET: Energy transfer
E: Energy harvesting
D: Decoding
B: Backscattering
T: Transmitting

Figure 1: System model.
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battery. The harvested energy ER0
by relay and the harvested

energy EU0
by SU are expressed as

ER0
= ηPH h1j j2τ0, ð1Þ

EU0
= ηPH h2j j2τ0, ð2Þ

where η ∈ ð0, 1� denotes the energy harvesting efficiency. The
harvested energy of relay is split into two parts. One part
energy is used to maintain the circuit consumption of the
relay during the time τ1, and the other part is used to trans-
mit information during the time τ2. The harvested energy of
SU is used to maintain its circuit consumption while SU
backscatters the information during the time τ1.

During the second time phase τ1, H-AP continues to
transmit the modulated signal sðtÞ. SU enters the active state
to backscatter its information to relay by utilizing incident
signals from H-AP, and relay also enters the active state to
decode the information of SU. The received signal y1ðtÞ by
SU is given by

y1 tð Þ =
ffiffiffiffiffiffi
PH

p
h2x tð Þ + n1 tð Þ: ð3Þ

Then, SU modulates its own signal c1ðtÞ on the received
signal y1ðtÞ and c1ðtÞ satisfies E½jc1ðtÞj2� = 1. Therefore, the
backscattered signal y2ðtÞ by SU is written as

y2 tð Þ =
ffiffiffiffiffiffi
PH

p
h2x tð Þc1 tð Þ + n1 tð Þc1 tð Þ: ð4Þ

The signal received by relay is denoted as y3ðtÞ which is
expressed as

y3 tð Þ = h0y2 tð Þ + h1s tð Þ + n2 tð Þ =
ffiffiffiffiffiffi
PH

p
h2h0x tð Þc1 tð Þ

+ h0n1 tð Þc1 tð Þ +
ffiffiffiffiffiffi
PH

p
h1x tð Þ + n2 tð Þ:

ð5Þ

Obviously, The first term of y3ðtÞ is the received desired
signal by relay. The second term of y3ðtÞ is the noise caused
by backscattering process. The third term of y3ðtÞ is the
interference from the H-AP, the power of which is typically
larger than that of the desired signal. Following the litera-
tures [23, 24], successive interference cancellation (SIC)
technique is used to remove it from the y3ðtÞ since relay
has known the information sðtÞ well. Thus, the signal-

noise-ratio (SNR) at relay during the second time phase τ1
is given by

γ1 =
PH h0j j2 h2j j2
h0j j2 + 1
� �

σ2 : ð6Þ

While jh0j2 < <1, then equation (6) can be written as

γ1 =
PH h0j j2 h2j j2

σ2 : ð7Þ

During the third time phase τ2, H-AP stops transmitting
the modulated signal sðtÞ and acts as a information receiver.
Relay operates in HTT mode and transmits the information
decoded during the time τ1. SU enters sleep state and acts as
energy harvester. It harvests the RF energy transmitted by
relay. Let P R denote the transmit power of relay which is
written as

P R =
ER0

− Pcrτ1 − Pctτ2
τ2

: ð8Þ

Relay transmits the information c2ðtÞ to H-AP, and c2ðtÞ
satisfies E½jc2ðtÞj2� = 1. The received signal of H-AP y4ðtÞ
and SNR γ2 at H-AP is, respectively, given by

y4 tð Þ =
ffiffiffiffiffiffiffi
P R

p
h1c2 tð Þ + n2 tð Þ,

γ2 =
P R h1j j2

σ2
:

ð9Þ

The harvested energy EU1
by SU is expressed as

EU1
= ηP R h0j j2τ2: ð10Þ

Thus, the total energy harvested EU by SU is written as

EU = EU0
+ EU1

= ηPH h2j j2τ0 + ηP R h0j j2τ2: ð11Þ

Consequently, the SU–relay link and relay–H-AP link
throughput are, respectively, calculated as

R1 = τ1Blog2 1 + γ1ð Þ = τ1B log2 1 + PH h0j j2 h2j j2
σ2

 !
, ð12Þ

H-AP broadcasts modulated
signal to transfers energy;
Relay and SU1 works as a
energy harvester.

H-AP broadcasts modulated
signal;
SU1 backscatters its information
to relay;
Relay decodes the information.

Relay transmits SU1 information
to H-AP;
H-AP decodes SU1 information
transmitted by Relay;
SU1 works as a energy harvester.

𝜏0 𝜏1

Tf

𝜏2

Figure 2: Framework of the communication protocol.
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R2 = τ2Blog2 1 + γ2ð Þ = τ2B log2 1 + P R h1j j2
σ2

 !
: ð13Þ

Following the literature [19], the system throughputR is
given by

R =min R1,R2f g: ð14Þ

Obviously, since both SU and relay are powered by har-
vested energy, only H-AP device consumes the energy in the
system. Therefore, the total energy consumption of the
whole system is also the energy consumption of H-AP which
consists of two parts: the energy consumed in H-AP trans-
mitting RF signal phase and the energy consumed in H-AP
decoding information phase. Then, the total energy con-
sumption of the whole system is written as

Ec =
PH

ζ

� �
τ0 + τ1ð Þ + Pcrτ2, ð15Þ

where ζ ∈ ð0, 1� is the power amplifier efficiency.

3. Problem Formulation and Analysis

In this section, we formulate an optimization problem to
maximize the system EE by jointly optimizing time resource
allocation and H-AP transmit power. The system EE ψðPH
, τ0, τ1, τ2Þ is defined as the ratio of the achievable system
throughput to the total energy consumption [14, 16], which
is given by

ψ PH , τ0, τ1, τ2ð Þ =R

E c
= min R1,R2f g

PH/ζð Þ τ0 + τ1ð Þ + Pcrτ2
: ð16Þ

Then, the optimization problem is formulated as

P1 : max
PH ,τ0,τ1,τ2

 
min R1,R2f g

PH/ζð Þ τ0 + τ1ð Þ + Pcrτ2

s:t: C1 : τ0 + τ1 + τ2 = T f

C2 : τ0, τ1, τ2 ≥ 0
C3 : 0 ≤ PH ≤ Pmax

C4 : EU ≥ Pctτ1

C5 : ER0
≥ Pcrτ1

ð17Þ

In problem P1, C1 indicates that the summation of three
time variables equals to the duration of one frame T f . C2
limits that each time variables must be nonnegative. C3 con-
strains the transmit power range of H-AP. C4 and C5 guar-
antee that the total energy consumed does not exceed the
total energy harvested for SU and relay, respectively. Notice
that the WPB-R-CN is a new network which is distinguished
from the conventional relaying and the main difference can
be found in Section 2. These differences make the formu-
lated EE problem noticeably different from that of the con-
ventional relaying network.

Obviously, the above-formulated EE optimization prob-
lem is appealing in practice. For one thing, the time resource
allocation can be exploited to satisfy the maximum system
throughput requirement. For another, the EE can be further
improved by optimizing the transmit power of H-AP. How-
ever, problem P1 cannot be solved directly for the following
two main challenges. First, both the nominator and denom-
inator of problem P1 include the variables fτ0, τ1, τ2g, PH .
Second, the optimization variables fτ0, τ1, τ2g, PH are
coupled in both objective function and the constrains C4
and C5. Consequently, P1 is a nonconvex problem which
cannot be solved directly. In general, there are no standard
methods to solve the nonconvex optimization problems effi-
ciently. Note that when PH remains unchanged, the bigger
nominator of objective function leads to the bigger EE.
Then, the original problem P1 can be written as

P2 : max
PH ,τ0,τ1,τ2

 
max min R1,R2f gf g
PH/ζð Þ τ0 + τ1ð Þ + Pcrτ2

s:t: C1 − C5
ð18Þ

Obviously, the problem P2 is also nonconvex optimiza-
tion problem which is too difficult to obtain a globally opti-
mal solution.

4. Energy Efficiency Maximization
Resource Allocation

To solve problem P2 for obtaining its optimal solution fτ∗0
, τ∗1 , τ∗2 , P∗

Hg, we decompose the problem P2 into two
subproblems to make it more tractable according to
reference [19].

4.1. Optimal Resource Allocation Scheme. First, we formulate
one subproblem to achieve the maximum system through-
put by optimizing the resource allocation while PH is consid-
ered as remaining unchanged. The optimal resource
allocation is denoted as fτ∗0 , τ∗1 , τ∗2g. LetR∗ denote the sys-
tem throughput which corresponds to the optimal resource
allocation fτ∗0 , τ∗1 , τ∗2g. It means that R∗ >R+, ∀ fτ+0 , τ+1 ,
τ+2g ≠ fτ∗0 , τ∗1 , τ∗2g when PH remains unchanged, where
R+ denotes the system throughput which corresponds to
the resource allocation fτ+0 , τ+1 , τ+2g.

Therefore, the first subproblem denoted as P2a is formu-
lated as

P2a : max
τ0,τ1,τ2

  min R1,R2f gf g

s:t: C1 − C5
ð19Þ

Accordingly, P2a is still a nonconvex problem because
there are coupling relationships among different optimiza-
tion variables. In order to solve it, we present the following
lemmas.

Lemma 1. R1 =R2 is a necessary but insufficient condition
for problem P2a obtaining the optimal solution.
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Proof. It is assumed that R1 >R2. Then, R =R2 is the
maximum system throughput. In order to cut down the
SU–relay link throughput R1, we reduce SU backscattering
time τ1 to τ1′ for achieving R1 ′ =R2. Let τ1 = τ1 ′ + Δ.
Thus, we divide Δ into three parts fΔ0′, Δ1′, Δ2′g in the ratio
of τ0 : τ1′ : τ2 and let τ0′ = τ0 + Δ0′, τ1′′ = τ1′ + Δ1′, and τ2′ =
τ2 + Δ2′. Obviously, the achieved system throughput R′ is
greater thanR which is result from the new resource alloca-
tion scheme fτ0′, τ1′′, τ2′g, which contradicts with the
assumption. Then, Lemma 1 is proved.

We apply Lemma 1 to the problem P2a. Then, the new
optimization problem P3 is formulated as

P3 : max
τ0,τ1,τ2

  R1 =R2f g

s:t: C1 − C5
ð20Þ

Similar to problem P2a, problem P3 is also a nonconvex
problem. To tackle this problem, we first divide the problem
P3 into two subproblems and solve two subproblems
sequently. Finally, We use the optimal solutions of the two
subproblems to obtain the optimal solution of problem P3
by iterative optimization and proportional compression
algorithm.

At first, we relax the variable τ2 and make τ2 = 0. Corre-
spondingly, the constrain C1 becomes the new constrain τ0
+ τ1 = T f . Let τ0 = αT f and τ1 = ð1 − αÞT f , where 0 < α < 1
is the factor of SU transmission time. The first subproblem
P3a is formulated as

P3a : max
α

R1

s:t: C3 − C5, C6 : 0 < α < 1
ð21Þ

According to the references [4, 17, 22], Pcr ≤ Pct is always
satisfied in WPCN. Obviously, ER0

> EU is always satisfied
according to the system model. Thus, the constrain C5 can
be satisfied while the constrain C4 is satisfied. Based on the
above conclusion, we formulate problem P4 as follows:

P4 : max
α

R1

s:t: C3, C4, C6
ð22Þ

Obviously, P4 is a more tractable problem. By use of the
optimization method in [12, 17], P4 can obtain the maxi-
mum throughput while the constrain C4 satisfies EU = Pct
τ1. Substituting τ0 = αT f , τ1 = ð1 − αÞT f and equation (2)
into EU = Pctτ1, the following equation can be obtained
shown as follows:

ηPH h2j j2αT f = Pct 1 − αð ÞT f : ð23Þ

The optimal solution α∗ can be easily calculated from
equation (16) which is given by

α∗ = Pct
ηPH h2j j2 + Pct

: ð24Þ

Substituting the optimal solution α∗ into the objective
function, the maximum throughput R̂1 of problem P3a is
achieved which is written as

R̂1 =
ηPH h2j j2

ηPH h2j j2 + Pct
T f B log2 1 + PH h0j j2 h2j j2

σ2

 !
: ð25Þ

Secondly, we relax the variable τ1 to satisfy τ1 = 0 and
relax the variable T f to satisfy T f = TR, where 0 < TR < T f

denotes the transmission cycle time of relay. Additionally,
to simplify the optimization process, we make τ0 = βTR
and τ2 = ð1 − βÞTR, where 0 < β < 1 is the factor of relay
transmission cycle time. Thus, another subproblem P3b of
problem P3 is formulated as

P3b : max
β

R2

s:t: C3, C7 : 0 < β < 1
ð26Þ

Substituting τ0 = βTR, τ2 = ð1 − βÞTR and equation (7)
into equation (12), R2 can be written as

R2 = 1 − βð ÞTRB log2 1 + ηPH h1j j4 β/ 1 − βð Þ1 − βð Þ − Pct h1j j2
σ2

 !
:

ð27Þ

Let c = ðηPH jh1j4Þ/σ2 and b = 1 − ðPctjh1j2Þ/σ2. Then, the
objective function R2 can be rewritten as

R2 = 1 − βð ÞTRB log2 c
β

1 − β
+ b

� �
: ð28Þ

Lemma 2. The optimization problem P3b is convex, and the
optimal parameter β∗ = ðx∗ − bÞ/ðx∗ − b + cÞ and x∗ is the
solution of equation cxlnx − x + b − c = 0.

Proof. See the appendix.
Substituting the optimal solution β∗ into the objective

function of P3b, the maximum throughput R̂2 of problem
P3b is achieved which is given by

R̂2 = 1 − β∗ð ÞTRB log2 c
β∗

1 − β∗ + b
� �

: ð29Þ

In order to solve problem P3, we make R̂2 = R̂1 to obtain
TR which is expressed as

TR =
R̂1

1 − β∗ð ÞB log2 c β∗/ 1 − β∗ð Þ1 − β∗ð Þ + bð Þ : ð30Þ
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According to our model, we can easily get 0 < TR < T f

for the cause of jh1j2 > jh2j2. To find the optimal solution f
τ∗0 , τ∗1 , τ∗2g, we define τ01 = α∗T f , τ11 = ð1 − α∗ÞT f , τ02 = β∗

TR, and τ22 = ð1 − β∗ÞTR. Obviously, we select τ00 = max f
τ01, τ02g which can satisfy R1 =R2. Then, we devise a iter-
ative optimization algorithm to obtain the optimal solution
fτ∗0 , τ∗1 , τ∗2g of problem P3 which is given in Algorithm 1
with an error ε.

4.2. Optimal Transmit Power Allocation Scheme. The opti-
mal power allocation scheme will be aimed at maximizing
the energy efficiency in this subsection while the optimal

resource allocation solution is obtained. Then, another sub-
problem P5 of problem P2 is formulated as

P5 : max
PH

ψ PHð Þ

= τ∗1B log2 1 + PH h0j j2 h2j j2� �
PH h0j j2 h2j j2/σ2� �� �

PH/ζð Þ τ∗0 + τ∗1ð Þ + Pcrτ
∗
2

s:t: C3 ð31Þ

Let λ = σ2/jh0j2jh2j2 and φ = 1/ζðτ∗0 + τ∗1 Þ. By taking the
derivative of ψðPHÞ with respect to PH , we get

In equation (30), the denominator ðPHφ + Pcrτ
∗
2 Þ2 is

greater than zero. Therefore, the sign of ð∂ψðPHÞÞ/∂PH
depends on its numerator. We define the numerator as a
new function gðPHÞ which is given by

g PHð Þ = τ∗1Bλ PHφ + Pcrτ
∗
2ð Þ

ln 2 1 + PHλð Þ − τ∗1Blog2 1 + PHλð Þφ: ð33Þ

Similarly, the derivative of gðPHÞ with respect to PH can

be written as

∂g PHð Þ
∂PH

= −τ∗1Bλ
2 PHφ + Pcrτ

∗
2ð Þ ln 2

ln 2 1 + PHλð Þð Þ2 : ð34Þ

It is evident that ð∂gðPHÞÞ/∂PH is less than zero, which
means that gðPHÞ is a monotone decreasing function of PH
while 0 < PH < Pmax. In addition, gð0Þ is greater than zero.
Then, when gðPmaxÞ ≥ 0, the optimal solution P∗

H = Pmax.
The reason is that ð∂ψðPHÞÞ/∂PH is always greater than zero
while 0 < PH < Pmax. It means that ψðPHÞ is a monotone
increasing function while 0 < PH < Pmax. Therefore, the

1: Initialize the parameter ε
2: Divide the problem P3 into two subproblems by relaxing variable τ2 and τ1, respectively.
3: Solve problem P3a to obtain α∗ and solve problem P3b to obtain β∗.
4: Calculate TR by use of (29).
5: Let τ01 = α∗T f , τ11 = ð1 − α∗ÞT f , τ02 = β∗TR and τ22 = ð1 − β∗ÞTR

6: ifτ01 > τ02then
7: Let τ0 = τ01, τ1 = τ11 and τ2 = τ22
8: Calculate P R and R1
9: Update τ2 =R1/B log2ð1 + ðP Rjh1j2/σ2ÞÞ
10: whilejτ22 − τ2j > εdo
11: τ22 = τ2
12: Calculate bτ01 = τ01 − ðP Rjh0j2/PH jh1j2Þτ22
13: Let τ0 = maxfbτ01, τ02g
14: Update P R

15: Calculate τ2 =R1/B log2ð1 + ðP Rjh1j2/σ2ÞÞ
16: end while
17: else
18: Let τ0 = τ02, τ1 = τ11 and τ2 = τ22
19: end if
20: Then τ∗0 = τ0T f /τ0 + τ1 + τ2, τ

∗
1 = τ1T f /τ0 + τ1 + τ2, τ

∗
2 = τ2T f /τ0 + τ1 + τ2.

Algorithm 1: Iterative optimization algorithm for solving problem P3.

∂ψ PHð Þ
∂PH

= τ∗1Bλ PHφ + Pcrτ
∗
2ð Þð Þτ∗1Bλ PHφ + Pcrτ

∗
2ð Þ/ ln 2 1 + PHλð Þð Þ ln 2 1 + PHλð Þð Þ − τ∗1B log2 1 + PHλð Þφ
PHφ + Pcrτ

∗
2ð Þ2 : ð32Þ
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maximum energy efficient can be obtained while P∗
H = Pmax.

Otherwise, there exists P+
H satisfying ð∂ψðPHÞÞ/∂PH = 0. And

the energy efficient ψðPHÞ is a monotone increasing function
while 0 < PH < P+

H and ψðPHÞ is a monotone decreasing
function while P+

H < PH < Pmax. Therefore, we can solve the
equation gðP∗

HÞ = 0 to obtain the optimal solution P∗
H . Thus,

the optimal solution P∗
H is given by

P∗
H =

Pmax g Pmaxð Þ ≥ 0
P+
H g Pmaxð Þ < 0

( )
, ð35Þ

where P+
H is the unique solution satisfying gðP+

HÞ = 0.
To solve the optimal solution P∗

H , we devise a power allo-
cation algorithm which is described in Algorithm 2 with the
given error δ.

5. Simulation Results

In this section, the performance of WPB-R-CN is evaluated
by the system-level simulation. The following parameters are
used for simulation unless stated otherwise. The simulation
duration is ten time frames, and the channel model between
arbitrary nodes is modeled as jhij2 = jgij2d−3i [22], where gi
~CN ð0, 1Þ denotes the channel coefficient between two
nodes and is set as gi =1 for simplicity [14]; di is the distance
between adjacent nodes. System bandwidth is set B =100Hz.
The distance between relay and SU is set d0 =20m, the dis-
tance between H-AP and relay is set d1 =14m, and the dis-
tance between H-AP and SU is set d2 =30m. Pmax
=30 dBm [14], σ2 = −70 dBm, η = 0:6 [12], T f = 1:0 s, Pct =
−16:5dBm [12], and Pcr = −20:5dBm [12].

Assume that fτ∗0 , τ∗1 , τ∗2 , P∗
Hg is an optimal solution for

achieving maximum EE of the system. According to Algo-
rithm 1, if the energy EU0

harvested by SU during the time
τ∗0 is greater than the energy consumed by SU maintaining
the circuit normal operation during the time τ∗1 , SU does
not require to harvest the energy from the relay during the

time τ∗2 . Therefore, it does not need to execute iteration.
This scenario is not considered in this section. We mainly
play an emphasis on the other scenario that includes EU0

<
Pctτ

∗
1 and the energy ER0

harvested by relay during the time
τ∗0 being enough to transmit the required data to H-AP.
Therefore, SU needs to harvest the energy from the relay
during the time τ∗2 to store it into the rechargeable battery
for use in the next frame.

Figure 3 depicts the EE of the proposed Algorithm 1 ver-
sus the number of iterations under different H-AP transmit
powers PH . It can be seen that Algorithm 1 converges after
only three iterations, which demonstrate the efficiency of
Algorithm 1. Simultaneously, Figure 3 shows that system
EE increases while H-AP transmit power PH increases from
19dBm to 23 dBm. It shows that the optimal H-AP transmit
power P∗

H is greater than 23dBm.
Figure 4 shows the system EE performance versus H-AP

maximum transmit power Pmax. Four different schemes have
been simulated to verify the predominance of the proposed
scheme. “Proposed scheme with iteration” denotes as “the
proposed Algorithm 1” and the optimal H-AP transmit
power P∗

H is obtained by use of Algorithm 2. “Proposed
scheme without iteration” denotes as the “scheme 2” that
the optimal τ∗0 equals to the maximal value of τ01 and τ02
in the proposed Algorithm 1, and the optimal H-AP trans-
mit power P∗

H is obtained by the use of Algorithm 2.
“Throughput maximization” denotes “scheme 3” that fτ∗0 ,
τ∗1 , τ∗2g are solved by the use of the proposed Algorithm 1,
and P∗

H is set to Pmax for achieving the maximal system
throughput. To show the superiority of the framework
design and proposed scheme, we have simulated the perfor-
mance of the existing scheme proposed in reference [12],
which is denoted as “scheme 4.” In “scheme 4,” we aim at
the maximum EE by solving for the optimal H-AP transmit-
ting power. It can be seen from Figure 4 that the system EE
of four schemes is increasing with the increasing Pmax while
Pmax ≤ P∗

H . “The proposed Algorithm 1,” “scheme 3,” and
“scheme 4” behave exactly the same in system EE when
Pmax ≤ P∗

H . However, the system EE of “scheme 3” decreases
sharply and the other two schemes keep unchangeable while
Pmax ≥ P∗

H . We conclude that the throughput maximization
scheme may achieve the lower EE than “the proposed Algo-
rithm 1” due to the fact that the optimal resource allocation
for throughput maximization is not energy efficient. It illus-
trates the importance of maximizing the EE. It also can be
observed that “the proposed Algorithm 1” always achieves
the better system EE than that of the other three schemes,
because SU can harvest energy from the relay during the
time τ∗2 and the τ∗0 is reduced by the iteration process.

In addition, we have also simulated the system through-
put performance of four different schemes shown in
Figure 5, which shows the system throughput performance
versus H-AP maximum transmit power Pmax. “The pro-
posed Algorithm 1,” “scheme 2,” and “scheme 4” behave
similarly in the system throughput. Their system throughput
is increasing when Pmax ≤ P∗

H and kept unchanged when
Pmax ≥ P∗

H , whereas the system throughput of “scheme 3”
always increases with the increasing Pmax. The reason is that

1: Let P1 = 0, P2 = Pmax and δ > 0
2: Calculate v = gðPmaxÞ based on Eq.(32).
3: ifv < 0 then
4: whilejP2 − P1j > δdo
5: Let P+

H = P1 + P2/2
6: Calculate u = gðP+

HÞ
7: ifu ≥ 0then
8: Let P1 = P1 + P2/2
9: else
10: Let P2 = P1 + P2/2
11: end if
12: end while
13: P∗

H = P+
H

14: else
15: P∗

H = Pmax.
16: end if

Algorithm 2: Power allocation algorithm.
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“the proposed Algorithm 1,” “scheme 2,” and “scheme 4” are
aimed at the maximum system EE. When Pmax ≥ P∗

H , the
algorithms always select PH = P∗

H as the optimal transmit
power. However, “scheme 3” always sets PH = Pmax to
achieve the maximum system throughput. Equations (11),
(12), and (13) show that the system throughput is increasing
function with the variant PH . Therefore, When Pmax ≥ P∗

H ,
H-AP transmit power is kept unchanged in Algorithm 1”
and “scheme 2” and increasing in “scheme 3,” which leads
to the different throughput performances.

Simultaneously, Figures 4 and 5 tell us that our proposed
scheme can always achieve the better performance both in EE
performance and throughput performance. The reason is that
the optimal parameters are obtained by searching algorithm
while our scheme adopts more accurate iterative optimization
method. Therefore, the proposed scheme can achieve the better
performance compared with the scheme in reference [12]. Sim-
ulation results demonstrate that the proposed algorithm is effi-
cient and achieves the more system EE due to adopting the
proposed new communication protocol. Figures 4 and 5 illus-
trate the importance of considering the EE. Another observa-
tion is that our proposed scheme can achieve the highest EE
among these schemes since the proposed scheme providesmore
flexibility to utilize the resource efficiently.

6. Conclusion

In this article, a new WPBCN with DF relaying has been
studied which is more suitable to the realistic IoT applica-

tion scenario. In order to achieve high system EE in this net-
work, a new communication protocol was developed, in
which SU harvests wireless energy from the relay during
relay transmitting the data to H-AP and stores its harvested
energy in a battery. And the stored energy can be scheduled
across different transmission blocks. To maximize the sys-
tem EE, we obtained the joint power allocation scheme for
the proposed model. Then, by investigating the derivative
of the EE expression, the optimal power allocation scheme
and iterative optimization algorithm were derived for
achieving maximum EE. Extensive simulation results have
demonstrated that the system EE can be improved about
10% because the proposed scheme provides more flexibility
to utilize the resource efficiently by employing the proposed
scheme. Our contribution can provide a useful insight for
optimizing system performance in both system throughput
and EE in WPBCN.

Appendix

A. Convex Proof of Lemma 2

By taking the derivative of R2 with respect to β, we get

∂R2
∂β

= TRB
ln 2 −ln c

β

1 − β
+ b

� �
+ 1
cβ + b 1 − βð Þ

� �
: ðA:1Þ

Then, the second-order derivative of R2 with respect to
β is expressed as

H-AP maximum transmit power Pmax (dBm)

Proposed scheme with iteration Proposed scheme without iteration
Throughput maximization Ref (12)
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Figure 5: System throughout versus H-AP maximum transmit power Pmax.
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∂2R2
∂2β

= TRB
ln 2 cβ + b 1 − βð Þð Þ −

c
1 − β

− b 1 − βð Þ − c − b
cβ + b 1 − βð Þ

� �
:

ðA:2Þ

Since always hold with 0 < β < 1, we conclude that P3b is
a convex problem. The optimal solution β∗ is obtained while
∂R2/∂β = 0. Then, we get the following equation:

ln c
β

1 − β
+ b

� �
= 1
cβ + b 1 − βð Þ : ðA:3Þ

Let x = cðβ/ð1 − βÞ1 − βÞ + b with x > 1. Then, we can get
β = ðx − bÞ/ðx − b + cÞ. Substituting these into the above
equation, we get the following equation:

ln xð Þ = x − b + c
cx

: ðA:4Þ

cx ln x − x + b − c = 0 and x∗ is the solution. Define f ðx
Þ = cx ln x − x + b − c. It is easy to prove that f ðxÞ is a
monotone-increasing function of x if x > 1. Therefore, we
observe that x∗ is unique. Thus, the optimal solution β∗ = ð
x∗ − bÞ/ðx∗ − b + cÞ and x∗ is the solution of equation (33).
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Achieving high network traffic demand in limited spectrum resources is a technical challenge for the beyond 5G and 6G
communication systems. To this end, ambient backscatter communication (AmBC) is proposed for Internet-of-Things (IoT),
because the backscatter device (BD) can realize communication without occupying extra spectrum resources. Moreover, the
spectral efficiency can be further improved by using two-way (TW) communication. However, secure communication is a great
challenge for accessing massive IoT devices due to the broadcasting nature of wireless propagation environments. In light of
this fact, this article proposed a two-way ambient backscatter communication (TW-AmBC) network with an eavesdropper.
Specifically, the physical layer security (PLS) is studied through deriving the analytical/asymptotic expressions of the outage
probability (OP) and intercept probability (IP). Moreover, the outage probabilities (OPs) in high signal-to-noise ratio (SNR)
regions are studied for the asymptotic behavior and the intercept probabilities (IPs) in high main-to-eavesdropping ratio
(MER) regions as well. Through analysis and evaluation of simulation performance, the results show that (i) when considering
the target node, the OP of the BD decreases with increasing SNR, that is, enhancing the reliability; (ii) an optimal value of
BD’s reflection coefficient that maximize the reliability of backscatter link can be obtained; (iii) in high SNR regions, the OPs
approach a constant; thus, the diversity orders are zero; (iv) when increasing the MER, the IP of target node decreases,
suggesting the security enhances; (v) a trade-off exists between reliability and security which can be optimized by carefully
designing the parameters.

1. Introduction

Due to faster network traffic demand and limited spectrum
resources, the next-generation wireless communication tech-
niques urgently need to improve the spectrum efficiency (SE)
and reduce latency [1]. The ambient backscatter communica-
tion (AmBC) that could utilize the environmental wireless
signals for both powering low-power devices and backscatte-
ring signals was used to address the problem of limited
spectrum resources [2]. The main advantages of AmBC for
Internet-of-Things (IoT) can be summarized as follows: (i)
the SE can be improved since information is conveyed with-
out consuming additional bandwidth [3]; (ii) the expensive

and energy-consuming components such as oscillators, fil-
ters, and amplifiers are not required for the backscatter
device (BD); thus, it enjoys low cost and low power [4]. As
a new green paradigm, AmBC has aroused great research
interest. However, due to the simplicity of the components,
BD cannot separate interfering signals from received signals
and is vulnerable to security attacks.

In particular, the performance of combining AmBC with
other technologies was studied in much of the existing liter-
ature. For instance, in [5], the authors first studied the
outage probability (OP) of symbiotic system incorporating
the nonorthogonal multiple access (NOMA) and backscatter
techniques. The authors in [6] acquired the analytical
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expressions of the OP and studied the outage performance of
AmBC system with considering in-phase and quadrature-
phase imbalance (IQI). In [7], the backscatter technique
was studied with intelligent reflecting surface (IRS) which
is known as another low-power technique; the proposed
scheme can achieve a balance between the average through-
put and coverage probability according to practical
condition. In [8], the multiantenna backscatter tag AmBC
system was proposed, wherein the multiantenna technique
was used to enhance the reliability. In [9], an adaptive reflec-
tion coefficient scheme was proposed to minimize the OP of
backscatter link, which provided a guideline to design the
optimal reflection coefficient for practical AmBC systems.

Meanwhile, in AmBC system, the power of BD is limited
which is in contrast to the traditional key mechanism requir-
ing high computing power; thus, some researchers focused
on the security problems. Without consuming high comput-
ing power, the physical layer security (PLS) can be achieved
by using the inherent randomness of physical media and the
difference between legal channels and eavesdropping chan-
nels. Thus, it has attracted much attention in academia and
industry and was studied in different scenarios [10–12].
For instance, in [13], the secrecy performance of AmBC
systems considering IQI was investigated by deriving the
analytical expressions of the OP and intercept probability
(IP). In [14], the secrecy outage probability (SOP) of the
multitag backscatter systems over the Rayleigh fading chan-
nels was given, where the channel correlation between the
forward and backscatter links may exist. In [15], the authors
studied the PLS for the relay selection schemes of NOMA
systems, indicating that better security performance can be
achieved when increasing the number of relays.

On the other hand, due to the network congestion caused
by information explosion, it is imperative to study the tech-
niques increasing the throughput which is defined as the
amount of data successfully transferred per unit time of a
communication channel. The two-way (TW) communica-
tion method enables the capability of improving throughput
and SE since the relay in the TW communication system can
receive information from both nodes in a single time slot.
The TW communication system therefore has been exten-
sively studied specifically on the PLS aspect. For example,
in [16], the OP of a TW relay system can be minimized by
an improved dynamic scheme, which both the power-
splitting ratios and the power allocation ratio can be
dynamically adjusted. In [17], the OP of TW full-duplex relay
system considering self-interference was evaluated, and
asymptotic OP was presented for more insight. Different
from the above works, reconfigurable intelligent surface
(RIS) technique with great channel capacity advantage was
employed in wireless communication systems to improve
the performance [18]. Similarly, in [19], the performance of
the RIS-assisted TW communication systems was studied
wherein the channels can either be reciprocal or nonrecipro-
cal, and the closed-form expressions of OP were derived for
single-element RIS. Moreover, in [20], an artificial noise-
assisted opportunistic relay selection scheme was proposed
to enhance the security of underlay cognitive TW relay
network.

1.1. Motivation and Contributions. In the existing works, in
[21], an optimization algorithm was proposed to maximize
throughput of relaying system where an unmanned aerial
vehicle (UAV) enabled TW relay assist communication. In
[22], the secrecy of TW relay NOMA systems was evaluated
in terms of the ergodic secrecy sum rate, which degraded
when the distance between the eavesdropper and either user
becomes closer. In [23], the outage performance of a TW
model wherein BD is embedded in the relay for backscatte-
ring was investigated. In [24], a BD cooperative relay
communication network was proposed and the system reli-
ability performance was studied. It is noted that all the
reported works established models with relays and for the
case of without relay was neglected. In this article, we first
consider a two-way ambient backscatter communication
(TW-AmBC) system without relay and study the reliability
and security of the proposed system, where sources
communicate with each other and also via BD with an
eavesdropper. The main contributions of the article can be
listed as follows:

(i) We propose a novel TW-AmBC model without
relay and study the PLS of target node, wherein
BD and nodes transmit signals in the presence of
an eavesdropper

(ii) We derive the analytical expressions of the outage
probabilities (OPs) for the target node and BD and
the analytical expressions of the intercept probabil-
ities (IPs) for eavesdropper. It is found that the
reflection coefficient and transmitted power have
the opposite effect on OPs and IPs. The trade-off
between security and reliability can be flexibly
adjusted

(iii) We evaluate the performance of OPs and IPs in
high signal-to-noise ratio (SNR) and main-to-
eavesdropping ratio (MER) regions. Furthermore,
we discuss the diversity orders of the target node
and BD in high SNR regions. The diversity orders
are zero owing to the OPs approach a constant,
proving that the joint error-floor exists

(iv) We analyze the comprehensive influence factor on
performance of both the reflection coefficient and
transmitted power in the TW-AmBC network.
When transmitted power is high, the system perfor-
mance enjoys little fluctuation, and when the
reflection coefficient increases, the security of the
target node can be increased

1.2. Organization and Notations. The remainder of the arti-
cle is composed as follows. In Section 2, the TW-AmBC
system without relay is first constructed, followed by the
elaboration of deriving expressions of OPs and IPs in Section
3. In Section 4, the correctness of the theoretical analysis is
validated via numerical results. Finally, conclusions are
given in Section 5.

Eð∙Þ is deemed as the expectation operation. Pr ð∙Þ
denotes the probability and Kvð∙Þ denotes the v-th order
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modified Bessel function of the second kind. CN ðμ, σ2Þ
denotes the complex Gaussian random variable with mean
μ and variance σ2. Besides, Eið∙Þ is the exponential integral
function and Wu,vð∙Þ is the Whittaker function. n denotes
the natural number, and n! denotes the factorial operation.
The cumulative distribution function (CDF) is expressed as
Fð∙Þ, and the probability dense function (PDF) is expressed
as f ð∙Þ.

2. System Model

As illustrated in Figure 1, we consider a TW-AmBC system
which is composed of two source nodes (A and B), a BD, and
an eavesdropper (E), wherein hn, h0, and he, respectively,
denote the channel responses from A to BD, B, and E. gn
and f e represent the channel responses from BD to B and
E, respectively. In different time slots, B and A can direc-
tively transmit signals to each other, also via a BD. The
eavesdropper can intercept signals from nodes and BD. We
assume that (i) all nodes are equipped with a single antenna;
(ii) all channel parameters are subjected to the independent
Rayleigh fading. We have h0 ∼CN ð0, λh0Þ, hn ∼CN ð0, λhnÞ
, he ∼CN ð0, λheÞ, gn ∼CN ð0, λgnÞ, ge ∼CN ð0, λgeÞ, and
f e ∼CN ð0, λf eÞ.
2.1. Received Signals at B. The received signals at B include
signals from A and the backscattered signals from BD. The
BD adds its own message cðtÞ to signals from A or B and
then backscatters, where EðjcðtÞj2Þ = 1. Thus, the received
signals yB at B can be expressed as

yB = h0
ffiffiffiffiffi
Ps

p
xA tð Þ + βhngn

ffiffiffiffiffi
Ps

p
xA tð Þc tð Þ + n1 tð Þ, ð1Þ

where β is the complex reflection coefficient used to normal-
ize cðtÞ and n1 ∼CN ð0, σ2Þ is the complex Gaussian noise
with zero mean. xAðtÞ is the transmitted signal of A. Ps
denotes the transmitted power. Furthermore, in order to
extract the real-information from the scrambled signals,
successive interference cancellation (SIC) technique is
adopted at the receiver end [25]. Therefore, the received sig-
nal-to-interference-plus-noise ratio (SINR) extracting xAðtÞ
at B can be written as

γB =
γ h0j j2

γ βj j2 hnj j2 gnj j2 + 1
, ð2Þ

where γ = Ps/σ2 is the transmit SNR. By eliminating the
interference from A, the SNR at B can be written as

γBD = γ βj j2 hnj j2 gnj j2: ð3Þ

2.2. Wiretapped Signals. In the 1st time slot, the received
signals at E can be expressed as

ye tð Þ = ge
ffiffiffiffiffi
Ps

p
xB tð Þ + βgnf e

ffiffiffiffiffi
Ps

p
xB tð Þc tð Þ + n2 tð Þ, ð4Þ

where n2ðtÞ is the complex Gaussian noise at E and follows
n2 ∼CN ð0, σ2Þ. xBðtÞ is the transmitted signal of B. When

only direct link signals are decoded at E, the SINR can be
given by

γe,B =
γ gej j2

γ βj j2 gnj j2 f ej j2 + 1
: ð5Þ

It is noted that E can eliminate direct link signals and
extract the signals from BD with aid of SIC technique. In this
case, the SNR can be expressed as

γe,BD = γ βj j2 gnj j2 f ej j2: ð6Þ

3. Performance Analysis

In this section, we derive the analytical expressions of OPs
and IPs to investigate the security and reliability of the
TW-AmBC system. Furthermore, the asymptotic behaviors
of OPs and IPs are studied by asymptotic expressions, and
the diversity orders are derived in high SNR regions.

3.1. Outage Performance Analysis

3.1.1. Outage Probability Expressions for B. Considering the
direct link only, the outage event would occur when signal
xAðtÞ is unsuccessfully decoded at B. Thus, the OP at B
can be given by

PB
out = 1 − Pr γB > γBth

� �
, ð7Þ

where γBth is the SNR threshold at B.

Theorem 1. For the direct link, we can get the OP analytical
expression, which can be expressed as

PB
out = 1 +Q1e

Q1−γBth/γλh0Ei −Q1ð Þ, ð8Þ

where Q1 = λh0/γBthjβj2λhnλgn, EiðxÞ represents the exponen-
tial integral function and EiðxÞ = Ð x−∞ðet/tÞdt, where t
denotes the variable. EiðxÞ can be expanded to a series form
which is given by

Ei xð Þ = ν + ln x + 〠
∞

n=1

xn

n · n! , ð9Þ

where ν is the Euler constant, ν ≈ 0577. n denotes the natural
number, and n! denotes the factorial operation for n.

Proof. See Appendix A.

Corollary 1. Under high signal-to-noise ratio (SNR) case, the
OP asymptotic expression of direct link can be given as

PB
out,∞ = 1 +Q1e

Q1 1 −
γBth
γλh0

� �
Ei −Q1ð Þ: ð10Þ
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Proof. According to asymptotic principle, Equation (10) can
be derived from Equation (8) by using approximate equation
e−x ≈ 1 − x when γ⟶∞.

3.1.2. Outage Probability Expressions for BD. For the back-
scatter link, the outage event occurs when direct link signals
are successfully decoded but failing with backscattered sig-
nals. Therefore, the OP of backscattered signals can be
expressed as

PBD
out = 1 − Pr γB > γBth, γB > γBDth

� �
, ð11Þ

where γBDth is the SNR threshold for backscattered signals.

Theorem 2. For the backscatter link, we can obtain the OP
analytical expression, which can be expressed as

PBD
out = 1 +Q1e

Q1−γBth/γλh0Ei −Q1ð Þ + πΔ2

N
〠
N

i=1
e−Δ1K0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Δ2 δi + 1ð Þ

p� � ffiffiffiffiffiffiffiffiffiffiffiffi
1 − δ2i

q
,

ð12Þ

where Δ1 = ðγBthγBDth ðδi + 1Þ + 2γBthÞ/2γλh0, Δ2 = γBDth /γjβj2λhn
λgn, δi = cos ððð2i − 1Þ/2NÞπÞ, N is a trade-off parameter
between accuracy and complexity, and K0ð∙Þ is the 0th order
modified Bessel function of the second kind.

Proof. See Appendix B.

Corollary 2. Under high SNRs case, the OP asymptotic
expression for backscatter link in the proposed system can
be given as

PBD
out,∞ = 1 +Q1e

Q1 1 −
γBth
γλh0

� �
Ei −Q1ð Þ − πΔ2

N
〠
N

i=1
1 − Δ1ð Þ ln

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δ2 δi + 1ð Þ

2

r ! ffiffiffiffiffiffiffiffiffiffiffiffi
1 − δ2i

q
:

ð13Þ

Proof. According to the asymptotic principle, through using
two approximate equations, i.e., K0ðxÞ ≈ −ln ðx/2Þ and ex =
1 + x, Equation (13) can be obtained.

h0

hn

he

fe

ge

gnA B

BD

E

The 1st time slot
The 2st time slot

Figure 1: Two-way ambient backscatter communication system model.

Figure 2: OPs versus Ps for different SNR threshold values.
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For further insights on the backscatter link and direct
link, we also study the diversity order dψ, ψ ∈ fB, BDg. The
diversity order is given [26]:

dψ = − lim
γ⟶∞

log Pψ
out,∞

� �
log γ

: ð14Þ

Corollary 3. The diversity orders of the two links can be
calculated as

dB = dBD = 0: ð15Þ

Remark 1. From Corollaries 1–3 and Theorems 1 and 2, we
can know that (1) when increasing Ps, the OPs decrease,
enhancing the reliability of the system; (2) when increasing
β, the OP of direct link increases; (3) when γ is large, the lat-
ter of Equation (12) is almost zero; thus, when γ⟶∞,
PBD
out,∞ approximates PB

out,∞; (4) when γ⟶∞, asymptotic
OPs exist the joint error-floor, causing that the diversity
orders are zero.

3.2. Security Performance Analysis. When the SINR or SNR
at E surpasses the secrecy SNR threshold, direct link signals
or backscattered signals would be intercepted. In further
detail below, the expressions of IPs are derived to investigate
the system security.

3.2.1. Intercept Probability Expressions for B. The IP expres-
sion of direct link signals can be written as

PB
int = Pr γe,B > γe,Bth

� �
, ð16Þ

where γe,Bth is the secrecy SNR threshold for B.

Theorem 3. For the direct link, we can get the IP analytical
expression, which can be expressed as

PB
int = −e−γ

e,B
th /γλgeQ2e

Q2Ei −Q2ð Þ, ð17Þ

Figure 3: IPs versus Ps for different secrecy SNR threshold values.

Figure 4: IPs versus OPs for different β values.

5Wireless Communications and Mobile Computing



where Q2 = λge/γe,Bth jβj2λgnλf e.

Proof. Substituting Equation (5) into Equation (16), the IP of
direct link signals can be expressed as

PB
int = e−γ

e,B
th /γλge

ð∞
0
e−γ

e,B
th βj j2y/λge f gnj j2 f ej j2 yð Þdy, ð18Þ

where f jgnj2j f ej2ðyÞ = ð2/λgnλf eÞK0ð2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y/λgnλf e

q
Þ. The inte-

gral can be resolved by Appendix A, and Equation (17)
can be derived.

Here, we use the MER metric to study the asymptotic
behavior of IPs, which depends on the ratio of the main link

to eavesdropping link [27]. The main link and eavesdrop-
ping link are B to BD and BD to E, respectively. The MER
can be expressed as λme = λgn/λf e. In the next corollary, the
asymptotic analysis for IPs in high MER regions is derived.

Corollary 4. Under high main-to-eavesdropping ratio (MER)
case, the IP asymptotic expression can be given by

PB
int ,∞ = −e−γ

e,B
th /γλgeQ∗

2 1 +Q∗
2ð Þ ln −Q∗

2ð Þ, ð19Þ

where Q∗
2 = λge/γe,Bth jβj2λmeλ

2
f e.

Proof. According to the asymptotic principle, Equation (19)
can be obtained by substituting ex ≈ 1 + x and EiðxÞ ≈ ln x
+ C into Equation (17), where C is a constant.
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3.2.2. Intercept Probability Expressions for BD. The IP
expression of backscattered signals can be written as

PBD
int = Pr γe,BD > γe,BDth

� �
, ð20Þ

where γe,BDth is the secrecy SNR threshold of BD.

Theorem 4. For the backscatter link, we can get the IP ana-
lytical expression, which can be expressed as

PBD
int = 2

ffiffiffiffiffiffi
Q3

p
K1 2

ffiffiffiffiffiffi
Q3

p� �
, ð21Þ

where Q3 = γe,BDth /γjβj2λgnλf e and K1ð∙Þ is the 1st order mod-
ified Bessel function of the second kind.

Proof. Substituting Equation (6) into Equation (20), PBD
int can

be expressed as

PBD
int =

1
λf e

ð∞
0
e−γ

e,BD
th /γ βj j2λgny−y/λ f edy, ð22Þ

where the integral can be calculated by Equation (3.324.1)
[28].

Corollary 5. Under high MER case, the IP asymptotic expres-
sion for backscatter link can be written as

PBD
int ,∞ = 1 + 2Q∗

3 ln
ffiffiffiffiffiffi
Q∗

3

p� �
, ð23Þ

where Q∗
3 = γe,BDth /γjβj2λmeλ

2
f e.

Proof. By using approximate equation K1ðxÞ ≈ ð1/xÞ + ðx/2Þ
ln ðx/2Þ, we can get Equation (23).

Remark 2. From Theorems 3 and 4 and Corollaries 4 and 5,
we can know that (1) with increasing reflection coefficient β,
the security of B gets enhanced owing to PB

int decreases; (2)
the security of B and BD decrease when Ps increases; (3)
when λme increases, the security of B is enhanced; (4) when
λme ⟶∞, PBD

int ,∞ is close to 1, suggesting λme takes small
value to ensure BD security.

4. Numerical Results

In this section, the correctness of previous analysis is vali-
dated via numerical simulation results. In these simulation
examples, we consider 105 Monte Carlo trials. It is assumed
that λh0 = 6, λhn = 4, λgn = 5, λf e = 6, λge = 4, β = 0:2, and
σ2 = 1.

The simulation results of OPs versus Ps for B and BD are
plotted in Figure 2. It can be seen that in high Ps regions, the
OPs are getting close to constant with increasing Ps, result-
ing in 0 diversity orders. From Remark 1, we can know that
the value of the joint error-floor depends on the SNR thresh-
old at B. Furthermore, it can be seen that the OPs increase
when the SNR thresholds, i.e., γBth and γBDth , increase.

The IPs versus Ps for B and BD are plotted in Figure 3.
The IPs decrease as the secrecy SNR thresholds increase. In
low Ps regions, it is shown that the IP decreases significantly,
indicating that the TW-AmBC system has higher security
performance. In high Ps regions, the IPs are close to 1; thus,
the security is impaired. Meanwhile, from Figures 2 and 3, it
can be observed that when Ps increases, the OPs decrease but
the IPs increase. Thus, it can be inferred that a trade-off
between reliability and security exists in this system.

Figure 4 illustrates the IPs versus OPs for different β
values. It can be observed that the system outage perfor-
mance gets impaired when β changes from 0.1 to 0.6. This
is because the backscattered signals make the interference
stronger when B decodes signals. In addition, it can be
observed that the secrecy performance of direct link is
enhanced when β increases. It can be explained that the
backscattered signals increase with increasing β; thus, it
can project more interference when E decodes the signals
from B. Meanwhile, when increasing β, the scopes of OP
and IP are obviously reduced, which indicates that the
trade-off between security and reliability degrades. In sum-
mary, high reliability and high security cannot be achieved
simultaneously, which indicates that the reliability is com-
promised to get better security and vice versa.

The OPs and IPs versus β for different Ps values are plot-
ted in Figure 5. In low β regions, the IP of BD decreases
significantly, which greatly improves the system security
performance. Thus, when β is small, the eavesdropper can
easily intercept the messages from B, but it is difficult to
decode the messages from BD. The IP trend curves of BD
and B are opposite, indicating that high security of one link
can be achieved with compromised security performance of
the other link. Thus, a trade-off of security exists between the
two links. Meanwhile, the curve of BD’s OP firstly decreases
and then increases, suggesting that we can get an optimal
value β to minimize OP.

Figure 6 reveals the variations of IPs versus MER in con-
ditions of different Ps values, with β = 0:1. We consider 106
Monte Carlo trials to reduce the impact of randomness on
experimental accuracy. It can be observed that when MER
increases, the IP of B decreases and that of BD increases,
and in high MER regions, the IP of BD is close to 1, suggest-
ing that the security of backscatter link can only be achieved
when MER is low. When Ps decreases, the IPs decrease, indi-
cating that the security gets enhanced. Beyond that, there is
the strict approximation relationship between the theoretical
value and the asymptotic value.

5. Conclusions

In this article, a novel TW-AmBC network structure was
proposed, which integrated the benefits of both TW commu-
nication and AmBC. Through analyzing the PLS
performance of the proposed TW-AmBC, it is found that
the parameters can be designed to achieve an optimal
trade-off between reliability and security, such as reflection
coefficient β and the transmitted power Ps. Specifically, the
secrecy performance of B can be enhanced when reflection
coefficient β increases. When the transmitted power Ps is
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high, the asymptotic OPs approach a joint error-floor,
indicating that the reliability of two links is similar. These
findings would be useful in instructing to apply BD in
limited spectrum resource application scenarios.

Appendix

A. Proof of Theorem 1

Substituting Equation (2) into Equation (7), the OP of B can
be given as

PB
out = 1 − Pr γ h0j j2

γ βj j2 hnj j2 gnj j2 + 1
> γBth

 !
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I1

, ðA:1Þ

where I1 can be calculated as follows:

I1 =
ð∞
0

ð∞
γBth βj j2y+γBth/γ

1
λh0

e−x/λh0 f hnj j2 gnj j2 yð Þdxdy, ðA:2Þ

where f jhnj2jgnj2ðyÞ is the joint probability density function.

The probability density functions of hn and gn are f jhnj2ðxÞ
= ð1/λhnÞe−x/λhn and f jgnj2ðyÞ = ð1/λgnÞe−y/λgn , respectively.
We make Z = X∙Y ; the joint probability density function
f jhnj2jgnj2ðzÞ can be expressed as

f hnj j2 gnj j2 zð Þ =
ð∞
0

1
u
f hnj j2

z
u

� �
f gnj j2 uð Þdu

= 1
λhnλgn

ð∞
0

1
u
e−z/uλhn−u/λgndu

= 2
λhnλgn

K0 2
ffiffiffiffiffiffiffiffiffiffiffiffiffi

z
λhnλgn

s !
,

ðA:3Þ

where the integral can be derived by Equation (3.324.1) [28]
and K0ð∙Þ is the 0th modified Bessel function of the second
kind. Substituting Equation (A.3) into Equation (A.2), I1
can be expressed as

I1 =
2e−γBth/γλh0
λhnλgn

ð∞
0
e−γ

B
th βj j2y/λh0K0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
y

λhnλgn

s !
dy, ðA:4Þ

where the integral can be resolved by Equation (6.643.3)
[28], we have

ð∞
0
e−αxK0 2θ

ffiffiffi
x

p� �
dx = eθ

2/2α

2θ ffiffiffi
α

p W−1/2,0
θ2

α

 !
, ðA:5Þ

where α = γBthjβj2/λh0, θ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1/λhnλgn

q
, and W−1/2,0ðθ2/αÞ is

the Whittaker function, which can be substituted with the
exponential function by Equation (9.222.1) [28], we have

W−1/2,0
θ2

α

 !
= θ2

α

 !1/2

e−θ
2/2α
ð∞
0

e− θ2/αð Þt
1 + t

dt, ðA:6Þ

where the integral can be resolved by Equation (3.352.4)
[28], and thus, W−1/2,0ðθ2/αÞ = −

ffiffiffiffiffiffiffiffiffiffiffiffi
ðθ2/αÞ

p
eθ

2/2αEið−θ2/αÞ. I1
can be expressed as

I1 = −Q1e
Q1−γBth/γλh0Ei −Q1ð Þ, ðA:7Þ

where Q1 = λh0/γBthjβj2λgnλhn.
Thus, Equation (8) can be given by substituting Equation

(A.7) into Equation (A.1).

B. Proof of Theorem 2

The OP of BD can be denoted as

PBD
out = 1 − Pr γB > γBth, γBD > γBDth

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I2

, ðB:1Þ

where

I2 =
ð∞
γBDth /γ βj j2

ð∞
γBth βj j2y+γBth/γ

1
λh0

e−x/λh0 f hnj j2 gnj j2 yð Þdxdy: ðB:2Þ

We can see from Equations (A.2) and (B.2) that there
exists a difference between I1 and I2 on the lower limit of
integration for x. Thus, we have

I1 − I2 =
ðγBDth /γ βj j2

0

ð∞
γBth βj j2y+γBth/γ

1
λh0

e−x/λh0 f hnj j2 gnj j2 yð Þdxdy:

ðB:3Þ

Meanwhile, it is challenging to calculate the integral I2,
thus changing I2 into the following form.

I2 = I1 −
2e−γBth/γλh0
λhnλgn

ðγBDth /γ βj j2

0
e−γ

B
th βj j2y/λh0K0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
y

λhnλgn

s !
dy

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
I3

,

ðB:4Þ

where can be given as Equation (B.5) by the Gaussian Che-
byshev approximation Equation (20) [29].

I3 =
πγBDth

Nγ βj j2λhnλgn
〠
N

i=1
e−γ

B
thγ

BD
th δi+1ð Þ+2γBth/2γλh0K0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2γBDth δi + 1ð Þ
γ βj j2λhnλgn

s ! ffiffiffiffiffiffiffiffiffiffiffiffi
1 − δ2i

q
:

ðB:5Þ
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Finally, Equation (12) can be obtained by substituting
Equations (A.7), (B.4) and (B.5) into Equation (B.1).
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In this paper, we investigate an unmanned aerial vehicle- (UAV-) enhanced mobile edge computing network (MUEMN), where
multiple UAVs are deployed as aerial edge servers to provide computing services for ground moving equipment (GME). Each
GME is trained to simulate movement by a Gauss-Markov random model in this MUEMN. Under the condition of limited
energy cost, UAV dynamically plans its flight position according to the movement trend of GME. Our objective is to minimize
the total energy consumption of GME by jointly optimizing the offloading decisions of GME and the flight positions of UAVs.
More explicitly, we model the optimization problem as a Markov decision process and achieve real-time offloading decisions
via deep reinforcement learning algorithm according to the dynamic system state, where the asynchronous advantage actor-
critic (A3C) framework with asynchronous characteristics is leveraged to accelerate the learning process. Finally, numerical
results confirm that our proposed A3C-based offloading strategy can effectively reduce the total of energy consumption of
GME and ensure the continuous operation of the GME.

1. Introduction

Mobile users usually have limited computing capabilities
and battery storages; it is challenging to provide a satisfac-
tory computing service and achieve a low service delay when
they face with the emerging applications with computation-
intensive features [1–3]. In this context, mobile edge com-
puting (MEC) is considered as a key technology to mitigate
these issues [4]. With the help of MEC, mobile devices have
the option to offload their computing tasks to nearby edge
servers with powerful computing capabilities, enabling the
demands for lower energy consumption [5, 6] and reduced
latency. Nevertheless, the location of MEC server is usually
fixed and cannot be changed flexibly according to the needs
of mobile users, which restricts the extension of MEC [7, 8].
At present, frequent occurrence of natural disasters may
destroy basic communication facilities on the ground, which
makes it difficult for rescue communication efforts. Com-
pared with the general communication infrastructure,

unmanned aerial vehicles (UAVs) are highly flexibility and
inexpensive, enabling reliable communication. UAVs
equipped with MEC servers greatly enhance the application
scalability of the traditional MEC model [9, 10].

With the development and maturity of UAV-related
technologies, they have been paid much attention in disaster
rescue, mineral mining, geological exploration and other
wireless scenarios [11, 12]. On the one hand, in regions with
incomplete or damaged basic communication facilities,
where large-scale outdoor activities are required within a
short period of time, UAVs can be deployed in the air on
demand to enhance network connectivity and provide reli-
able communication services. On the other hand, in many
civilian application scenarios, such as live broadcast and
video shooting, the flow of people tends to be huge, and
the offloading of various data generated by mobile devices
in these areas to the cloud or base stations (BSs) can trigger
high latency [13]. Fortunately, UAVs equipped with the
computing resources can serve as the edge nodes to relieve
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the pressure on computing resources and improve the user
experience. As such, joint development of UAV technology
and MEC model, i.e., adopting UAVs to enhance mobile
edge computing capabilities, is a promising direction for
MEC development.

The current phase of research works on UAV-assisted
mobile edge computing is divided into two categories: sin-
gle/multiple UAV deployment [14] and latency reduction
or energy reduction [15, 16]. Note that the ideal layout of
the UAV can optimize the total coverage of the UAV,
thereby maximizing network advantages. Nevertheless,
despite being interesting, the UAV has size and weight con-
straints, and limited energy profoundly affects sustainable
operations. To do this, the flight state of the UAV must be
studied to optimize the use of UAV energy. Guo and Liu
in [17] designed a single UAV-assisted mobile edge comput-
ing network. Under the UAV energy consumption con-
straint, the authors derived a suboptimal UAV trajectory
layout by introducing block coordinate descent and succes-
sive convex approximation methods. Distinguished from
[17], Liu et al. in [18] employed the Gauss-Markov random
model (GMRM) to simulate the mobility of ground moving
equipment (GME) and continuously adapted the UAV flight
trajectory in the light of the time-varying location of termi-
nal users to promote the quality of service for each mobile
terminal user. The performance of the UAV-enabled MEC
network is quite limited when a single UAV is used as a
computation server in the large-scale scenarios, which moti-
vates the deployment of multiple UAVs. Unlike single UAV
deployment, multi-UAV-assisted MEC has more complex
trajectories. In [19], Wang et al. synthesized the inter-UAV
collision problem and presented a differential evolution
algorithm with an elimination operator to optimize the lay-
out of multiple UAVs. Shang and Liu in [20] obtained the
target of minimizing the sum energy consumption of users
by jointly optimizing users’ association, resource allocation,
and UAV layout. They further recommended the coordinate
descent algorithm to decompose the energy consumption
minimization problem into several subproblems to explore
the suboptimal solution. In [21], Guo et al. studied a
UAV-assisted MEC network with the goal of minimizing
the sum delay of all users, adopting the theories of successive
convex approximation and difference of convex program-
ming to obtain the suboptimal solution. However, most of
the literature defaults to static ground users; the work on
jointly optimizing multiple UAV positions and offloading
decisions considering ground user movement remains
relatively scarce.

Sparked by the above-mentioned observations, in this
paper, we propose an MUEMN architecture to provide edge
computing for GME. We optimize the task offloading
decisions of GME and the flight locations of UAVs in the
network to achieve the goal of minimizing the total energy
consumption of all GME. The resultant optimization prob-
lem is a mixed-integer nonconvex problem, and we propose
a deep reinforcement learning- (DRL-) based asynchronous
advantage actor-critic (A3C) algorithm, which asynchro-
nously trains optimal computational offloading decisions
for all GME in different environments and then uniformly

uploads the training parameters to the global network to
update the parameters and continuously train them to
finally obtain optimal network parameters.

Specifically, the main contributions of this paper can be
summarized as follows:

(1) Considering the dilemma of the traditional MEC
model, we propose a multi-UAV-enhanced MEC
network. Different from the fixed setting of ground
equipment in most work, the ground equipment in
our network follows the GMRM and moves within
a certain period of time. UAVs continuously opti-
mize their flight position with reference to the move-
ment trend of GME

(2) We comprehensively consider the issues of UAV
signal coverage, collisions between UAVs, and
UAV energy consumption in the multi-UAV sce-
nario. Under the constraints of these background
issues, we introduce the A3C algorithm to find the
suboptimal solution that minimizes the total energy
consumption of all GME and derive the optimal
computing task offload decisions and flight positions
of UAVs

(3) Numerical results show that under the constraint of
calculation delay, as the size of the calculation task
increases, the offloading strategy based on the tradi-
tional algorithm is difficult to effectively reduce the
total energy consumption of GME. In this paper, the
proposed A3C algorithm with asynchronous charac-
teristics can generate an effective offloading strategy

2. System Model and Problem Formulation

We describe the network model, communication model,
computation model, flying model, and problem formulation
in this section.

2.1. Network Model. We consider a multi-UAV-enhanced
mobile edge computing network (MUEMN), including M
UAVs deployed with MEC servers,M = f1, 2, 3,⋯,Mg,
and K GME, K = f1, 2, 3,⋯, Kg. The network model is
shown in Figure 1. We assume that the UAVs with limited
energy can provide task offloading service for K GME within
a certain period. Without loss of generality, the GME k and
the UAV m serve one-to-one during this period, and all
tasks must be guaranteed to be completed within the speci-
fied time period L. To simulate the mobility of GME and
UAVs, we divide the calculation time of nonexecuting tasks
in the period L into T frames, and the time of each frame t is
uniform, which is denoted as t = f0, 1, 2,⋯, Tg. In this
paper, the UAVs are assumed to be flying at a constant alti-
tude H without frequenting ups and downs and maintain
communication with K GME in each frame through the
periodic time division multiple access (TDMA) protocol.
Similar to prior studies, we use 3D Cartesian coordinate
system to simulate the position of each node, and the
coordinate unit is meter. Note that the 3D position of
the UAV m is Uu

mðtÞ = ðxumðtÞ, yumðtÞ,HÞ, whereas the two
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UAVs need to meet the constraint duumin ≤ duum1m2ðtÞ, where
duumin represents the minimum allowable distance between

two adjacent UAVs, and duum1m2ðtÞ =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxum1

ðtÞ − xum2
ðtÞÞ2 + ðyum1

ðtÞ − yum2
ðtÞÞ2

q
, ∀m1,m2 ∈M,m1

≠m2 represents the spacing between two adjacent UAVs.
In this MUEMN, we consider that all GME has random

positions at t = 0 and do not change their positions within
△t,t+1. Based on the GMRM [22], the movement speed and
direction angle of the GME k at the tth (t > 0) frame are
denoted as

vk tð Þ = τ1vk t − 1ð Þ + 1 − τ1ð Þ�vk +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − τ12

p
Ωk, ð1Þ

αk tð Þ = τ2αk t − 1ð Þ + 1 − τ2ð Þ�αk +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − τ22

p
Ψk, ð2Þ

where 0 ≤ τ1, τ2 ≤ 1 indicate the parameters for adjusting the
state of the previous frame and �vk and �αk stand for the aver-
age velocity and movement direction angle of the GME k,
respectively. Also, Ωk and Ψk follow two uncorrelated ran-
dom Gaussian distributions with different mean-variance
to simulate the random mobility of the GME k. From (1)
and (2), the 3D X-coordinate and 3D Y-coordinate of the
GME k at the tth frame can be deduced as

xk tð Þ = xk t − 1ð Þ + vk t − 1ð Þ△t−1,t cos αk t − 1ð Þð Þ,
yk tð Þ = yk t − 1ð Þ + vk t − 1ð Þ△t−1,t sin αk t − 1ð Þð Þ:

ð3Þ

To sum up, the 3D position coordinates of the GME k at
the tth frame is GkðtÞ = ðxkðtÞ, ykðtÞ, 0Þ. The visualized 3D
model of the network unit can be referred to the right side
of Figure 1.

2.2. Communication Model. In this paper, the line-of-sight
wireless channels between GME and UAVs are more domi-
nant than other channel impairments due to the high alti-
tudes of UAVs. Therefore, the channel link between the

GME k and the UAV m can be denoted by the free-space
path loss model as follows:

hulk,m tð Þ = β0
xum tð Þ − xk tð Þð Þ2 + yum tð Þ − yk tð Þð Þ2 +H2 , ð4Þ

where β0 is the channel power gain at a reference distance
of 1m.

Since each UAV can receive the offloaded task from at
most one GME in each frame, the communication interfer-
ence between channels can be neglected. As a result, the
uplink transmission data rate between GME k and UAV m
in a certain frame is calculated as

Rul
k,m tð Þ = B log2 1 + hulk,m tð Þpk

σ2

 !
, ð5Þ

where B is the available channel bandwidth, pk is the trans-
mission power of the GME k, and σ2 denotes the Gaussian
noise power.

2.3. Computation Model. Considering that all GME distrib-
uted in the MUEMN generate a computationally intensive,
latency-sensitive task Wk = fLk, Ck, tmax

k g, where Lk denotes
the data size for calculating the offload task, Ck stands for
the number of CPU cycles required to calculate each bit of
task data, and tmax

k expresses the maximum tolerable task
latency. The UAVs collaborate with each other to provide
computing services to GME. Herein, ak,m ∈ f0, 1g is used to
denote the GME k task offloading decision variable, where
ak,m = 0 indicates that the GME k chooses to perform local
computation, and ak,m = 1 expresses that the GME k chooses
task offloading to the UAV m.

2.3.1. Local Computing. When the GME k decides to per-
form the calculation locally, the calculation execution time
can be expressed as

UAV
UAV
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Figure 1: Task offloading network model for GME in multi-UAV scenarios.
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tlock = LkCk

f lock
, ð6Þ

where f lock is the local computing power of the GME k.
Correspondingly, the energy consumed by local calculation
can be calculated as

Eloc
k = ρlock LkCk f lock

� �2
, ð7Þ

where ρlock marked as the chip correlation coefficient of the
GME k.

2.3.2. UAV Edge Computing. When the GME k moves into
the coverage area of the UAV m, i.e., the constraint dguk,m
ðtÞ ≤ R is satisfied and the UAV m becomes an option
for the GME k to offload the computational task, where

dguk,mðtÞ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxkðtÞ − xumðtÞÞ2 + ðykðtÞ − yumðtÞÞ2

q
, ∀k ∈K ,∀m

∈M denotes the horizontal distance between the GME k
and the UAV m, R =H tan ϑ indicates the coverage radius
of each UAV, and ϑ is UAV antenna elevation angle [23].
When the GME k is in the coverage of multiple UAVs, the
GME k randomly selects a UAV to offload the computa-
tional task. The process of offloading computational tasks
from a GME to a UAV is divided into three main steps:
(1) the GME offloads the computing task to a selected
UAV; (2) the selected UAV receives the computational
task and performs the calculation; (3) the selected UAV
returns the results to the corresponding GME. As a result,
the amount of data returned is small enough to be negli-
gible. Therefore, the transmission time required for the
GME k to offload the computational task to the UAV m,
the energy consumption transmitted by the GME k, and
the energy consumption received by the UAV m are
expressed, respectively, as

ttrk,m tð Þ = Lk
Rul
k,m tð Þ ,

Etr
k,m tð Þ = pk

Lk
Rul
k,m tð Þ ,

Ere
k,m tð Þ = pum

Lk
Rul
k,m tð Þ ,

ð8Þ

where pum is the receiving power of the UAV m.

2.4. Flying Model

2.4.1. The Energy Consumption of Edge Computing. For a
UAV with limited energy to work continuously, we need
to constrain the UAV’s energy. In this paper, the energy
consumption of the UAV is divided into three main compo-
nents: (1) reception energy consumption and calculated
energy consumption (collectively known as edge computing
energy consumption); (2) UAV flight energy consumption;
(3) UAV hovering energy consumption. Let f um and ρum be
the computational power and the chip correlation coefficient

of UAV m, respectively. Correspondingly, the time required
and the energy consumed for the task calculation of the
UAV m can be calculated as

tcalk,m = LkCk

f um
, ð9Þ

Ecal
k,m = ρumLkCk f umð Þ2: ð10Þ

According to (9) and (10), the edge computing energy
consumption can be derived as

Eedg
k,m tð Þ = Ere

k,m tð Þ + Ecal
k,m = pum

Lk
Rul
k,m tð Þ + ρumLkCk f umð Þ2: ð11Þ

2.4.2. The Energy Consumption of UAV Flying. Given that
the UAV is flying at a constant altitude H, there is no change
in the gravitational potential energy of the UAV in this
paper. To this end, the UAV flight energy consumption only
needs to consider kinetic energy, the flight speed, and energy
consumption of the UAV m at the tth frame given by

vum tð Þ = Uu
m tð Þ −Uu

m t − 1ð Þ
△

,

Ef
m tð Þ = 1

2w△ vum tð Þk k2,
ð12Þ

where w is the effective weight of the UAV and △ denotes
the duration of each frame.

2.4.3. The Energy Consumption of UAV Hovering. The UAV
receives a task offload request from a GME within the signal
coverage area and will switch from flight state to hover
state for the entire edge computing cycle. In this paper,
the task offloading consists of two main phases: task trans-
fer and execution of task calculation, and the calculation is
reflected as

tedgk,m tð Þ = ttrk,m tð Þ + tcalk,m: ð13Þ

To simplify the problem analysis, the energy consumed
by the UAV m hovering Est

m is considered as a constant.
By reason of the foregoing, under the premise that the

total energy of the UAV mEu
m is limited, the UAV m opera-

tion needs to satisfy the energy constraint

〠
k∈K

ak,m Eedg
k,m tð Þ + Est

mt
edg
k,m tð Þ

� �
+ 〠

T

t=1
Ef
m tð Þ ≤ Eu

m: ð14Þ

2.5. Problem Formulation. In this paper, we aim to minimize
the total energy consumption of all GME for multi-UAV-
enhanced MEC network by jointly optimizing the offloading
decision variable a ≜ fak,m,∀k ∈K ,∀m ∈Mg and UAV loca-
tion fðxum, yumÞg. As such, the corresponding optimization
problem can be formulated as
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min
a, xum ,yumð Þf g

〠
K

k=1
〠
M

m=1
1 − ak,mð ÞEloc

k + ak,mE
tr
k,m

� �
,

s:t: C1 : 〠
k∈K

ak,m Eedg
k,m tð Þ + Est

mt
edg
k,m tð Þ

� �
+ 〠

T

t=1
Ef
m tð Þ ≤ Eu

m,∀k ∈K ,∀m ∈M,

C2 : ak,md
gu
k,m ≤ R,∀k ∈K ,∀m ∈M,

C3 : duumin ≤ duum1m2,∀m1,m2 ∈M,m1 ≠m2,

C4 : 1 − ak,mð Þ LkCk

f lock
+ ak,m ttrk,m + tcalk,m

� �
≤ tmax

k ,∀k ∈K ,∀m ∈M,

C5 : ak,m ∈ 0, 1f g,∀k ∈K ,∀m ∈M,

C6 : 〠
M

m=1
ak,m = 1,∀k ∈K ,∀m ∈M,

ð15Þ

where constraint C1 regulates the use of the UAV energy,
constraint C2 indicates the coverage of the UAV signal, con-
straint C3 ensures the minimum distance between adjacent
UAVs to prevent collisions, constraint C4 denotes the max-
imum latency allowed for the computing task, constraint C5
refers to the binary constraint, and C6 guarantees that each
GME connects to at most one UAV. It can be clearly seen
that Problem (15) is a mixed-integer nonlinear and noncon-
vex problem due to the nonconvex objective function and
the constraint, which is challenging to solve and requires
highly computational complexity to find a globally optimal
solution utilizing classical mathematical tools. To this end,
appropriate algorithms need to be designed for solving this
type of problem efficiently [24]. In the following sections,
we propose an A3C-based computational offloading algo-
rithm to obtain suboptimal solution.

3. Proposed DRL-Based Approach: A3C

In this paper, we intend to use DRL-based A3C algorithm
[25] to explore unknown environments, where GME goes
through different task offloading decisions and UAVs learn
from feedback by trying different moves. Continuously, the
global network optimizes task offloading decisions and loca-
tion moves until a suboptimal solution is obtained.

3.1. An Overview of A3C Algorithm. Compared with the tra-
ditional deep reinforcement learning algorithms, the A3C
algorithm optimizes and improves the actor-critic (AC)
algorithm [26]. Based on this, the A3C algorithm solves
the problem that the AC algorithm is difficult to converge
and achieves fast convergence, which can meet our needs.
In detail, the AC algorithm uses an approximate value func-
tion to guide the policy parameter updates, and its single-
step update can speed up the convergence. However, despite
being effective, the AC algorithm requires a complete
sequence of states, and iteratively updates the policy func-
tion separately, so that it is not easy to converge. As shown
in Figure 2, the A3C algorithm utilizes its asynchronous fea-
ture to start multiple threads at the same time, while the
agents learn by interacting with the environments in multi-
ple threads separately. Each thread will complete the train-
ing independently and uploads the training data to the
global model parameters in an asynchronous manner. At

the same time, the model parameters of the threads are
periodically synchronized with the global model parame-
ters, and then, a new round of training is performed with
the new parameters.

3.2. A3C-Based Offloading of Computing Task. In the
MUEMN model, the GME with computational tasks may
choose to compute locally or offload to UAVs in the current
signal coverage area within each frame. Subject to the anti-
collision constraint, energy constraint, and delay constraint,
we aim to minimize the total energy consumption of all
GME. The objective optimization problem can be modelled
as an MDP by offloading GME tasks.

AnMDP consists of a five-tuple:MDP = hS ,A ,P ,R, γi,
where S denotes the set of states of the environment, A
describes the set of actions, P indicates the state transfer
probability, R expresses the reward function, and γ is the
decay coefficient. The MDP formulation of the MUEMN is
as follows.

The state space in the MUEMN is described as

S = stjst = Uu
m tð Þ,Gk tð Þ, Eu

mf gf g, ∀k ∈K ,∀m ∈M: ð16Þ

The action space in the MUEMN consists of two kinds
of actions, i.e., local computation and offloading to the
UAV, expressed as follows

A = ak tð Þ akj tð Þ = 0, 1f gf g, ∀k ∈K : ð17Þ

The state transfer and action decision of the GME in the
MUEMN is only related to the positions of GME and UAVs
and the energy states of UAVs, so the state transfer probabil-
ity can be expressed as

P ss′ =P st+1 = s′ st=sj
� �

: ð18Þ

To minimize the total energy consumption of all GME,
we consider designing a reward function, which assigns a
negative reward if the action taken by the GME k in the state
of the current frame satisfies constraints C1-C6. Briefly, the
reward function can be calculated as

r st , atð Þ = − 1 − ak,mð ÞEloc
k + ak,mE

tr
k,m

� �
: ð19Þ

On the contrary, if the GME k violates the constraints,
we will punish it. For instance, the GME k local calculation
violates the delay constraint, we will do the following pro-
cessing for its local calculation energy consumption

r st , atð Þ = −
tlock
tmax
k

Eloc
k : ð20Þ

With regard to the optimization Problem (15), it can be
observed that the value sequence of the binary decision
variables directly affects the suboptimal solution of the opti-
mization problem. We pass the state of the environment to
the local network to obtain a sequence of task offloading
decisions and then accumulate the reward value adopting
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the reward function. Multiple threads proceed asynchro-
nously in this manner, leaving the training parameters to
the global network for coordination. Ultimately, an optimal
network parameter and a suboptimal reward value are
derived. As shown in Algorithm 1, we give the detailed steps
of the optimal network parameters for the A3C-based off-
loading strategy in the MUEMN.

3.3. Calculating Offloading Decision Generation. In particu-
lar, we introduce the interaction process of a certain thread’s
environment state sequence and action sequence in this sub-
section. For the computational task Lk generated by the
GME k at tth frame, we consider the position of the GME
k, the positions of the UAVs, and the UAVs’ energy states
as a set of state. Further, we input the state sequence S into
the local network model of a thread, which is trained by the
network to produce an action sequence A , the elements of
which correspond to the task offloading decisions of each
of the K GME.

4. Numerical Results

4.1. Simulation Configurations. In this section, the simula-
tion results are presented to evaluate the performance of
our proposed A3C algorithm. We compare A3C with the
following there commonly used baseline methods:

(1) Greedy: when the GME is in the coverage area of the
UAV, the GME selects either local execution or UAV
execution for the computation task depending on the
magnitude of the local computation delay and trans-
mission delay [27]

(2) Random: the GME within UAV signal coverage can
randomly select the object of computational task
execution, i.e., local execution or UAV execution

(3) DQN: the neural network accepts the environment
state to calculate the value function and then uses
the ε-greedy strategy to output the task offload deci-
sions [28]

In the simulation, the software environment is Python
3.7 with TensorFlow and Visual Studio Code, and the hard-
ware environment is a computer with Intel Core i5-9500
CPU and RAM 8.0GB. Consider that the simulation sce-
nario consists of M UAVs and K GME, and the area is a
300m ◊ 300m square single cell area. The horizontal plane
flight altitude of the UAV H = 80m. The effective weight
of the UAV is set to 10 kg, the energy budget of the UAV
Eu
m is set to 200 kJ, and the hovering energy consumption

Est
m is set as 200W [29]. In addition, we set the total duration

of each task completion cycle as L = 10 s, and the part of
equipment that moves freely during this time can be divided
into T = 50 frames; thus, the duration of each frame can be
expressed as △ = ðL −max fak,mtcalk,m,∀k ∈K ,∀m ∈MgÞ/T .
Furthermore, we assume that the channel power gain β0 at
the reference distance of 1m is set to -50 dB. The available
bandwidth B is set to be 40MHz and the noise power σ2 =
10−16W. The coefficients related to the GME and the UAVs
are set as ρlock = ρum = 10−28.

Regarding the size of the computational tasks, we assume
that they are randomly arranged in a certain interval. Mean-
while, the computing power of the GME k is set to f lock = 0:5
G cycles/s, and the computational capability of the UAV m

Global network

W
or

ke
r 1

Policy Value

Input (s)

Network W
or

ke
r 2

W
or

ke
r n

En
vi

ro
nm

en
t n

……

Ex
pe

rie
nc

es
Ex

pe
rie

nc
es

Ex
pe

rie
nc

es
…

Batch update
Asynchronous update

En
vi

ro
nm

en
t 2

En
vi

ro
nm

en
t 1

a

s

a

s

a

s

a

s

a

s

a

s

𝜋

s

𝜋

s

𝜋

s

Figure 2: A3C algorithm asynchronous training framework.
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to each GME is set to f um = 5G cycles/s by reference to [30].
The specific parameter settings are shown in Table 1.

4.2. Performance Comparison. Assuming the number of
GME is 20 and the number of UAVs is 3, i.e., K = 20,M =
3, we can clearly observe from Figure 3 that the total energy
consumption of GME decreases rapidly within several itera-
tions. The asynchronous nature of the A3C algorithm makes
the reward value oscillate in an interval, and we need to
reduce the oscillation interval as much as possible. When
the scale of GME is large, it is acceptable for the reward value
to fluctuate within 0.5. Figure 3(a) shows that as the number
of episodes increases, the oscillation interval gradually
decreases. At this point, we can regard it as the reward value
gradually converging. Figure 3(b) shows that the oscillation
interval of the reward value shrinks rapidly, indicating that
the decrease of the critic network learning rate can reduce
the oscillation interval of the reward value and accelerate
the convergence of the reward value. Coincidentally, we
reduce the learning rate of the actor network and obtain
the goal of rapid convergence of the reward value in
Figure 3(c). It is important that due to the characteristic that
the reward value oscillates in a certain range, we use the
average value of the upper and lower limits of the oscillating
range as the final result of the reward value.

Figure 4 shows the minimum total energy consumption
of GME as the number of GME increases. In this figure,

the number of UAVs is 3, the size of task is set as 8MB,
and the number of CPU cycles to compute each bit is set
as 160 cycles/bit, i.e., M = 3, Lk = 8 MB, and Ck = 160
cycles/bit. For different offloading strategies, the total energy
consumption of GME also increases linearly with the
increase of GME. When the UAVs’ coverage is low and the
number of GME is small, it is difficult to satisfy that all
GME is within the UAV signal coverage. In the figure, the
total energy consumption of GME under the four strategies
is not much different at K = 5. But it can be seen that under
the same computing task requirements, the greater the num-
ber of GME, the greater the total energy consumption of
GME, and the offloading strategy based on A3C algorithm
proposed by us is more advantageous.

Input: The decay value of the reward γ, global shared count N , and global maximum shared count Nmax.
Output: Optimal network parameters θ and ω as well as the reward value Rðsn, anÞ.
1: Initialization: Actor network parameter θ and critic network parameter ω in the global shared parameters, actor network param-
eter θ′, and critic network parameter ω′ in this thread;
2: Initialize local count n = 1;
3: repeat
4: Reset gradient of local actor network and critic network: dθ⟵ 0, dω⟵ 0;
5: Synchronize parameters from the global network to this thread network: θ′ = θ, ω′ = ω;
6: nstart = n;
7: Initialize state sn;
8: repeat
9: Based on the strategy πðanjsn ; θ′Þ select out action an;
10: Execute action an to get reward value rn and new state sn+1;
11: N ⟵N + 1, n⟵ n + 1;
12: until sn is the terminal state or n − nstart == nmax;
13: Calculate the value of Qðs, nÞ for state sn at the last count n:

14: Qðs, nÞ = 0, sn is the terminal state,
Vðsn, ω′Þ, otherwise ;

(

15: for i ∈ ðn − 1, n − 2,⋯, nstartÞ do
16: Qðs, iÞ = ri + γQðs, i + 1Þ;
17: Calculate the cumulative gradient of local actor parameter θ:
18: dθ⟵ dθ + ∇θ′ log πðanjsn ; θ′ÞðQðs, iÞ −VðSi, ω′ÞÞ
19: Calculate the cumulative gradient of local critic parameter ω:

20: dω⟶ dω + ð∂ðQðs, iÞ − VðSi, ω′ÞÞ
2/∂ω′Þ;

21: end for
22: Update the global network model parameters θ and ω using the local cumulative gradient dθ and dω asynchronously,
respectively;
23: until N >Nmax

Algorithm 1: A3C-based offloading of computational tasks—arbitrary single-threaded execution process.

Table 1: Parameter setting.

Parameters Values Parameters Values

β0 -50 dB ϑ π/4
σ2 10−16 W pk 50mW

ρlock , ρum 10−28 pum 50mW

f lock 0.5G cycles/sec B 40MHz

f um 5G cycles/sec Lk [5, 10] MB

duumin 4m Ck [150, 200] cycles/bit
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Figure 5 compares the proposed offloading strategy
based on A3C algorithm with other strategies in terms of
all GME energy consumption versus different sizes of
computation task. In this figure, the number of UAVs is
3, the number of GME is set as 20, and the number of
cycles to compute each bit is set as 160 cycles/bit, i.e., M
= 3, K = 20, and Ck = 160 cycles/bit. It can be seen that
with the increase of the computational task size, the
energy consumption gap of the four offloading strategies
gradually increases. The reason is that with the increase
of the data scale, due to the limitation of the calculation
delay, the random strategy and the greedy strategy gradu-
ally lose their effect. By analysing the linear trend of
Random algorithm, Greedy algorithm, DQN algorithm,

and A3C algorithm in the graph, we can see that the
larger the amount of data, the clearer the advantage of
our proposed offloading strategy.

Figure 6 describes the sum energy consumption of all
GME corresponding to the number of CPU cycles required
for different calculations per bit of task data. In this figure,
the size of task is set as 8MB, the number of UAVs is 3
and the number of GME is set as 20, i.e., Lk = 8 MB, M = 3
, and K = 20. As shown in Figure 6, it is interesting to note
that there is a significant gap between the offloading strategy
based on the DRL algorithm and the offloading strategy
based on the random algorithm and the greedy algorithm.
The reason is that the larger the number of cycles for calcu-
lating each bit, the higher the calculation delay
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Figure 3: Comparison of total energy consumption with different number of GME.
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9Wireless Communications and Mobile Computing



requirements, and the traditional algorithms are difficult to
meet such task offloading requirements.

5. Conclusions

In this paper, we researched the computational task offload-
ing problem in an MUEMN and formulated a constrained
optimization problem with the objective of minimizing the
total energy consumption of all GME. We proposed a
model-free DRL scheme with an asynchronous A3C algo-
rithm to effectively generate offloading decisions. A large
number of numerical results showed that the proposed
A3C algorithm can accelerate the convergence speed of the
algorithm and effectively reduce the total energy consump-
tion of GME. In theory, the greater the number of UAVs,
the task calculation delay can be greatly reduced, and the
energy consumption of GME can also be reduced. However,
too many UAVs can be a waste of resources when the
limited space of application scenarios. In future work, we
plan to study the optimal number of UAVs deployed in
the MUEMN with limited space.
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Image segmentation plays an important role in various computer vision tasks. Nevertheless, noise always inevitably appears in
images and brings a big challenge to image segmentation. To handle the problem, we study the nonlocal total variation (NLTV)
spectral theory and build up an image segmentation framework with NLTV spectral transform to segment images with noise.
Firstly, we decompose an image into the NLTV flow in the NLTV spectral transform, with which the max response time of each
pixel is calculated. Secondly, a separation surface is constructed with the max response time to distinguish the objects and preserve
the structure details in segmentation. )irdly, the image is filtered by the surface in the NLTV spectral domain, and a rough
segmentation result is obtained by means of an inverse transform. Finally, we use a binary process and morphological operations
to refine the segmentation result. Experiments illustrate that our method can preserve edge structures effectively and has the
ability to achieve competitive segmentation performance compared with the state-of-the-art approaches.

1. Introduction

Image segmentation refers to partitioning images into
multiple homogeneous parts or objects. It plays a significant
role in a broad range of computer vision applications, in-
cluding scene understanding [1], image compression [2],
and image retrieval [3, 4]. To date, two categories of seg-
mentation methods have been widely proposed: data-driven
methods [5–7] and model-driven methods [8–28].

Among data-driven methods, the common strategy is to
extract the semantic features of images using deep con-
volutional neural networks, based on which each pixel can
obtain a semantic label to realize segmentation. )e popular
deep neural networks for semantic segmentation consist of
FCN [5], U-Net [6], SegNet [7], etc., which can obtain
satisfying segmentation results without any postprocess
techniques. However, deep neural networks often suffer
from high computational resource consumption and need a
great mass of labeled data. Moreover, the interpretability of

neural networks is always an Achilles’ heel. )erefore,
model-driven methods are our research centrality.

According to different segmentation strategies, model-
driven methods can be further categorized as boundary-
based methods, region-based methods, hybrid methods, and
transform-based methods. Boundary-based methods sepa-
rate objects from the background by edge or shape. )e
representative methods include edge detection [8–10] and
graph-cut methods [11, 12]. )e former uses intensity
discontinuity to segment an object. Common edge detection
operators contain Prewitt [8], Sobel [9], Roberts [9], and
Canny [10]. Compared with the edge detection approaches,
graph-cut-based methods can achieve better segmentation
accuracy. Nonetheless, the extraction of gradients is sensitive
to noise, which makes the boundary-based models produce
unsatisfying segmentation results for noisy images.

Region-based approaches recognize similar regions and
complete segmentation by means of statistical techniques.
)e Chan-Vese model [13] and FCM [14] are representative
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works.)e Chan–Vese model makes the contour curve close
to the object boundary by minimizing the energy on both
sides of the evolution curve [15]. Nevertheless, the Chan–
Vese model fails to obtain satisfying results because of the
intensity inhomogeneity. FCM improves the tolerance to
ambiguity and obtains more reasonable segmentation results
by introducing a membership matrix. However, FCM is
unrobust to noise because of the fact that it merely considers
gray-level information. To solve the problem, many variants
of FCM [16–19] have been developed, which bring good
segmentation performance. Nonetheless, the improved
methods are still sensitive to the complex background and
intensity inhomogeneity.

Hybrid methods employ boundary information to detect
the region of objects and then use region information to
preserve the boundary structures. Recently, transition region
(TR)-based image thresholding [20–23] has been proposed as a
type of hybrid method.)emethod, firstly, uses edge detectors
or statistical techniques to extract a transition region, which is a
structure similar to the image edge, and then, it segments the
image by a threshold, which is a gray level mean value of the
transition region. TR-based image thresholding additionally
exploits the spatial information to acquire more satisfying
segmentation results. However, it is a global thresholding
method, which is unrobust to intensity inhomogeneity.

)e aforementioned model-driven methods segment the
image using spatial features, which results in sensitivity to
noise. Differently, transform-based approaches, firstly,
transform the image to a specific domain according to
mathematical theories, where noise and image details have
different performances. )en, denoised images are obtained
by filtering and inverse transformation, on which post-
processing is performed to segment the image. As one of the
popular transform approaches, wavelet transform is widely
used in diverse computer vision tasks because of its ease of
use and multiresolution processing ability. )e common
operation of the wavelet transform in image processing is to
decompose the image to obtain multiscale sub-bands in the
wavelet domain with the help of Mallat’s pyramid algorithm
[24]. )en, filter the image by low-pass, band-pass, or high-
pass filter to obtain the required features. Finally, the pro-
cessed image can be obtained by inverse transform. To get
satisfying segmentation results, wavelet transform is often
combined with other segmentation methods, such as wa-
tershed segmentation [25], clustering approaches [26], and
image thresholding methods [27]. For instance, the method
in [25], firstly, decomposes the original image into a mul-
tiscale pyramid representation in the wavelet transform
domain. Secondly, the watershed algorithm is applied to
segment every image of the multiscale pyramid into several
regions, including objects and background. )irdly, the
reverse wavelet transform is conducted on the split regions
to get the next higher resolution representation. Finally, the
size of split regions gradually becomes the same as that of
regions in the ground truth to achieve the segmentation
result. Nonetheless, wavelet transform-based methods are
sensitive to contrast, and the segmentation results are
influenced by the selection of wavelet basis functions.

Recently, the NLTV spectral theory has been introduced
[28] and has attracted people’s attention. )e NLTV spectral
transform can transform the image from the spatial domain
to the spectral domain, in which objects with different
contrast, size, and detailed structures can be distinguished
well. Additionally, the NLTV spectral transform can pre-
serve image structures because of its nonlocal operators [28].
To this end, we further discuss the performance of NLTV
spectral theory and attempt to further enhance the appli-
cability of the NLTV spectral transform. Inspired by the
work [29], we demonstrate the sensitivity of the NLTV
spectral transform to size, contrast, and its detailed struc-
tures in images with or without noise. We also indicate that
the spectral transform is invariance to rotation and trans-
lation. Besides, we are motivated to put forward a robust
image segmentation framework with NLTV spectral
transform. )e main process is as follows: firstly, the NLTV
flow is imposed on an image to acquire the NLTV spectral
transform, by which spectral response and a salient time
map of the image are calculated. )e elements in the salient
time map represent the max response time of each pixel of
the image. Secondly, we filter the salient time map by a
Gaussian filter to remove the isolated points and perform a
least-squares regression using a polynomial on the filtered
map to fit a separation surface. )irdly, the image is filtered
by the surface in the NLTV spectral domain, followed by the
NLTV inverse transform to obtain a rough segmentation
result. Finally, we use morphological operators and a binary
process to refine the segmentation result.

It should be noticed that the total variation (TV) spectral
transform-based method [30] has a similar idea in seg-
menting images with noise. However, the TV spectral
transform used in [30] calculates the horizontal and vertical
gradient of every pixel, which means only local information
is selected to describe object features. In reference [30], the
TV flow is obtained by iteratively solving the ROF model,
and then the TV spectral transform is yielded. Considering
that the edge detail of objects is lost for solving the ROF
model, the guided filter is adopted to refine the object edge in
[30]. In contrast to the spectral transform strategy in [30],
our method pays more attention to the difference between
one pixel and all other pixels in the image, termed nonlocal
gradients, to achieve NLTV spectral transform. With the
nonlocal information, the edge details can be effectively
preserved when segmenting the object in a variety of noises.
In addition, our segmentation framework does not intro-
duce the guided filter, which may bring the noise from the
original image to the segmentation result. We perform the
experiments on synthetic, natural, and medical cell images,
which demonstrate that the proposed method can achieve
competitive segmentation performance compared with the
state-of-the-art methods.

Overall, the contributions of this work are twofold,
which are as follows:

(i) We illustrate the properties of NLTV spectral
transform by theoretical proof and experiments. )e
analysis demonstrates that objects with varying size,
contrast, and detailed structures can be
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distinguished in the NLTV spectral domain. Addi-
tionally, the transform is invariant to rotation and
translation. )ese properties indicate the feasibility
of segmentation based on NLTV spectral transform.

(ii) We propose an image segmentation framework
using NLTV spectral transform, which fits a sepa-
ration surface to filter sub-bands in the NLTV
spectral domain, and it obtains segmentation results
by means of postprocessing. Our method can
achieve satisfying results for images with diverse
noise or complex texture.

)e rest of the article is structured as follows: section 2
gives an overview of the NLTV spectral theory. Section 3
discusses the properties of NLTV transform and introduces
our segmentation framework based on NLTV spectral
transform. Section 4 illustrates the experimental results of
the proposed method. At last, the paper is concluded in
section 5.

2. Preliminaries

)is section introduces the NLTV spectral transform
framework [28]. )e framework is made of several parts:
nonlocal operators, NLTV flow, NLTV spectral transform,
and spectral response.

2.1. Nonlocal Operators. According to continuous defini-
tions on the graphs of nonlocal gradient and divergence [31],
three nonlocal operators, namely nonlocal derivatives,
nonlocal gradients, and nonlocal divergences, are defined as
follows:

Let Ω ⊂ R2 be a bounded domain and w(X, Y)≥ 0 be
non-negative weights between any two points, X, Y ∈ Ω. In
the view of graphs, these weights correspond to a certain
relationship between these points. For simplicity, we assume
that these weights are symmetric, which means
w(X, Y) � w(Y, X). )en, Gilboa and Osher [28] extended
the local derivative to a nonlocal version by the following
definition:

zYu(X) � (u(Y) − u(X))
�������
w(X, Y)

􏽰
, X, Y ∈ Ω, (1)

where u(X) is a real function, u: Ω⟶ R, 0<w(X, Y)<∞,
and zYu(X) represents the partial derivatives of u(X) in the
direction of point X and Y.

Similar to local gradients derived from local partial
derivatives, nonlocal gradient ∇wu(X): Ω⟶Ω ×Ω is
defined as the vector composed of all partial derivatives.

∇wu( 􏼁(X, Y) � (u(Y) − u(X))
�������
w(X, Y)

􏽰
, X, Y ∈ Ω. (2)

Before introducing nonlocal divergence, the definition of
inner product for vectors is shown as below. Denoting
vectors as v1

→
� v1(X, Y), v2

→
� v2(X, Y) ∈ Ω ×Ω, an inner

product is defined as follows:

〈v1
→

, v2
→〉 � 􏽚

Ω
v1(X, Y)v2(X, Y)dY. (3)

)en nonlocal divergence (divw v→)(X): Ω ×Ω⟶Ω is
defined as the adjoint of nonlocal gradient.
(divw v→)(X) � 􏽒Ω(v(X, Y) − v(Y, X))

�������
w(X, Y)

􏽰
dY.

2.2.NLTVFlow. )eweight matrixW depends on the patch
similarity. For fixed point X and arbitrary point Y in the
image,W(X, Y) represents the weight between the points X

and Y, which is defined as follows:

W(X, Y) �
E(X, Y)

􏽐Y∈ΩE(X, Y)
,

E(X, Y) � exp −
‖P(X) − P(Y)‖

2
2

σ2
􏼠 􏼡,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

where P(X) and P(Y) represent the patches centered at
points X and Y in the image, respectively. σ is a parameter to
control the decay of the exponential function. E(X, Y)

describes the similarity between the points X and Y.
NLTV is divided into two types, including isotropic

NLTV and anisotropic NLTV. )e former is defined as
follows:

JISO−NLTV(u) � 􏽚
Ω

􏽚
Ω

(u(X) − u(Y))
2
w(X, Y)dY􏼒 􏼓

1/2
dX.

(5)

)e latter is defined as follows:

JANISO−NLTV(u) � 􏽚
Ω×Ω

|u(X) − u(Y)|
�������
w(X, Y)

􏽰
dYdX.

(6)

In our work, the anisotropic nonlocal TV is applied to
calculate NLTV flow.

−
zu

zt
∈ zuJNLTV(u),

u(0, X) � u(X).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(7)

2.3.NLTVTransform. )e sine and cosine functions are the
basic functions in Fourier transform.)ese basic functions’
amplitude forms impulses in the Fourier domain. )e work
[28] generalized this to NLTV domain. By examining the
elementary structures disks for NLTV functional, the
second derivative in the time of NLTV flow is considered
the representation of the impulse of the elementary
structure. Hence, the NLTV transform is defined by the
following:

ϕ(t) � uttt, (8)

where t ∈ (0,∞) is a time parameter of the NLTV flow
equation (7), and utt is the second derivative in the time of
the NLTV flow.

For NLTV transform, the inverse transform reconstructs
a signal or image from all ϕ(t) elements.
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I(X) � 􏽚
∞

0
ϕ(t, X)dt + u, (9)

where u � (1/Ω)􏽒Ωu(X)dX is the residual part of NLTV
transform, and it is also the mean value of the initial
condition.

2.4. NLTV Spectral Response. Corresponding to the ampli-
tude of the response in Fourier domain, the NLTV spectral
response is defined as follows:

S(t) � 􏽚
Ω

|ϕ(t, X)|dX, t ∈ (0,∞). (10)

)e NLTV spectral response can roughly measure the
importance of image information at different time scales in
the NLTV spectral domain [28]. )e main features of the
image emerge at the time scale corresponding to the high
response. Otherwise, the NLTV spectral transform could be
considered negligible.

3. Proposed Method

)is section discusses the properties of the NLTV spectral
transform and displays a segmentation method for im-
ages with noise using the NLTV spectral transform.
Firstly, the seminal works [29, 30], which demonstrate the
properties of TV spectral transform in images with or
without noise, are extended to the NLTV spectral
transform in motivation. Secondly, a segmentation
method using NLTV spectral transform for images with
noise is introduced.

3.1.Motivation. )e section tries to research the properties
of NLTV spectrum transform in images with or without
noise. )eories and experiments without noise are shown,
firstly. )en, the properties are extended to the noise
condition by experiments. As known to all, the typical
noises in digital images are additive noise, multiplicative
noise, and impulse noise. For this reason, we corrupt the
images with Gaussian noise, Salt & Pepper noise, and
Speckle noise.

3.1.1. Property 1: Sensitivity to Size. A short proof about the
property is provided. For the sake of simplicity, we consider
scaling with a gray level image f(X), where X � (x, y) ∈ Ω.
)en, the image after scaling can be denoted as f(aX). With
the above notations, we explore why NLTV spectral
transform values over the time scale of images before and
after scaling satisfy the following relationship:

􏽥ϕ(t, X) � aϕ(at, aX), (11)

where 􏽥ϕ(t, X) and ϕ(t, X) are NLTV spectral transforms
corresponding to images before and after scaling, respec-
tively. Notice that for the original image f(X), the NLTV
flow can be derived from the following partial differential
equation:

−
zu

zt
∈ zuJNL−TV(u),

u(0, X) � f(X).

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(12)

Inspired by the case of TV, we consider the elementary
structures called nonlocal disks for the image f(X). A set A
can be used as a nonlocal disk when two conditions are
satisfied [28]: 1) A is a nonlocal calibrable set. 2) )e cur-
vature is constant on the internal boundary of the set A.

)e characteristic function of A is

χA(X) �
1, X ∈ A
0, X ∉ A􏼨 . )en, the explicit solution of prob-

lem (12) with u(0, X) � χA(X) is expressed as follows:

u(t, X) �
1 − tλA( 􏼁χA(X), X ∈ A,

0, X ∉ A,
􏼨 (13)

where λA � (Per(A)/|A|) and Per(A) and |A| are, respec-
tively, perimeter and normal of A. In the same way, the
NLTV flow of nonlocal disk A′ for the image f(aX) is as
follows:

􏽥u(􏽥t, 􏽥X) �
1 − 􏽥tλA′( 􏼁χA′( 􏽥X), 􏽥X∈ A′,

0, 􏽥X ∉ A′.

⎧⎨

⎩ (14)

)e energy of points in the image f(X) and f(aX)

decreases with the average speed of λA and λA′ , respectively.
It is worth noting that λA is equal to λA′ because the object
patterns before and after scaling are similar. Hence, we have
􏽥u(􏽥t, 􏽥X) � u(t, X) with 􏽥t � t/a and 􏽥X � X/a. For time scaling
is 􏽥t � t/a, 􏽥u􏽥t 􏽥t(

􏽥t, 􏽥X) � a2utt(t, X) is obvious. )erefore,
􏽥ϕ(t/a, X/a) � t􏽥u􏽥t 􏽥t

(􏽥t, 􏽥X)/a � t · a2utt(t, X)/a � aϕ(t, X).
Figure 1 is an example showing how the NLTV spectral

transform separates different size objects.)emultiscale NLTV
spectral descriptions of the pixels are shown in Figure 1(b),
which shows that there is a positive correlation between the size
and the time to reach themax spectral response. In addition, we
can find that the disappearance order of objects in Figure 1(c) is
consistent with the order of reaching max spectral response
time in Figure 1(b). Figure 1(d) shows the visualization of sub-
bands in the NLTV spectral domain, and it is a more intuitive
interpretation of figure 1(b). Moreover, Figure 2 shows the
sensitivity of NLTV spectral transform to size and similar
performance in different noises.

3.1.2. Property 2: Sensitivity to Local Contrast. Combing the
work [29], we attempt to provide a short proof. )e image
after gray-scale transformation by factor a is denoted as
af(X). )en, we plan to prove that the NLTV spectral
signatures of f(X) and af(X) satisfy the following
relationship:

􏽥ϕ(at, X) � ϕ(t, X). (15)

It is noting that ϕ(t, X) is still related with characteristic
function χA(X) mentioned in property 1. Copying the
analysis of property 1, the NLTV flows of f(X) and f(aX)

are as follows:
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Figure 1: Demonstration of property 1. Signatures are distinguished because of their sensitivity to size. (a) Image f. (b) Multiscale NLTV
spectral descriptions of different pixels. (c) Results of NLTV flow of f. (d) Multiscale NLTV spectral components.
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Figure 2: Continued.
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u(t, X) �
1 − tλA( 􏼁χA(X), X ∈ A,

0, X ∉ A,
􏼨

􏽥u(􏽥t, 􏽥X) �
a 1 − 􏽥tλA′( 􏼁χA′( 􏽥X), 􏽥X∈ A′,

0, 􏽥X ∉ A′,

⎧⎨

⎩

(16)

where 􏽥t � at, A � A′, and X � 􏽥X. 􏽥u(􏽥t, 􏽥X) � au(t, X) and
􏽥u􏽥t 􏽥t(a􏽥t, 􏽥X) � utt(t, X)/a are given. )erefore,
􏽥ϕ(at, X) � at􏽥u􏽥t 􏽥t(

􏽥t, 􏽥X) � at · utt(t, X)/a � ϕ(t, X).
An example is demonstrated on a synthetic image

without noise, as shown in Figure 3. )e image exhibited in
figure 3(a) contains four different contrast squares with a
black background. )e NLTV spectral transform is calcu-
lated, and multiscale NLTV spectral descriptions of different
pixels are shown in Figure 3(b). Figures 3(c) and 3(d) show
more intuitive performance, which indicates that the low
contrast squares disappear first. In addition, the NLTV
spectral transform is implemented on different noises to
verify its performance. As shown in Figure 4, except for
small time scales, the NLTV spectral description has a
similar performance, which demonstrates the sensitivity of
the NLTV spectral transform to contrast images with noise.

3.1.3. Property 3: Sensitivity to Detailed Structures.
Figure 5 shows objects with diverse structures. Figure 5(b)
shows that different objects have different time scales when
reaching the max spectral response. Figures 5(c) and 5(d) show

an intuitive description.)e center square with high contrast is
decomposed, firstly. )en, the square ring to which the blue
point belongs starts to be decomposed.)e black square ring is
decomposed finally. )e experiment indicates the sensitivity of
the NLTV spectral transform to detailed structures. )e
phenomena are caused by the nonlinear property of the NLTV
spectral transform. Assuming that imagesf and g make up the
image h, the response of these images satisfies the following:

ϕh ≠ ϕf + ϕg. (17)

To observe the decomposition process of NLTV spectral
transform within noise, examples are carried out on different
noises. Figure 6 shows the decomposition results of different
pixels in diverse noises. It can be seen that, except for small time
scales, the NLTV spectral description is similar to the case
shown in figure 5(b). )e experiments demonstrate that the
NLTV spectral transform has a sensitivity to detailed structures.

3.1.4. Property 4: Invariance to Rotation and Translation.
Suppose the original image is denoted asf(X), X ∈ Ω.)en,
the image after rotation by angle θ about the origin is
f(RX), where R is the rotation matrix.

R �
cos θ sin θ

−sin θ cos θ
􏼢 􏼣,

f(X) � f(RX).

(18)
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Figure 2: NLTV spectral transform on different size objects corrupted with different noises. (a) is the image corrupted with Gaussian (10%
variance), Salt & Pepper (10% density), and Speckle noise (10% variance), respectively. (b) is the multiscale NLTV spectral descriptions of
different pixels corrupted with noises. (a) Gaussian noise. (b) Salt & Pepper noise. (c) Speckle noise.
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Figure 3: Demonstration of property 2. Signatures are distinguished because of their sensitivity to contrast. (a) Image f. (b) Multiscale
NLTV spectral descriptions of different pixels. (c) Results of NLTV flow of f. (d) Multiscale NLTV spectral components.
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Figure 4: Continued.
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Figure 4: NLTV spectral transform on different local contrasts corrupted with different noises. (a) is the image corrupted with Gaussian
(10% variance), Salt & Pepper (10% density), and Speckle noise (10% variance) respectively. (b) is the multiscale NLTV spectral descriptions
of different pixels corrupted with noises. (a) Gaussian noise. (b) Salt & Pepper noise. (c) Speckle noise.
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Figure 5: Demonstration of property 3. Signatures are distinguished because of their sensitivity to detailed structures. (a) Image f. (b)
Multiscale NLTV spectral descriptions of different pixels. (c) Results of NLTV flow of f. (d) Multiscale NLTV spectral components.
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Figure 6: NLTV spectral transform on different structures corrupted with different noises. (a) is the image corrupted with Gaussian (10%
variance), Salt & Pepper (10% density), and Speckle noise (10% variance), respectively. (b) is the multiscale NLTV spectral descriptions of
different pixels corrupted with noises. (a) Gaussian noise. (b) Salt & Pepper noise. (c) Speckle noise.
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Moreover, the image after translation by spatial shift on
the original image is f(X − d) and f(X) � f(X − d). In
essence, the rotation or translation of the image is equal to
rotating or translating the coordinate system in the original
image. On the other hand, the NLTV spectral transform is
invariant to the coordinate system and sensitive to deriva-
tives. )erefore, the NLTV spectral transform is invariant to
rotation and translation, i.e.,

􏽥ϕf(RX)(t, X) � ϕf(t,RX),

􏽥ϕf(X−a)(t, X) � ϕf(t, X − a).

⎧⎪⎨

⎪⎩
(19)

)ere are three groups of objects with different shapes in
figure 7(a). )e objects in the same group have the same
shape and contrast. Different objects have been translated in
different positions and rotated at different angles. As figure
7(b) shows, the objects in the same group have a similar
NLTV spectral description. More intuitive illustrations are
displayed in figures 7(c) and 7(d), which present that the
objects within the same group disappear simultaneously.
Figure 8 shows the NLTV spectral descriptions of different
pixels corrupted with noises. )e bottom row of Figure 8
shows that the objects with the same shape have similar
descriptions in large time scales, even though they have
distinct rotations and translations.

3.2. NLTV Spectral Transform for Robust Image Segmentation

3.2.1. Overview of the Proposed Segmentation Flowchart.
Figure 9 shows the flowchart of the proposed method. )e
method starts with the decomposition of an original image
in the NLTV spectral domain. )en, the available infor-
mation dimension of every pixel in the image increases from
one to the number of time scales. To better get appropriate
components, a soft threshold band-pass filter is selected to
replace the traditional hard threshold band-pass filter. After
obtaining the separation surface result, an inverse transform
is used to get an abstract structure. )e segmentation result
is obtained with the help of the binary process and mor-
phological operations.

3.2.2. NLTV Spectral Decomposition. In the subsection, the
process of image decomposition using the NLTV spectral
transform is illustrated in detail. Assuming that the
number of decomposition components is N, the NLTV
flow xxx can be calculated with the help of formulae (6)
and (7). According to the definition of the NLTV spectral
transform described in formula (8), the second derivative
of the element u(i) with respect to time scale needs to be
computed. To speed up the calculation, the first and
second derivatives are combined, expressed by formula
(20).

utt(i, X) �
(u(i + 1, X) + u(i − 1, X) − 2 · u(i, X))

Δt2
, (20)

where Δt is the time interval. NLTV transform is obtained
based on utt by equation (21).

ϕ(i, X) � utt(i, X) · i · Δt. (21)

)eNLTV spectral response can also be calculated using
equation (10).)e residual can be computed by equation (9).
If the forward time difference ut(i) � (u(i + 1) − u(i))/Δt is
used to calculate the first derivatives, the residual part f can
be transformed into formula (22).

f � (N + 1) · u(N) − N · u(N + 1). (22)

3.2.3. Object and Background Separation. After the de-
composition of the original image in the NLTV spectral
domain, the available information dimension of every pixel
in the image increases from one to the number of time scales,
i.e., the information used before decomposition is just pixel
value. Inspired by the work [29], a separation surface is
selected to effectively reduce the interference of noise on
segmentation.

To better characterize the feature of objects in the
image, time parameters t1 and t2 are chosen to construct a
time range [t1, t2]. By the above analysis of the four
properties of NLTV spectral transform, the max response
time is computed to describe the image. )e max response
time here is different from the spectral response of equation
(10). As equation (10) shows, the spectral response cal-
culates the element ϕ(t) of the image in the NLTV spectral
domain and can reflect the significant part of the image.
)e NLTV element ϕ(t) on the time scale t corresponding
to the low response contains unimportant features, which
can be discarded. However, formula (10) demonstrates that
it fails to reflect the spatial information of the objects. To
better analyze the performance of pixels in the NLTV
spectral domain, the max response time is calculated.
Specifically, the NLTV spectral transform, firstly, decom-
poses the image into several spectral components on a time
scale, as shown in Figure 9. )en, every pixel in the image
corresponds to a set of spectral responses. )e time scale of
the maximum spectral response is selected to indicate the
performance of the local spatial information in the NLTV
spectral domain. )e maximum response time of pixels
inside the same target tends to be close. )erefore, different
objects of the image can be extracted by analyzing the max
response time corresponding to each pixel. In other words,
a salient time map T(X) for each point X is calculated by
equation (23).

T(X) � argmax
i

ϕ(i, X), i ∈ t1, t2􏼂 􏼃. (23)

To extract more meaningful information about the
segmentation target, we fit a separation surface whose role is
a band-pass filter to separate the target from undesired
information. Firstly, the filtered max response map Tfilter(X)

is obtained by performing the Gaussian filtering on T(X) to
ensure the smoothness of separation surface. )en, the time
scale corresponding to the maximum spectral response is
stored as scatters, on which the least square regression is
performed to finish fitting the surface Tsur(X). )e fitted
surface can be regarded as a soft threshold in the range of
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Figure 7: Demonstration of property 4. Signatures are similar to different rotations and translations. (a) Image f. (b) Multiscale NLTV
spectral descriptions of different pixels. (c) Results of NLTV flow of f. (d) Multiscale NLTV spectral components.
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Figure 8: Continued.
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[t1, t2]. For a certain point X, the surface divides it into two
parts, [t1, Tsur(X)] and [Tsur(X), t2]. )e latter time range is
usually chosen for image description to reduce the effect of
noise. )erefore, the band-pass filter for each point X with
time range [t1, t2] can be denoted as follows:

HHBPF,t1 ,t2
(i) �

0, 1≤ i<Tsur(X),

1, Tsur(X)≤ i≤ t2,

0, t2 < i≤N.

⎧⎪⎪⎨

⎪⎪⎩
(24)

3.2.4. Desired Objects Segmentation. Image reconstruction,
which is also called inverse transform, is implemented after
surface fitting.)e time scale band represents the integration
times of each pixel for the object. )e target in the original
image is easily obtained by integrating over a specific time
scale using reconstruction formula (25).

I(x) � 􏽘
T

t�Tsur(X)

ϕ(t, X) + f. (25)
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Figure 8: NLTV spectral transform on different groups corrupted with different noises. (a) is the image corrupted with Gaussian (10%
variance), Salt & Pepper (10% density), and Speckle noise (10% variance), respectively. (b) is the multiscale NLTV spectral descriptions of
different pixels corrupted with noises. (a) Gaussian noise. (b) Salt & Pepper noise. (c) Speckle noise.
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Figure 9: Flowchart of the proposed segmentation method using NLTV spectral transform.
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Binary processing is performed after inverse transform
to obtain the segmentation mask. Finally, morphological
operations are used to refine the final mask. By the above
operations, the desired segmentation mask foutput is ob-
tained. To exhibit more details of the proposed method,
Algorithm 1 shows the specific process of the NLTV spectral
transform-based method for robust image segmentation.

4. Experiment Results

4.1. Data and Settings. To evaluate the performance of the
proposedmethod, synthetic, natural, andmedical images are
used for experiments. 1) )e first experiment contains 3
groups of synthetic images whose textures are taken from the
Brodatz Textures dataset [32]. Speckle, Salt & Pepper, and
Gaussian noises are added to each group of synthetic images
separately. 2) )e second experiment contains 3 groups of
natural images taken from the MSRA-1000 dataset [33]. 3)
)e third experiment contains 1 group of cell images, which
is taken from the Fluo-N2DH-SIM+dataset [34]. )ree
different types of noises are also added to natural and
medical images.

We compare our segmentation method with four clas-
sical methods, i.e., the C-V model [13], FCM [14], FRFCM
[19], and wavelet segmentation method (WSM) [27], which
are used in the experiments. )e experiments are imple-
mented using the MATLAB R2020b platform and a PC with
16GB RAM.

)e parameter settings for the proposed method are as
follows: experiments show that when the image is trans-
formed into the NLTV domain, detailed information is
located in a low time scale. Large scale, which is close to T,
contains less important information. Objects are mostly
distributed in the middle scale. Hence, a middle-scale time
range [t1, t2] is selected. In the following experiments, t1 is
set to T/5 and t2 is set to 3T/5. )e parameters T and Δt are
set to 9 and 0.03, respectively.

4.2. Quantitative Metrics. To quantitatively evaluate the
performance of segmentation effect, four different metrics
are chosen: FPR [21], FNR [21], dice similarity coefficient
(DICE) [35], and segmentation accuracy (SA) [36].

To measure the difference between segmentation results
and ground truths, FPR and FNR are chosen in the sub-
sequent experiments. )e former calculates the number of
background pixels classified as object pixels relative to the
total background pixels. FNRmeasures the number of object
pixels classified as background pixels relative to the total
object pixels. FPR and FNR are defined as follows:

FPR �
BR ∩OG

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

BG

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

,

FNR �
OR ∩BG

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

OG

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

,

(26)

where BR and BG represent the number of background pixels
in the segmentation results and ground truths, respectively.

Additionally, OR and OG are the number of object pixels in
the segmentation results and ground truths, respectively.

DICE measures segmentation accuracy by calculating
the degree of spatial overlap. Specifically, for the result re-
gion A and target region B,

DICE(A,B) �
2(A∩B)

A + B
, (27)

where ∩ means the intersection of two sets. )e value range
of DICE is [0, 1]. )e higher DICE indicates that the seg-
mentation result is more precise. DICE(A,B) � 1 demon-
strates that the segmentation result is the most complete,
while DICE(A,B) � 0 shows that the segmentation result is
the worst.

Another evaluation metric is SA, which can assess the
number of well-classified pixels in the image. )e definition
of SA is given as follows:

SA �
􏽐

N
i�1 f

truth
i

N
, (28)

where ftruth
i means the correctly segmented pixel and N

denotes the total number of pixels in an image.

4.3. Parameter Analysis. )is section analyzes the effects of
Δt and T on the segmentation results of the proposed
method through an experiment. )e experiment was carried
out on MSRA-1000, and the average SA was used as an
indicator to show the influence of two parameters on the
segmentation accuracy. )e average SA was calculated by
averaging the SA of all images on the dataset. )e parameter
Δt ranges from 0.01 to 0.1, and the step is 0.01. Additionally,
the maximal time scale T ranges from 1 to 10, and the
interval is 1. Figure 10 demonstrates the results for different
Δt and T. )e proposed method achieves the best perfor-
mance when Δt � 0.03 and T � 9.

4.4. Synthetic Images. )e first experiment was implemented
on three synthetic images, which are shown in Figure 11.)e
first row shows a synthetic image containing multiple re-
peating structures and a dark grid-like background. A simple
synthetic image, which has an irregular object, is arranged in
the middle row.)e object in the bottom row is complex and
has a texture with inhomogeneous contrast. Moreover, three
images are separately contaminated with Speckle (10%
variance), Salt & Pepper (10% density), and Gaussian (10%
variance) noise.

Table 1 lists the quantitative evaluations of different
segmentation methods on various images. Combining
with Figure 11 and Table 1, FCM got wrong segmentation
results because of its sensitivity to noise. FRFCM achieved
a good result on the first image and got a high DICE and
SA value as shown in Table 1. However, it failed to dis-
tinguish the second and the third image because of the
inhomogeneous contrast. WSM, which is based on
spectral analysis, can remove the influence of noise.
However, as Figure 11 shows, WSM oversmoothed the
edge and damaged the edge details. Meanwhile, WSM was
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unable to segment objects accurately on the second and
third images. )e reason is that WSM is sensitive to in-
homogeneous contrast. )e C-V model obtained the
segmentation results of all images more correctly. One of
the reasons was that the C-V model relies on an initial
contour, which provides prior information about the
approximate position of the object. Nevertheless, the C-V
model was sensitive to noise. On the second and third
images, the C-V model was unable to accurately segment
the targets. )e noises slowed down the convergence
speed of the algorithm and made the method fall into the
local minimum problem. However, the proposed method
achieved the best results in all methods. )e NLTV
spectral transform-based method can segment the objects
exactly and can reduce the influence of inhomogeneous
contrast at the same time. )e reason is that our method

can segment objects, combining object size, contrast, and
structures. As shown in Table 1, the proposed method got
a high FNR on the second synthetic image, which
intended an under-segmentation. )e problem was
caused by the morphological operators in the output of
the proposed method, which may cause edge corrodes.

4.5. Nature Images. To further discuss the proposed
method’s segmentation ability for images with various
noises, the second experiment was performed on three
natural images, which are shown in Figures 12, 13, and 14.
)e object that has a similar contrast to the surroundings is
shown in Figure 12. Figure 13 displays a complex scene that
has lots of tiny structures in the background. )e object in
Figure 14 is a piece of paper containing words, and the

Input: gray image f.
Output: segmentation mask foutput.

(1) Initialize: maximal time scale T, time step Δt.
(2) Calculate the number of decomposition components N � T/Δt.
(3) Compute NLTV flow u(i){ }

N+1
i�0 using equations (6) and (7).

(4) Calculate NLTV residual part f using equation (22).
(5) for i � 1, 2, . . . , N do
(6) Compute the second derivatives in time of flow for each pixel X by equation (20).
(7) Achieve NLTV transform by equation (21).
(8) Calculate NLTV spectral response using equation (10).
(9) end for
(10) Select time parameters t1 and t2 according to the NLTV spectral response.
(11) Compute the salient time map T(X) by equation (23).
(12) Obtain Tfilter(X) by performing Gaussian filtering on T(X).
(13) Get the fitted surface Tsur(X) by performing least square regression on Tfilter(X).
(14) Reconstruct the result I(X) using equation (25).
(15) Get the segmentation mask fbw(X) by thresholding segmentation on I(X).
(16) Get the final mask foutput(X) by performing morphological operations on fbw(X).

ALGORITHM 1: NLTV spectral transform-based method for robust image segmentation.
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Figure 10: Effects of different Δt and T on the average SA.
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(a) (b) (c) (d) (e) (f ) (g)

(h)

Figure 11: Segmentation results on synthetic images corrupted by different noises. (a) Original images. (b) Images (from top to bottom) that
are corrupted with Speckle (10% variance), Salt & Pepper (10% density), andGaussian noises (10% variance), respectively. (c) C-VModel. (d)
FCM. (e) FRFCM. (f) WSM (db). (g) WSM (haar). (h) Proposed method.

Table 1: Evaluation metrics of compared methods for synthetic images, which are corrupted with Speckle (10% variance), Salt & Pepper
(10% density), and Gaussian noise (10% variance), respectively.

Image Metric C-V model FCM FRFCM WSM (db) WSM (haar) Proposed method

1

FPR 0.0025 0.0412 0.0010 0.0580 0.0402 0.0009
FNR 0.0501 0.1977 0.0655 0.0428 0.0492 0.0290
DICE 0.9596 0.7564 0.9604 0.7889 0.8328 0.9821
SA 0.9907 0.9397 0.9910 0.9408 0.9558 0.9956

2

FPR 0.0167 0.2111 0.1355 0.0241 0.0326 0.0038
FNR 0.0231 0.0743 0.0187 0.0389 0.0368 0.0273
DICE 0.9666 0.7531 0.8427 0.9510 0.9415 0.9798
SA 0.9808 0.8273 0.8959 0.9718 0.9659 0.9884

3

FPR 0.0358 0.3151 0.2352 0.1963 0.1984 0.0235
FNR 0.0289 0.0901 0.0217 0.0253 0.0255 0.0229
DICE 0.9075 0.5446 0.6402 0.6775 0.6751 0.9333
SA 0.9641 0.7249 0.8015 0.8326 0.8308 0.9748

)e best two results are highlighted in bold and italics fonts.

Wireless Communications and Mobile Computing 15



Table 2: Evaluation metrics of compared methods for “star,” which are corrupted with Speckle (10%, 20%, and 30% variance) noise.

Noise level (%) Metric C-V model FCM FRFCM WSM (db) WSM (haar) Proposed method

10

FPR 0.0014 0.3299 0.2172 0.2953 0.2934 0.0010
FNR 0.0636 0.1170 0.1456 0.0228 0.0044 0.0544
DICE 0.9612 0.2633 0.3553 0.3067 0.3117 0.9667
SA 0.9953 0.6823 0.7910 0.7189 0.7213 0.9957

20

FPR 0.0014 0.3431 0.2677 0.2979 0.2935 0.0011
FNR 0.0573 0.1296 0.0354 0.0121 0.0107 0.0578
DICE 0.9616 0.2534 0.3294 0.3071 0.3109 0.9649
SA 0.9950 0.6696 0.7461 0.7169 0.7212 0.9955

30

FPR 0.0010 0.3454 0.2668 0.3001 0.2913 0.0010
FNR 0.0718 0.1155 0.0947 0.0112 0.0170 0.0584
DICE 0.9599 0.2558 0.3207 0.3059 0.3113 0.9652
SA 0.9949 0.6683 0.7460 0.7150 0.7231 0.9950

)e best two results are highlighted in bold and italics fonts.
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Figure 12: Segmentation results on image “star” corrupted by Speckle noise. (a) Original images. (b) Images (from top to bottom) that are
corrupted with 10%, 20%, and 30% variance of Speckle noise, respectively (c) C-V model. (d) FCM. (e) FRFCM; (f) WSM (db); (g) WSM
(haar); (h) Proposed method.
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Figure 13: Segmentation results on image “snowman” corrupted by Salt & pepper noise. (a) Original images. (b) Images (from top to
bottom) that are corrupted with 10%, 20%, and 30% variance of Speckle noise, respectively. (c) C-V Model. (d) FCM; (e) FRFCM. (f) WSM
(db). (g) WSM (haar). (h) Proposed method.
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words will interfere with segmentation methods. Moreover,
three images are separately contaminated with Speckle
(10%, 20%, and 30% variance), Salt & Pepper (10%, 20%,
and 30% density), and Gaussian (10%, 20%, and 30%
variance) noise.

As Figure 12 shows, the object has a similar contrast to
the surrounding border. FCM separated the noise while
segmenting the object because of its sensitivity to noise.
FRFCM had better results than FCM, however, it still had
wrong segmentation for noise. WSM can remove the
influence of noise. However, WSM failed to remove the
impact of inhomogeneous contrast. )e C-V model
achieved accurate segmentation results because of its
initial contour. From Table 2, it can be seen that the C-V
model had similar DICE and SA values with the proposed
method. However, the C-V model was difficult to segment
corner structure because of noises. )e proposed method
can better preserve structural information while
segmenting.

Figure 13 shows the algorithms’ performances on the
natural images, which are corrupted by Salt & Pepper noise.
Table 3 shows the corresponding quantitative metrics. In
Figure 13, there are lots of small objects in the background,
which have a similar contrast to the object. When these
small targets are contaminated with Salt & Pepper noise,
they cause serious interference with segmentation
methods, which mainly rely on contrast. Figure 13 shows
that WSM has a good result; however, it is unable to
segment the areas surrounding the object correctly. Table 4
shows that the C-V model has better results than WSM;
however, it still has an incorrect segmentation of the
background. Because of the sensitivity of the NLTV
spectral transform to contrast, size, and structures, the
proposed method can still separate objects when the
background has small size structures.

Figure 14 shows the segmentation results on the natural
image when it is corrupted with different levels of Gaussian
noise. Table 4 shows the corresponding quantitative met-
rics of algorithms. )e natural image is difficult for seg-
mentation methods because it has complex texture like

words inside, which will affect the integrity of the seg-
mentation results. )e C-V model was capable of dealing
with the background, however, it was unable to handle the
interference of the internal texture of the object. FRFCM
and WSM dealt with the effect of noise and internal texture
but failed to remove the interference caused by contrast.
Moreover, WSM cannot obtain accurate edge information
of targets. As shown in Figure 14, WSM expanded the
object and the edge details disappeared. However, our
method can deal with the interference made by noise. )e
NLTV spectral transformwas sensitive to local contrast and
size. Hence, it can separate the low-contrast words on the
paper scrap. Because of the contrast and structure differ-
ence between the paper scrap and the background, the
proposed method can separate the object from the back-
ground and extract the object’s edge details correctly.
Table 4 shows that the proposed method has high FNR
values. From Figure 14, the bottom edge in the results of the
proposed method is a little expanded, and the left edge is
obviously corroded. )e main reason is that the mor-
phological operator makes the segmentation result
corroded.

4.6.Medical Image. )e proposed method was evaluated on
a medical image in this part. Because the medical image has
a black background and the inference of speckle noise on
the image is not obvious, the experiment was implemented
on an image with Gaussian noise and Salt & Pepper noise.
As Figure 15 shows, the top row is a cell image, which is
contaminated with Gaussian noise, and the bottom row is
the cell image corrupted with Salt & Pepper noise. On
account of the noise, the initial contour of the C-V model
generated a local minimum problem and was unable to be
iteratively converged. As a result, the segmentation results
of the C-V model can only be around the initial contour.
FCM had wrong results because of its sensitivity to noise.
FRFCM obtained the best result on the cell image corrupted
with Salt & Pepper noise. However, Gaussian noise can
cause FRFCM to generate an over-segmentation. WSM can
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Figure 14: Segmentation results on image “paper scrap” corrupted by Gaussian noise. (a) Original images. (b) Images (from top to bottom)
that are corrupted with 10%, 20%, and 30% variance of Speckle noise, respectively. (c) C-VModel. (d) FCM. (e) FRFCM. (f) WSM (db). (g)
WSM (haar). (h) Proposed method.
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better remove the influence of Gaussian noise. However,
WSM achieved high FPR values in the cell image corrupted
with Salt & Pepper noise, which intends the over-seg-
mentation. Nevertheless, our method obtained good seg-
mentation performances in both noises. Our method
achieved the best results on the image corrupted with

Gaussian noise and obtained the second-best performance
in Salt & Pepper noise. Table 5 shows that the proposed
method achieves a high FNR value, which implies under-
segmentation. As shown in the bottom row in Figure 15,
the proposed method is difficult to segment the cells that
have both small size and low contrast.

Table 3: Evaluation metrics of compared methods for “snowman,” which are corrupted with Speckle (10%, 20%, and 30% variance) noise.

Noise level (%) Metric C-V model FCM FRFCM WSM (db) WSM (haar) Proposed method

10

FPR 0.0137 0.1406 0.0737 0.0532 0.0467 0.0049
FNR 0.0577 0.1756 0.0408 0.0848 0.0983 0.0890
DICE 0.9472 0.6988 0.8556 0.8642 0.8675 0.9524
SA 0.9783 0.8531 0.9332 0.9406 0.9431 0.9810

20

FPR 0.0140 0.1809 0.0763 0.0570 0.0497 0.0053
FNR 0.0553 0.1768 0.0402 0.0764 0.0883 0.0979
DICE 0.9483 0.6546 0.8520 0.8622 0.8682 0.9505
SA 0.9787 0.8207 0.9312 0.9391 0.9428 0.9804

30

FPR 0.0214 0.2263 0.0785 0.0542 0.0548 0.0175
FNR 0.0529 0.1651 0.0380 0.0880 0.0764 0.0997
DICE 0.9345 0.6178 0.8505 0.8603 0.8656 0.9479
SA 0.9725 0.7870 0.9301 0.9389 0.9408 0.9732

)e best two results are highlighted in bold and italics fonts.

Table 4: Evaluation metrics of compared methods for “paper scrap,” which are corrupted with Speckle (10%, 20%, and 30% variance) noise.

Noise level (%) Metric C-V model FCM FRFCM WSM (db) WSM (haar) Proposed method

10

FPR 0.0013 0.4130 0.4138 0.5043 0.5063 0.0002
FNR 0.1302 0.0962 0.0265 0.0154 0.0230 0.0688
DICE 0.9265 0.3813 0.4023 0.3585 0.3557 0.9754
SA 0.9809 0.6271 0.6340 0.5557 0.5533 0.9939

20

FPR 0.0016 0.4236 0.4158 0.5059 0.5077 0.0005
FNR 0.1310 0.1144 0.0202 0.0225 0.0162 0.0743
DICE 0.9250 0.3686 0.4037 0.3562 0.3568 0.9725
SA 0.9805 0.6152 0.6333 0.5538 0.5527 0.9932

30

FPR 0.0016 0.4239 0.4164 0.5170 0.5137 0.0011
FNR 0.1331 0.1129 0.0230 0.0168 0.0188 0.0893
DICE 0.9239 0.3693 0.4034 0.3525 0.3534 0.9661
SA 0.9803 0.6154 0.633 0.5446 0.5472 0.9917

)e best two results are highlighted in bold and italics fonts.

Table 5: Evaluationmetrics of comparedmethods for “cell” which are corrupted with gaussian (5% variance) and salt & pepper (5% density)
noise.

Noise Metric C-V model FCM FRFCM WSM (db) WSM (haar) Proposed method

Gaussian

FPR 0.4835 0.2775 0.1360 0.1170 0.1020 0.0019
FNR 0.7958 0.1577 0.0213 0.0277 0.0325 0.3540
DICE 0.0926 0.4688 0.6638 0.6892 0.7112 0.7409
SA 0.4779 0.7332 0.8640 0.8796 0.8920 0.9436

Salt & Pepper

FPR 0.1256 0.1488 0.0009 0.2666 0.2491 0.0180
FNR 0.2415 0.1140 0.3895 0.0376 0.0502 0.2780
DICE 0.6000 0.6216 0.8119 0.5163 0.5299 0.8026
SA 0.8640 0.8484 0.9562 0.7523 0.7672 0.9459

)e best two results are highlighted in bold and italics fonts.
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5. Conclusion

We have analyzed the properties of NLTV spectral transform
with the help of theoretical proof and experiments. Our analyses
demonstrate that the object in an image corrupted with various
noises can be separated its size, contrast, and detailed structure.
)e analyses also illustrate that the objects with same structures
have similar descriptions in the NLTV spectral domain.

Furthermore, we have developed a novel transform-based
method that segments images based on the NLTV spectral
transform. )e approach, firstly, decomposes an image into
many sub-bands in the NLTV spectral domain and utilizes the
max response time to represent the image features. )en, to
better divide the object and background, the sub-bands in the
NLTV spectral domain are filtered by fitting the separation
surface, which is calculated based on maximum response
time. Next, the filtered image is reconstructed by an inverse
transform to obtain the rough segmentation result. Finally,
the segmentation mask is calculated using postprocess
methods. Subjective and objective evaluations show that the
proposed method effectively protects the edge details while
segmenting the object in a variety of noises.

However, one limitation of the proposed method is the
high computational cost since the computation of nonlocal
operators needs a long time and large memory storage. )e
other limitation of the method is the difficulty in fitting
multiple separation surfaces accurately. We attempt to solve
the aforementioned problems and develop a fast multiobject
segmentation method in future work.
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In this paper, we consider a backscatter communication (BackCom)-based cognitive network that consists of one primary
transmitter, one primary receiver, multiple secondary transmitters (STs), and one secondary receiver (SR). Each SToperates in the
BackCom or energy harvesting model. Our goal is to jointly optimize the energy harvesting and backscatter time, the transmit
power of the primary transmitter, and the power reflection coefficient of each ST to maximize the sum throughput of all the STs
under a nonlinear energy harvesting model while satisfying multiple constraints, i.e., the energy causality of each ST, the quality of
service of the primary transmitter, etc. ,e formulated problem is nonconvex due to the coupled variables and is hard to solve. In
order to address this problem, we decouple partially coupled variables by using the properties of the objective function and
constructing auxiliary variables, and the remaining coupled variables are decoupled via successive convex approximation (SCA).
On this basis, a SCA-based iterative algorithm is developed to solve the formulated problem. Simulation results are provided to
support our work.

1. Introduction

Increasing demands for intelligent services have boosted the
attention of Internet of,ings (IoT), where massive tiny IoT
devices should be deployed for connecting the physical
environment and cyberspace seamlessly [1]. ,is poses an
urgent need for developing a high spectrum efficient
communication technology in the era of IoT networks. In
this context, cognitive radio has been proposed, where the
IoT nodes are allowed to share the spectrum with the pri-
mary users [2, 3]. Despite the improvement of spectrum
efficiency for tiny IoT nodes, most of them still suffer from
the short life span as they are powered by a limited battery
capacity [4]. In order to address this challenge, wireless
powered hybrid active-passive communication [5, 6] has
been integrated into the cognitive radio, yielding a wireless
powered cognitive hybrid active-passive communication
network [7, 8].

Until now, there are considerable works on the design of
resource allocation schemes for wireless powered cognitive
hybrid active-passive communication network. In [9], the

authors proposed to maximize the rate of an IoT node by
jointly optimizing the energy harvesting time, the back-
scattering time, and the active communication time, while
satisfying that the consumed energy of an IoTnode does not
exceed the harvested energy. Subsequently, this work was
extended into a scenario with multiple IoTnodes [10], where
the main focus was to find the optimal tradeoff among the
energy harvesting time, the backscattering time, and each
IoT node’s active communication time. In the above two
works [9, 10], the rate of the considered backscatter com-
munication was assumed to be a constant. In [11], the
authors considered another wireless powered cognitive
hybrid active-passive communication network, where two
different backscatter communications are introduced, and
proposed an optimal time allocation scheme tomaximize the
throughput of the IoT node. Considering that energy effi-
ciency is an important performance metric in wireless
communications, the authors in [12] maximized the energy
efficiency of an IoT node while considering the primary
interference and imperfect spectrum sensing constraints. In
[13], the authors considered multiple IoT nodes and
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proposed to maximize the energy efficiency of all the IoT
nodes by jointly optimizing the time and power resources,
subject to the minimum throughput requirement of each
IoT node and the energy causality constraint of each IoT
node.

Although the above works have provided a solid
foundation for understanding the resource allocation in
wireless powered cognitive hybrid active-passive commu-
nication networks, some gaps still exist. First, the above
works mainly ignored the interference introduced by the IoT
node. More specifically, for the backscattering time, the
interference from the IoT node to the primary was ignored.
Second, fairness among IoT nodes has not been considered.
,ird, in the practical energy harvester, the output power is a
nonlinear function with respect to the input power [14],
while this nonlinearity has been ignored in most of the
existing works. Motivated by the above observations, in this
paper, we study the throughput fairness in a wireless
powered cognitive hybrid active-passive communication
network that consists of multiple backscatter devices (BDs)
and backscatter receivers (BRs), one primary transmitter
(PT), and one primary receiver (PR). ,e main contribu-
tions are summarized as follows:

(i) A throughput fairness problem is formulated. In
particular, this problem maximizes the minimum
throughput that achieved all IoT nodes by jointly
optimizing the transmit power and time of the
primary transmitter (PT), the BDs’ time sharing
among energy harvesting (EH), backscatter com-
munication (BackCom) and active communica-
tions, and the power reflection coefficient and
transmit power of each BD subject to the quality of
service (QoS), energy causality, and transmit power
constraints.

(ii) We develop an iterative algorithm to solve the
formulated problem. More specifically, we first
derive the optimal transmit power of the PT in a
closed form via contradiction and then construct a
series of auxiliary variables to decouple the coupled
variables. Lastly, successive convex approximation
(SCA) is leveraged to address the nonconvex QoS
constraint. On this basis, an efficient iterative al-
gorithm is proposed to solve the formulated
problem.

(iii) We provide computer simulation to verify the quick
convergence of the proposed algorithm and dem-
onstrate that the fairness throughput can be ensured
by our proposed scheme.

2. System Model

2.1. Basic Settings of the Considered Network. In this paper,
the wireless powered cognitive hybrid active-passive com-
munication and the wireless powered cognitive network
with hybrid active-passive communications are used in-
terchangeably, which is shown in Figure 1. Specifically, the
whole network consists of one PT, one PR, K BDs, and their
receivers, where the PT broadcasts its signals to the PR for

the primary transmission, and the PT’s signals are also
exploited by the K BDs for energy harvesting (EH) and
BackCom. We note that when the PT is idle, each BD can
also use its harvested energy to transmit its information by
active communications. ,at is to say, each BD can back-
scatter its received signals for passive communications when
PT is busy and use its harvested energy for active com-
munications when PT is idle. We note that each BD only
harvests energy from the energy signals from the PT since
the energy harvested from other nodes during active and
backscatter communications is very weak. All the devices are
assumed to be equipped with a single antenna and always
work in the half-duplex mode.,e reasons are as follows: we
note that both EH and BackCom are particularly applicable
to wireless sensor networks for each sensor node’s infor-
mation transmission, where it may be difficult for low-cost
small wireless sensor nodes to have multiple antennas and
work at the full-duplex mode. Meanwhile, all devices with a
single antenna have also been assumed in many related
recent works. All the BDs are energy constrained, where
each BD uses its harvested energy in each transmission block
to support its energy consumption so that the operation time
of each BD is prolonged. We assume that all channels are
quasistatic fading. Let hp and gk (k ∈K � 1, 2, . . . , K{ })

denote the channel gains from the PT to the PR and the k-th
BD, respectively. We denote the channel gains from the k-th
BD to its receiver and the PR as fk and fp,k. ,e channel
gain from the PT to the k-th BD’s receiver (BR) is expressed
as hk. In the beginning of each transmission block, the
channel estimation is adopted by the PT so as to perfectly
know the channel state information (CSI) of all links, and
then the PT can determine the optimal resource allocation
scheme according to the achieved CSI, and the optimal
resource allocation scheme can be performed successively.
In this work, we clarify how to obtain all the channel gains of
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Figure 1: BackCom-based cognitive networks and its frame
structure.
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all links as follows: the channel gain from the PT to the PR
(or the k-th BR) can be obtained by performing the existing
advanced channel estimation methods, e.g., least-square
estimation, etc. ,e value of the product of the forward
channel gain and the backward channel gain from the k-th
BD to the PT (or the k-th BR, the PR) can be obtained by
performing least-square estimation. Due to the channel
reciprocity, the forward channel gain equals the backward
channel gain, and hence, the channel gain from the k-th BD
to the PT (or the k-th BR, the PR) can be obtained.

2.2. Frame Structure. As shown in Figure 2, let T denote the
duration of each transmission block. For the primary
transmission, the whole block can be divided into two
phases. In the first phase, the PT performs information
transmission. Let β with 0≤ β≤T denote the transmission
time of the primary transmission. In this phase, K BDs first
work in the EHmode, where all the received signals are used
to harvest energy and then take turns to work in the
BackCom mode. In particular, let te be the EH time for all
BDs and tk be the backscattering time for the k-th BD.,en,
we have te + 􏽐

K
k�1 tk ≤ β. We note that in the subphase tk, the

k-th BD performs BackCom, while the other BDs still work
in the EH mode in order to improve its harvested energy. In
the second phase with duration T − β, the PT stops its in-
formation transmission, and all the BDs can use their
harvested energy to transmit their information. In order to
avoid co-channel interference among BDs, all the BDs take
turns to perform information transmission. Let τk denote
the transmit time of the k-th BD in this phase.,en, we have
􏽐

K
k�1 τk ≤T − β.
In the following part, we will clarify how the system

works from both the primary transmission and BDs’
transmissions. In the subphase te, we denote P0 as the
transmit power of the PT. ,en, the received signals at the
k-th (k ∈K � 1, 2, . . . , K{ }) BD can be given by

y
k
BD �

����
P0gk

􏽰
xp + NBD, (1)

where xp with E[|xp|2] � 1 expresses the information
transmitted by the PT to the PR, and NBD is the additive
white Gaussian noise (AWGN) at the k-th BD with mean
zero and variance σ2.

In this work, a nonlinear EH model proposed in [14] is
considered to characterize the nonlinearity of practical EH
circuits accurately. ,e reason of considering this nonlinear
EH model is as follows: firstly, according to [14], the
nonlinear EH model proposed in [14] is very accurate, even
more accurate than the existing nonlinear EH models.
Secondly, the use of the nonlinear EH model proposed in
[14] removes the difficulty caused by the nonlinear EH
model since we can prove that the nonlinear EH model
proposed in [14] is concave by using the properties of
practical EH circuits, which greatly reduces the difficulty of
solving the formulated optimization problem. ,en, the
harvested energy at the k-th BD in this subphase can be
calculated as

E
k
e � teϕk P0gk􏼂 􏼃, (2)

where ϕk[x] � ((akx + dk)/(x + vk)) − (dk/vk), ak, dk, and
vk are the given parameters of the considered nonlinear EH
model at the k-th BD and may be different for different BDs.

For the primary transmission, the received signals at the
PR can be expressed as

y
e
PR �

����
P0hp

􏽱
xp + NPR, (3)

where NPR is the AWGN at the PR with mean zero and
variance σ2. Correspondingly, the achievable throughput at
the PR in this subphase can be calculated as

C
p
e � teW log2 1 +

P0hp

σ2
􏼠 􏼡􏼠 􏼡, (4)

where W is the bandwidth of the whole system.
In the subphase tk, let αk with 0≤ αk ≤ 1 denote the

power reflection coefficient of the k-th BD, which decides
how many signals are received at the k-th BD to be back-
scattered.We note that the rest signals will be flowed into the
EH circuit of the k-th BD for EH. Accordingly, the received
signals at the BR in the subphase tk can be represented as

y
k
BR �

��������

αkP0gkfk

􏽱

xpxb,k +

����

P0hk

􏽱

xp + NBR, (5)

where xb,k with E[|xb,k|2] � 1 is the information transmitted
by the k-th BD, and NBR is the AWGN at the BR with mean
zero and variance σ2.

It can be observed from (5) that each BD’s transmission
suffers from the co-channel interference to the primary
transmission, leading to a reduction in the achievable
throughput of the k-th BD via BackCom. Besides, owing to
the double path loss fading of the BD’s transmission, the
signal power from the PT is always higher than that from the
BD. In order to decode xb,k successfully, the successive
interference cancellation (SIC) technology is performed at
the k-th BR. Specifically, the BR should decode the PT’s
transmitted information xp first by treating��������
αkP0gkfk

􏽰
xpxb,k as interference and then cancel the in-

terference
����
P0hk

􏽰
xp since both hk and xp are known by the

BR. On this basis, the transmitted information of the k-th
BD xb,k can be decoded.

Based on (5), we can express the signal to interference
plus noise ratio (SINR) at the BR for decoding xp as

Secondary Transmission T

te tK τKt1 τ1

EH

Busy Idle

……

BackCom Active communications

Primary Transmission

Figure 2: Frame structure for the considered network.
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c
p

b,k �
P0hk

αkP0gkfk + σ2
. (6)

In order to ensure that the BR can decode xp success-
fully, the following inequality should hold, given by

c
p

b,k ≥ cth, (7)

where cth is the given threshold for decoding xp, indicating
the minimum SINR requirement for decoding xp.

When c
p

b,k ≥ cth holds, we can perform the SIC tech-
nology, and then the signal to noise ratio (SNR) at the BR for
decoding xb,k is given by

cb,k �
αkP0gkfk

ϵP0hk + σ2
, (8)

where ϵ with 0≤ ϵ≤ 1 denotes the interference cancellation
factor.

Correspondingly, the achievable throughput at the k-th
BR in this subphase can be calculated as

Cb,k � tkW log2 1 + ξcb,k􏼐 􏼑

� tkW log2 1 +
ξαkP0gkfk

ϵP0hk + σ2
􏼠 􏼡,

(9)

where ξ denotes the performance gap reflecting the real
modulation [5, 6].

For the k-th BD, its harvested energy is given by

E
b
k � tkϕk P0gk 1 − αk( 􏼁􏼂 􏼃. (10)

,en, in the end of the first phase, the total harvested
energy at the k-th BD can be computed as

Ek � β − tk( 􏼁ϕk P0gk􏼂 􏼃 + tkϕk P0gk 1 − αk( 􏼁􏼂 􏼃

� β − tk( 􏼁
akP0gk + dk

P0gk + vk

−
dk

vk

􏼠 􏼡

+tk

akP0gk 1 − αk( 􏼁 + dk

P0gk 1 − αk( 􏼁 + vk

−
dk

vk

􏼠 􏼡.

(11)

As for the primary transmission, it also suffers from the
co-channel interference from the k-th BD, and the received
signals at the PR in the subphase tk are expressed as

y
k
PR �

����
P0hp

􏽱
xp +

����������
αkP0gkfp,k

􏽱
xpxb,k + NPR. (12)

Since the signal power of the PT is higher than that of the
k-th BD, the PR will decode xp first by treating����������
αkP0gkfp,k

􏽱
xpxb,k as interference. Accordingly, the SINR

at the PR for decoding xp is given by

c
p

k �
P0hp

αkP0gkfp,k + σ2
. (13)

,en, the achievable throughput at the PR in the sub-
phase tk is determined by

C
p

k � tkW log2 1 + c
p

k􏼐 􏼑

� tkW log2 1 +
P0hp

αkP0gkfp,k + σ2
⎛⎝ ⎞⎠.

(14)

When the PT is idle, each BD uses its harvested energy to
transmit information. Let pk denote the transmit power of
the k-th BD in the subphase τk. ,en, the achievable
throughput of the k-th BD in the subphase τk is given by

Ca,k � τkW log2 1 +
pkfk

σ2
􏼠 􏼡. (15)

3. Throughput Fairness for Wireless
Powered Cognitive Hybrid
Active-Passive Communications

In this section, we study the throughput fairness among
different BDs for wireless powered cognitive networks with
hybrid active-passive communications by designing an
optimal resource allocation scheme. In particular, we for-
mulate a throughput fairness optimization problem by
jointly optimizing the transmit power and time of the PT,
the EH time, the BackCom time, and power reflection co-
efficients of BDs, and the transmit power and time of each
BD, subject to multiple constraints, i.e., QoS, energy cau-
sality, transmit power, and power reflection coefficient
constraints. ,en, an efficient iterative algorithm is devel-
oped to solve it.

3.1. Problem Formulation

3.1.1. Optimization Objective. ,e optimization objective is
to guarantee the throughput fairness among different BDs.
Toward this end, a max-min approach is adopted [6, 15].
,us, we determine the optimization objective as maxi-
mizing the minimum achievable throughput of each BD. For
the k-th BD, its total achievable throughput in the whole
transmission block can be computed as

C
k
tot � Cb,k + Ca,k

� tkW log2 1 +
ξαkP0gkfk

ϵP0hk + σ2
􏼠 􏼡 + τkWlog2 1 +

pkfk

σ2
􏼠 􏼡.

(16)

On this basis, the optimization objective is determined
by minkCk

tot.

3.1.2. QoS Constraint for the Primary Transmission. ,is
constraint is to ensure that the achievable throughput of the
PT is not less than its minimum required throughput. Based
on (4) and (14), the achievable throughput of the PT can be
computed as
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Cp � C
p
e + 􏽘

K

k�1
C

p

k

� teWlog2 1 +
P0hp

σ2
􏼠 􏼡

+ 􏽘
K

k�1
tkWlog2 1 +

P0hp

αkP0gkfp,k + σ2
⎛⎝ ⎞⎠.

(17)

Let Cmin denote the minimum required throughput of
the primary transmission. ,en, the QoS constraint for the
primary transmission can be expressed as

Cp � teWlog2 1 +
P0hp

σ2
􏼠 􏼡

+ 􏽘
K

k�1
tkWlog2 1 +

P0hp

αkP0gkfp,k + σ2
⎛⎝ ⎞⎠≥Cmin.

(18)

3.1.3. Energy-Causality Constraint for the BD’s Transmission.
,is constraint is to ensure that each BD only uses its
harvested energy to support the energy consumption for the
passive and active communications so that the energy early
stored in its battery is saved. Following reference [6], a fixed
power consumption model is considered for BackCom,
where the power consumption for the k-th BD is fixed as a
constant, denoted by Pb,k. ,en, the total energy con-
sumption for BackCom at the k-th BD is given by Pb,ktk. Let
pa,k denote the constant circuit power consumption for
active communications at the k-th BD.,en, the total energy
consumption for active communications at the k-th BD can
be computed as pkτk + pa,kτk. On this basis, the energy-
causality constraint for the k-th BD can be represented as

Pb,ktk + pkτk + pa,kτk ≤Ek

� β − tk( 􏼁ϕk P0gk􏼂 􏼃 + tkϕk P0gk 1 − αk( 􏼁􏼂 􏼃, ∀k.

(19)

3.1.4. 8e Minimum Required SINR Constraint for Decoding
xp. ,is constraint is to ensure that the BR can decode xp

successfully. Without this constraint, the BRmay not decode
xb,k, leading to Cb,k � 0. ,us, this constraint is necessary for
the considered network. Accordingly, the minimum re-
quired SINR constraint for decoding xp is given by

c
p

b,k ≥ cth,∀k,⇔
P0hk

αkP0gkfk + σ2
≥ cth, ∀k. (20)

3.1.5. Transmit Power Constraint for the PT. Let Pmax ex-
press the maximum allowed transmit power for the PT.
,en, the transmit power constraint for the PT is given by

0≤P0 ≤Pmax. (21)

3.1.6. 8roughput Fairness Optimization Problem. Based on
(16), (18), (19), (20), and (21), the throughput fairness op-
timization problem is formulated as

P1: max
P0 ,te,β, tk{ }

K

k�1 , αk{ }
K

k�1 pk{ }
K

k�1 , τk{ }
K

k�1

min
k

C
k
tot

s.t.C1: (18),

C2: (19),

C3: (20),

C4: (21),

C5: te + 􏽘
K

k�1tk ≤ β, 􏽘
K

k�1τk ≤T − β,

0≤ β≤T, te, tk, τk ≥ 0, ∀k,

C6: 0≤ αk ≤ 1, ∀k,

(22)

where C1 expresses the QoS constraint for the primary
transmission, C2 denotes the energy-causality constraint for
each BD, C3 is theminimum required SINR for decoding xp,
C4 constrains the maximum transmit power of the PT, C5 is
the constraint for the EH time, the BackCom time, etc., and
C6 is the constraint for the power reflection coefficient of
each BD.

As for P1, it is highly nonconvex and hard to solve. ,e
reasons are as follows: firstly, the min function is involved in
the objective function, which makes the objective function
more complex and difficult to handle. Secondly, both the co-
channel interference and the remaining part due to im-
perfect SIC exist, bringing the difference of convex (DC)
structures in both the objective function and constraint C1
and leading to highly nonconvex objective function and C1.
,irdly, the use of the nonlinear EH model makes C2 more
complex, which brings a new challenge to solve P1. Finally,
except the above difficulties, several coupled relationships
among multiple optimization variables exist, i.e., Pt, tk, and
αk, leading to the nonconvex objective function and con-
straints, e.g., C1, C2, etc.

3.2. Solution. ,is subsection is provided to solve P1 effi-
ciently. Firstly, in order to remove the min function in the
objective function and simplify the objective function fur-
ther, we introduce an auxiliary variable λ into P1 by letting
λ � min

k
Ck
tot. ,en, we can rewrite P1 as

P2: max
P0 ,te,β,λ, tk{ }

K

k�1 , αk{ }
K

k�1 pk{ }
K

k�1 , τk{ }
K

k�1

λ

s.t.C1 − C6,

C7: Cb,k + Ca,k ≥ λ.

(23)

As for P2, it is still nonconvex since the DC structures,
the nonlinear EH model, and the coupled relationships still
exist. In order to handle the DC structure in Cb,k, we provide
the following proposition to determine the optimal transmit
power of the PT P∗0 .

Proposition 1. In the considered network, the minimum
throughput of each BD is maximized when the PT transmit its
information with its maximum allowed transmission power,
e.g., P∗0 � Pmax.
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Proof. Here, we prove Proposition 1 by means of contra-
diction. We assume that P∗0 , t∗e , β∗, λ∗, t∗k􏼈 􏼉

K

k�1, α∗k􏼈 􏼉
K

k�1,􏽮

p∗k􏼈 􏼉
K

k�1, τ∗k􏼈 􏼉
K

k�1} is the optimal solution to P2, where both
P∗0 <Pmax and λ∗ � min

k
t∗k W log2(1 + ((ξα∗k P∗0gkfk)/

(ϵP∗0hk + σ2))) + τ∗k W log2(1 + (p∗k fk/σ2)) hold. ,en, an-
other solution can be constructed, given by P+

0 � Pmax, t+
e �

t∗e , β+ � β∗, t+
k � t∗k , α+

k � α∗k , p+
k � p∗k , τ+

k � τ∗k . Obviously, the
constructed solution is a feasible solution which satisfies all
the constraints of P2. Accordingly, we can compute λ+

as minkt+
k W log2(1 + ((ξα+

k P+
0gkfk)/(ϵP+

0hk + σ2))) + τ+
kW

log2(1 + ((p+
kfk)/σ2)). Since P+

0 � Pmax >P∗0 holds, we can
prove that λ+ > λ∗ is satisfied. ,e reasons are as follows: let
Fk(P0) � tkW log2(1 + ((ξαkP0gkfk)/(ϵP0hk + σ2))).

,en, the first-order derivative of Fk(P0) with respect to P0
is given by

zFk P0( 􏼁

zP0
�

tkWξαkfkgkσ
2

ϵP0hk + σ2􏼐 􏼑 ϵP0hk + σ2 + ξαkfkgkP0􏼐 􏼑In2
.

(24)

Since (zFk(P0)/zP0)> 0 always holds, Fk(P0) will in-
crease with the increasing of P0. ,at is to say, λ+ > λ∗ holds,
which contradicts the assumption that P∗0 <Pmax. ,erefore,
P∗0 � Pmax holds when the minimum throughput of each BD
is maximized for the considered network. Hence, the proof is
complete.

Based on Proposition 1, we substitute P0 � Pmax into P2
and reformulate P2 as

P3: max
te,β,λ, tk{ }

K

k�1 , αk{ }
K

k�1 , pk{ }
K

k�1 , τk{ }
K

k�1

λ

s.t.C1′: 􏽘

K

k�1
tkW log2 1 +

Pmaxhp

αkPmaxgkfp,k + σ2
⎛⎝ ⎞⎠

+ teWlog2 1 +
Pmaxhp

σ2
􏼠 􏼡≥Cmin,

C2′: Pb,ktk + pkτk + pa,kτk ≤ β − tk( 􏼁ϕk Pmaxgk􏼂 􏼃

+ tkϕk Pmaxgk 1 − αk( 􏼁􏼂 􏼃,∀k,

C3′: 0≤ αk ≤min
Pmaxhk − cthσ

2

Pmaxfkgkcth

, 1􏼠 􏼡,∀k,C5,

C7′: tkWlog2 1 +
ξαkPmaxgkfk

ϵPmaxhk + σ2
􏼠 􏼡

+ τkWlog2 1 +
pkfk

σ2
􏼠 􏼡≥ λ,∀k,

(25)

where C3′ is the combination of C3 and C6.
It can be observed from P3 that P3 is still a nonconvex

problem. To deal with the coupled relationships among
different variables, i.e., αk and tk, pk and τk, the following
auxiliary variables, xk � αktk, yk � pkτk,∀k, are introduced
in P3 to replace variables αk, pk,∀k. ,en, P3 is reformulated
as

P4: max
te,β,λ, tk{ }

K

k�1 , xk{ }
K

k�1 , yk{ }
K

k�1 , τk{ }
K

k�1

λ

s.t.C1″: 􏽘

K

k�1
tkW log2 1 +

Pmaxhptk

xkPmaxgkfp,k + tkσ
2

⎛⎝ ⎞⎠

+ teWlog2 1 +
Pmaxhp

σ2
􏼠 􏼡≥Cmin,

C2″: Pb,ktk + yk + pa,kτk ≤ β − tk( 􏼁ϕk Pmaxgk􏼂 􏼃

+ tkϕk

Pmaxgk tk − xk( 􏼁

tk

􏼢 􏼣,∀k,

C3″: 0≤xk ≤ tk × min
Pmaxhk − cthσ

2

Pmaxfkgkcth

, 1􏼠 􏼡,∀k,C5,

C7″: tkWlog2 1 +
ξxkPmaxgkfk

tk ϵPmaxhk + σ2􏼐 􏼑
⎛⎝ ⎞⎠

+ τkWlog2 1 +
ykfk

τkσ
2􏼠 􏼡≥ λ,∀k,

(26)

where αk � (xk/tk), pk � (yk/τk), ∀k. □

Proposition 2. As for P4, the objective function and all the
constraints except C1″ are convex.

Proof. It can be observed that the objective function and the
constraint C3″ are linear, which are also convex. For the
constraint C7′′, using the fact that the perspective function
can preserve convexity, we can conclude that the convexities
of functions tkW log2(1 + ((ξxkPmaxgkfk)/(tk(ϵPmaxhk+

σ2)))) and τkW log2(1 + (ykfk/τkσ2)) are the same as those
of W log2(1 + ((ξxkPmaxgkfk)/(ϵPmaxhk + σ2))) and W

log2(1 + (ykfk/σ2)). Since both W log2(1 + ((ξxkPmax
gkfk)/(ϵPmaxhk + σ2))) and W log2(1 + (ykfk/σ2)) are
concave functions, tkW log2(1 + ((ξxkPmaxgkfk)/(tk

(ϵPmaxhk + σ2)))) and τkW log2(1 + (ykfk/τkσ2)) are also
concave. ,us, C7″ is a convex constraint.

For the constraint C2″, its convexity depends on the
convexity of tkϕk[(Pmaxgk(tk − xk))/(tk)]. According to the
perspective function, the convexity of tkϕk[(Pmaxgk (tk −

xk))/(tk)] is the same as that of ϕk[Pmaxgk(1 − xk)]. As
pointed out in [6], ϕk[Pmaxgk(1 − xk)] can be proved to be
concave by using the properties of practical EH circuits.
,us, the constraint C2′′ is convex.

Based on the above analysis, Proposition 2 is achieved,
and the proof is complete.

We note that the nonconvexity of C1′′ is due to the
existence of the DC structure, i.e., 􏽐

K
k�1 tkW log2(1+

((Pmaxhptk)/(xkPmaxgkfp,k + tkσ2))). To address this
problem, we use the SCA method to deal with the non-
convexity of C1′′. Specifically, we first replace 􏽐

K
k�1

tkW log2(1 + (Pmaxhptk)/(xkPmaxgkfp,k + tkσ2)) with its
first-order Taylor expression so that C1′′ can be turned into
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a linear constraint, which is always a convex constraint.
,en, we can use the existing convex tools to solve the
convex subproblem by changing P4 with the first-order
Taylor expression. Finally, an efficient iterative algorithm is
proposed based on the SCA method to solve P4, where the
above subproblem is solved in each iteration.

Let Gk[αk] denote tkW log2(1 + ((Pmaxhp)/(αkPmax
gkfp,k + σ2))). ,en, 􏽐

K
k�1 tkW log2(1 + ((Pmaxhptk)/(xk

Pmaxgkfp,k + tkσ2))) can be denoted by 􏽐
K
k�1 Gk[αk]. By

taking the first-order derivative of Gk[αk] with respect to αk,
we have

zGk αk􏼂 􏼃

zαk

�
− Pmax2hpgkfp,kWtk

αkPmaxgkfp,k + σ2 + Pmaxhp􏼐 􏼑 αkPmaxgkfp,k + σ2􏼐 􏼑In2
. (27)

Accordingly, the first-order Taylor expression of Gk[αk]

on a given value α0k can approximate Gk[αk] as

Gk αk􏼂 􏼃 ≈
zGk α0k􏼐 􏼑

zα0k
αk − α0k􏼐 􏼑 + Gk α0k􏽨 􏽩

�
− Pmax2hpgkfp,kWtk αk − α0k􏼐 􏼑

α0kPmaxgkfp,k + σ2 + Pmaxhp􏼐 􏼑 α0kPmaxgkfp,k + σ2􏼐 􏼑In2
+ Gk α0k􏽨 􏽩

�
− Pmax2hpgkfp,kW xk − α0ktk􏼐 􏼑

α0kPmaxgkfp,k + σ2 + Pmaxhp􏼐 􏼑 α0kPmaxgkfp,k + σ2􏼐 􏼑In2
+ Gk α0k􏽨 􏽩,

(28)

where α0k will be updated in each iteration based on αk

obtained in the previous iteration.
Based on (28), the following subproblem can be obtained

from P4, given by

P5: max
te,β,λ, tk{ }

K

k�1 , xk{ }
K

k�1 , yk{ }
K

k�1 , τk{ }
K

k�1

λ

s.t.C1‴: 􏽘
K

k�1

− Pmax2hpgkfp,kW xk − α0ktk􏼐 􏼑

α0kPmaxgkfp,k + σ2 + Pmaxhp􏼐 􏼑 α0kPmaxgkfp,k + σ2􏼐 􏼑

×
1
In2

+ Gk α0k􏽨 􏽩 + teWlog2 1 +
Pmaxhp

σ2
􏼠 􏼡≥Cmin,

C2″,C3″, C7″.

(29)

□

Proposition 3. P5 is convex and can be efficiently solved by
using the existing convex tools.

Proof. It can be observed that C1‴ is a linear constraint,
which is obviously convex. Combining with Proposition 2,
P5 is convex, which can be efficiently solved by using the
existing convex optimization tools. □

3.3. Iterative Algorithm. In this subsection, we propose an
efficient iterative algorithm to solve P4, as shown in Algo-
rithm 1. In particular, the subproblem P5 is optimally solved
under given α0k,∀k in each iteration, and the values of α0k,∀k

are updated based on the optimal power reflection coeffi-
cients α∗k ,∀k obtained in the previous iteration. We note that
for the first iteration, the values of α0k,∀k are predefined. ,e
optimal solution to P4 is achieved when the algorithm
converges, namely, the stop condition |α∗k − α0k|≤ ε with the
maximum tolerance ε is satisfied.

We provide the analysis of the computational complexity
of Algorithm 1 as follows: we assume that the interior point
method is applied to solve P5 with given α0k,∀k. Let m1 and
Nu denote the number of the inequality constraints of P5
and the number of iterations for Algorithm 1, respectively.
,en, the computational complexity of Algorithm 1 can be
calculated as NuO(

���
m1

√ log(m1)) [16].
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4. Numerical Results

In this section, we use computer simulations to verify the
superiority of our proposed resource allocation scheme and
the effectiveness of the proposed algorithm. Unless other-
wise specified, the basic simulation parameters are set, as
shown in Table 1 [11, 13]. According to [14], we set
ak � 2.463, dk � 1.635, and vk � 0.826,∀k to characterize the
used nonlinear EH model clearly. Besides, all the channels
are set as follows: Following the standard channel fading
model, the channel gain is the product of the small-scale
fading and the large-scale fading. Let gk

′, fk
′, hk
′, fp,k
′,and hp

′
denote the small-scale fadings of the PT-the k-th BD link, the
k-th BD-its receiver link, the PT-the k-th BR link, the k-th
BD-the PR link, and the PT-PR link, respectively. We denote
D1,k, D2,k, D3,k, D4,k, and Dp as the distances of the PT-the
k-th BD link, the k-th BD-its receiver link, the PT-the k-th
BR link, the k-th BD-the PR link, and the PT-PR link, re-
spectively. ,en, we have gk � gk

′D− ζ
1,k, fk � fk

′D− ζ
2,k,

hk � hk
′D− ζ

3,k, fp,k � fp,k
′D− ζ

4,k, and hp � hp
′D− ζ

p , where ζ de-
notes the path loss exponent. Here, we set ζ � 3, D1,1 � 11
m, D1,2 � 12 m, D1,3 � 15 m, D1,4 � 14 m, D2,1 � 40 m,
D2,2 � 35 m, D2,3 � 32 m, D2,4 � 35 m, D3,1 � 35 m,
D3,2 � 32 m, D3,3 � 40 m, D3,4 � 35 m, D4,1 � 50 m,
D4,2 � 55 m, D4,3 � 53 m, D4,4 � 52 m, and Dp � 30 m.

In order to illustrate the superiority of the proposed
scheme, we compare the performance under the proposed
scheme with that of the following benchmark schemes:
backscatter-assisted cognitive networks and wireless pow-
ered cognitive networks. For the backscatter-assisted cog-
nitive networks, each BD only backscatters its information to
its receiver, while for the wireless powered cognitive net-
works, each BD first harvests energy from the PT’s signals
when PT is busy and then uses its harvested energy to
transmit its information to its receiver. We note that both
backscatter-assisted cognitive networks and wireless pow-
ered cognitive networks can be regarded as special cases for
the considered network and can be obtained after a few
changes on the considered network. For example, let pk � 0
and τk � 0 and the backscatter-assisted cognitive networks
can be achieved. ,at is to say, the proposed algorithm can

also be used to obtain the optimal schemes under back-
scatter-assisted cognitive networks and wireless powered
cognitive networks.

Figure 3 shows the convergence of Algorithm 1, where
different settings of Pmax are considered. Here, we set Pmax as
0.5W, 0.8W, and 1W, respectively. It can be seen that
Algorithm 1 can always converge to a certain value after only
a few iterations, i.e., 2 iterations, which illustrates the
convergence of Algorithm 1 and shows that Algorithm 1 is
computationally efficient. Besides, we can also see that with a
larger Pmax, the minimum throughput achieved by BDs also
increases. ,is is because the optimal transmit power of the
PT is determined by Pmax and a larger P0 brings a higher
throughput.

Figure 4 shows the minimum throughput achieved by
BDs versus the maximum allowed transmit power of the PT
Pmax, where Pmax is varied from 0.5W to 2.5W. In order to
demonstrate the superiority of the proposed scheme, we
compare the performance under the proposed scheme with
that of backscatter-assisted cognitive networks and wireless
powered cognitive networks. It can be seen that the mini-
mum throughput achieved by BDs increases with the in-
creasing of Pmax since a larger Pmax means a higher P0, which
brings a higher throughput for each BD. Besides, comparing
with backscatter-assisted cognitive networks and wireless
powered cognitive networks, we can also find that the
proposed scheme outperforms the other schemes as the
proposed scheme has more flexibility to use resources ef-
ficiently, which also illustrates the advantages of the pro-
posed scheme.

Figure 5 shows the minimum throughput among BDs
versus the minimum required throughput for the PT, Cmin,
where Cmin is ranged from 1Mbyte to 1.5Mbytes. From this
figure, it can be seen that the minimum throughput achieved
by BDs decreases with the increasing of Cmin, as a larger Cmin
means a higher QoS requirement for the PT’s transmission,
and more resources will be allocated to the PT, leading to a
reduction to the throughput achieved by each BD. By
comparisons, we can see that the proposed scheme can
achieve higher throughput than the other schemes, verifying
the advantages of the proposed scheme.

Algorithm 1: An efficient iterative algorithm for solving P4.
(1) Set the maximum tolerance ε and the maximum number of iterations Imax;
(2) Set the iteration index i � 1 and the initial given values α0k,∀k;
(3) repeat
(4) Solve P5 with given α0k,∀k via CVX, to obtain its optimal solution, denoted by t∗e , β∗, λ∗, t∗k􏼈 􏼉

K

k�1, x∗k􏼈 􏼉
K

k�1, τ∗k􏼈 􏼉
K

k�1, y∗k􏼈 􏼉
K

k�1􏽮 􏽯;
(5) Compute α∗k as (x∗k /t

∗
k ),∀k and p∗k as (y∗k /τ

∗
k ),∀k;

(6) if |α∗k − α0k|≤ ε then
(7) Set Flag � 1;
(8) else
(9) Set Flag � 0 and i � i + 1;
(10) Update α0k as α0k � α∗k ,∀k;
(11) end if
(12) until Flag � 1 or i � Imax.
(13) Output the optimal solution to P4 as t∗e , β∗, λ∗, t∗k􏼈 􏼉

K

k�1, α∗k􏼈 􏼉
K

k�1, τ∗k􏼈 􏼉
K

k�1, p∗k􏼈 􏼉
K

k�1􏽮 􏽯.

ALGORITHM 1
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Table 1: Basic simulation settings.

Parameters Notation Value
,e entire time block T 1 s
,e system bandwidth W 100 kHz
,e constant circuit power consumption for BackCom at the k-th BD Pb,k 10 μW
,e constant circuit power consumption for active communications at the k-th BD pa,k 1mW
,e maximum transmit power at the PT Pmax 1W
,e performance gap reflecting the real modulation for BackCom ξ − 15 dB
,e noise power σ2 − 60 dBm
,e number of BDs K 4
,e minimum required throughput of the PT Cmin 1000 kbytes
,e threshold required for decoding xp cth 20
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Figure 3: ,e convergence of Algorithm 1 under different settings of Pmax.
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Figure 4: ,e minimum throughput among BDs versus the maximum allowed transmit power of the PT.

Wireless Communications and Mobile Computing 9



Figure 6 compares the BD fairness achieved by the
proposed scheme, denoted by max-min throughput, and the
sum throughput maximization scheme, denoted by sum
throughput maximization, under two cases, where the set-
tings of the channels are different. It can be seen that there
exists a tradeoff between the sum throughput maximization

and the max-min throughput. Specifically, the proposed
scheme can greatly improve the fairness among BDs while
the average throughput among all BDs is reduced. ,is is
because, for the proposed scheme, more resources will be
allocated to the BD with a worst channel condition for good
throughput fairness, while for the sum throughput
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Figure 5: ,e minimum throughput among BDs versus the minimum required throughput for the PT.
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Figure 6: Fairness comparison.
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maximization, more resources will be allocated to the BD
with a better channel condition for achieving the maximum
throughput of all BDs.

5. Conclusions

In this paper, we have studied the throughput fairness for the
wireless powered cognitive hybrid active-passive commu-
nication network while considering a nonlinear EH model.
In particular, we have formulated an optimization problem
to maximize the minimum throughput that achieved all BDs
by jointly optimizing the transmit power and time of the PT,
the BDs’ time sharing among EH, BackCom and active
communications, and the power reflection coefficient and
transmit power of each BD subject to the QoS, energy
causality, transmit power constraints, etc. In order to solve
this problem, the optimal transmit power of the PT was
firstly achieved by means of contradiction, and then an
efficient iterative algorithm was developed to obtain the
optimal solutions. Simulation results verified the quick
convergence of the proposed algorithm and demonstrated
the superiority of the proposed scheme in terms of
throughput fairness.
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A channel rendezvous is a significant aspect of communication. In this context, blind rendezvous is the process of selecting a
common available channel and establishing a communication link for wireless devices in a wireless sensor network. *e
rendezvous of asymmetric and heterogeneous wireless devices is a challenge. *us, to improve speeds and stability of rendezvous,
we analyze time slot overlap and channel determinism in the rendezvous algorithm and propose a rendezvous algorithm named
Multiple Prime Expansion (MPE). In a final simulation study, we compare the performance of the MPE with other existing
algorithms in an asymmetric and heterogeneous scenario. Results show that MPE has excellent performance for the ATTR
and MTTR.

1. Introduction

In recent years, numerous cities in China have built an
Internet of *ings projects to improve the mobility and
carrying capacity of data in public fields. *ese projects can
boost the speed of data collection and optimize city man-
agement and services [1]. Rail transportation services use
data to adjust station populations and smartphone appli-
cations to improve the efficiency of targeted services based
on user access data [2]. At the same time, cities protect the
supply of water, food, and energy through billing data [3–6].

Currently, more and more data collection systems are
based on Wireless Sensor Networks (WSNs) [7]. *us,
compared to wired transmission systems, WSN enhances
flexibility but requires more resilient energy and timeliness
cost. Energy consumption and data timeliness have im-
portant implications for WSNs.

Routing protocols are widely used in wireless surveil-
lance as tools that can organize wireless nodes to collect
information in an orderly manner [8]. A number of re-
searchers have improved routing protocols to reduce

wireless monitoring energy consumption. *ese are divided
into several groups, such as node deployment, clustering
techniques, and transmission methods [9, 10]. *is method
can be applied for both applications and engineering [11].

*e connection speed of sensors is an important variable
in data timeliness research. *e rapid increase in sensor
integration [12] and data demand greatly enhanced the
demand for the number of wireless devices in WSN and
hence wireless spectrum. *is has led to a dramatic increase
in demand for wireless spectra and so this has become a
scarce resource. However, spectrum scarcity and low
spectrum utilization persist in rendezvous for wireless de-
vices has proven challenging in resource-scarce settings [13].
*us, to achieve efficient data transmission among sensors,
communicating parties must adopt an efficient and robust
mechanism to complete data interaction. Blind channel
rendezvous, without a common control channel (CCC), has
garnered a growing interest [14]. Channel hopping is a
typical technique used in most blind channel rendezvous.
Wireless devices access the channels in different time slots
according to a predefined frequency hopping sequence, and
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rendezvous is successfully achieved when the two users
access the same common available channel in a certain time
slot.

Time to rendezvous (TTR) is also a key factor. However,
early in development, some devices initially make random
sequences to blind rendezvous, which would make ren-
dezvous time unpredictable. *erefore, during the operation
of the wireless device, we needed to identify a precondition
that contained enough frequency of rendezvous for data
transmission. Wireless devices needed to exchange data
multiple times during operation, which made minimizing
TTR a direction in research. For researchers, any channels
between users can directly be used as a sequence without any
preprocessing. In other words, the effectiveness of the
channel sequence directly affects the stability of rendezvous.
Details of the technical specifications and requirements for
the algorithm are provided as follows.

(1) Degree of rendezvous (DR): *is can be defined by
dividing the number of channels that have com-
pleted rendezvous by the total number of channels.
*us, when DR� 1, this is referred to as complete
rendezvous. *is means that all channels in the
sequence can be rendezvous, and high DR can avoid
channel blocking and improve channel utilization.

(2) Frequency of rendezvous (FR): *e number of
rendezvous times divided by the frequency hopping
slot is FR. FR describes the strength of rendezvous
across the whole frequency hopping cycle.

(3) Average TTR (ATTR): ATTR refers to the average
time between two consecutive rendezvous in the
frequency hopping cycle, which is the average value
of the rendezvous time. ATTR describes the speed of
the rendezvous.

(4) Maximum TTR (MTTR): *e longest time period
from start to rendezvous is MTTR. *us, if the se-
quence cannot guarantee rendezvous, MTTR is
infinite. In other words, as the length of the hopping
sequence increases, the MTTR is increasing
obviously.

Our current approach meets these four above re-
quirements and suggests interesting directions for re-
search and applications. According to starting time, the
hopping sequences can be classified as synchronous se-
quences and asynchronous sequences. Lin et al. proposed
a multiradio channel-hopping scheme (CHS) that pre-
serves network connectivity and synchronous sequences
[15]. Another algorithm, ASCH (asymmetric synchro-
nous channel hopping), divides the whole sets of channels
into several levels to meet asynchronous sequences [16].
However, in most cases, the wireless devices have local
clocks that make it difficult to achieve synchronization.
Some asynchronous algorithms have been proposed, such
as in the work of Liu, who considered the impact of
network factors (channel availability and multiuser
contention) when designing the frequency hopping se-
quence [17]. Wang proposed MAAPS based on rendez-
vous-success rate and variance [18].

Hopping sequences can be divided into homogeneous
sequences and heterogeneous sequences based on different
available channels [19, 20]. A homogeneous model includes
symmetric/asymmetric channel sets such as GOS [21] and
CRESQ [22].

We, therefore, investigate the two requirements in WSN
for the rendezvous algorithm. On the one hand, there are
various sensors with different monitoring data types and
frequencies in WSN [23], which means that the available
channels are heterogeneous. On the other, as data fusion is
an essential requirement for WSN, hopping sequences are
required to meet the asymmetric condition. *erefore, the
nonpreprocessing rendezvous algorithm used inWSN needs
to satisfy symmetric and asymmetric requirements on a
heterogeneous basis.

*e above analysis suggests that the investigation of the
rendezvous algorithm is essential. Only a little information is
currently available about the asymmetric and heterogeneous
rendezvous algorithm of WSN. In this work, we propose a
MPE (Multiple Prime Expansion) algorithm to match
asymmetric and heterogeneous requirements. *e MPE
examined the feedback relationship between the length of a
sequence and TTR to strengthen the discrimination sub-
sequences. *e rendezvous algorithm switches to another
operation mode when a subsequence reaches certain
conditions.

2. Problem Statement

*e time slot communication system was measured using
unit time, which includes time slots, channels, and frequency
hopping rules. *e slot in slot communication system
corresponds to a minimum time interval to select a com-
munication link in the communication network. Another
study focused on channel frequency hopping sequence,
which can be regarded as a specific access sequence for a
rendezvous algorithm. In each process, wireless devices
access the designated channel by channel frequency hopping
sequence to establish contact with other devices on each
channel. In this study, we introduce several difficulties re-
lating to channel hopping technology in WSN.

2.1. Limitations of WSN Conditions. Wireless sensors were
analyzed with channel information connected to other
wireless devices via antennae and matched with local
channels. *ere are, however, some difficulties in using the
rendezvous algorithm in WSN compared with other fields.
*ese existing rendezvous algorithms are not yet efficient
enough to be used in WSN due to special constraints. *e
main constraints on the frequency hopping sequences are
shown to be as follows.

(1) *e rendezvous rules cannot be easily changed
during frequency hopping, where WSNs are usually
incorporated into a system together with servers,
mobile applications, and databases [24].

(2) According to its different functions, different sensor
matching schemes must be designed. In detail,
WSNs contain various types of sensors, like power,
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telecommunications, water supply, and natural gas
sensors. It causes a heterogeneous relationship be-
tween wireless devices. *us, symmetric and
asymmetric requirements need to be considered in
rendezvous algorithm design.

(3) Distinct working frequencies develop at various
times under different types of sensors. *us, sym-
metric and asymmetric requirements need to be
considered in the rendezvous algorithm.

2.2. Problem Formulation. We assume that there are two
wireless devices to rendezvous. In our sequence, each device
is equipped with one antenna, which only tries to rendez-
vous with one device in a time slot. *us, let S1(i) and S2(i)
denote the sequences of two wireless devices in the ren-
dezvous algorithm and let j ∈ 1, 2, . . . , j, . . . , S􏼈 􏼉 denote the
rendezvous time from slot 1 to slot S, where S denotes the
total number of slots. When the rendezvous occurs at slot j.

*is means that the rendezvous problem in WSN can be
formulated as follows:

min
j

􏽘

j

i�1
sign S1(i)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − S2(i)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑⎛⎝ ⎞⎠. (1)

3. Materials and Methods

We assessed the challenges above using the improved al-
gorithm MPE as detailed below.

As WSN technology use has increased, more and more
research has focused on the timeliness of data exchange. *e
use of the rendezvous algorithm is key to this task. Two
issues need to be considered, however, when designing a
rendezvous algorithm: (A) rendezvous within a limited time
and (B) a reduction in rendezvous time.

*e MPE rendezvous algorithm enables the inevitability
of the rendezvous and reduces rendezvous time which en-
ables rapid data exchange for the WSN. *e algorithm
consists of five phases: (a) given global channels; (b) any two
wireless devices have the possibility of rendezvous (common
channel); (c) achieve inevitability of rendezvous; (d) create
subsequences; (e) subsequence is expanded into a frequency
hopping sequence.

3.1.NetworkModel. We havemade some assumptions based
on the above constraints caused by WSN.

(1) We assume multiple nonoverlapping channels and
each wireless device can sense a part of the channel.

(2) We allow each wireless device to be equipped with
only one cognitive radio transceiver (antenna),
which can sense the channel status and switch to
different channels without auxiliary means.

(3) All wireless devices are anonymous in the network
(without ID).

(4) Each wireless device has a local clock.

(5) *e sensing device includes a network mapping
function. Different wireless terminals use a channel
of a unified set of channel indexes. However, the
common mapping function is outside the scope of
this paper.

(6) *e length of each slot is the same.
(7) We allow M wireless devices. *us, if we let

Mu(Mu⊆M, Mu ≠∅) denote the available channel
set of wireless devices u. For any two wireless
devices u and v, their locally available channel sets
Cu and Cv may have different channels. In order to
ensure the rendezvous, we assume that any two
nodes have the possibility of rendezvous. *at is,
there is at least one publicly available channel
(∀u, v ∈M, Cu ∩Cv ≠∅).

3.2. Slot Symmetry. Channel hopping sequences are
usually periodic. *e smallest repeating unit of the
channel hopping sequence is called the subsequence. As
the rule for the construction of the channel hopping
sequence is fixed, the structure in each subsequence has
been restricted. *e intersection of any two sequences
shows periodicity with the repetition of the subsequence.
*erefore, the rendezvous algorithm is the generation
and connection method of the subsequence with ren-
dezvous ability.

According to the start time of channel hopping se-
quences, the channel hopping sequences were divided into
synchronous sequences and asynchronous sequences, as
shown in Figure 1.

An asynchronous channel hopping sequence presents
two different asynchronous situations, as shown in
Figures 2(a) and 2(b).

*e asynchronous time slot communication system is
shown in Figure 2.*e time slots in Figure 2(a) are P, and the
two sequences are separated by T2 time slots. *e time slots
in Figure 2(b) are Q, and the gap of the start time of the two
sequences in the figure is (T2 + k) time slots.

It is clear that in Figure 2(b), T2 is a nonnegative
integer, k ∈ [0, 1], the time slots of these two sequences
are not aligned. As there is no time slot alignment in-
formation, the wireless devices decide the moment when
the wireless devices start to rendezvous. In other words,
the rendezvous of the asynchronous time slot system is
more complicated. *erefore, the asynchronous non-
aligned time slot communication system can be trans-
formed into an aligned time slot communication system.

As the communication system of the asynchronous time
slot satisfies Q� 2P, an asymmetric asynchronous time slot
can be considered a symmetric slot communication system.

We assume that the minimum time interval required for
any two wireless devices to establish a communication link is
Q time slots. In an asynchronous communication system,
the overlap range of rendezvous time slots can be divided
into the following two situations.

Situation 1: the range of k is [0, Q/2), as shown in
Figure 3:
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Q − k � 2P − k≥P. (2)

*e length of the time slot shown in red in Figure 3 can
satisfy the asynchronous channel hopping sequences to
complete rendezvous.

Situation 2: *e range of k is [0, Q/2), as shown in
Figure 4:

Q − (2P − k) � k≥P. (3)

*e length of the time slot shown in red in Figure 4 also
can allow asynchronous channel hopping sequences to
complete rendezvous.

Section 3.2 verifies that the asymmetric time slot com-
munication sequence can be regarded as the symmetric
channel hopping sequence for rendezvous. In other words,
when time slots in the network all have the same length, the
time required to establish a communication link is at least
two time slots.

3.3. Algorithm Processes. As mentioned in Section 2, the
channel frequency hopping sequence is limited by the
heterogeneity of wireless devices. Otherwise, it will waste a

lot of time that uses the traditional rendezvous algorithm. As
there are some differences between the available channels of
wireless devices and the total number of channels. It is,
therefore, crucial to design a suitable rendezvous algorithm
for asymmetric channel environments.*e algorithmmodel
is shown in Figure 5.

*e MPE algorithm needs to initially rendezvous in a
limited time. Since the number of available channels for each
wireless device is different, the channel frequency hopping
sequence of the MPE algorithm is unequal in different
devices. We assume that D and E (D and E are both periodic
sequences), respectively, represent the channel sequences of
two wireless devices. D is composed of d cycle of subse-
quence, and E is composed of the base sequence e cycle. x
and y are coprime numbers, and both x and y are not less
than the number of available channels, and c is the total
number of channels. *e verification of the inevitability of
rendezvous in MPE is as follows.

D � d1, d2, d3, . . . , dy􏽮 􏽯 means the sequence containing
y repeating subsequences d � c1, c2, c3, . . . , cx􏼈 􏼉.
E � e1, e2, e3, . . . , ey􏽮 􏽯 means the sequence containing y
repeating subsequences e � c1, c2, c3, . . . , cy􏽮 􏽯.

Assume that any element c in d (d is a subsequence of D)
corresponds to ct(ct ∈ E). *en in the mth and nth sub-
sequences, c corresponds to c(t + mx)%y and c(t + nx)%y

in E, respectively. *us, if

c(t + mx)%y � c(t + nx)%y, (4)

then [(m − n)x]%y � 0 can be derived. *at is,
(m − n)x/y � k, k is a natural number.

As x and y are prime numbers and x≠yx≠y, their
relationship is elucidated by formula (5), as follows:

m − n � qy(q � 1, 2, 3, . . .) (5)

*is can be established by calculating (m − n)x/y � k

only when k� x. *erefore, in the following y-1 cycles,
∀c ∈ d will correspond to y different elements in E. If
∃c ∈ D, c ∈ E, the sequences D and E will inevitably meet
within y cycles, and, therefore, q is a natural number.

*us, if we assume that subsequences of D and E have
common channels and the lengths are different prime
numbers, there are rendezvous between D and E. When x
and y are different prime numbers, there is ∀ci ∈ d corre-
sponding to all elements in e. *is means that sequences D
and E will achieve rendezvous during a finite time.

Subsequent to research into rendezvous inevitability,
more recently, the focus has shifted to reducing rendezvous
time between two wireless devices. Since the rendezvous
time depends on the channel size (number of channels), the
aspect of reducing the rendezvous time based on global
channels was the focus of the present work.

Assuming that the number of global channels isM.*ere
are two wireless devices waiting to rendezvous in the net-
work. Each wireless device only contained one antenna, and
each antenna has only accessed a channel in a time slot. *e
available channels of the two wireless devices all belong to
global channels. Let A and B be the number of available
channels of the two wireless devices, respectively. In order to

T1 slots 

(a)

(b)

1 2 3 4 5 6 7slot

Figure 1: Synchronous/asynchronous channel hopping sequences.

T2 slots 

T2+k slots

(a)

(b)

1 2 3 4 5 6 7slot

P

Q k

Figure 2: Asynchronous aligned/nonaligned time slots.
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achieve rendezvous, it is necessary to have at least one
common channel between two wireless devices, as shown in
Figure 6.

According to Section 3.3, when the length of the sub-
sequences is different prime, the two sequences can achieve
rendezvous in a limited time. *erefore, A and B need to be
expanded into LA and LB with prime lengths. *at is to say,
both LA and LB are composed of two parts, the “original
part” (A or B) and the “fill part” (FA or FB). *e goal of the
present work was to increase the probability of the common
channel in the “fill part”(FA or FB). Different fill part
conditions are caused by different lengths of original parts.
Different methods to design “fill part” can be caused by
different lengths of “original parts.” *e “fill part” selects at
least one channel number from the original channel (A or
B). *en when the “original part” is expanded into a

subsequence with a prime number, the probability that a
single subsequence contains a common channel can be
increased. Two cases are considered in the following re-
search to design the “fill part.”

In the first case, when A≠B. We let p denotes the
probability that the “original part” contains common
channels, and m denote the length of the “fill part”. *e “fill
part” is generated from the “original part.” *e “fill part”
contains the probability pA≠B of the common channels, and
the calculation process is shown in the following formula:

pA≠B �
1
2m 􏽘

m

i�0
pC

i
m(1 − p)C

m− i
m . (6)

In the second case, when A�B, formula (7) has sug-
gested there is more overlap part between A and B than in
the previous case. In other words, the second case tends to
have more common channels. We can fill in the “fill part” by
random nonrepeated channels from the “original part.” *e
“fill part” contains the probability pA�B of the common
channels, and the calculation process is shown in the fol-
lowing formula:

pA�B �
mp

LA

. (7)

*e designing process of MPE algorithm is presented in
Table 1.

4. Performance Evaluation

4.1. Simulation Environment. In this section, we used
simulation experiments to evaluate the performance of the
proposed algorithm and verify the above assumptions. *e
parameters are shown in Table 2. MATLAB was used to
simulate the rendezvous process. *e time for a successful
rendezvous is influenced, as mentioned earlier, by the
number of global channels and the distribution of common
channels. *erefore, the experiment mainly aimed to sim-
ulate both symmetric and asymmetric rendezvous algo-
rithms under heterogeneous conditions. *e entire
simulation process was repeated 2000 times, and MTTR and
ATTR over all the simulations were recorded.

4.2. Experimental Results and Analysis. *is section simu-
lates the MPE algorithm in the symmetrical and asym-
metrical channel scenarios. *e performance evaluation
indicators are the longest convergence time and the average
convergence time. When in a symmetrical/asymmetric sit-
uation, this article uses the MPE algorithm with JS (Jump-
Stay) [25], ACH (asynchronous channel hopping rendez-
vous algorithm) [26], RW (receiver wait for rendezvous
algorithm) [27], AHW (alternate hop-and-wait channel
rendezvous algorithm), and SSB (short sequence-based
rendezvous algorithm) [28] for comparison.

Figure 7 is the comparison result of MTTR in a sym-
metrical scenario. An upward trend of MTTR could be
observed in all algorithms with the global channels in-
creasing. Since the MTTR of CRSEQ is much higher than
that of other algorithms, only a part of the data is shown in

P

k

Q

Figure 3: Asynchronous nonaligned-situation 1.

P

k

Q

Figure 4: Asynchronous nonaligned-situation 2.
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Figure 5: Common channel diagram.
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Figure 7. As for MPE, although the length of the sequence of
the MPE algorithm is slightly larger than other algorithms,
the common channel ratio is increased in “fill part” in MPE,
and thus rendezvous can be completed faster for MPE. In
symmetrical instances, when there are fewer global channels,
MPE’s MTTR is close to RW and ACH. One likely reason for
this experimental result is that the “fill part” of MPE does not
effectively improve the probability of common channels.*e
MPE algorithm is better than other algorithms in MTTR
when there are many common channels between wireless
devices.

Figure 8 is a comparison result of ATTR in the sym-
metrical scenario. In the experiment, the ATTR of each
algorithm has more obvious fluctuations compared with
MTTR. Among them, after the number of global channels of
CRSEQ exceeds 20, ATTR increases rapidly, which

substantially limited rendezvous multiple times in a limited
time. As shown in Figure 8, the common channels show an
upward trend as global channel scale expansion, which
makes the MPE algorithm show better rendezvous stability.
Compared with SSB, the ATTR of the MPE algorithm is
much smaller than the SSB algorithm, with an average
decrease of 63.9%. In the entire simulation process, the MPE
algorithm also achieves the shortest ATTR. Compared with
the ACH and RW algorithms, respectively, the average
decrease is 71.55% and 87.43%. *is shows that the MPE
algorithm has a strong continuous capability to rendezvous.

Figure 9 is the comparison result of MTTR in the
asymmetric scenario. Compared with the symmetric result,
there are two obvious characteristics. (1) *e MTTR under
asymmetric conditions shows a nonlinear upward trend. (2)
In the symmetric scenario, there appears to be no obvious
gap of MTTR between most rendezvous algorithms.
However, in the asymmetric scenario, the rendezvous cer-
tainty of each algorithm will be affected by the symmetry
scenario. *e difficulty will be significantly increased with
the fast loss of symmetry.

From Figure 9, we can see that theMTTR of JS and RW is
much higher than the other algorithms (MTTR >10000)
with an acceleration trend. *e MTTR of MPE is very close

global channels M

original part A

original part B

common channels

Figure 6: Common channel diagram.

Table 1: Multiple prime expansion algorithm.

Multiple prime expansion algorithm

1

Input: M, A, B
M: the total number of channels

A and B: two wireless devices waiting to rendezvous
A ⊂M, B ⊂M, A∩B≠∅

pA≠B � (1/2m) 􏽐
m
i�0 pCi

m(1 − p)Cm− i
m or pA�B � (mp/LA); p: probability of A or B contains common channels

m: the length of the “fill part”
2 LA(LB)� the smallest prime number not smaller than A(B)
3 if A and B are prime number
4 LA �A, LB �B
5 else
6 if A is prime number, B is composite number
7 LA �A, LB � [ B, FB]
8 else
9 if A is composite number, B is prime number
10 LA � [ A, FA], LB �B;
11 else
12 LA � [ A, FA], LB � [ B, FB];
13 end

Table 2: Parameter setting of simulating experiments.

Simulating parameter setting Value
Number of channels 5∼50
Experiment time 2000
Number of wireless devices 2
Analysis type heterogeneous/symmetrical
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to AHW when global channels have a smaller scale. How-
ever, after the number of channels is more than 30, the
MTTR of the MPE algorithm keeps steady. In contrast, all
other algorithms showed varying degrees of rapid rise. For
example, MTTR (M� 50) compared with MTTR (M� 25),
AHW increased by 236.88%, and the average growth rate of
SSB (every 5 channels) is as high as 59.3%. *e MTTR of the
MPE algorithm never exceeded 1500. *is shows that the
method adopted by the MPE algorithm has a significant
effect in suppressing MTTR.

Figure 10 shows the comparison of ATTR of algo-
rithms in the asymmetric scenario. *e ATTR of MPE is
the shortest in the experiment process. *e comparison
results show that ACH, AHW, and SSB with few

communication loads (fewer global channels) all have
better continuous rendezvous capabilities. It is worth
noting that the increase in the number of global channels
did increase the differentiation of continuous rendezvous
capabilities of all the algorithms. *e ATTR of the four
algorithms (MPE, ACH, AHW, and SSB) is much smaller
than that of the JS algorithm and the RW algorithm, and it
is 83.3% lower than that of the RW algorithm on average.
In the comparison of four algorithms (MPE, ACH, AHW,
and SSB), MPE also achieves the shortest ATTR, which is
up to 53.71% and 28.88% lower than the ACH and SSB
algorithms. *is indicates that the MPE algorithm can
also maintain the stability of the rendezvous under
asymmetric conditions.
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Figure 7: MTTR in the symmetrical scenario.
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5. Conclusions

In this work, asymmetric and heterogeneous scenarios are
the two most determinative factors in the speed of ren-
dezvous. We propose the MPE algorithm to address the
above problems. *erefore, MPE can efficiently meet the
rendezvous requirements of wireless devices in symmetric
and asymmetric scenarios under the heterogeneous channel,
resulting in that wireless devices can achieve rendezvous
faster and save channel search energy. To evaluate the ap-
plicability of MPE, some suitable analytical methods,
namely, MTTR and ATTR are also proposed. *e results
show that the performance of MPE is better than classical
blind rendezvous algorithms, namely ACH and JS.

MPE discusses the rendezvous algorithm in heteroge-
neous and asymmetric cases only for the two wireless

devices. It is not yet able to perform fast rendezvous in multi
wireless devices. *erefore, proposing a blind rendezvous
method for multiwireless devices in data interaction would
be an important future direction for research.
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In this paper, we consider a backscatter communication (BackCom) based cognitive network that consists of one primary
transmitter, one primary receiver, multiple secondary transmitters (STs), and one secondary receiver (SR). Each SToperates in the
BackCom or energy harvesting model. Our goal is to jointly optimize the energy harvesting and backscatter time, the transmit
power of the primary transmitter, and the power reflection coefficient of each ST to maximize the sum throughput of all the STs
under a nonlinear energy harvestingmodel while satisfyingmultiple constraints, i.e., the energy causality of each ST, the Quality of
Service of the primary transmitter, etc. )e formulated problem is nonconvex due to the coupled variables and hard to solve. In
order to address this problem, we decouple partial coupled variables by using the properties of the objective function and
constructing auxiliary variables, and the remaining coupled variables are decoupled via successive convex approximation (SCA).
On this basis, a SCA based iterative algorithm is developed to solve the formulated problem. Simulation results are provided to
support our work.

1. Introduction

Internet of )ings (IoT) is expected to deploy massive smart
sensor nodes in the future communications to seamlessly
connect the physical environment and the cyberspace for
providing intelligent services [1]. However, such an ap-
proach requires huge spectrum resources, and this motivates
us to consider high spectrum-efficient communication
paradigms for IoT. In this context, cognitive radio has been
proposed, whose key idea is to allow sensor nodes sharing
spectrum with primary uses without causing any harmful
factors to the primary transmission [2]. In cognitive radio,
the smart sensor node (also called secondary user) transmits
its own information by active radios that need the power-
consuming components and consume a lot of energy, greatly
shortening their lifespan and leading to an energy-con-
strained problem for smart sensor nodes.

In addition to the cognitive radio that improves the
spectrum efficiency, backscatter communication (BackCom)
is another key technology, and its main purpose is to over-
come the energy-constrained problem [3–5]. BackCom allows

a smart sensor node modulating its information on the in-
cident signals and backscattering the modulated signals to its
associated receiver by changing the power reflection coeffi-
cient so that the power-consuming components can be
avoided, while harvesting energy from the incident signal for
realizing energy self-sustainability [3–5]. Despite these su-
periorities, the communication performance of BackCom is
limited as it uses the ambient signals as the incident signals,
and the ambient signals introduce serious cochannel inter-
ference to the BackCom receiver [4]. Accordingly, researchers
proposed to use the controllable signals as the incident signals,
but such an approach requires an extra cost to deploy RF
sources. Recall that cognitive radio is able to provide con-
trollable signals for the BackCom transmitter (also referred to
as the secondary transmitter (ST) in this paper). Recent works
have integrated BackCom into cognitive radio, yielding a
spectrum- and energy-efficiency paradigm, called BackCom
based cognitive networks.

In [6], the authors formulated a problem to maximize the
throughput of a BackCom link in a BackCom based cognitive
network with a single ST by jointly optimizing the transmit
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power of the primary user and the power reflection coefficient
of the ST. In [7], the authors proposed tomaximize the energy
efficiency of the secondary link by jointly optimizing the
transmit power of the primary transmitter (PT), the power
reflection coefficient of the ST, and the time for energy
harvesting and BackCom. Extending the single ST scenario
[6, 7] into multiple STs [8], the authors maximized the sum
rate of STs by jointly optimizing the PT’s transmit power and
the power reflection coefficient of each ST. )e authors of [9]
considered a full-duplex-enabled BackCom based cognitive
network and proposed a joint time, transmit power, and
power reflection coefficient scheduling to maximize the
throughput of the BackCom system. In addition to the above
works, the harvest-then-transmit (HTT) protocol has also
been integrated into BackCom based cognitive networks, and
various resource allocation schemes have been studied
[10–12], where the main focus is to balance the time for
energy harvesting, HTT, and backscattering.

After carefully examining the existing resource alloca-
tion schemes, we note that all of them were based on a linear
energy harvesting model. As pointed out by existing works,
the linear energy harvesting model does not match the
behavior of a practical energy harvester. More specifically,
the harvest power is a nonlinear function with respect to the
input power. )e previous works [13–15] (in which Back-
Com based cognitive network has not been considered) have
proved that the mismatch of energy harvesting models will
lead to performance degradation. Accordingly, it is neces-
sary to design resource allocation for BackCom based
cognitive networks with nonlinear energy harvesting model.
Motivated by this, in this paper, we consider a BackCom
based cognitive network with multiple STs and aim to
maximize the total throughput of STs by jointly optimizing
the energy harvesting time, BackCom time, power reflection
coefficient, and PT’s transmit power under a nonlinear
energy harvesting model. Meanwhile, the energy-causality
constraint of each ST and the Quality of Service (QoS) of
both the primary link and the secondary links are consid-
ered. )e main contributions of this paper are summarized
as below.

We formulate an optimization problem to maximize the
sum throughput of STs, and propose an efficient iterative
algorithm to solve the problem. Since the formulated
problem is nonconvex, the main challenge is how to
transform the original problem into a convex one. Towards
this end, we firstly determine the optimal transmit power of
the PT by using the properties of the objective function, then
introduce some auxiliary variables to decouple coupled
variables, and lastly employ the successive convex approx-
imation (SCA) to transform a nonconvex constraint into a
linear one. We also provide computer simulation results to
verify the proposed iterative algorithm and show the ad-
vantages of the proposed scheme over the baseline schemes.

2. System Model and Working Flow

As shown in Figure 1, we consider a BackCom based
cognitive network, which consists of one PT, one PR, K

energy-constrained STs, and one SR. In this network, the PT

transmits its own information to the PR, while the RF signals
transmitted by the PT can also be exploited by the K STs for
energy harvesting (EH) and information transmission.
Assume that all the devices are equipped with a single an-
tenna and work in the half-duplex mode. Suppose that each
ST is equipped with both the EH circuit and the BackCom
circuit so that it can harvest energy from the received RF
signals and backscatter the received signals for information
transmission. In order to prolong the operation time of each
energy-constrained ST, we assume that each STonly uses its
harvested energy instead of the energy early stored in its
battery to cover the energy consumption during information
backscattering. All channels including the PT-PR link and
the ST-SR links are assumed to follow quasi-static fading. In
the beginning of each transmission block, the channel state
information (CSI) of all links can be perfectly achieved by
the PT via the existing advanced channel estimation
methods, so that the PT can determine the optimal resource
allocation scheme based on the obtained CSI and feed the
optimal scheme back to all the STs.

Let T denote the duration of the whole transmission
block. For the PT-PR link, the PTmay transmit its signals in
the whole transmission block. For the ST-SR links, the whole
transmission can be divided into two phases, which are the
EH phase and the BackCom phase, respectively. In the EH
phase, the PT broadcasts its signals to the PR while all the STs
will perform EH. In the BackCom phase, the PT keeps
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Figure 1: BackCom based cognitive network and its frame
structure.
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broadcasting while all the STs take turns to perform
BackCom in order to avoid the cochannel interference
among STs.

2.1. EH Phase. Let te denote the duration of the EH phase.
Denote Pt as the transmit power of the PT.)en, the received
signal at the k-th (k ∈K � 1, 2, . . . , K{ }) ST is given by

y
k
ST �

����

Pthk

􏽱

xp + NST, (1)

where hk denotes the channel gain of the PT–k-th ST link, xp

with E[|xp|2] � 1 is the information transmitted by the PT to
the PR, and NST is the thermal noise at the k-th ST. Since the
backscatter communication circuit consists only of passive
components and takes few signal processing operations, the
thermal noise is usually very small and can be ignored, i.e.,
NST≈0 [7].

For EH, we consider a more practical nonlinear EH
model since the linear EH model cannot characterize the
nonlinearity of the practical EH circuit [16]. )e reasons of
considering the above nonlinear EH model instead of the
one considered in [17, 18] are as follows. Firstly, the non-
linear EH model proposed in [16] is accurate enough for
characterizing the nonlinearity of practical EH circuits.
Secondly, the use of the nonlinear EH model proposed in
[16] can simplify the difficulty and reduce the complexity of
solving the formulated optimization problem. Accordingly,
we compute the harvested energy of the k-th as

E
k
e � te

akPthk + dk

Pthk + vk

−
dk

vk

􏼠 􏼡, (2)

where ak, dk, and vk are the parameters of the nonlinear EH
model.

For the PT-PR link, the received signal at the PR is
expressed as

y
e
PR �

����
Ptfp

􏽱
xp + NPR, (3)

where fp denotes the channel gain of the PT-PR link and
NPR is the additive white Gaussian noise (AWGN) at the PR
with mean zero and variance σ2. Accordingly, the achievable
throughput at the PR in this phase can be computed as

R
p
e � teB log2 1 +

Ptfp

σ2
􏼠 􏼡, (4)

where B is the system bandwidth.

2.2. BackCom Phase. )e whole BackCom phase can be
divided into K subphases. In each subphase, each ST per-
forms BackCom to transmitted information. Let tk denote
the duration of the k-th subphase. Denote αk with 0≤ αk ≤ 1
as the power reflection coefficient of the k-th ST based on
which the received RF signal at the k-th ST can be split into
two parts: one part is used for BackCom and the other part is
flowed into the EH circuit. )en, in the subphase tk, the
received signal at the SR is given by

y
k
SR �

��������

αkPthkgk

􏽱

xpxs,k +

����

Ptfs

􏽱

xp + NSR, (5)

where gk denotes the channel gain between the k-th ST and
the SR, fs is the channel gain of the PT-SR link, xs,k with
E[|xs,k|2] � 1 is the transmitted information of the k-th ST,
and NSR is the AWGN at the SR with mean zero and
variance σ2.

From (5), it can be observed that the cochannel in-
terference from the PT-SR link always exists, which de-
grades the throughput achieved by the k-th ST via
BackCom. In order to decode the transmitted information
of the k-th ST correctly, the SR performs the successive
interference cancellation (SIC) technology. Specifically, the
SR first decodes the PT’s transmitted information xp by
treating

��������
αkPthkgk

􏽰
xpxs,k as the cochannel interference and

then uses the SIC technology to cancel the interference
from the PT as well as decoding the transmitted infor-
mation of the k-th ST xs,k. )erefore, the signal to inter-
ference plus noise ratio (SINR) at the SR for decoding xp is
given by

c
p

s,k �
Ptfs

αkPthkgk + σ2
. (6)

After using SIC technology, the signal to noise ratio
(SNR) at the SR for decoding xs,k is expressed as

cs,k �
αkPthkgk

ηPtfs + σ2
, (7)

where η with 0≤ η≤ 1 is the interference cancellation factor.
Accordingly, the achievable throughput of the k-th ST-

SR link can be computed as

Rs,k � tkB log2 1 + ξcs,k􏼐 􏼑, (8)

where ξ expresses the performance gap reflecting the real
modulation [19–21]. In this subphase, the harvested energy
of the k-th ST is determined by

E
b
k � tk

ak 1 − αk( 􏼁Pthk + dk

1 − αk( 􏼁Pthk + vk

−
dk

vk

􏼠 􏼡. (9)

At the end of the BackCom phase, the total harvested
energy of the k-th ST is given by

E
k
tot � E

b
k + te + 􏽘

K

i�1
ti − tk

⎛⎝ ⎞⎠
akPthk + dk

Pthk + vk

−
dk

vk

􏼠 􏼡. (10)

For the PT-PR link, it also suffers from the cochannel
interference from the k-th ST, and the received signal at the
PR is given by

y
k
PR �

����
Ptfp

􏽱
xp +

��������

αkPthkfk

􏽱

xpxs,k + NPR, (11)

where fk denotes the channel gain from the k-th ST to the
PR.)en, the SINR at the PR for decoding xp is computed as

c
p

k �
Ptfp

αkPthkfk + σ2
. (12)
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Correspondingly, the achievable throughput of the PT-
PR link in this subphase is given by R

p

k � tkB log2(1 + c
p

k ).

3. Throughput Maximization for BackCom-
Based Cognitive Networks

In this section, we design an optimal resource allocation
scheme to maximize the total throughput of all the STs for
the BackCom based cognitive network. In particular, we
formulate a throughput maximization problem by jointly
optimizing the transmit power of the PT, BackCom time,
and power reflection coefficients of STs, as well as the EH
time, subject to QoS, energy causality, latency, transmit
power, and power reflection coefficient constraints, and then
use the existing convex tools to solve it.

3.1. Problem Formulation. Before formulating the
throughput maximization problem, we should determine
the optimization objective and constraints.

3.1.1. Optimization Objective. )e optimization objective is
to maximize the total throughput of the STs which can be
computed as

R
s
tot � 􏽘

K

k�1
Rs,k � 􏽘

K

k�1
tkB log2 1 +

ξαkPthkgk

ηPtfs + σ2
􏼠 􏼡. (13)

3.1.2. QoS Constraints. )ere are two QoS constraints to
constrain the throughput of the PTand each ST, respectively.
For the QoS constraint of each ST, we should guarantee that
the achievable throughput of each ST is not less than its
minimum required throughput. Let Cmin ,k denote the
minimum required throughput of the k-th ST. )en, the
QoS constraint of the k-th ST can be expressed as

Rs,k ≥Cmin ,k, ∀k,

⟺tkBlog2 1 +
ξαkPthkgk

ηPtfs + σ2
􏼠 􏼡≥Cmin ,k, ∀k.

(14)

For the QoS constraint of the PT, the total achievable
throughput of the PT should not be less than the PT’s
minimum required throughput, denoted by Cmin. )erefore,
the QoS constraint of the PT can be expressed as

R
p
e + 􏽘

K

k�1
R

p

k � teB log2 1 +
Ptfp

σ2
􏼠 􏼡

+ 􏽘
K

k�1
tkB log2 1 +

Ptfp

αkPthkfk + σ2
􏼠 􏼡≥Cmin.

(15)

3.1.3. Energy-Causality Constraint. )e energy-causality
constraint states that the energy consumption of each ST
should not be larger than its harvested energy during the

whole transmission block. Note that a rechargeable battery is
equipped in each STand that each STmay first use the energy
stored in its battery to support BackCom and then use the
harvested energy to power the battery. )e energy-causality
constraint ensures that the energy early stored in the battery
is not reduced. Here, we consider fixed power consumption
for BackCom by following [19–21]. LetPb,k denote the power
consumption for the k-th ST when performing BackCom.
)erefore, the energy-causality constraint for the k-th ST is
given by

Pb,ktk ≤E
k
tot � tkfk 1 − αk( 􏼁Pthk( 􏼁

+ te + 􏽘

K

i�1
ti − tk

⎛⎝ ⎞⎠fk Pthk( 􏼁, ∀k,
(16)

where fk(x) � (akx + dk/x + vk) − (dk/vk). Please note that
the power consumption for the EH circuit has been included
in the EH model and thus has not been considered in (16).

3.1.4. Transmit Power Constraint. Let Pmax denote the
maximum allowed transmit power of the PT. )en, the PT’s
transmit power constraint can be expressed as

0≤Pt ≤Pmax. (17)

Based on (13), (14), (15), (16), and (17), the throughput
maximization problem can be formulated as

P1: max
Pt,te, tk{ }

K

k�1 , αk{ }
K

k�1

R
s
tot,

s.t. C1: (14), (15),

C2: (16),

C3: (17),

C4: c
p

s,k ≥ cth,∀k􏼐 􏼑,

C5: te + 􏽘
K

k�1tk ≤T, te, tk ≥ 0,∀k,

C6: 0≤ αk ≤ , ∀k,

(18)

where C1 denotes the QoS constraints for each ST and the
PT, C2 is the energy-causality constraint for each ST, C3
constrains the maximum transmit power of the PT, C4
ensures that each STcan decode xp successfully and cth is the
threshold required for decoding xp, C5 is the latency
constraint, and C6 is the constraint for the power reflection
coefficient of each ST.

It can be observed that P1 is a highly nonconvex opti-
mization problem and is difficult to solve due to the following
reasons. Firstly, there exist several coupled relationships
between multiple optimization variables, i.e., Pt, tk, αk, etc.,
leading to the nonconvex objective function and constraints,
i.e., C1, C2, etc. Secondly, the cochannel interference causes
the difference of convex (DC) structures in the objective
function and C1, bringing new challenges to solving P1.
)irdly, the consideration of the nonlinear EH model is
another difficulty for solving P1 since the nonlinear EHmodel
makes C1 more complex. )erefore, it is hard to solve P1.

4 Wireless Communications and Mobile Computing



3.2. Solution. In order to remove DC structures existing in
the objective function and C1 and simplify P1, the following
lemma is introduced to determine the optimal transmit
power of the PT.

Lemma 1. 3e maximum throughput of all the STs for the
considered network is achieved when the PT transmits its
signals with its maximum transmit power, i.e., P∗t � Pmax.

Proof. Please see Appendix A.
By substituting Pt � Pmax into P1, P1 can be reformu-

lated as

P2: max
te, tk{ }

K

k�1 , αk{ }
K

k�1

􏽘

K

k�1
tkB log2 1 +

ζαkPmaxhkgk

ηPmaxfs + σ2
􏼠 􏼡,

s.t. C1′: tkBlog2 1 +
ζαkPmaxhkgk

ηPmaxfs + σ2
􏼠 􏼡≥Cmin ,k,∀k,

􏽘

K

k�1
tkB log2 1 +

Pmaxfp

αkPmaxhkfk + σ2
􏼠 􏼡 + teBlog2 1 +

Pmaxfp

σ2
􏼠 􏼡≥Cmin,

C2′: Pb,ktk ≤ te + 􏽘
K

i�1
ti − tk

⎛⎝ ⎞⎠fk Pmaxhk( 􏼁 + tkfk 1 − αk( 􏼁Pmaxhk( 􏼁,∀k,

C5, C7: 0≤ αk ≤min
Pmaxfs − cthσ

2

Pmaxhkgkcth

, 1􏼠 􏼡,∀k,

(19)

where C7 is the combination of C4 and C6.
P2 is still nonconvex since the coupled relationships

between different variables, e.g., αk and tk, still exist in the
objective function and several constraints. To address this

issue, we introduce the following auxiliary variables:
zk � αktk,∀k, to replace the variables αk,∀k, and rewrite P2
as

P2: max
te, tk{ }

K

k�1 , zk{ }
K

k�1

􏽘

K

k�1
tkB log2 1 +

ζzkPmaxhkgk

tk ηPmaxfs + σ2􏼐 􏼑
⎛⎝ ⎞⎠,

s.t. C1″: tkBlog2 1 +
ζzkPmaxhkgk

tk ηPmaxfs + σ2􏼐 􏼑
⎛⎝ ⎞⎠≥Cmin ,k,∀k,

􏽘

K

k�1
tkB log2 1 +

Pmaxfp

zkPmaxhkfk + σ2
􏼠 􏼡 + teBlog2 1 +

Pmaxfp

σ2
􏼠 􏼡≥Cmin,

C2″: Pb,ktk ≤ tkfk

tk − zk( 􏼁Pmaxhk

tk

􏼠 􏼡 te + 􏽘
K

i�1
ti − tk

⎛⎝ ⎞⎠fk Pmaxhk( 􏼁,∀k,

C5, C7′: 0≤ zk ≤ tk × min
Pmaxfs − cthσ

2

Pmaxhkgkcth

, 1􏼠 􏼡,

(20)

where αk � (zk/tk),∀k. □ Proposition 1. In P3, the objective function and all the
constraints except C1′′ are convex.

Proof. Please see Appendix B.
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In order to handle the nonconvex constraint C1′′ and
solve P3, the SCA method is used, where the first-order
Taylor expression is used to approximate the function
tkB log2(1 + (tkPmaxfp/zkPmaxhkfk + σ2tk)) in C1′′ and

turn this nonconvex function into a linear function. Spe-
cifically, let Fk(αk) � tkB log2(1 + (Pmaxfp/αkPmax
hkfk + σ2)). By taking the first-order derivative of Fk(αk)

with respect to αk, we have

zFk αk( 􏼁

zαk

�
− Pmax2fphkfkBtk

αkPmaxhkfk + σ2 + Pmaxfp􏼐 􏼑 αkPmaxhkfk + σ2􏼐 􏼑In2
. (21)

Using the first-order Taylor expression, Fk(αk) can be
approximated as

Fk αk( 􏼁 ≈
zFk α0k􏼐 􏼑

zα0k
αk − α0k􏼐 􏼑 + Fk α0k􏼐 􏼑 �

− Pmax2fphkfkBtk αk − α0k􏼐 􏼑

α0kPmaxhkfk + σ2 + Pmaxfp􏼐 􏼑 α0kPmaxhkfk + σ2􏼐 􏼑In2
+ Fk α0k􏼐 􏼑,

�
− Pmax2fphkfkB zk − α0ktk􏼐 􏼑

α0kPmaxhkfk + σ2 + Pmaxfp􏼐 􏼑 α0kPmaxhkfk + σ2􏼐 􏼑In2
+ Fk α0k􏼐 􏼑,

(22)

where α0k is the given value for αk and can be updated it-
eration by iteration.

By substituting (22) into C1′′, the QoS constraint for the
PT’s transmission can be rewritten as

􏽘

K

k�1

− Pmax2fphkfkB zk − α0ktk􏼐 􏼑

α0kPmaxhkfk + σ2 + Pmaxfp􏼐 􏼑 α0kPmaxhkfk + σ2􏼐 􏼑In2
+ Fk α0k􏼐 􏼑⎛⎝ ⎞⎠ + teB log2 1 +

Pmaxfp

σ2
􏼠 􏼡≥Cmin. (23)

Accordingly, P3 can be transformed into the following
subproblem, given by

P4: max
te, tk{ }

K

k�1 , zk{ }
K

k�1

􏽘

K

k�1
tkB log2 1 +

ζzkPmaxhkgk

tk ηPmaxfs + σ2􏼐 􏼑
⎛⎝ ⎞⎠,

s.t. C1‴: tkBlog2 1 +
ζzkPmaxhkgk

tk ηPmaxfs + σ2􏼐 􏼑
⎛⎝ ⎞⎠≥Cmin ,k,∀k,

􏽘

K

k�1
tkB log2 1 +

− P
2
maxfphkfkB zk − α0ktk􏼐 􏼑

α0kPmaxhkfk + σ2 + Pmaxfp􏼐 􏼑 α0kPmaxhkfk + σ2􏼐 􏼑In2
+ Fk α0k􏼐 􏼑⎛⎝ ⎞⎠ + teBlog2 1 +

Pmaxfp

σ2
􏼠 􏼡≥Cmin,

C2‴, C5, C7′.

(24)

□
Proposition 2. P4 is proved to be convex, which can be
efficiently solved by using the existing convex optimization
tools.

Proof. After using the first-order Taylor expression, the
nonconvex QoS constraint for the PT’s transmission in C1′′′
can be turned into a linear constraint. Combining with

Proposition 1, P4 can be proved to be convex and can be
efficiently solved by using the existing convex optimization
tools. □
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3.3. Design of a SCA Based Iterative Algorithm. In this
subsection, we propose a SCA based iterative algorithm to
solve P3 efficiently. )e detailed process of the proposed
algorithm is shown in Algorithm 1.

As shown in Algorithm 1, in each iteration, we should
use the existing convex tools, i.e., CVX, to optimally solve
the subproblem P4 with given α0k,∀k. )en the optimal
solutions to P4 are obtained, denoted by t∗e , t∗k􏼈 􏼉

K

k�1, α∗k􏼈 􏼉
K

k�1,
where α∗k is computed as (z∗k /t

∗
k ),∀k. If the stop condition,

namely, |α∗k − α0k|≤ ε with the maximum tolerance ε, is
satisfied, then the solution to P3 is t∗e , t∗k􏼈 􏼉

K

k�1, α∗k􏼈 􏼉
K

k�1.
Otherwise, we should update the value of α0k as α

∗
k and repeat

the above steps until the stop condition is satisfied.

4. Numerical Results

In this section, both the effectiveness and the superiority of
the proposed algorithm are verified via computer simula-
tions. )e key simulation parameters, unless otherwise
specified, are provided in Table 1. Following [16], the pa-
rameters of the considered nonlinear EH model at the k-th
ST are set as ak � 2.463, dk � 1.635, and vk � 0.826, ∀k. For
the settings of all channels, we consider a standard channel
fading model. Specifically, the channel gain of the PT-PR
link is modeled by fp � fp

′D− β
p , where fp

′ denotes the small-
scale fading of the PT-PR link, Dp is the distance from the
PT to the PR, and β denotes the path loss exponent. )e
channel gain of the PT–k-th ST link is given by
gk � gk
′D− β

1,k,∀k, where gk
′ and D1,k are the small-scale fading

and the distance from the PTto the k-th ST, respectively.)e
channel gain of the k-th ST–SR link is modeled by
hk � hk
′D− β

2,k,∀k, where hk
′ and D2,k are the small-scale fading

and the distance from the k-th ST to the SR, respectively.)e
channel gain of the k-th ST–PR link is fk � fk

′D− β
3,k,∀k with

the small-scale fading fk
′ and the distance D3,k. )e channel

gain of the PT-SR link is modeled by fs � fs
′D− β

s ,∀k, with
the small-scale fading fs

′ and the distance Ds. In the sim-
ulations, we set β � 2.7, Dp � 30 m, Ds � 30 m, D1,1 � 12 m,
D1,2 � 10 m, D1,3 � 15 m, D1,4 � 13 m, D2,1 � 20 m, D2,2 �

15 m, D2,3 � 20 m, D2,4 � 15 m, D3,1 � 25 m, D3,2 � 30 m,
D3,3 � 30 m, and D3,4 � 30 m.

Figure 2 demonstrates the convergence of Algorithm 1,
where different settings of Cs,min are considered and
Cmin1 � Cmin2 � Cmin3 � Cmin4 � Cs,min. We set Cs,min as
10 bits, 20 bits, and 30 bits. It can be observed that the
proposed algorithm in Algorithm 1 can always converge to a
certain value after only a few iterations, i.e., 3 iterations. )is
indicates that the proposed algorithm is convergent and
computationally efficient. Besides, it can also be seen that a
larger Cs,min brings a lower total throughput of all STs.)is is
because a larger Cs,min means a higher QoS requirement for
the ST’s transmission, and more resources will be allocated
to the STs with worse channels, leading to a reduction in the
total throughput of all STs.

Figure 3 plots the total throughput of all STs versus the
minimum required throughput for each ST Cs,min, and
Cs,min is varied from 5 bits to 30 bits. In order to illustrate the
advantages of the proposed scheme, we compare the per-
formance achieved by the proposed scheme with the fixed
scheme, where the power reflection coefficient of each ST is
fixed as 0.5, 0.8, and 0.9, respectively. As shown in this figure,
the total throughput of all STs decreases with the increase of
Cs,min, since a larger Cs,min brings a higher QoS requirement
for the ST’s transmission, and more resources will be al-
located to the STs with worse channels, leading to a re-
duction in the total throughput of all STs. By comparisons,
we can see that the total throughput of all STs under the
proposed scheme is higher than that under the fixed scheme,
as the proposed scheme provides more flexibilities to utilize
resources efficiently for maximizing the total throughput of
all STs. )is also demonstrates the superiority of the pro-
posed scheme.

Figure 4 shows total throughput of all STs versus the
minimum SINR threshold required for decoding xp, cth,
where cth ranges from 20 to 100. )e power reflection co-
efficient of each SN under the fixed scheme is set as 0.5, 0.8,
and 0.9. It can be observed from this figure that the total
throughput of all STs decreases when cth increases. )is is
because a higher cth brings a higher requirement for

(1) Set the maximum tolerance ε and the maximum number of iterations Imax;
(2) Set the iteration index i � 1 and the initial given values α0k,∀k;
(3) Based on Lemma 1, the optimal transmit power of the PT P∗t is set as Pmax;
(4) repeat
(5) Solve the optimization problem P4 with given α0k,∀k, to obtain the optimal solutions, denoted by t∗e , t∗k􏼈 􏼉

K

k�1, z∗k􏼈 􏼉
K

k�1;
(6) Compute α∗k as (z∗k /t

∗
k ),∀k;

(7) Compute the value of Rs
tot based on (13);

(8) if |α∗k − α0k|≤ ε then
(9) Set Flag � 1;
(10) else
(11) Set Flag � 0 and i � i + 1;
(12) Update α0k as α0k � α∗k ,∀k;
(13) end if
(14) until Flag � 1 or i � Imax.
(15) Output P∗t , t∗e , t∗k􏼈 􏼉

K

k�1, α∗k􏼈 􏼉
K

k�1 and Rs
tot.

ALGORITHM 1: SCA based iterative algorithm.
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Table 1: Key simulation settings.

Parameter Notation Value
)e entire time block T 1 second
)e communication bandwidth B 100 kHz
)e constant circuit power consumption for BackCom at the k-th ST Pb,k 10 μ W
)e maximum transmit power at the PT Pmax 1 W
)e performance gap reflecting the real modulation for BackCom ξ − 15 dB
)e noise power σ2 − 60 dBm
)e number of STs K 4
)e minimum required throughput of the k-th ST Cmin ,k 10 bits
)e minimum required throughput of the PT Cmin 100 bits
)e threshold required for decoding xp cth 20

Cs,min=10 bits
Cs,min=20 bits
Cs,min=30 bits
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Figure 2: )e convergence of Algorithm 1 under different settings of Cs,min, where Cmin1 � Cmin2 � Cmin3 � Cmin4 � Cs,min.
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Figure 3: Total throughput of all STs versus the minimum required throughput for each ST.
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decoding xp, leading to a reduction in the total throughput
of all STs. By comparisons, we can observe that the proposed
scheme outperforms the other schemes in terms of the total
throughput of all STs, which illustrates the advantages of the
proposed scheme.

Figure 5 shows the total throughput of all STs versus the
maximum allowed transmit power at the PT Pmax under
different schemes. Here, Pmax varies from 1W to 3W. It can
be observed that the total throughput of all STs under all the
schemes increase with the increase of Pmax. Based on Lemma
1, the optimal transmit power of the PT is determined by

Pmax, and a higher transmit power of the PT allows STs to
harvest more energy for supporting the energy consumption
of BackCom and to backscatter signals with a higher power,
resulting in an improvement for the total throughput of all
STs. Besides, we also observe that the total throughput of all
STs under the proposed scheme is the highest among these
schemes, which also demonstrates the superiority of the
proposed scheme in terms of total throughput of all STs.
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5. Conclusions

In this paper, we have studied the throughput maximization
for the BackCom based cognitive network while considering
a nonlinear EH model. Specifically, we have formulated an
optimization problem to maximize the total throughput of
all STs by jointly optimizing the EH time, the transmit power
of the PT, the BackCom time, and the power reflection
coefficient of each ST under the QoS, energy causality, la-
tency, transmit power, and power reflection coefficient
constraints. In order to solve the nonconvex problem, we
first determined the optimal transmit power of the PT by
using the properties of the objective function and then

proposed a SCA based iterative algorithm to obtain the
proposed scheme. )e simulation results verified the quick
convergence of the proposed algorithm and showed that the
proposed scheme outperforms the other schemes in terms of
total throughput of all STs.

Appendix

A. Proof of Lemma 1

Let Ck(Pt) � tkB log2(1 + (ξαkPthkgk/ηPtfs + σ2)) and
Rs
tot � 􏽐

K
k�1 Ck(Pt). By taking the first-order derivative of

Rs
tot with respect to Pt, we have

zR
s
tot

zPt

� 􏽘 K
k�1

zCk Pt( 􏼁

zPt

� 􏽘

K

k�1

tkBξαkhkgkσ
2

ηPtfs + σ2􏼐 􏼑 ηPtfs + σ2 + ξαkhkgkPt􏼐 􏼑In2
. (A.1)

Since (zRs
tot/zPt)> 0 always holds, Rs

tot is a monotone
increasing function with respect to Pt. )at is to say, a larger
Pt brings a larger Rs

tot. In order to maximize Rs
tot, the optimal

transmit power of the PT, denoted by P∗t , should equal the
maximum within its feasible region.

By observing the constraints C1,C2,C3, and C4, we can
find that the lower bound of Pt is determined by C1,C2, and
C4 while the upper bound of Pt is always Pmax. )e reasons
are as follows. As for C1, similar toRs

tot, we can prove that the
functions Ck(Pt) and 􏽐

K
k�1 tkB log2(1 + (Ptfp/αkPthkfk +

σ2)) + teB log2(1 + (Ptfp/σ2)) are monotone increasing
functions with respect to Pt. )e proof process is omitted
here for brevity. )erefore, C1 determines a lower bound of
Pt.

As for C2, since the harvested power of the EH circuit
increases with the increase of the input power and then
converges to the maximum value when the input power is
large enough, fk(x) is a monotone increasing function with
respect to x. )at is, the right side of C2 is also a monotone
increasing function with respect to Pt, and Pt determines
another lower bound of Pt.

As for C4, based on (6), we can transform C4 as
Pt ≥ (cthσ2/fs − cthαkhkgk), ∀k, which is also a lower bound
of Pt.

)erefore, the upper bound of Pt is only determined by
Pmax, and the optimal transmit power of the PT is given by
P∗t � Pmax. )en, the proof of Lemma 1 is complete.

B. Proof of Proposition 1

After carefully analyzing P3, it is not hard to conclude that
both constraints C5 and C7′ are linear constraints. )us, P3
is convex if and only if the objective function is a concave
function and constraints C1′′ and C2′′ are convex.

For the objective function, using the fact that the per-
spective function can preserve convexity, we can find that
the convexity of the function tkB log2(1 + (ξzkPmax
hkgk/tk(ηPmaxfs + σ2))) is the same as that of the function

log2(1 + (ξzkPmaxhkgk/ηPmaxfs + σ2)). Since log2(1+

(ξzkPmaxhkgk/ηPmaxfs + σ2)) is a concave function with
respect to zk, tkB log2(1 + (ξzkPmaxhkgk/tk(ηP

maxfs + σ2))) is a concave function jointly with respect to zk

and tk. )us, the objective function is a concave function.
For the QoS constraint for the ST’s transmission in C1′′,

since tkB log2(1 + (ξzkPmaxhkgk/tk(ηPmaxfs + σ2))) is a
concave function jointly with respect to zk and tk, the QoS
constraint for the ST’s transmission is convex. For the QoS
constraint for the PT’s transmission in C1′′, tkB log2(1 +

(tkPmaxfp/zkPmaxhkfk + σ2tk)) is neither convex nor con-
cave, leading to the nonconvex QoS constraint for the PT’s
transmission and the nonconvex constraint C1′′.

For the constraint C2′′, its convexity depends on the
convexity of tkfk((tk − zk)Pmaxhk/tk). Based on the per-
spective function, the convexity of tkfk((tk − zk)Pmaxhk/tk)

is the same as that of fk((1 − zk)Pmaxhk). By taking the first-
order derivative of fk((1 − zk)Pmaxhk) with respect to
(1 − zk)Pmaxhk, we have

zfk 1 − zk( 􏼁Pmaxhk( 􏼁

z 1 − zk( 􏼁Pmaxhk

�
akvk − dk

1 − zk( 􏼁Pmaxhk + vk( 􏼁
2. (B.1)

Since the harvested power of the EH circuit increases
with the input power, (zfk((1 − zk)Pmaxhk)/z(1 − zk)

Pmaxhk) should be always larger than or equal to 0.
)erefore, akvk − dk ≥ 0 always holds. )en, we take the
second-order derivative of fk((1 − zk)Pmaxhk) with respect
to zk; we have

z
2
fk 1 − zk( 􏼁Pmaxhk( 􏼁

zz
2
k

�
− 2 Pmaxhk( 􏼁

2
akvk − dk( 􏼁

1 − zk( 􏼁Pmaxhk + vk( 􏼁
3 . (B.2)

According to akvk − dk ≥ 0, we have
z2fk((1 − zk)Pmaxhk)/zz2k ≤ 0. )erefore,
fk((1 − zk)Pmaxhk) is a concave function with respect to zk.
Correspondingly, tkfk(((tk − zk)Pmaxhk/tk)) is also a con-
cave function jointly with respect to zk and tk, and the
constraint C2′′ is convex.
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Based on the above analysis, Proposition 1 is obtained,
and the proof is complete.
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The construction of a deep and large foundation will inevitably impose stress and deformation on the existing shield tunnel
structure. Based on the two-stage analysis and the Pasternak foundation beam model, the analytical solution for the existing
tunnel deformation is derived by taking the grouting pressure and water buoyancy into account in the total tunnel
deformation. Using FLAC 3D software, based on the soil-structure interaction model, the variation law of the tunnel uplift
value under partition excavation of the foundation pit is studied and the variation law of the stress field and displacement
field of the tunnel under the MJS method is analyzed and compared. The results of this paper are worthy of reference for
similar projects.

1. Introduction

With the rapid construction of urban underground space
development, it is often encountered that the new founda-
tion pit or tunnel project is adjacent to the existing tunnel
construction. Therefore, the deformation analysis of the
built operation tunnel by underground space unloading
development has become a key problem to be solved in pro-
jects and scholars are gradually keen on analyzing the influ-
ence of excavation on existing tunnels.

The unloading of foundation pit excavation will cause
the change of the displacement field and stress field of the
underlying shield tunnel. When the vertical displacement
or lateral convergence deformation of the shield is large, it
will seriously affect the safe use and operation of the existing
tunnel [1–5]. At present, many scholars have used theoreti-
cal calculation [6–8], numerical simulation [9–12], and mea-
sured analysis [13, 14] to conduct in-depth analysis on the
deformation of the underlying tunnel caused by foundation

pit excavation under different geological conditions or con-
struction schemes. In addition, many factors are also consid-
ered in the research on the mechanism of stress and
displacement of a tunnel caused by loading or unloading.
Zhang et al. [15] considered the role of the foundation pit
supporting structure, established the additional confining
pressure variation model of adjacent shield tunnels consider-
ing the influence of longitudinal deformation, and obtained
the variation law of the influence of foundation pit excava-
tion on the lateral force of shield tunnels.

Jiang [16] introduced the rheological deformation of soil
in the viscoelastic-plastic theoretical model and analyzed the
deformation law of existing tunnels under different relative
distances, excavation areas, and construction procedures in
the process of foundation pit excavation. Zhang et al. [17]
considered the dewatering effect of the foundation pit and
obtained the theoretical calculation formula of additional
stress and vertical deformation of the underlying existing
tunnel caused by upper excavation and dewatering. Hefny
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and Chua [18] used PLAXIS software combined with spe-
cific working conditions to study the influence of the new
tunnel close crossing construction on the existing tunnel.
Tao et al. [19] took the segment floating of Q3 clay subway
tunnel excavation in Xuzhou as the research object and
obtained the analytical solution of segment floating caused
by shield tunnel excavation. Liang et al. [20] considered
the bending and shear effects of the shield tunnel in solving
the tunnel deformation caused by foundation pit excavation
and compared it with the simulation results and measured
values to verify the correctness of the theoretical solution.
Tan et al. [21] analyzed the influence of partition excavation
of foundation pit on subway tunnel around foundation pit
from the perspective of engineering measured data under
sensitive geological conditions of hard clay. Sun et al. [22]
studied the deformation law of tunnel under different exca-
vation methods of foundation pit. Zhang et al. [23] simpli-
fied the existing shield tunnel as a Timoshenko beam
placed on the Pasternak foundation, and the longitudinal
deformation formula of the existing shield tunnel induced
by ground surcharge was derived. In summary, the existing
research considers many factors when solving the stress
and deformation law of the tunnel caused by the excavation
of the foundation pit but few scholars consider the deforma-
tion caused by the excavation of the shield tunnel into the
total deformation of the tunnel. Especially when the con-
struction time of the foundation pit and the tunnel is close,
the superposition construction effect of tunnel excavation
and foundation pit excavation will cause large deformation
of the tunnel. Therefore, based on the above research results,
this paper analyzes the disturbance effect of the partition
unloading of the foundation pit on the existing tunnel. Based
on two-stage analysis method and Pasternak foundation
beam model, a theoretical model of segment floating is
established by spatializing the time axis. Solving the defor-
mation law of the tunnel under superposition provides a
more accurate calculation method of tunnel deformation
for such projects. In addition, based on the overlapping pas-
sage project of Xuzhou Metro Line 2, this paper uses
FLAC3D to carry out simulation and makes a more in-
depth analysis of the internal force change and deformation
mechanism of the tunnel under partition unloading, in order
to provide a basis for the rational planning and construction
of similar foundation pit projects.

2. Analytical Solution of Tunnel Vertical
Deformation Caused by
Excavation Unloading

2.1. Calculation Method of Additional Stress of the Tunnel
Structure Caused by Excavation. Since the excavation time
of the foundation pit is after the completion of tunnel con-
struction, the interaction between the two on tunnel defor-
mation is weak, so the tunnel deformation during tunnel
construction and during foundation pit excavation is calcu-
lated separately in this paper. The excavation of the founda-
tion pit in the existing subway tunnel belongs to the internal
unloading effect of the soil. When calculating the tunnel

deformation, the Mindlin elastic solution [24] can be used
to calculate the vertical load acting on the tunnel structure
first.

Figure 1 shows the single-tunnel diagram of Mindlin
solution. On this basis, we expanded it, combined with the
actual working situation on the site, and conducted theoret-
ical derivation again. Figure 2 shows the Mindlin solution
diagram of the foundation pit above the tunnel.

When a point (ξ, η) acts on a concentrated force pdξdη
at depth h, the vertical additional stress at any point Q (x,
y, z) in a semi-infinite elastic space soil is

σz =
p

8π 1 − νð Þ
�

1 − 2νð Þ z0 − hð Þ∬D

dξdη

R3
1

+ 3 z0 − hð Þ3∬D
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R5
1

− 1 − 2νð Þ z0 − hð Þ∬D

dξdη
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2
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×∬

D

dξdη

R5
2

+ 30hz0 z0 + hð Þ3∬D

dξdη

R7
2

�
,

ð1Þ

Z

z

O

R
2

R
1

h
h

X

Q (x, y, z)

Y

Figure 1: Mindlin solution diagram.

O

Y

Z

Z o

h
Figure 2: Mindlin diagram of the foundation pit above the tunnel.
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with

R1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − ξð Þ2 + y − ηð Þ2 + z0 − hð Þ2,

q

R2 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − ξð Þ2 + y − ηð Þ2 + z0 + hð Þ2

q
,

ð2Þ

where ν is the Poisson’s ratio, h is the excavation depth of
the foundation pit, and z is the distance between the tunnel
center line and the surface.

2.2. Solution of Vertical Deformation of the Tunnel Structure
Caused by Foundation Pit Excavation. When calculating the
vertical deformation at any position of the tunnel caused
by the excavation of the foundation pit, considering the
consistency with the calculation method of the floating
amount caused by the tunnel construction, this paper uses
the Pasternak foundation model to calculate the deforma-
tion of the existing tunnel under the additional load and
the Pasternak foundation model can simulate the shear
force between the soil springs and the continuity of the
deformation; thus, the calculation results are more accu-
rate. The stress of the tunnel is substituted into the model,
and after a series of simplifications, the vertical deforma-
tion of the tunnel caused by the excavation of the founda-
tion pit at any point can be obtained.

ω xð Þ = eax C1 cos βx + C2 sin βxð Þ + e−ax C3 cos βx + C4 sin βxð Þ:
ð3Þ

3. Analytical Solution of Tunnel Vertical
Deformation considering Floating Factor

Figure 3 shows the upward deformation caused by grouting
pressure, and water buoyancy often occurs during shield
tunnel construction.

In the paper, the segment uplift is divided into five
stages: (I) the ungrouted stage, (II) the fast uplift stage,
(III) the slow uplift stage, (IV) the equilibrium stage, and
(V) grout solidification.

According to the Pasternak foundation beam model, the
differential equation of segment deflection caused by tunnel
construction is

EI
d4y

dx4
− GB

d2y

dx2
+ KBy = P xð Þ, ð4Þ

where EI is the bending stiffness of the foundation beam
(kN·m2), y is the floating capacity (m), K is the foundation
bed coefficient (kN/m3), x is the longitudinal axis (m), G is
the shear stiffness of foundation soil (kN/m), B is the width
of the tube ring (m), P is buoyancy (kN), t is the time axis
(m) after spatialization.

General solution of homogeneous equation of differen-
tial equation of torsion curve can be obtained according to
formula (4)

y = eαx C1 cos βtð Þ + C2 sin βtð Þ½ � + e−αx C3 cos βtð Þ + C4 sin βtð Þ½ �,
ð5Þ

where C1, C2, C3, and C4 in the expression are constants to
be determined and their values are determined by the
boundary conditions. Since in equation (4), it is a special
solution of equation (4). So the general solution of formula
(4) is:

y = eαt C1 cos βtð Þ + C2 sin βtð Þ½ �
+ e−αx C3 cos βtð Þ + C4 sin βtð Þ½ � + at + b

KB
:

ð6Þ

The influence of the shield tail on point 0 is regarded as
hinged support. Since the slurry has been solidified as a fixed
end at point 3, the vertical displacement and bending
moment of node 0 are equal to 0, the vertical displacement
and rotation angle of node 3 are equal to 0, and the bound-
ary conditions are

y10 t=0j = 0,
y10′ t=0j = 0,
y33 t=3j = 0,
y33′ t=3j = 0:

ð7Þ

As shown in Figure 2, the connection points 1 and 2 of
segment assembly (I), segment floating (II, III, and IV),
and slurry (V) fully solidified; the deflection, rotation angle,
bending moment, and shear force of point 1 of segment I,
point 1 of segment II, point 2 of segment IV, and point 2

y

the shield tail

t11
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I II III IV V
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Figure 3: Calculation model of shield floating considering grouting pressure and water buoyancy.
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of segment V are the same, so the coordination equation
between foundation beams is

yij = y i+1ð Þj,

dyij
dt

=
dy i+1ð Þj
dt

,

EiIi
d2yij
dt2

= Ei+1Ii+1
d2y i+1ð Þj
dt2

,

EiIi
d3yij
dt3

= Ei+1Ii+1
d3y i+1ð Þj
dt3

,

ð8Þ

where yij is the deformation of the beam and j node in the i
section (i is the beam element number, j is the beam node
number, i = j = 1, 2). EiIi is the equivalent stiffness of each
segment. For formula (5), we obtain the 1st, 2nd, and 3rd
derivatives, respectively, and then replace them with the
boundary conditions and the coordination equation to
obtain 12 square matrices:

K½ � C½ � = B½ �: ð9Þ

In the formula,

K½ � =

K10½ �
K11½ � − K21½ �

− K22½ � K32½ �
K33½ �

2
666664

3
777775,

C½ � = C11 C12 C13 C14 C21 C22 C23 C24 C31 C32 C33 C34½ �T ,

B½ � = 0 0 at + b
K2B2

a
K2B2

0 0 at + b
K2B2

a
K2B2

0 0 0 0
� �T

,

K10½ � =
γ10 ε10 λ10 η10

γ10′ ε10′ λ10′ η10′

" #
,

K11½ � =

γ11 ε11 λ11 η11

γ11′ ε11′ λ11′ η11′

γ11″ ε11″ λ11″ η11″

γ‴11 ε‴11 λ‴11 η‴11

2
666664

3
777775,

K21½ � =

γ21 ε21 λ21 η21

γ21′ ε21′ λ21′ η21′

γ21″ ε21″ λ21″ η21″

γ‴21 ε‴21 λ‴21 η‴21

2
666664

3
777775,

K22½ � =

γ22 ε22 λ22 η22

γ22′ ε22′ λ22′ η22′

γ22″ ε22″ λ22″ η22″

γ‴22 ε‴22 λ‴22 η‴22

2
666664

3
777775,

K32½ � =

γ32 ε32 λ32 η32

γ32′ ε32′ λ32′ η32′

γ32″ ε32″ λ32″ η32″

γ‴32 ε‴32 λ‴32 η‴32

2
666664

3
777775,

K33½ � =
γ33 ε33 λ33 η33

γ33′ ε33′ λ33′ η33′

" #
:

ð10Þ

The undetermined constant Cij (i = 1,2,3) can be obtained
by solving formula (9). j = 1,2,3,4 and the undetermined con-
stants are substituted back to formula (5), that is, the theoret-
ical solution of the static uplift of each beam section at the
stress stage at that time. Bymultiplying the theoretical solution
of the static buoyancy of each beam segment by the T-hour
compression reduction coefficient of the soil ½H�, the theoret-
ical solution of the segment buoyancy can be obtained:

L =
ð
yi ⋅Hidt + Cl, ð11Þ

whereC1 is the floating volume of the segment caused by other
construction factors (including the grouting method and
slurry properties) and it is a fixed constant under certain work-
ing conditions. The total uplift of the tunnel can be obtained
by superposition of the vertical deformation of the tunnel
obtained by the two methods.

4. Project Overview and Numerical
Model Establishment

The foundation pit of the passage project crossing Xuzhou
Metro Line 2 is constructed by the open cut and sequential
method. The excavation area of the foundation pit is
1600m2, and the excavation depth is 10.8m. The bottom
of the foundation pit is only 2.4m away from the roof of
the tunnel. The soil inside and outside the foundation pit
is reinforced by the MJS method, and the foundation pit is
supported by the combination of the bored pile with Ф800
mm @1000mm and the internal support. The diameter of
the existing shield tunnel is 6.2m, the thickness of the seg-
ment is 0.3m, and the net distance between the left and right
tunnels is about 8m, as shown in Figure 4.

Considering the influence on the shield tunnel, the safety
level of the foundation pit is first grade. Due to the large
range of foundation pit excavation, in order to reduce the
influence of the overall one-time excavation on the existing
tunnel structure, the foundation pit is divided into six parti-
tions for block excavation considering the actual working
conditions, as shown in Figure 5.

The actual working condition of the site foundation pit is
a parallelogram, but in order to facilitate the theoretical der-
ivation and the convenience of the subsequent FLAC 3D
modeling, the shape of the foundation pit is regularized to
become a rectangle.

According to the geological survey report, the strata
involved can be mainly divided from top to bottom into
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miscellaneous fill, plain fill, clay, silt, and moderately weath-
ered limestone. The solid element is used for the simulation
of the stratum, reinforced soil, shield segment, and pile body.
The beam structural unit is used for the simulation of the
support in the foundation pit, and the liner structural unit
is used for the simulation of the diaphragm wall. The param-
eters of the constitutive model are shown in Table 1.

In order to ensure the safety of the existing subway tun-
nel structure, the soil around the tunnel is usually reinforced
by the MJS method in the project. As presented in Figure 6,
the thickness of the solid added above the tunnel is 4.5m
and the thickness of the solid added on both sides of the tun-
nel is 2–6m. There is 1m safe distance between the solid
added and the tunnel. Two rows of uplift piles are set
between the left and right tunnels to connect with the bot-
tom plate of the foundation pit structure, and the length of
bored piles on both sides of the tunnel is appropriately
increased.

The simulation is divided into 5 analysis steps according
to different construction stages: (1) applying gravity stress
field, balancing ground stress, and clearing displacement;
(2) excavating the tunnel soil, activating and assigning the
elastic element parameters to the tunnel segment, and using
the “apply nstress” command to force the surface to simulate
the grouting pressure; (3) MJS reinforcement of the soil
around the tunnel and construction of uplift piles; (4) foun-
dation pit partition construction; and (5) connecting the
construction structural floor with the uplift pile.

The optimal construction sequence of each partition
needs to be determined after it is necessary to determine
the optimal construction sequence of each zone. Zone II
and zone V are suitable for the first construction because
the excavation area is small and the disturbance effect on soil
and surrounding existing structures is weak. The overall
construction sequence of area I and area IV should be earlier
than that of area III and area VI, because there are many
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Figure 4: Vertical stratigraphic labeling on the left side of the longitudinal section of the foundation pit crossing the subway node.
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Figure 5: Construction process diagram of the foundation pit.

5Wireless Communications and Mobile Computing



buildings nearby and the surrounding environment is poor.
Based on this, the different excavation sequences and the
maximum uplift values of the final tunnel obtained by the
above simulation analysis steps of each scheme are shown
in Table 2.

It can be seen in the table that the influence of the
change of the excavation sequence of the foundation pit on
the deformation of the tunnel is different. The final maxi-
mum uplift value of the tunnel under scheme 2 is the smal-
lest, and the excavation sequence of scheme 2 should be
selected for foundation pit construction. The subsequent
numerical simulation also selects the construction sequence
under the scheme to study the deformation and stress law
of the tunnel under different working conditions.

5. Calculation Results and
Comparative Analysis

5.1. Tunnel Deformation Analysis without Reinforcement
Measures. In order to verify and compare the vertical defor-

mation results of the tunnel obtained by the theoretical
method and to explore the weakening effect of the MJS
method on the stress and deformation transfer of the soil
around the tunnel, it is necessary to carry out the excavation
simulation of the foundation pit without reinforcement
measures. The vertical deformation of the tunnel under this
condition is shown in Figure 7.

The calculation shows that after the excavation of the
foundation pit, the maximum uplift of the tunnel without
reinforcement measures reaches 28.57mm, which occurs in
the position of the left line tunnel near the center line of
the foundation pit, and the maximum uplift of the right line
tunnel is 26.83mm, which obviously exceeds the allowable
deformation of the subway shield tunnel, which seriously
affects the safe use and normal operation of the existing sub-
way tunnel. Since the excavation of the upper area of the left
line tunnel is earlier than that of the upper area of the right
line tunnel, the uplift value of the left line tunnel is greater
than that of the right line. As the position close to the center
line of the foundation pit, the tunnel uplift is gradually
increasing. The maximum uplift deformation of the tunnel
under different construction stages is shown in Figure 8.

It is shown that the maximum uplift of the tunnel
increases gradually with the construction steps. After the
completion of the tunnel construction, the maximum uplift
value is 7.69mm, accounting for 26.9% of the total deforma-
tion, indicating that the grouting pressure has caused a cer-
tain amount of uplift of the segment in the tunnel shield
construction. The increase of tunnel uplift caused by excava-
tion construction in II, I, and III zones in the north of the
foundation pit is 13.31mm, which is about 1.8 times of that
caused by excavation construction in V, IV, and VI zones in
the south of the foundation pit. In the construction process
of the north of the foundation pit, more attention should
be paid to the control of tunnel deformation. In addition,
in the process of foundation pit construction, due to the
large excavation area and the early construction sequence,
the excavation of area I has the greatest impact on the uplift
value of tunnel segments. The deformation increase in this

Table 1: Calculation parameters of the soil layer.

Soil type
Thickness

(m)
Bulk modulus

(MPa)
Shear modulus

(MPa)
Density
(kg/m3)

Cohesion
(KPa)

Friction angle
(°)

Miscellaneous fill 2.2 5 3.2 1700 10 8

Plain fill 4.9 12.5 5.0 1860 21 10

Silt 13.8 16.0 8.6 1950 12 18

Clay 10.5 18.6 9 1960 75 22

Medium weathered
limestone

8.6 840 490 2300 240 37

Figure 6: 3D numerical calculation model.

Table 2: Excavation sequence table and final maximum uplift value
of the tunnel.

Scheme
number

Excavation sequence
Tunnel

maximum uplift
value (mm)

1 II⟶V⟶ I⟶VI⟶ IV⟶ III 12.86

2 II⟶ I⟶ III⟶V⟶ IV⟶VI 12.13

3 V⟶ II⟶ IV⟶ III⟶ I⟶VI 13.65

4 V⟶ IV⟶VI⟶ II⟶ I⟶ III 13.25

Figure 7: 3D grid division diagram of tunnel reinforcement.
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stage is 5.74mm, accounting for about 20.1% of the tunnel
uplift deformation in the whole construction process. There-
fore, the reinforcement strength can be appropriately
increased below this area.

5.2. Tunnel Deformation and Stress Analysis under
Reinforcement Measures. In order to further study the con-
trol effect of the reinforcement method on tunnel deforma-
tion, the vertical deformation nephogram and horizontal
deformation nephogram of the tunnel under the condition
of reinforcement measures are extracted as shown in
Figure 9.

It can be found that the uplift deformation of the tunnel
is effectively limited after the reinforcement measures are
taken and the maximum uplift is 12.13mm, which is
reduced by 57.84% compared with that before the reinforce-
ment, which meets the limit displacement requirements of

the subway tunnel. It shows that the MJS reinforcement
has obvious control effect on the deformation of the tunnel
structure. The maximum uplift position of the tunnel is
transferred to the bottom of the tunnel. This is because after
the reinforcement measures are taken, the uplift deforma-
tion of the tunnel is mainly caused by the grouting pressure
during the shield construction of the tunnel and the excava-
tion unloading of the tunnel itself, so that the overall floating
amount below the tunnel is greater than that above. At the
same time, as is known that the horizontal displacement of
the tunnel is small, the maximum value is 2.35mm, which
also meets the tunnel deformation limit. The horizontal dis-
placement of the inner part of the left and right line tunnel
under the foundation pit is small due to the blocking effect
of the solid and uplift pile, which verifies the effectiveness
of the reinforcement scheme.

In order to further study the effect of the reinforcement
scheme on the tunnel, the cloud picture of the vertical stress
field around the tunnel structure at the section where the
maximum deformation after foundation pit excavation is
located is extracted as shown in Figure 10.

It can be seen from the analysis that in the area far from
the excavation of the tunnel foundation pit, the stress distri-
bution is still approximately linear with the soil depth and
the vertical stress field of the soil around the excavation area
is greatly disturbed. Under the action of the gravity of the
reinforcement, the soil stress in the area below the tunnel
presents a “groove type” distribution. Due to the self-
weight stress of the soil transmitted by the upper structure
and under the combined action of the grouting pressure,
the vertical stress is slightly larger than that of the upper part
and the maximum value appears at the arch waist of the
tunnel.

5.3. Comparative Analysis of Calculation Results. The
parameters such as grouting pressure, Poisson’s ratio, and
foundation pit excavation depth are substituted into formu-
las (3) and (11), and the cumulative buoyancy of the tunnel
can be obtained by superposition of the two calculation
results. In order to verify the accuracy and reliability of the
theoretical calculation formula and the simulation parame-
ters in this paper, the deformation law of the tunnel is fur-
ther analyzed; therefore, the comparative curves of the
tunnel uplift under the analytical calculation results, the
measured results, and the numerical calculation results
under the above two working conditions are drawn, as
shown in Figure 11.

The theoretical values are also shown in Figure 12. It can
be found that the tunnel under different calculation methods
and working conditions shows a bending state of large
deformation in the middle and small deformation at both
ends. The curve of numerical simulation results under the
condition of reinforcement measures can better fit the vari-
ation law of measured values, indicating that the value of
simulation parameters and the establishment of the model
are more in line with the actual working conditions. The
maximum uplift deformation of the tunnel obtained by field
measurement is 11.24mm, which is 7.3% smaller than the
numerical simulation results. This is because of the obvious
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Figure 8: Cloud images of tunnel uplift deformation without
reinforcement measures.
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space-time effect and the looseness of the soil in the actual
construction process and the influence depth of foundation
pit excavation is smaller than that of the simulation. There-
fore, the measured uplift is smaller than the simulation value
after the reinforcement measures are taken but the variation
law and value of the two values are close, indicating that the

parameter value in the simulation is reasonable. From an
overall perspective, the variation law of the tunnel uplift
value obtained by theoretical calculation and numerical sim-
ulation under the condition without reinforcement measures
is basically consistent, indicating that the theoretical calcula-
tion can better predict the deformation law of the tunnel.
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Figure 12: Comparison of tunnel uplift values obtained by different methods.
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Figure 10: Tunnel deformation under reinforcement measures.
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Figure 11: Vertical stress field around the tunnel structure after foundation pit excavation.
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Because the superposition effect of the tunnel and founda-
tion pit construction is ignored in the theoretical calculation
and the stiffness of the tunnel segment is larger in the
numerical simulation, the theoretical value is slightly larger
than the simulation value. The maximum uplift deformation
of the tunnel obtained by the theory is 29.52mm, and the
value obtained by the simulation is 3.2% smaller than the
theoretical value, indicating that the theoretical calculation
results are more conducive to safety.

6. Conclusion

A theoretical calculation method is proposed to obtain the
analytical solution of the floating amount of the existing
shield tunnel under the superposition effect of the founda-
tion pit and tunnel construction, which provides a more
accurate prediction method for the tunnel deformation law
under such projects. Through numerical simulation analysis,
the deformation law of the tunnel under partition excavation
and MJS reinforcement is studied and compared.
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In this paper, we propose a target detection algorithm based on adversarial discriminative domain adaptation for infrared and
visible image fusion using unsupervised learning methods to reduce the differences between multimodal image information.
Firstly, this paper improves the fusion model based on generative adversarial network and uses the fusion algorithm based on the
dual discriminator generative adversarial network to generate high-quality IR-visible fused images and then blends the IR and
visible images into a ternary dataset and combines the triple angular loss function to do migration learning. Finally, the fused
images are used as the input images of faster RCNN object detection algorithm for detection, and a new nonmaximum sup-
pression algorithm is used to improve the faster RCNN target detection algorithm, which further improves the target detection
accuracy. Experiments prove that the method can achieve mutual complementation of multimodal feature information and make
up for the lack of information in single-modal scenes, and the algorithm achieves good detection results for information from both
modalities (infrared and visible light).

1. Introduction

With the rapid development of deep learning, the task of
target detection in computer vision tasks has made great
progress. However, the task of target detection is very dif-
ficult to apply in some real-world scenarios. In the military,
security, and other fields, traditional visible light images have
very obvious limitations. In recent years, scholars have
found that the introduction of multimodal data can sig-
nificantly improve the accuracy of detection algorithms.
Multimodality refers to image pairs formed by applying
different imaging principles to the same scene. With the
successful application of deep convolutional neural net-
works in target detection tasks, scholars have produced
many excellent results in multimodal research. (e author
uses a convolutional neural network to fuse two modal

information and discusses the impact of different fusion
stages on the target detection results [1]. (e author believes
that only fusing two modal information for target detection
is imperfect, and it is necessary to retain the unique in-
formation of the two modalities [2]. (erefore, the author
adds two modules to the network based on the idea of
probability, and one module is used. To output the degree of
dependence of the current image on the respective features
and fusion features of the two modalities, the second module
uses the output of the module 1 as the weight, and the
respective output results of the two modalities and the
output results of the fusion feature are weighted to obtain the
discrimination probability. Konig et al. use the faster RCNN
target detection algorithm, but use the fused feature layer
and the two-modal feature layer in the training process.
Literature [3] adjusts the fusion weight of each modal under
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different lighting conditions by designing a light perception
network to simulate day and night illumination, but the
detection accuracy is very dependent on the light perception
network.

In response to the above problems, this paper starts from
the perspective of the adversarial discriminant domain [4],
uses an unsupervised learning method to reduce the modal
difference between bimodal images, and proposes a modal
information fusion detection algorithm based on a gener-
ative adversarial network. In the improved generative
confrontation network, the generator is designed with local
detail features and global semantic features to extract source
image details and semantic information, and perceptual loss
is added to the discriminator to keep the data distribution of
the fused image consistent with the source image and im-
prove fusion image accuracy. (e fused features enter the
interest pooling network for rough classification, and the
generated candidate frame is mapped to the feature map,
and finally, the target classification and positioning are
completed through the fully connected layer.

2. Algorithm Structure

In traditional infrared and visible light image fusion
methods, a hybrid model is usually established to combine
the advantages (salience) of multiple parties. Although the

image fusion performance is improved, the fusion rules need
to be manually designed. Generative adversarial networks
(GAN) have inherent advantages in the field of image
generation and can fit and approximate the real data dis-
tribution without supervision. (e use of generators and
discriminators for confrontation makes the fusion image
retain richer information, and the end-to-end network
structure no longer needs to manually design fusion rules.

2.1. Information FusionNetwork Framework. (e generative
confrontation network was proposed by Goodfellow in 2014
[5] and is widely used in the field of deep learning. Gen-
erative adversarial network is a two-person zero-sum game
idea, which can effectively estimate the distribution of data
characteristics and generate new samples. (e generative
confrontation network includes a generative model (G) and
an identification model (D). (e generative model has the
ability to fit the distribution of image data, and the dis-
crimination model can estimate the probability that the
input sample is real data. (e purpose of the generator is to
generate sample data. (e sample data distribution is Pz. (e
training process of generating a confrontation network is to
make the data distribution Pz of the generated data infinitely
close to the real data distribution Pr. (e specific formula is
as follows.

min
G

max
D

VGAN(D, G) � Εx∼pr
[log D(x)] + Εz∼pz

[log(1 − D(G(z)))]. (1)

It can be seen from the above formula that PG cannot
show that if the discriminator is trained too well or too
poorly, the generator will not get effective gradient descent,
and the two cannot be updated synchronously, which will
cause the GAN training to collapse. To solve this problem,
the solution is to make the discriminator meet the Lipschitz
[6] continuity condition (Lipschitz continuity):

f x1( 􏼁 − f x2( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤K x1 − x2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌. (2)

For f, the smallest constant K is called the Lipsch con-
stant of f. Limit the gradient of the discriminator to a certain
range, so that the discriminator can gradually update the
gradient in a small range.

(is paper establishes a dual discriminator GAN for
multimodal image fusion, and the overall framework is
shown in Figure 1.

(e generator in the figure above represents the gen-
erator of the fusion image, the input channel is connected
with the visible light image and the infrared image, and the
fusion image is input to the discriminator in a single-channel
manner. (e dual discriminators discriminator I and dis-
criminator V are used to distinguish between fusion image
and infrared image and fusion image and visible light image,
respectively. After the continuous confrontation and itera-
tive update between the generator and the discriminator, the
trained generator is obtained. Single channel represents the

single channel that contains the source image and the fusion
image when the input of each discriminator is input. If the
input contains both the fusion image and the corresponding
source image as the dual channel of conditional information,
the task of the discriminator will be simplified to whether the
input image is same.(is is too simple for the discriminatory
network, and it is impossible to establish an effective con-
frontational relationship between the generator and the
discriminator.

2.1.1. Generator Network Structure. (e generator contains
a total of six convolution modules, each of which contains a
convolution layer and an activation function and uses the
same 3∗ 3 convolution kernel. (e number of convolution
kernels for the first 5 convolution modules is 32. (is can
ensure that the network structure fully extracts image fea-
tures. (e generator structure diagram is shown in Figure 2.

2.1.2. Discriminator Network Structure. (e discriminator
contains a total of 6 convolution modules. Each convolution
module contains a convolution layer and an activation
function. (e convolution size is set to 3, and the number of
convolution kernels is set to 64, 128, and 256, respectively.
Finally, it contains two fully connected layers. (e dis-
criminator structure diagram is shown in Figure 3.
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2.1.3. Loss Function

(1) Generator Loss Function. (e generator loss function is
defined as follows:

L � Ladvers(G) + λ1Lcontent. (3)

L is the total loss of the generator, Ladvers(G) represents
the confrontation loss, Lcontent represents the content loss,
and 1 is the coefficient. In order to make the generated
image, save the infrared and visible light information as
much as possible, the content loss of the generator is defined
as Lcontent.

Lcontent �
1

HW
μ If − Ir

�����

�����
2

F
+ c LBP If􏼐 􏼑 − LBP Iv( 􏼁

�����

�����
2

F
􏼒 􏼓.

(4)

Here, μ and c are the coefficients,H and W are the length
and width of the input image, and If, Ir, and Iv are the fusion
image, infrared image, and visible light image. (e first item
in the bracket is for the fusion image to save more infor-
mation from the infrared image, and the second LBP
function is defined as shown in formula (5), the purpose is to
make the fusion image save more texture information from
the visible light image.

LBP xc, yc( 􏼁 � 􏽘

p−1

p�0
2p

s ip − ic􏼐 􏼑. (5)

Here, (xc, yc) is the central pixel, and its pixel intensity
value is ic, ip. Ladvers(G) stands for confrontation loss. (e
confrontation loss consists of two parts: the confrontation
loss between the generator and the discriminator 1 and the
confrontation loss between the generator and the discrim-
inator 2, and the definition is shown as follows:

Ladvers(G) � − 􏽘
N

i�1
Εz∼pg

Di(z)􏼂 􏼃, (6)

where z represents the generated data, pg represents the
distribution of the generated data, and N represents the
number of discriminators (N takes 2).

(2) Discriminator Loss Function. Although the fusion image
generated by the generator can save infrared and visible light
information to a certain extent, it still needs to use the
generated image and the source image to save more detailed
information through the discriminator. (e discriminator
loss function is shown as follows:

LDir
� −Εx∼pir

Dir(x)􏼂 􏼃 + Εz∼pg
Dvis(z)􏼂 􏼃 + λ3Ε􏽥x ∇􏽥xDir(􏽥x)

����
����2 − 1􏼐 􏼑􏽨 􏽩.

(7)

Here, LDir
represents the loss of the visible light image

and the generated fusion image as the input of the dis-
criminator, pvis and pg represent the visible light image
distribution and the distribution of the generated image, and
λ3 is the hyperparameter.

2.2. Improved Target Detection Algorithm. (e target detec-
tion task based on the deep convolutional neural network has
made great progress with the rapid development of deep
learning, and the detection accuracy has been significantly
improved compared with traditional detection methods. Many
scholars have designedmany detection networks. In general, the
detection network is roughly divided into two-stage target
detection and single-stage target detection.(e two-stage target
detection network has a candidate frame extraction step.
Compared with the single-stage, the accuracy is higher, but the
network prediction speed is slower. From R-CNN [7] to faster
R-CNN [8], network detection accuracy is getting higher and
higher, and the detection speed is getting faster and faster. Faster
R-CNN is a classic structure in a two-stage target detection
network. (e network structure diagram is shown in Figure 4.

(e faster R-CNN target detection algorithm is to define
convolution feature extraction, candidate frame selection,
candidate frame classification, and bounding box regression
in a network, which can be regarded as faster R-CNN is the
RPN (region proposal network) network and fast R—the
combination of CNN network and the convolutional layer of
RPN [9] is shared with fast R-CNN. (e specific method is
shown in Figure 5.

Many scholars have successively proposed improvement
strategies for deep convolutional neural networks, some articles
have improved the loss function, and some have proposed new
improvement ideas such as deformable convolution and ex-
panded convolution. (is article focuses on the improvement
ideas of the nonmaximum supression (NMS) [10] algorithm.
(e function of the NMS algorithm is to remove redundant
detection results, and only keep a bounding box as the output of
the detection result, which has very important significance for
target detection. (e original detection results of the network
often producemultiple bounding boxes near the same target. At
this time, it is necessary to sort according to the probability value

Generator

Single Channel

Single Channel

Single Channel

Single Channel

Figure 1: Image fusion based on GAN.
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of the bounding box classification and select the bounding box
with the highest score as the final detection result of the target at
that location. If the remaining bounding boxes are such that if
the IoU value of the selected bounding box is greater than the set
threshold, it will be eliminated directly. (e NMS algorithm is
shown as follows:

Si �
si, IoU<Nt,

0, IoU≥Nt.
􏼨 (8)

(e disadvantage of the NMS algorithm is that if the two
targets on the image are relatively close, the IoU value of the
bounding box between the target and the target is very large,
which is very easy to cause a target to be undetected.(erefore,
in view of the above shortcomings, this paper adopts the soft-
NMS algorithm. (e purpose is to select a bounding box with
the highest current score and then update the score according to
the IoU [11] value between the surrounding bounding box and
the boundary with the highest score. A bounding box with a
larger IoU value has a lower update score; a bounding box with
a not too large IoU value will not have a too low score after the
update, so that problems caused by NMS can be avoided to a
certain extent. Soft-NMS is shown as follows:

Si �
Si, IoU<Nt,

Sie
IoU2/δ( ), IoU<Nt.

⎧⎨

⎩ (9)

2.3. Multimodal Information Fusion Detection. (e algo-
rithm in this paper regards the entire image fusion process as

a process of confrontation between the generator and the
discriminator. (e training of the network model is not
exactly the same as the test. Only the trained generator is
needed during the test, and no discriminator is required to
participate. In the confrontation generation network of the
double discriminator, the first discriminator is mainly used
to discriminate infrared images and generate images, and the
other discriminator discriminates visible light images and
generates images. (e purpose is to enable the generated
images to save infrared image temperature information and
visible light gradient information, to avoid problems such as
insufficient storage of single discriminator information and
rely on the confrontation generation network to map visible
light image information and infrared image information to
the same feature space. At this time, the target detection task
is similar to the visible light target detection. (e feature
extraction network and the classification network are
completed. (e detection framework is shown in Figure 6.

3. Experimental Results and Analysis

(e experimental environment is configured as
Ubuntu16.04 operating system, Pytorch deep learning
framework; the hardware environment is NVIDIA GTX
1080ti graphics card × 2, Intel Core i7 processor. (e ex-
perimental part uses FLIR [12] infrared data set for algo-
rithm verification. (e data set has two domains: infrared
domain and visible light domain. (e infrared image con-
tains 7153 images, and the visible light image contains 6936
images. (e detection categories are divided into three
categories: people, cars, and bicycles.

3.1. Fusion Experiment. (e fusion method in this paper is
analyzed and compared with other fusion algorithm
methods.

3.1.1. Qualitative Evaluation. (e experimental results show
that the fusion algorithm used in this paper has richer
background detail information, such as the sky information
in the two images, which obviously saves more texture in-
formation. In addition, compared with the single discrim-
inator FusionGAN [13] algorithm, it can obviously get a
better fusion effect, and it can reflect the prominent target
and detailed features of the source image better, which is
helpful for the next target detection. (e fusion effect of
different algorithms is shown in Figure 7.

3.1.2. Quantitative Evaluation. It mainly uses quantitative
evaluation index fusion methods such as information en-
tropy (EN), standard deviation (SD), mutual information
(MI), and peak signal-to-noise ratio (PSNR) [14].

It can be seen from Figure 8 that the fusion algorithm
in this paper has achieved obvious advantages in the three
indicators of MI, EN, and SD, especially in the SD in-
dicator, which shows great superiority. (is can reflect to
a certain extent that the fusion algorithm in this paper not

Infrared Image

Visible Image

Conv

ReLU

Conv

ReLU

Conv

ReLU

Conv

ReLU

Conv

ReLU

Conv

ReLU

Fused Image

Figure 2: Generator network structure.
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only has better visual effects but also has obvious ad-
vantages in quantitative evaluation.

3.2. Target Detection Model

3.2.1. Target Detection Model Training. First, use the
abovementioned trained generator to fuse visible light and
infrared images to obtain a fusion image containing mul-
timodal information and then use the image data set to train
the fusion image target detection model.

After 50,000 iterations of training, the training loss of the
visible light target detection model is about 0.5, and its loss
transformation curve is shown in Figure 9.

(e change curve of the intersection ratio between the
predicted bounding box and the actual bounding box is
shown in Figure 10. (e abscissa represents the number
of iterations, and the ordinate represents the intersection
ratio of the predicted bounding box and the actual
bounding box. As the number of iterations increases, the

intersection ratio becomes the overall. (e upward trend
is finally close to 1, which means that the predicted
bounding box in the visible light scene is very close to the
actual bounding box, which meets the training
requirements.

3.2.2. Target Detection Experiment. (e target detection
model generally uses mAP (mean average precision)
[15, 16] index for evaluation, which is the average value of
the average detection accuracy (average precision, AP) of
multiple types of objects. (e test sets under the visible
light and infrared scenes were tested, respectively, and the
results are shown in Tables 1–3.

It can be seen from the above table that the method in
this paper has a high accuracy rate in the overall struc-
ture, can effectively fuse the bimodal information, and
realize the accurate description of the scene information.
(e model detection effect is shown in Figure 11.

input
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Leaky ReLU

Conv
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Conv

Leaky ReLU

Conv

Leaky ReLU

Conv

Leaky ReLU

Conv
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FCN
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output

Figure 3: Discriminator network structure.
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Figure 7: Comparison of the effect of different fusion algorithms.
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Table 1: Visible.

Model AP (%)
Faster RCNN (+NMS) 86.28
Faster RCNN (+soft-NMS) 89.35
Ours 93.82

Table 2: Infrared.

Model AP (%)
Faster RCNN (+NMS) 84.39
Faster RCNN (+soft-NMS) 87.16
Ours 93.36
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4. Conclusion

Multimodal information fusion has a wide range of appli-
cation scenarios. (is paper designs a confrontation gen-
eration network that can realize end-to-end training to fuse
multimodal information to improve the complementarity
and low redundancy among multimodal information fea-
tures and improve the accuracy of target detection and
classification based on fusion features. Multimodal infor-
mation fusion provides richer target information than
single-modality, but it also greatly increases the amount of
calculation, which makes it difficult to achieve real-time
detection effects in application scenarios with limited
computing resources.
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In the past few years, with the continuous breakthrough of technology in various fields, artificial intelligence has been considered
as a revolutionary technology. One of the most important and useful applications of artificial intelligence is face detection. The
outbreak of COVID-19 has promoted the development of the noncontact identity authentication system. Face detection is also
one of the key techniques in this kind of authentication system. However, the current real-time face detection is
computationally expensive which hinders the application of face recognition. To address this issue, we propose a face
verification framework based on adaptive cascade network and triplet loss. The framework is simple in network architecture
and has light-weighted parameters. The training network is made of three stages with an adaptive cascade network and utilizes
a novel image pyramid based on scales with different sizes. We train the face verification model and complete the verification
within 0.15 second for processing one image which shows the computation efficiency of our proposed framework. In addition,
the experimental results also show the competitive accuracy of our proposed framework which is around 98.6%. Using
dynamic semihard triplet strategy for training, our network achieves a classification accuracy of 99.2% on the dataset of
Labeled Faces in the Wild.

1. Introduction

Artificial intelligence is one of the hottest topics in computer
science which studies theories and methods used to make
machine as intelligent as human beings. With the continu-
ous breakthrough of technology in various fields, artificial
intelligence has been considered as a new revolutionary
technology to make progress in scientific, technological,
and industrial revolution. Driven by a large amount of data,
better artificial intelligence algorithms, and more powerful
computing equipment, a variety of artificial intelligence
applications have been used in both industries and people’s
daily life. Artificial intelligence industry refers to an industry
that provides intelligent products and technical services to
the society based on artificial intelligence technology. It has

derived various new intelligent applications through
enabling manufacturing, agriculture, medical, and other
industries, such as subtopic detection [1], intelligent agricul-
ture [2], and smart grid [3]. These applications have become
a new engine to promote high-quality economic and social
development.

With the continuous development of mobile phone
applications, digital image processing and recognition have
attracted more and more attention. Before the development
of artificial intelligence technology, image recognition was
mainly based on statistical decision-making and template
matching. These traditional image recognition methods have
their own limitations, and in the process of image recogni-
tion, it is necessary to manually preprocess the image and
extract relevant features. If the image to be recognized has
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large deformity or strong noise interference, the traditional
recognition methods cannot get the expected results, result-
ing in poor accuracy of image recognition. With the devel-
opment of artificial intelligence technology, various deep
learning methods have raised image recognition technology
to a new level, which has greatly improved both accuracy
and real-time efficiency. The deep learning method repre-
sented by convolutional neural network, relying on its self-
learning ability and computer computing ability, has
achieved very good image recognition results in various
application fields.

Face recognition is an important research field of digital
image processing and recognition. Because of its wide appli-
cation in business and security fields, face recognition
becomes more and more important. For example, in the
context of national fitness, people have more opportunities
to enter the Asian Games venues for exercise. If efficient face
recognition machines are configured in these venues, users
can quickly get in and out of the sports venues. Face is the
biometric information of users, which can be bound with
the account to better understand the data of users’ subse-
quent fitness, so as to further guide users to better carry
out national fitness. Another useful scenario for face recog-
nition is mobile payment. Through the face payment func-
tionality of Alipay (the payment application of Alibaba
group), users can complete payment conveniently and
quickly, all of which benefit from efficient and safe face rec-
ognition algorithm. Another technique popularizes the
application of face recognition is Internet of Things (IoT).
IoT is one of the important application areas of 5G and
future wireless communication systems. Backscatter com-
munication can realize the low power consumption infor-
mation transmission of IoT. Face recognition is an
important application of IoT. The lightweight face recogni-
tion framework can be widely used in low-power devices
to enrich the application scenarios of IoT. The lightweight
face recognition framework combined with backscatter com-
munication can in turn better popularize IoT. Face recogni-
tion detection and verification usually go through within two
stages. One is to detect face, including face detection and
face alignment, which has important practical value and sig-
nificance, and has made a lot of research results [4]. The sec-
ond stage is face classification. There are still many problems
and challenges in this stage of research. For example, (1) face
has strong variability. In different environments, the skin
color of face will change due to the influence of environ-
ment. The first challenge requires face detection approach
to be applicable in different scenarios; (2) the variability of
face position is due to the fact that face can exist in any posi-
tion in picture space or appear in a picture of any size. The
second challenge requires face detection approach to check
out as many faces as possible in real application. With the
continuous progress of deep learning, the research heat of
face recognition algorithm is rising again. Compressed con-
volutional neural network can complete real-time high-
quality face detection on mobile platform [5]. Cascade con-
volutional neural network (CNN), which belongs to deep
convolutional neural network (DCNN), can detect face more
quickly by relying on lightweight module [6].

The main contributions of this paper can be described as
following:

(1) A triplet loss function and a neural network are pre-
sented, and base on them, a lightweight face detec-
tion approach is constructed. An adaptive scale
selection mechanism in first stage of the proposed
face detection approach is proposed to avoid prohib-
itive computation which makes the approach
efficient

(2) Our proposed approach achieves competitive accu-
racy on the dataset of Labeled Faces in the Wild
(LFW) while keeps real time performance

(3) Our solution has the advantage of being lightweight
and can be widely used in IoT scenarios. By incorpo-
rating the encrypted face authentication information
to improve the identity authentication protocols and
achieve the goal of personalized privacy protection,
our approach can be applied into security field

The organization of this paper is as follows. Section 2
presents the related work. Section 3 introduces the building
blocks including relevant parameters and cascade CNN. Sec-
tion 4 introduces the network structure, including model
training, training definition, and triple and training method
selection. Section 5 shows the experimental results, includ-
ing the experimental results of self-built database and LFW
training set. Section 6 summarizes the paper.

2. Related Work

Before the blooming of deep learning, the performance of
traditional face recognition task is advanced by handcrafted
features or adjusted parameter, such as the famous local
binary pattern (LBP) [7] and SIFT [8]. Ahonen et al. pre-
sented LBP texture feature-based face representation
approach, in which the face features are extracted according
to the LBP feature distributions and then concatenated into
one single vector. Lowe paper proposed an approach for
image feature extraction. The approach transforms image
data into scale-invariant coordinates which can be used to
extract local features. Therefore, this approach is be distin-
guished by Scale Invariant Feature Transform (SIFT). How-
ever, as these types of traditional methods usually take
advantages of shallow network, the accuracy is relatively
low. For example, the LBP can only obtain 95.17% in terms
of accuracy on LFW.

With the development of CNN [9] and ImageNet, the
research on face detection is on the rise again. Currently,
face detection algorithms usually are based on cascade struc-
ture. For example, Mathias et al. addressed the face detection
issue and presented an approach which takes advantage of
deformable part model (DPM) and enjoy good performance
[10]. However, as the approach requires annotations on the
training data set, it suffers from large overhead of computa-
tion. Sun et al. proposed a new face detection approach
which combines faster region-based CNN (RCNN) frame-
work and a variety number of strategies, such as feature
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concatenation [11]. The approach achieves remarkable per-
formance on Face Detection Data Set (FDDB) benchmark
and becomes one of the state of the art approaches in the
aspect of receiver operating characteristic curves. Shi et al.
pointed out that with a progressive calibration network
(PCN), it is easily to distinguish face frames from nonface
frames, and based on this novel PCN, they presented a
rotation-invariant based face detection approach [12]. Liu
et al. proposed an object detection method which discretizes
the output space of bounding boxes in the image and rear-
ranges them into a set of default boxes. The approach
requires only a single deep neural network (DNN) which is
faster and more accurate than the famous You Only Look
Once approach [13].

In the past few years, the face detection approaches have
improved. The previous methods are like the one in [14]
while the new approaches take DCNN into consideration.
The cascade CNN is among the most used and researched
neural network in the area of face detection. To address both
the effective and accurate issues in real-world face detection
applications which usually have large visual variations and
require discriminative detection, Li et al. proposed a cascade
CNN-based face detection approach which achieves remark-
able detection capability and also enjoy good performance
[15]. The approach can detect the background regions at
the first fast stage with low resolution and rejects these
detected parts. Then, in the second stage, the approach
checks high resolution part in the image to select the possi-
ble candidates for face detection. Dong and Wu focused on
the Gaussian distribution and presented a face alignment
approach which is based on Adaptive Cascade Deep Convo-
lutional Neural Networks (ACDCNN) [16]. According to
the Gaussian distribution among the image blocks, the
approach can dynamically select the most relevant training
blocks, taking advantage of an adaptively cascade CNN
structure, with which, the approach enjoys high perfor-
mance in accuracy, low complexity in model structure, and
high robustness. To address the task handling with extensive
facial landmark localization, traditional convolutional net-
work becomes insufficient. Therefore, Zhou et al. proposed
a novel approach with four-level cascade CNN [17]. Each
level in the cascade CNN can predict position and rotation
angles of specific image blocks and generate a coarse-to-
fine detection way. Besides, this approach has the ability to
process video streams immediately. To estimate the appar-
ent age, Chen et al. proposed an approach combining a
coarse-to-fine strategy and an error correction module
[18]. The approach is also based on DCNN, and the used
DCNN has the ability to classify the age of a detected face
and can obtain a fine-grained age which further will be cor-
rected with the error check module. The approach is rela-
tively complex, but the performance is very good. The
classic CNN-based face detection method simply stacks dif-
ferent types of filter layers where shallower filters can effec-
tively check out simple non-ace samples, while deeper
filters can distinguish face blocks from nonface blocks which
are difficult to detect. Zhou et al. proposed a data routing
mechanism that allows different layers to pass different types
of samples and introduced a dual-stream context CNN

architecture, which adaptively uses body part information
to enhance face detection [19]. Based on them, the authors
proposed an inside cascaded structure-based face detection
approach where there are different classifier layers in the
same CNN. The approach achieves good results in the chal-
lenging FDDB and WIDER FACE benchmark tests. Aiming
at simultaneously handling four types of task, i.e., face detec-
tion, landmarks localization, pose estimation and gender
recognition, Ranjan et al. presented a DCNN-based
approach, i.e., HyperFace [20]. In addition, two variants
based on HyperFace were proposed. The former is
HyperFace-ResNet which uses the idea of residual network
[21] and enjoys high performance. The latter is called Fast-
HyperFace with the import of a high speed face detector.
Both the two methods achieve competitive scores in the four
tasks.

Usually, face detection approach needs to operate a large
number of images and requires high computation devices,
such as GPU cluster [22]. Guo et al. proposed an elaborately
designed CNN-based face detection approach, which oper-
ates on the complete feature maps and is fast in the detection
speed [23]. The authors conducted some experiments which
illustrates that the approach works well on popular datasets.
To better detect faces in images with nonface inputs and
low-quality faces, Yu et al. proposed a novel face detection
approach based on uncertainty prediction and the L2-
norm of features which can reliably detect face elements
from out of distribution samples and enjoys good perfor-
mance [24]. The detection of small face based on DCNN
usually suffers from low performance, and Ke et al. proposed
a regional cascade multiscale detection approach to solve
this issue [25]. The approach is made of one global face
detector and some local face detectors. The product gener-
ated by the former detector on the original training set will
be delivered into the latter local detectors; with this mecha-
nism, the approach enjoys high performance. As cascade
face detectors fail to achieve high accuracy and the perfor-
mance of anchor-based face detectors highly depends on
pretrained dataset, Yu and Tao proposed a face detection
framework with efficient anchor cascade [26]. The frame-
work takes advantage of contextual information and enjoys
both efficiency and accuracy on face detection task. The
experimental result shows it work better than the popular
MTCNN [27].

In recent face verification algorithms, Hermans et al.
compared the effects of triplet with its variant on the results
[28]. Florian et al. presented a face detection system which is
based on a compact Euclidean space to map face informa-
tion and compute the face similarity [29]. The system which
is called FaceNet utilizes triplets of face patches based on the
method in [30] and achieves state-of-the-art face detection
performance on the LFW dataset. Deng et al. proposed an
Additive Angular Margin Loss (ArcFace) to obtain highly
discriminative features, with geometric interpretation, for
face recognition [31]. Lu et al. proposed the Deep Coupled
ResNet (DCR) model, the backbone network was used to
extract robust features that are resolution invariant, and
the coupled mapping (CM) loss function was proposed to
optimize the model parameters of the two branches,
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respectively, on high- and low-resolution pictures [32]. Xi
et al. proposed an alternating training regimen to achieve
less biased classifiers and more discriminative feature repre-
sentation [33]. Yu et al. used the binarization image denois-
ing method to vanish complexity of locating feature pts,
which can accurately extract facial features [34].

The application of face verification also attracts the
attention of researchers. Lightweight face verification
approaches be widely used in IoT scenarios, such as intelli-
gent transportation [35] [36], especially in traffic flow pre-
diction [37], Android applications [38], and AI-supported
IoT systems [39]. To improve the identity authentication
protocols and achieve the goal of personalized privacy pro-
tection, face verification approaches can be applied into
security field, such as in browsers [40], social platforms
[41], and cloud computing [42] by incorporating the
encrypted face authentication information.

Liu et al. proposed a novel approach which takes advan-
tage of a modified cascade CNN [43]. The proposed
approach is made of three stages when training face dataset.
Aiming at achieving fast face detection and higher accuracy,
we introduce a triplet loss function in Section 3.1 and novel
network architecture in Section 4 which constructs a new
face detection approach. Using dynamic semihard triplet
strategy for training, our network achieves a classification
accuracy of 99.2% on the LFW dataset.

3. Building Blocks

In this section, the building blocks are presented, which con-
sists of two parts. The former is related parameters including
intersection over union, nonmaximum suppression, classi-
fier, loss function, and triplet loss. The latter presents a three
stages cascade CNN and an adaptive scale selection
mechanism.

3.1. Relevant Parameters

3.1.1. Intersection over Union. Intersection over Union (IoU)
is a concept used in target detection which calculates the
overlap rate between the “predicted border” and “true bor-
der,” i.e., the ratio of their intersection to union. Equation
(1) shows the definition of IoU.

IoU = A ∩ Bð Þ/ A ∪ Bð Þ: ð1Þ

3.1.2. Nonmaximum Suppression. The essence of nonmaxi-
mum suppression (NMS) is to search for local maximums
and suppress nonmaximum elements, and IoU is used to
compute NMS. When performing face detection, a window
sliding method is generally adopted to generate a lot of can-
didate frames on the face image, and then these candidate
frames are feature extracted and sent to the classifier, usually
a cascade CNN. Generally, a score will be calculated on each
detected face block or box. As there will be scores on many
boxes, all these scores will be sorted, and one box with the
highest score will be selected according to the degree of over-
lap, i.e., IoU, and between other frames and the current
frame. In addition, the target box will not be selected if the

degree of IoU is greater than a certain threshold. And except
for the boxes exceeding the threshold, the high-scoring
frame is selected as the detected face.

3.1.3. Classifier and Loss Function. Classifier is a function or
model which conducts some mapping operations and put
one item into one category. Classifier which can be applied
to data prediction application is a general term to define
method with classifying functionalities, such as decision
trees, logistic regression, and neural network. Loss function
is used to evaluate the difference between the predicted value
of the classifier and the true value.

In this paper, we define two loss functions. The first one
is used by the classifier, i.e., our CNN network, while the sec-
ond one is used to detect face frames.

(a) The first loss function uses confidence map and
bounding regression map to conduct the training
job, and crossentropy is used as the loss function
which is defined as Eq. (2)

H yð Þ = ‐〠
n

i=1
yi′∗ log yið Þ, ð2Þ

where yi is the predicted label which is calculated by the neu-
ral network, yi′ represents the true value of one image which
is labeled in the dataset, and i is the number of elements in
the dataset.

The reverse derivation of HðyÞ is used to obtain the par-
tial differentiation of the weights of different neural network
layers.

(b) The second loss function is to address the regression
issue in the task of frame detection, and we use
Euclidean loss function for border regression which
calculates the distance between the predicted value
yn

∧ and the label value yn. The Euclidean loss func-
tion, yn

∧, and yn are defined in Eqs. (3)–(5),
respectively

L = 1
2n〠

N

n=1
yn
∧

− yn









2

2
, ð3Þ

y
∧ = xdet1 , ydet1 ,wdet, hdet

� �
, ð4Þ

y = xgt1 , y
gt
1 ,wgt, hgt

� �
: ð5Þ

The elements in the tuple of ðxdet1 , ydet1 ,wdet, hdetÞ in Eq.
(4) represent the x and y coordinates and height and width
of the predicted face detection box while the elements in
the tuple of ðxgt1 , ygt1 ,wgt, hgtÞ in Eq. (5) represent the x and
y coordinates and height and width of the correct box in
the face image.

3.1.4. Triplet Loss. In our proposed approach, the output of
the cascade neural network will be the input of the triplet
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loss function, which is an embedding mapping function rep-
resented as f ðxÞ ∈ Rd . The triplet loss maps an image x into a
d-dimensional Euclidean space. In addition, L2-
normalization is used to make sure its coordinates locate
on a unit hypersphere. Furthermore, to ensure that an image
xai of a specific person is more similar to his other image xpi
than that of any image xni of other people, the following loss
function is defined as Eq. (6)

Loss = 〠
N

i

f xaið Þ − f xpi
À Á

 

2

2 − f xaið Þ − f xnið Þk k22 + α
h i

, ð6Þ

where k f ðxai Þ − f ðxpi Þk
2
2 is the distance between image xai and

image xpi in a d-dimensional Euclidean space, denoted by d
ða, pÞ, and similarly, k f ðxai Þ − f ðxni Þk22 is the distance
between image xai and image xni , denoted by dða, nÞ. Addi-
tionally, the superscript a means anchor, p means positive,
and n means negative.

3.2. Cascade CNN. The cascade CNN consists of two compo-
nents, i.e., neural network and adaptive scale selection mech-
anism. Three types of neural networks are used in our
proposed approach. In addition, a selection mechanism is
used to decide type of neural networks to apply.

3.2.1. Neural Networks. Figure 1 shows the three types of
neural network. Figure 1(a) shows structure of 12-net,
Figure 1(b) shows structure of 24-net, and Figure 1(c) shows
structure of 48-net. Each neural network includes one input
with three parameters, i.e., width, height and channel, hid-
den layers, and one output. The size of network is deter-
mined by the input image size. The hidden layers are
generated through two types filters, i.e., convolutional filter
(Conv) and max-pooling filter (MP), each of which contains
different sizes. Note that FC is full connection layer.

The first stage of the cascade CNN is a 12-net. The
output is a feature map with size 1 × 1 × 32 in 12-net
which will further be calculated into two tensors. One is
a confidence map with size 1 × 1 × 2 which shows whether
there exists a face or not in the input image. And the

other is whether there exists a face or not in the input
image. And the other is the bounding box regression with
size 1 × 1 × 4 which shows how the window should be
adjusted in size and orientation to get a candidate frame
if the input image contains a face. An adaptive scale selec-
tion mechanism is used in this stage to obtain all the can-
didate frames, which will be further input into 24-net to
get more specified classification results and more accurate
bounding boxes.

The second stage of the cascade CNN is a 24-net. The
output is a feature map with size 3 × 3 × 64 in 24-net which
will further be calculated into two arrays. One is a confi-
dence map with size 1 × 2 which shows whether there exists
a face or not in the input image. And the other is whether
there exists a face or not in the input image. And the other
is the bounding box regression with size 1× 4 which will
be used to restrain the margin of a bounding box for the gen-
erated candidate frames. In this stage, if one candidate frame
has a confidence score greater than 0.9 and NMS less than
0.7 with other candidate frames, then it will be kept in the
candidate frame list which is defined as Ls and will be used
in the finally stage.

The third stage of the cascade CNN is a 48-net. The out-
put is a feature map with size 3 × 3 × 128 in 48-net which
will further be calculated into two arrays. One is a 1 × 2 con-
fidence array and a 1 × 4D bounding info array. In this stage,
if one candidate frame has a confidence score greater than
0.95 and NMS less than 0.7 with other candidate frames,
then it will be regarded as the final outputs.

3.2.2. Adaptive Scale Selection Mechanism. To detect all the
possible faces from a given image P with the pix size
(H ×W), usually, image pyramid is used which is made of
different scales of the same image P. However, if too many
scales are used, the computation overhead becomes insuffer-
able. To solve this issue, in this paper, we propose an adap-
tive scale selection mechanism. Assume that there exists a
scale set defined as S = ½S1, S2::Sn�. With the scale Si, the orig-
inal image P can be transformed to another image Pi with
resolution ðHi ×WiÞ, where Hi =H × Si,Wi =W × Si. The
new image Pi then becomes the input of the cascade CNN
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(a) 12-net
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Figure 1: Neural networks.
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which is described in Section 3.2. After the usage of the cas-
cade CNN on the whole set S, we can obtain a sorted list
from high value to low value. Then, we need to make a
trade-off between detection speed and detection coverage.
Therefore, a most appropriate number N which will be used
to select top candidate frames should be decided. We con-
duct the experiment on the dataset and obtain the following
Figure 2.

4. Network Architecture

In this section, we present the core network architecture
which can be seen from Figure 3. The network includes a
batch input layer and a face detection network based on
adaptive cascade network. The adaptive cascade network is
made of two parts. One is the three types of networks, i.e.,
12-net, 24-net, and 48-net. The other is the scale selection
mechanism. Both of them have been presented in Section
3.2. The last softmax layer of face detection network is
replaced by a 1024-size fully connected layer (denoted as
the triplet loss layer). Then, through L2 normalization, and
get the embedding vectors, the triplet loss is calculated based
on this feature representation.

4.1. Model Training. The introduction of triplet loss is to
allow the network to learn an embedding. The network is
trained using the squared L2 distances for the purpose to

obtain face similarity. The face verification is completed by
comparing whether the Euclidean distance of the image vec-
tor to be verified is less than a certain threshold or compar-
ing with the known face vector in the library.

4.2. Training Definition. Assume that a set of images input
during training is in the form of<a, p, n > , where a and p
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Figure 2: Relation between time consumption and coverage of found face along with the increase of top number.

Batch Adaptive cascade network Face/no face

Triplet loss

12-Net

Scale selection mechanism

24-Net 48-Net

Figure 3: Network architecture.

Test set: 6369 (20%)

Non-face box: 25477 (16%)

Non-face box: 101907 (64%)

Training set: 25477 (80%)

Face box: 6369 (4%)

Candidate frames: 159230

Figure 4: The construction of the self-built database.

Table 1: Approach comparison in terms of speed and accuracy.

Index Value

CPU Core (TM) i5-7200U 2.50GHz

Memory 8GB

Graphics card NVIDIA GeForce 920MX
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correspond to the same id, n corresponds to different id. The
goal is to train the triplet loss layer parameters as Eq. (7).

d a, pð Þ + α < d a, nð Þ: ð7Þ

During the training process, the learnable parameters of
all layers except triplet loss are in a frozen state, which is
only used to complete feature conversion.

4.3. Triple and Training Method Selection. Since there is no
target during the training, we find that there is a great influ-
ence of triplet selection of the model convergence and exper-
imental results. Therefore, we introduce the definitions of
easy triplet, hard triplet, and semihard triplet. Easy triplet:
L = 0 is dða, pÞ + α < dða, nÞ, which means that the distance
between anchor and positive is less than the distance
between anchor and negative. Hard triplet: dða, nÞ < dða, p
Þ means that the distance between anchor and positive is
great than the distance between anchor and negative. Semi-
hard triplet: dða, pÞ < dða, nÞ < dða, pÞ + α means that the
distance between anchor and positive is closely to the dis-
tance between anchor and negative.

The training method is divided into online and offline
methods. The goal is to make the loss in formula (5) con-
tinue to decrease in the iterative process. The offline training
method is to select all the triples in the training set and use
the loss to gradient back propagation, but the distance
between some anchors and negatives is very large, the calcu-
lation efficiency of using the full amount is low, and the
embedding parameters cannot converge because the gradi-
ents generated by the anchors and negatives are too large;
so, use online learning dynamically selects triples to solve

the problems of low computational efficiency and noncon-
vergence of parameters.

5. Experiments

In this section, we conduct some experiments on two differ-
ent face datasets. The images in the first dataset are collected
from Internet while the second face dataset is the famous
LFW dataset.

5.1. Performance on Self-Built Dataset. In this paper, we con-
struct a face dataset, the images in which are all collected
from Internet. We collect 12880 images totally, and based
on them, 159230 candidate frames are generated. In these
159230 candidate frames, there are 31846 frames with face
frames and 127384 nonface frames. The ratio of face boxes
to nonface boxes is 1 : 4. In addition, in these 31846 candi-
date frames, the ratio of training set to test set is 8 : 2. We
can see the detail construction of the self-built database from
Figure 4.

The experiment is conducted in the following platform
as Table 1:

We conduct the training on the self-built image dataset,
the training result shows that classification accuracy of the
cascade CNN achieves 99.7%, and the regression r-square
is as high as 0.94. Figure 5 is the experimental result on
one image of self-built image dataset with and without the
triplet loss function. The green frames are without the triplet
loss function, and the blue frames are with triplet loss func-
tion. We can see that the blue frames have more face
contents.

Figure 5: The detection result with and without the triplet loss function.

Table 2: Approach comparison in terms of time consumption and accuracy.

Model Time consumption (milliseconds) Accuracy (percentage)

Cascade network 578 93.4%

SIFT 365 95.2%

Our approach with top 1 candidate selected 31 94.5%

Our approach with top 3 candidates selected 75 96.9%

Our approach with top 5 candidates selected 152 98.6%
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three variations, on the self-built dataset. We conduct this
experiment 50 times and use the average as the final results.

Table 2 shows the experiments result. We can see from
the result that our approach has less time consumption with
all the three parameters, and the one with top 1 candidate
selected works best, which only need 31 milliseconds. In
addition, our approach with top 3 and 5 candidates selected
work better than the common cascade network and SIFT.
And the approach with top 5 candidates selected achieves a
competitive score, 98.6%.

5.2. Performance on LFW. LFW dataset consists of 13233
images and 5749 individuals totally, and each image has
the same resolution 250 × 250. Using the LFW dataset to
train the embedding layer, we use different strategies of
choosing triplets and different values of α to get the experi-
mental results as Table 3. The first method is to select all
hard triples to train the parameters in embedding. The sec-
ond method is to select all semihard triples to train the
parameters in embedding. The third method is to calculate
all possible anchor-positive combinations at first, then use
minibatch as the unit to calculate the distance of dða, pÞ in
each minibatch, calculate the distance between all anchors
and negative as dða, nÞ, store them in a list, arrange the
values of dða, nÞ in the list and select the smallest value,
and calculate the distance between dða, pÞ and dða, nÞ, if
and only if dða, nÞ < dða, pÞ + α; the a, p, n will be counted
as a set of training data. When the value is 1.0, the accuracy
rate for the hard triplet is 97.3%, the accuracy rate for the
semihard triplet is 97.8%, and the accuracy rate for the
dynamic semihard triplet is 99.2%.

6. Conclusions

This paper proposes a framework based on adaptive cascade
CNN network and triplet loss for face detection and verifica-
tion with fast speed and high accuracy. The framework
firstly calculates the input through an image pyramid at a
low resolution and adaptively selects the candidate frames.
Secondly, those selected candidate frames are processed by
more accurate detection network with high resolution.
Finally, triple loss is calculated to conduct precise identifica-
tion. The framework is very robust against complex back-
grounds. We train the face verification model and
complete the verification within 0.15 second for processing
one image which shows the computation efficiency of our
proposed framework. In addition, the experimental results
also show that the competitive accuracy of our proposed
framework which is around 98.6%. Using dynamic semihard
triplet strategy for training, our network achieves a classifica-

tion accuracy of 99.2% on the Labeled Faces in the Wild
dataset.

Our future work will consider applying face verification
to access control in smart grids and spatial crowdsourcing
[44]. In addition, we will consider incorporating the
encrypted face authentication information to improve the
identity authentication protocols and achieve the goal of
personalized privacy protection in face verification applica-
tions. At last, the combination of face verification and back-
scatter communication in IoT is another future research
direction; we will consider to popularize the applications of
IoT.
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With respect to the fuzzy boundaries of military heterogeneous entities, this paper improves the entity annotation mechanism for
entity with fuzzy boundaries based on related research works. This paper applies a BERT-BiLSTM-CRF model fusing deep
learning and machine learning to recognize military entities, and thus, we can construct a smart military knowledge base with
these entities. Furthermore, we can explore many military AI applications with the knowledge base and military Internet of
Things (MIoT). To verify the performance of the model, we design multiple types of experiments. Experimental results show
that the recognition performance of the model keeps improving with the increasing size of the corpus in the multidata source
scenario, with the F-score increasing from 73.56% to 84.53%. Experimental results of cross-corpus cross-validation show that
the more types of entities covered in the training corpus and the richer the representation type, the stronger the generalization
ability of the trained model, in which the recall rate of the model trained with the novel random type corpus reaches 74.33%
and the F-score reaches 76.98%. The results of the multimodel comparison experiments show that the BERT-BiLSTM-CRF
model applied in this paper performs well for the recognition of military entities. The longitudinal comparison experimental
results show that the F-score of the BERT-BiLSTM-CRF model is 18.72%, 11.24%, 9.24%, and 5.07% higher than the four
models CRF, LSTM-CRF, BiLSTM-CR, and BERT-CRF, respectively. The cross-sectional comparison experimental results
show that the F-score of the BERT-BiLSTM-CRF model improved by 6.63%, 7.95%, 3.72%, and 1.81% compared to the
Lattice-LSTM-CRF, CNN-BiLSTM-CRF, BERT-BiGRU-CRF, and BERT-IDCNN-CRF models, respectively.

1. Introduction

The US military attaches great importance to the unified
management of battlefield resources. In recent years, the US
Department of Defense Advanced Research Projects Agency
(DAPRA) has issued a number of basic research topics on the
unified management of battlefield resources. The topic guides
focus on the importance of building the expert knowledge
base and knowledge graph for the battlefield resources [1].
They point out the research route and direction of the unified
management of battlefield resources for the US military in
the future. Relevant guidelines also point out that it is neces-
sary to focus on expanding the coverage of military entity
data and improving the quantity and quality of the knowl-
edge base of military entities by combining data from differ-
ent data sources like the existing data sets of the US Army,
military canonical books, reliable professional websites, and

military blogs. In terms of specific applications, the US mili-
tary has achieved many practical applications; the most
famous case is that Palantir applies the intelligence analysis
technology and knowledge graphs to assist the US Intelli-
gence Agency in capturing Osama bin Laden and uncovering
the Ponzi scheme. Currently, Palantir is working with
DAPRA to conduct in-depth research on the application of
knowledge graphs and intelligence analysis technology to
assist in intelligence gathering, processing, and military
resource control. In the area of unified resource manage-
ment, the PLA Academy of Military Sciences, in conjunction
with the Department of Equipment Development, has car-
ried out a number of studies on the management of military
resources. In recent years, they have published “Distributed
Resource Management Methodology,” “Research on End
Resource Management Technology,” and “Research on
Resource Management Technology Based on Edge
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Computing,” and other related topics. With these recognized
military entities, many military apps about military manage-
ment could be constructed, such as military resource plan-
ning, military resource scheduling, and military resource
monitoring, according to the topics issued by the DAPRA
and the PLA Academy of Military Sciences. Furthermore,
the military resource posture could be drawn in real time
with the development of the MIoT technology.

Inspired by the topic guidelines of the US military and
the PLA Academy of Military Sciences, we perform battle-
field resource entities extraction works from multisource
heterogeneous data. The entities, we mainly concern, are
computing and storage, battlefield perception, communica-
tion networks, weapon platform, and logistics support, as
well as integrated mission environment information, com-
batant, combat agency, combat time, combat location, and
event information involved in combat resources. These mil-
itary entities can be virtualized, and then, various virtual
military resource services and military IoT applications can
be built in cloud services [2]. With these cloud services, mil-
itary staffs can carry out studies on the virtual scheduling of
military resources, thus improving the utilization of military
resources.

Military entity recognition technology is based on gen-
eral entity recognition technology, which has experienced
the development process from dictionary, rule, and machine
learning to deep learning [3]. At present, the recognition
model based on pretraining language model and deep learn-
ing algorithm is the main stream of entity recognition in
military and general fields with the increasing computing
power of small computers, the maturity of deep learning
technology, and the development of pretraining language
model [4]. However, it is a challenge work for the military
entity recognition with the distinct domain characteristics
of military field. Firstly, it is lack of solid and reliable corpus
for military entity recognition [5]. Since the data stored in
military information systems can only be accessed by the
staff with special rights, and fewer AI researchers in military
field, since that the quantity and quality of the data sets of
military fields cannot be compared with open domain. Sec-
ondly, there are few types of corpuses for military entity rec-
ognition. Military entities have distinct domain
characteristics that multiple terms, multiple abbreviations,
multiple types of expressions, multiple nested expressions,
and multiple fresh words [3]. As the few types of corpus
and data sources, a few characteristics of military entities
could be covered with these corpuses, and thus, the military
entity recognition on cross data source could not be con-
ducted. Last but not least, it is lack of unified criteria for
entity division. A nested entity could be divided into differ-
ent granularity with different worker, so we need a unified
criteria to guide the practice for military entity recognition.

To solve the problems discussed above, three types,
abbreviated, scientific or English name, and novel and
casual, of military corpuses are constructed, and then, we
can explore different research work on military entity recog-
nition with them, such as crossing data source entity recog-
nition. We improve the entity labeling mechanism for entity
with fuzzy boundary based on the military entity recognition

works conducted by other researchers. With the constructed
corpuses, three kinds of experiments have been carried out,
the experiments of applying the BERT-BiLSTM-CRF model
to military entity recognition for different size corpus sets,
the experiments of applying the BERT-BiLSTM-CRF model
to military entity recognition across corpus sets, and the
experiments of comparing the performance of multimodel
military entity recognition. The experimental results show
that, the model used in this paper outperforms the listed
models, such as CRF, LSTM-CRF, Lattice-LSTM-CRF, and
other models, for military entity recognition. Furthermore,
the generalization ability of the model is verified with these
experiments; the experimental results provide a reliable ref-
erence for researchers to use BERT-BiLSTM-CRF model
for military entity recognition.

2. Related Works

Military entity recognition has attracted much attention, and
many research works have been conducted. Researchers
mainly applied machine learning combined with dictionar-
ies or rules for military recognition at earlier times.

Jiang et al. [6] have proposed a model combined CRF
with rules to extract military entities from combat instru-
ments for automated generation of combat orders, which
combines external lexical features, grammatical rules of mil-
itary expressions, and the rule learning capability of CRF.
The model achieves an F-value of 75.48% on the corpus con-
structed by the authors with 300 combat instruments. Feng
et al. [7] have proposed a semisupervised military entity rec-
ognition method based on CRF for identifying entity mili-
tary information such as military ranks, military
equipment, military facilities, and military institutions. The
proposed method takes use of the basic features of military
texts to construct a grammatical feature set of military texts
and fuses them with the CRF model. Experimental had been
carried out on the corpus consisting of combat documents,
duty documents, military documents, military online news,
military blogs, and military reviews with this model, and
the results show that the highest F-value of entity extraction
was 90.9%. Shan et al. [8] have proposed a CRF-based mili-
tary entity recognition method under a small granularity
strategy for the military named entities with complex inter-
nal nested relationships and inconspicuous grammatical dis-
tinctions. This model applies a small granularity strategy,
combines it with a CRF model to identify small nondivisible
military entities, and finally, the small granular entities are
integrated to obtain complete military entities. Experimental
carried out on a manually constructed annotated corpus of
combat instruments, and the model achieves an F-value of
78% on the corpus.

With the continuous development of deep learning tech-
niques and the increasing computing power of minicom-
puters, applications of deep learning in the field of military
entity recognition are emerging. In [9], a recognition
method based on deep neural network models has been
studied; the method applies the word vectors and word
states as features for weapon name recognition and achieves
an F-value of 91.02% on a corpus set constructed with

2 Wireless Communications and Mobile Computing



military website data. Liu et al. [10] apply a BiLSTM-CRF
model to identify weaponry equipment names, and this
achieves an F-value of 93.88% on the corpus constructed
from military documents. Wang et al. [11] propose a charac-
ter+BiLSTM+CRF model to extract military entity from mil-
itary corpus, which aims to solve the problem that the
complexity of artificial construction features and the inaccu-
racy of military text segmentation in the traditional methods
of military named entity recognition; the experimental
results show that the model proposed in this paper outper-
forms the traditional methods. Other applications for the
military entity recognition have been studied, which are
based on deep learning, such as recognition models based
on a combination of a self-attentive mechanism and
BiLSTM-CRF model [12], military entity recognition models
based on multineural network collaboration [13], and mili-
tary entity recognition models based on transfer representa-
tion learning [14]. Where the multineural network-based
model applies word vectors obtained from BERT pretraining
as input and combines with BiLSTM-CRF model for mili-
tary entity recognition, which achieves an F-value of
84.07% on the corpus constructed based on military websites
and military blogs. However, the authors did not consider
the sentence contextual features in the training process,
which easily led to contextual coreference that could not be
effectively processed. Single data source was used, and the
scenario of multiple corpus intersection was not considered
in the work, which could not verify the generalization ability
of the mode. Furthermore, the entity type coverage was rel-
atively small, and the effect of corpus set size on the experi-
mental results and the effect of heterogeneous data on the
experimental results were not illustrated in the experimental
session. At present, entity recognition based on pretrained
models and attention mechanism in the field of generic
entity recognition is the mainstream [15–20], which gives
important insight into the direction of entity recognition
technology development in the military field.

Recognition models based on lexicons, rules, and
machine learning are traditional methods, which rely on
powerful feature engineering and cost a lot for large-scale
applications. Entity recognition models based on pretraining
and deep learning do not need to rely on the support of basic
feature engineering, and they are the main research direction
for future military entity recognition. Some research results
for named entity recognition have been achieved with these
methods, but there are also many problems, such as no stan-
dard corpus to measure the merits of the models, no exper-
imental tests across scenes and corpus, and no
comprehensive consideration of all information in the
context.

3. Construction of Multisource Heterogeneous
Military Corpus

3.1. Analysis of Data Sources and Data Characteristics. Mul-
tisource heterogeneous data has the characteristics of wide
fields, large span, and rich information. We can take advan-
tage of this and then construct a relatively complete set of
military entities for the research work of military entity rec-

ognition. There are two kinds of military text data; one is the
nonpublic data, such as combat documents, military docu-
ments, military documents, reconnaissance intelligence, mil-
itary teaching plans, simulation training task scenarios, and
simulation logs; the other one is the open-source data, such
as military blogs, military news, well-known military web-
sites (such as Phoenix military, Jane’s Defense Weekly, and
Hanhe defense), and arms dealer websites. These data can
be divided into three categories, according to the specific
forms of military entity data: (1) abbreviation type, it is com-
monly used in military combat documents, such as double
35, which represents double barrel 35mm artillery; (2) scien-
tific or English name type, many military entities recorded as
the forms of scientific or English name in military books,
such as 7.62mm sniper rifle, F-35, and Su-30; (3) novel
and casual type, the expression of military entities in net-
work terms is relatively casual, and with many fresh and cool
words are used, such as the network terms about j-20,
including “Wei Long,” “J-00,” and “door-to-door.” In addi-
tion, the entities in these corpuses have the characteristics
of fuzzy boundary and multinesting.

3.2. Data Preprocessing and Corpus Construction. In this
work, we mainly select four kinds of nonpublic data and
three kinds of open-source data as the main sources of the
experimental corpus. Nonpublic data contains representa-
tive military documents, reconnaissance intelligence, simula-
tion training mission scenario, and military books; open-
source data contains military blogs, military reviews, and
well-known military websites. The data in the selected data
sources covers the three types of data discussed above, which
can support the experimental needs for cross data scenarios.
Most of the nonpublic data is text type, which needs to be
electronic, and then, the original text is segmented according
to the punctuation marks of “,”, “.”, “!”, “;”, and “?” and seri-
alized into data in CSV or TSV format.

We apply crawler to access web data from military blogs,
military reviews, and well-known military websites, then
extract the text information by text density, and finally, the
data is serialized by the proposed method above. The serial-
ized corpus is the original unmarked corpus. We label the
original corpus in a word level way [13]. In this way, three
kinds of military entity recognition corpus sets, abbreviated,
scientific or English name, and novel and casual, three mili-
tary Entity Recognition Corpus sets, are obtained, covering
12 categories of entity objects including personnel name,
military place name, time, military event, military institu-
tion, military facility, combat environment, computing and
storage, battlefield perception, communication network,
weapon platform, and logistics support. The size informa-
tion of these corpus is shown in Table 1, and the entity infor-
mation of them is shown in Table 2.

3.3. Data Labeling. There are various forms of military enti-
ties in multisource heterogeneous data; in [13], five rules
have been proposed to solve the problem for recognizing
military entities with fuzzy boundaries, but only partial cases
can be solved for the problem with these rules. With this
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problem, we propose some rules considering abbreviations
and standardized expressions for the other cases.

Rule 1: numbers are connected with weapons or equip-
ment (or place names, military institution names), and they
can be labeled as weapon or equipment entities (place name
entities, military institution entities), such as 1130 anti-
aircraft gun, 591 highlands, and the 38th army

Rule 2: numbers and length units are connected with the
weapon entity, and they can be marked as the weapon entity,
such as a 7.62mm sniper gun

Rule 3: adjectives are connected with weapon entities,
and we label them as weapon entities, such as long endur-
ance UAV

Rule 4: the abbreviations of English or Chinese charac-
ters of weapon entities are connected with numbers, and
they can be marked as weapon entities, such as J-20 and J16

Rule 5: personal names are connected with military insti-
tutions, and they can be marked as military institutional
entities, such as the “Yang Gensi company”

With these rules proposed in this work and in [13], we
can solve the problem that determining the entity boundary
in heterogeneous corpus.

Named entities in the military field are characterized by
multiple types, multiple professional terms, and less ambigu-
ity [10]. The BIO labeling method is suitable for labeling
entities with these characteristics, which is a concise and effi-
cient labeling mechanism. The specific labeling scheme is
shown in Table 3.

4. Military Entity Recognition Model

In this work, we apply the BERT-BiLSTM-CRF model to
recognize battlefield resource entity recognition from mili-
tary text. This model uses the word vectors obtained by
BERT pretraining as input information and integrates bidi-
rectional LSTM (Long Short-term Memory) and CRF to
identify entities from the input information. The model is
divided into BERT pretraining language model layer,
BiLSTM layer, and the layer, and its structure is illustrated
in Figure 1.

Let D denote the military corpus sets, thus D = fd1, d2,
⋯, dng, where di denotes the ith corpus set, di = fsi1, si2,⋯
, simg, sij denotes the sentence j in corpus i, sij = fxij1, xij2,
⋯, xijng, xijk denotes the kth word in sentence sij. At the
beginning, the input unit transforms the xijk to Ck, and then,
Ck is transformed to Ek by the transformer encoders; next,
Ek goes through the forward LSTM units, F = fF1, F2,⋯,

Fng, and backward LSMT units, B = fB1, B2,⋯, Bng; then,
we get a feature matrix Pk; at the end, the CRF layer captures
the dependencies between adjacent labels according to fea-
ture vectors and outputs corresponding labels yk.

4.1. BERT Pretraining Model. Word vectors applied to mili-
tary entity recognition can be trained from military corpus
with the pretraining model of BERT. This model uses bidi-
rectional transformer network structure to learn semantic
feature information of military text context. In particular,
two kinds of unsupervised pretraining tasks are developed,
which inspired by the idea of cloze filling, to learn more con-
text information from the text during the training process.
One is Masked Language Model (MLM), and the other one
is Next Sentence Predict (NSP), which are introduced to
overcome the unidirectional problem that meets by most
word vector generation models. As a result, more fully infor-
mation can be extracted from the military corpus by the
BERT pretraining language model which applies the organic
combination of the transformer encoder structure and the
unsupervised training task.

4.1.1. Input Unit. The input unit of the BERT model consists
of Word Embedding, Segment Encoding, and Positional
Encoding of the input sequences. Word features, sentence
features, and position features of each word in the input sen-
tence sij = fxij1, xij2,⋯, xijng should be calculated before
they are transformed into the BERT layer. Where the word
features are denoted as ðewij1, ewij2,⋯, ewijnÞ, sentence features
are denoted as ðesij1, esij2,⋯, esijnÞ, and position features are

denoted as ðepij1, epij2,⋯, epijnÞ. The word feature of the word
xijk is provided by the corresponding word vectors in the
vocabulary trained by Google. esijk denotes segment number
of the input sequences; esijk takes either 0 or 1. We apply

absolute position mode for the position feature; that is, epijk
= k, where k denotes the position feature of the word at
the kth input position.

The word feature, sentence feature, and position feature
of the corresponding position in the input sequence are
added together to obtain Ck = ewijk + esijk + epijk, where Ck ∈ C,
and C = ðC1, C2,⋯, CnÞ. The input feature composition
and calculation method are illustrated in Figure 2.

4.1.2. Transformer Encoder Unit. The BERT model consists
of a bidirectional transformer encoder network (encoder
structure is shown in Figure 3); the structure is illustrated
in Figure 4. It takes sequence of C = ðC1, C2,⋯, CnÞ as input,
and then, the multilayer transformer encoding unit pretrains
the sequence into dynamic word vectors.

The encoder unit includes self-attention network unit,
feedforward neural network unit, and basic normalized net-
work unit. The self-attention network unit is used to learn
the features of input sequences. The application of the self-
attention mechanism helps the BERT to get rid of the prob-
lem of long-term dependence on recurrent neural nets, and
thus, it can be used to perform parallel computing [21].

Table 1: 3 types of corpus size information.

Corpus type
Number of
sentences

Number of
words

Abbreviation type 278149 12655807

Scientific or English name
type

340786 14926444

Novel and casual type 686774 47044046

Total 1305709 74626298
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The principle, the self-attention unit used for learning
sentence features, is that it enables each word in a sequence
to perform attention operations on each other to capture the
input features. The formula for attention calculation is given
in equation (1).

Attention Q, K , Vð Þ = soft max QKT

ffiffiffiffiffi
dk

p

 !

V : ð1Þ

In which, Q is the query vector, K is the key vector, V is
the value vector, and dk is the input vector dimension.

It is known that the ability is limited that single attention
unit learns input features, so the multihead attention mech-
anism is applied by the transformer encoder unit. Its work-
ing principle is to perform different linear mappings of Q,
K , and V and then calculate their attention values, respec-
tively, and then fuse the h attention information obtained.

Equations (2) and (3) are the calculation formulas of multi-
ple attention.

MultiHead Q, K , Vð Þ = Concat head1,⋯, headhð ÞWO, ð2Þ

headi = Attention QWQ
i , KWK

i , VWV
i

� �
: ð3Þ

Word order of input sequences is not considered for the
self-attention unit, and the positional coding unit helps to
solve this problem. At time t, the sum of Word Embedding,
Positional Encoding, and Segment Encoding is the actual
input for the BERT model, which has been discussed in the
input unit. We can benefit from the input that the relative
position and segment encoding added to ensure that the
actual input word vector is different when the same word
vector appears in different positions in different sequences.

4.1.3. Unsupervised Training Tasks. Inspired by clotting, the
BERT model applies two unsupervised training tasks in the
pretraining stage; one is the Masked Language Model, and
the other one is the Next Sentence Predict.

In the Masked Language Model task, the model will ran-
domly “remove” 15% of the words in the input sequences
and then make the model actively learn the contextual
semantic relations of the input sequences from different
directions. Through iterative training, the probability of rea-
soning to get the correct answer is as large as possible, so as
to achieve the purpose of learning the text semantics. In the
task of Next Sentence Predict, the model randomly selects
sentence pairs from the training text, in which the positive
and negative samples account for 50%, respectively. Then,
the training task is carried out on the training set of sentence
pairs, and the BERT model is allowed to judge their correla-
tion, so as to learn the relations between two sentences.

4.2. BiLSTM Layer. The BERT pretraining model provides
dynamic word vectors for the whole recognition system,
but it is slightly insufficient in learning sentence features.

Table 2: Information on the 3 types of corpus entities.

Entity type Abbreviation Scientific or English name Novel and casual Total

Personnel name (P) 892 1527 2096 4515

Military place name (L) 8327 4172 20384 32883

Time (T) 1477 3091 4773 9341

Military event (E) 4529 3784 5846 14159

Military establishment (G) 5297 9533 12734 27564

Military installation (F) 2175 1732 2209 6116

Operational environment (S) 1639 873 1194 3706

Computational storage (C) 792 1399 2087 4278

Battlefield perception (R) 3327 1894 2256 7477

Communication network (N) 1079 970 1768 3817

Weapon platform (W) 3096 6718 13895 23709

Logistic service (H) 882 1349 2297 4528

Total 33512 37042 71539 142093

Table 3: BIO labeling system for military entity.

Entity category Entity start Inside entity

Personnel name (P) B-P I-P

Military place name (L) B-L I-L

Time (T) B-T I-T

Military event (E) B-E I-E

Military establishment (G) B-G I-G

Military installation (F) B-F I-F

Operational environment (S) B-S I-S

Computational storage (C) B-C I-C

Battlefield perception (R) B-R I-R

Communication network (N) B-N I-N

Weapon platform (W) B-W I-W

Logistic service (H) B-H I-H
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Therefore, the BiLSTM layer, illustrated in Figure 2, is intro-
duced to model sentences and learn the features of different
input sequences. The input vector E = ðE1, E2,⋯, EnÞ which
is the output of the BERT model goes through the forward
LSTM layer F = fF1, F2,⋯, Fng, and the backward LSTM
layer; then, it is transformed to a matrix P ∈ Rn×m, where
Pkz denotes the probability of the output label z that corre-
sponds to the input word feature xijk.

The LSTM model, illustrated in Figure 5, adds “forget-
ting gate f t ,” “input gate it ,” “output gate ot ,” and “cell state
Ct” to the structure of the RNN (recurrent neural networks)
model, so it is known as improved RNN model. With the
added units, the problems that long distance dependence
and gradient disappearance of the recurrent neural network
could be solved. Meanwhile, the units can adjust the mem-
ory function of the network help, which helps to maintain
and update the state of the whole network.

The calculation formulas corresponding to the LSTM
network units are shown as follows.

f t = σ Wf ⋅ ht−1, xt½ � + bf
� �

,
it = σ Wi ⋅ ht−1, xt½ � + bið Þ,

Ct

∼
= tan h Wc ⋅ ht−1, xt½ � + bcð Þ,

ot = σ Wo ⋅ ht−1, xt½ � + boð Þ,

Ct = f t ∗ Ct−1 + it ∗ C
∼
t ,

ht = ot ∗ tan h Ctð Þ:

ð4Þ

In which, σ is sigmoid function, xt is input vector, ht is
output vector, w is parameter matrix, and b is offset
parameter.

4.3. CRF Layer. Dependency between tags is a common
sense in the input sequence; here, we take the BIO labeling
system to illustrate this sense. The starting label of each word
in the input sequence is “B-” or “O,” and it is usually that “I-
X” follows “B-X,” and “I-X” is used as the ending label of the
word. However, “I-” cannot be used as the starting label. For
example, a legal annotation sequence is “B-L I-L I-L,” which
together represents a location information. Illegal labels such
as “B-G I-L” may appear, if the labeling process is not con-
trolled. Unfortunately, the BiLSTM layer focuses on the con-
text information and sentence features of the input sequence
and cannot learn these annotation rules.

The CRF layer takes the output characteristic matrix of
BiLSTM layer as input and outputs the global optimal
label sequence, that is y = ðy1, y2,⋯, ynÞ, the most possible
sequence annotation. The CRF layer transforms the depen-
dency information between tags into constraints when pre-
dicting tags, so as to ensure the accuracy of prediction.
Such as the “I-L” label cannot appear after the “B-W”
label, the dependency constraint relationship between the
labels will be automatically learned by the CRF layer in
the data training stage. The label constraint relationship
is represented by the transfer matrix A, where Aij repre-
sents the dependence intensity between the ith label and
the jth label. The higher the score, the greater the intensity
and vice versa. In the actual prediction process, the start
state and end state will be added into the input sequence.
Therefore, the actual matrix is Rðk+2Þ×ðk+2Þ. In a tag
sequence with a length equals to the length of the input
sequence, the model scores the tag y of the input sequence
x, and this is calculated as follows:

score x, yð Þ = 〠
N

i=1
Pi⋅yi

+ 〠
N

i=1
Ayi−1 ⋅yi

: ð5Þ

After the score is calculated, and then the normalized
probability is calculated with softmax unit:

P y ∣ xð Þ = exp score x, yð Þð Þ
∑y, exp score x, y,ð Þð Þ : ð6Þ

Let Y denotes the set of all labels, where ∀y, ∈ Y , the
denominator of equation (6) denotes that all possible
transfer scores are obtained. Take logarithms on both sides
of equation (6) to obtain that the log likelihood with
respect to the input sequence x.

log P y xjð Þð Þ = score x, yð Þ − log 〠
y,
exp score x, y,ð Þð Þ

 !

:

ð7Þ

In the training process, the set of maximum probabil-
ity labels in the sequence is selected by obtaining the value
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Figure 1: Military entity recognition model based on BERT-
BiLSTM-CRF model.
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of the maximum likelihood function, that is, the annota-
tion sequence for the input sequence x predicted by CRF
layer:

y∗ = argmax
y∈Y

score x, yð Þð Þ: ð8Þ

5. Experiments

We have conducted extensive literature research, and then,
we find that few authors have considered the heterogeneous
characteristics of military texts; thus, they have ignored the
performance of these characteristics on the precision of deep
learning model. Therefore, we have carried out relevant
studies and conduct extensive experiments on related
aspects. Experiments and discussions are shown as follows.

5.1. The Evaluation Metrics. In this work, precision (P),
recall (R), and F-score (F) are selected as metrics for evalu-
ating the performance of military entity extraction. The met-
rics are defined as follows:

P = TP

TP + FP
× 100%,

R = TP

TP + Fn
× 100%,

F = 2 ∗ P ∗ R
P + R

× 100%:

ð9Þ

In which, Tp is the number of positive entities identified
by models, Fp is the number of negative entities identified
by models, and Fn is the number of effective entities not
detected by models.

5.2. Experimental Parameters. We carry out experimental
with the BERT-Base model provided by an open-source pro-
ject of Google. The information of hyperparameters in the
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training process is listed in Table 4. The deep learning
framework and basic runtime environment are Pytorch
V1.6.0 and Python V3.6.2. Experimental hardware configu-
ration: 256G memory, 4 Nvidia GeForce RTX 3070 GPU.

5.3. Experimental Design and Experimental Result Analysis

5.3.1. Experiments on Corpus of Different Sizes. The three
types of corpuses are divided into three data subsets of sim-
ilar size by stratified sampling method, and experiments are
carried out on them.

Experiment one (EP-ONE), one subset is extracted from
each kind of corpus set to form a new corpus set, resulting in
a total of 27 groups of experimental corpus sets. For each
new corpus set, it is divided into five groups of similar size
by the stratified sampling method, and then, using the
cross-validation mechanism to carry out experimental, that
four groups are selected as the training group, and the
remaining one is used as the test group. With the cross-
validation mechanism, five experiments are carried out on
each new corpus set, and a total of 135 experiments are con-
ducted. Finally, the mean of all experiments is taken as the
test result.

Experiment two (EP-TWO), two subsets are extracted
each time to form a new corpus set, resulting in 27 groups
of experimental corpus sets. The following process is consis-
tent with the EP-ONE.

Experiment three (EP-THREE), all the data is selected,
and the corpus is divided into five groups of similar size by
stratified sampling method. Then, the cross-validation
mechanism is used as it is used in EP-ONE. A total of five

experiments are carried out, and finally, the mean of five
experiments is taken as the test result. The experimental
results are listed in Table 5.

The experimental results show that the performance of
military entity recognition with BERT-BiLSTM-CRF model
is constantly improving with the increase of the training cor-
pus, where the F-value of the EP-TWO is 6.6% higher than
that of the EP-ONE, the F-value of the EP-THREE is 10.97%
higher than that of the EP-ONE, and the F-value of the EP-
THREE is 4.37% higher than that of the EP-TWO. To
explain this situation, we analyze the data features of the cor-
pus constructed in this work. The analysis result shows that
the military entities distributed in the corpus have character-
istics of multiple types and variety of representations. These
characters make the distribution of the entities sparse, and
the smaller the corpus set is the data sparsity is more obvi-
ous. Therefore, the evaluation metric values are low with a
small training corpus set, such as the result of EP-ONE, of
which the F-value for military entity recognition is only
73.56%. However, with the data increase of the corpus set,
the sparse problem is gradually solved. Such as the EP-
THREE, the F-value of military entity recognition reaches
83.53%. Therefore, in order to ensure the performance of
military entity recognition, it is necessary to build a relatively
large corpus for training the BERT-BiLSTM-CRF model.

5.3.2. Cross-Validation Experiments. Cross-validation exper-
iments are conducted on the three types of corpus; the
experiments are divided into two parts: Selecting any one
of them as the training set and the other two as the testing
sets and selecting any two of them as the training set and
the other as the test set.

The experiments are conducted according to the above
two strategies, and for the convenience of representing the
results, the corpus types of the experiments are represented
by numbers, where “1” represents the abbreviated corpus,
“2” represents the scientific or English name corpus, and
“3” represents the novel and casual corpus, and the experi-
mental results are listed in Table 6.

The experimental results show that it is not robust that
the generalization ability of the BERT-BiLSTM-CRF model
proposed in this work, when it is used on different corpus
sets, since the large difference in entity representation
between different corpus sets. Such as when the model is
trained on the abbreviated corpus and tested on the other
two types of corpuses, the recall rate is only 49.78%, and
the F-value is 56.85%. However, when it was trained on
the novel casual type corpus and tested on both the abbrevi-
ated and scientific or English name type corpus, it gets better
performance; the recall rate and the F-value are 74.33% and
76.98%, an increase of 24.55% and 20.13%, respectively, over
the first group. We sample entities from different corpus and
make a comparison on the distribution. Then, we find that
the novel casual corpus contains a larger span of entity types
and entity representation types, so when the model trained
on it performs well. When cross-corpus training is con-
ducted, the generalization ability of the model is significantly
improved, with F-values reaching 74.36%, 82.79%, and
87.39%, respectively. The purpose of this experiment is to
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Figure 5: LSTM network structure.

Table 4: Model hyperparameters.

Parameters Values

Batch size 64

Clip 0.5

Dropout rate 0.5

Learning rate 10-5

Maximum sequence length 512

BiLSTM hidden layer dimension 256

Optimizer algorithm SGD
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illustrate that when it is necessary to extract entities across
scenes and across corpus sets, one needs to pay attention
to the entity features, and the distribution of entities in dif-
ferent scenes corpus sets and choose the training corpus
set reasonably. The experimental results also show that when
hardware conditions are limited, users could choose a corpus
with more entity types as the training set to train the model
and would achieve better performance.

5.3.3. Comparison Experiments. The comparison models are
divided into horizontal and vertical two groups, where verti-
cal group contains models, such as CRF, LSTM, and
BiLSTM-CRF, and horizontal group contains models Lat-
tice-LSTM-CRF, BERT-BiGRU-CRF, and BERT-IDCNN-
CRF. Experiments are carried out on the whole corpus,
and the experimental process is the same as the EP-
THREE mentioned above. The models, for comparison,
have achieved state of the art in the development of named
entity recognition; thus, the experimental results would be
more convincing when compared to these models.

In experimental process, the CRF model is trained and
tested with the open source CRF++ (v0.58) tool. The
LSTM-CRF model and BiLSTM-CRF model use word vec-
tors trained with word2vec as input, and the vector dimen-
sion is 300 [22]. The experimental super parameters are
consistent with the literature [13]. The Lattice-LSTM-CRF
model adopts the super parameters in literature [23]. The
input of CNN-BiLSTM-CRF model adopts word2vec word
vectors as the input, the vector dimension is 300, and other
super parameters are consistent with literature [24]. The
experimental results are listed in Tables 7 and 8.

The experimental results show that the BERT-BiLSTM-
CRF model applied in this work outperforms the other
models listed above; it gets better performance for the recog-
nition of military entities on the corpus. In the longitudinal
comparison experiments, we compare the metric values of
the BERT-BiLSTM-CRF model with any other model in

the longitudinal group. Where compared to the CRF model,
the recall rate and F-value are increased by 23.76% and
18.72%, respectively; compared to the LSTM-CRF model,
the recall rate and F-value are increased by 11.65% and
11.24%, respectively; compared to the BiLSMT-CRF model,
the recall rate and F-value are increased by 8.94% and
9.24%, respectively; and compared to the BERT-CRF model,
the recall rate and F-value are increased by 5.05% and
5.07%, respectively. Word2vec is a static word vector, and
its application in dynamic word sense transformation sce-
narios is poor for entity recognition, whereas dynamic word
vectors can perform well in this scene. Therefore, the LSTM-
CRF and BiLSTM-CRF entity recognition models are not as
effective as the BERT-BiLSTM-CRF model with dynamic
pretrained word vectors for entity recognition on a corpus
with “five-plus” types. Although the BERT-CRF model
introduces a pretraining mechanism, it is not as effective as
the BERT-BiLSTM-CRF model with a bidirectional long
and short-term memory network in learning the contextual
features of sentences. In the transverse comparison experi-
ment, the experimental process is the same as longitudinal
experiment. And we analyze their performance as follows:
compared to the Latch-LSTM-CRF model, the recall rate
and F-value are increased by 7.08% and 6.63%, respectively;
compared to the CNN-BILSTM-CRF model, the recall rate
and F-value are increased by 7.81% and 7.95%, respectively;
compared to the CNN-BILSTM-CRF model, the recall rate
and F-value are increased by 2.9% and 3.72%, respectively;
and compared to the CNN-BILSTM-CRF model, the recall
rate and F-value are increased by 1.75% and 1.81%, respec-
tively. Where the Lattice-LSTM-CRF model uses the
improved grid LSTM element to integrate word and word
order information, which can avoid word segmentation
errors not transmitted in the network. The CNN-BILSTM-
CRF model uses CNN to extract character-level features of
words, which improves the vector representation ability of
words and reduces the influence of segmentation errors.
Although these two models have been improved in character
and word feature extraction, they cannot fundamentally

Table 5: Experimental results of the BERT-BiLSTM-CRF model on
corpus sets with different size.

P (%) R (%) F (%)

EP-ONE 75.03 72.14 73.56

EP-TWO 81.29 79.06 80.16

EP-THREE 85.73 83.37 84.53

Table 6: Results of the cross-validation experiment on three corpus
sets.

P (%) R (%) F (%)

1-(2,3) 66.25 49.78 56.85

2-(1,3) 70.18 58.36 63.73

3-(1,2) 79.83 74.33 76.98

(1,2)-3 77.94 71.09 74.36

(1,3)-2 84.37 81.26 82.79

(2,3)-1 89.13 85.72 87.39

Table 7: Experimental results for longitudinal comparison.

Model P (%) R (%) F (%)

CRF 73.45 59.61 65.81

LSTM-CRF 74.93 71.72 73.29

BiLSTM-CRF 76.16 74.43 75.29

BERT-CRF 80.64 78.32 79.46

BERT-BiLSTM-CRF 85.73 83.37 84.53

Table 8: Experimental results for transverse comparison.

Model P (%) R (%) F (%)

Lattice-LSTM-CRF 79.57 76.29 77.90

CNN-BiLSTM-CRF 77.63 75.56 76.58

BERT-BiGRU-CRF 81.16 80.47 80.81

BERT-IDCNN-CRF 83.86 81.62 82.72

BERT-BiLSTM-CRF 85.73 83.37 84.53
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overcome the weakness of static word vector, and the perfor-
mance improvement and application scenarios will be lim-
ited to some extent. The BERT model, which skillfully
combines multiattentional mechanism and unsupervised
subtask training task, can integrate characters, words, sen-
tences, and word order to learn contextual information
and then complete the comprehension task. The experimen-
tal results show that there is little difference between the
models with pretraining structure, but BiLSTM performs
well than IDCNN and BiGRU in the modeling of serialized
text features, so the recognition performance of BERT-
BilSTM-CRF model is better in the entity recognition task
of military language data.

6. Conclusion

In this work, we construct a set of corpuses and propose five
rules for identifying the fuzzy boundary of military entities,
which are applied to solve problems for military entity rec-
ognition, such as the lack of corpus, the single type of cor-
pus, and the disunity of entity boundary division. These
corpus have been divided into three types, abbreviation type,
scientific or English name type, and novel and casual type.
With these corpuses, we have conducted three types of
experiments: (1) military entity recognition experiments
using BERT-BiLSTM-CRF model on different sizes of cor-
pus sets, (2) military entity recognition experiments using
BERT-BiLSTM-CRF model across corpus sets, and (3) com-
parison experiments of multimodel military entity recogni-
tion. The experimental results illustrate the effect of
different size data sets on the accuracy of the entity recogni-
tion model and the effect of data distribution on the accu-
racy of the recognition model and also validate the
effectiveness of the BERT-BiLSTM-CRF model for military
entity recognition.

At present, due to the limitation of data access, the
amount of nonopen data available is limited, and many mil-
itary entities are not yet covered. In the future, more new
data samples will be generated by learning from existing
sample data and combining the descriptions of some data
patterns by domain experts using adversarial neural net-
works, which will be used to enrich the existing corpus. In
addition, methods such as migration learning, knowledge
distillation, and unsupervised learning are considered to
reduce the reliance on corpus size and accuracy and to build
lightweight military entity recognition models. In terms of
practical applications, military knowledge graph plays a crit-
ical role in promoting the development of military intelli-
gence, and military intelligence applications based on
military knowledge graph will become more popular. In
the future, intelligent resource management and scheduling
technology will be widely used in the field of unmanned
combat and in the field of military chess deduction.
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As a perception enabling technology of the Internet of Things, RFID can quickly identify target objects. The tag-to-tag collision
problem seriously affects the identification performance of the RFID system, which causes the reader to be unable to accurately
identify any tag within the specific time. The mainstream anticollision algorithms are limited by the performance bottleneck
under the standard framework. In this paper, we analyze the features and merits of three kinds of algorithms in detail and
propose a new algorithm architecture for RFID anticollision. Through the extensive experimental results comparison, we prove
that the new architecture is effective to improve the performance of DFSA algorithms. Finally, we summarize the future
research trends in the RFID anticollision algorithms.

1. Introduction

Radio Frequency Identification (RFID) [1–3] technology is
an emerging backscatter communication technology [4],
which uses radio frequency signals to carry out information
exchange in the wireless channel and realizes the noncontact
identification between objects. A typical RFID system con-
sists of readers, tags, and backend components. In many
applications based on RFID technology, a mass of passive
RFID tags is deployed in the RFID system. Due to the nature
of passive tags, tags cannot communicate with each other, so
all tags can only receive signals from readers. Since multiple
tags share the same wireless channel to communicate with
readers, when multiple tags send data to readers at the same
time, the phenomenon of collision between more tags will
occur, resulting in the failure of readers to identify tags.
Obviously, the collision brings great challenges to informa-
tion collection. Therefore, the research on RFID electronic
tag information collection is very suitable for the back-
ground of the development of the times [5, 6] and has
important reference value and practical significance. There-
fore, when there are multiple tags at the same time in the
covering area of the reader, the reader must use anticollision
algorithm to improve the efficiency of tag recognition.

The current RFID multitag anticollision algorithms can
be mainly divided into three categories, namely, probabilistic
algorithms [7–10], deterministic algorithms [11–15], and
hybrid algorithms [16–18]. Probabilistic algorithms are
mainly derived from Aloha-based ideas. An Aloha-based
algorithm takes the way of tag answering first and lets the
tag randomly select a time period to respond to the query
request of reader. If only one tag responded to the query in
the current time period, the tag was successfully identified.
In the Aloha-based algorithm, the most commonly used is
the dynamic framed slotted Aloha (DFSA) algorithm. The
DFSA algorithm formulates the concept of frame length
(the frame length is equal to the number of time slots
allowed by the tag), and then, the tag that receives the reader
command will randomly select a time slot in a frame to
respond and reply with its own ID. When a frame is over,
the reader uses mathematical methods to estimate the num-
ber of remaining tags based on the slot status counted in the
previous frame and starts the next frame identification until
all tags are successfully recognized. The performance bound
of the DFSA algorithm is 0.368 [19]. All DFSA algorithms
are easy to implement and have low equipment cost but
may have tag starvation. Deterministic algorithms are also
called tree-walking algorithms. The core idea of this type
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of algorithm is to use bit tracking technology [20, 21] to lock
the specific location of ID information collisions, so that the
reader can adjust the query prefix in time to successfully
identify subsequent tags. As the query progresses, the tree
splits and all the child nodes of the query tree are retrieved.
In other words, as long as there are enough queries, readers
can accurately query the ID of each tag. Thus, tree-walk
algorithm has a 100% recognition rate and can avoid the
problem of tag starvation. However, once the tag IDs are
not evenly distributed, the tree-based algorithm will generate
many collision slots and lead to a gradual deterioration in
performance. In order to maximize the multitag recognition
performance of the RFID system, many researchers have
merged the advantages of different types of algorithms and
proposed a series of hybrid anticollision algorithms. The
representative algorithms are BSTSA [16], BTSA [17], and
GBSA [18]. Compared with traditional anticollision algo-
rithm, the above algorithms have been significantly
improved in tag recognition performance, but at the same
time, they also caused some problems, such as high hard-
ware cost, compatibility with existing RFID standards, and
other issues. It is noted that there are also two kinds of col-
lisions in the RFID systems, namely, reader-to-reader colli-
sion. The reader can use some scheduling methods to
avoid such collisions. And this kind of collision is not the
focus of this paper.

This paper mainly analyzes the performance of the
typical representatives of the existing several types of anti-
collision algorithms and summarizes and analyzes the per-
formance bottlenecks and other shortcomings of the
existing methods. Based on the analysis, we propose a new
algorithm architecture in which the system throughput can
break through the bottleneck of existing DFSA algorithms.
Different from the traditional DFSA algorithms, the pro-
posed new method can separately cope with each collision
slot with the independent small-size frame. Through theo-
retical derivation and analysis, we proved that the proposed
new method can make the anticollision algorithm break the
performance limit under the constraints of the existing
framework. Finally, the future research trends of anticolli-
sion algorithms are summarized.

2. Related Works

Taking into account factors such as RFID equipment cost
and implementation complexity, currently, in RFID readers,
multitag conflict avoidance technologies based on time divi-
sion multiplexing are mainly used, which mainly include
three types of methods based on Aloha, binary splitting,
and query tree. Among the methods based on Aloha, cur-
rently, the most widely used is the dynamic framed slotted
Aloha algorithm, which has been adopted by the UHF inter-
national standard EPC C1 Gen2. At present, most research
focuses on two aspects. One is to maximize the utilization
of time slots by dynamically adjusting the frame length of
each round, and the other is to avoid waste of resources by
terminating low-utilization frames early. The EACAEA
[22] algorithm proposed by Chen considers the difference
in time duration between different types of time slots to opti-

mize the frame length to maximize system throughput.
Chen’s research shows that when the length of the collision
slot is 5 times that of the idle slot, the optimal frame length
is 1.89 times the number of tags to be identified. However,
this method only adjusts the frame length once in one round
of recognition, which causes its performance to show large
fluctuations when the number of tags changes, and its stabil-
ity is poor. Su et al. [4] designed a frame length adjustment
strategy based on time and energy saving and, based on this
strategy, proposed a multitag identification algorithm named
TES-FAS suitable for the EPC C1 Gen2 standard. The TES-
FAS algorithm combines subframe observation and adaptive
frame adjustment mechanisms and can achieve better recog-
nition performance under different reader parameter config-
urations. However, the frame length optimization of the
reader in TES-FAS algorithm is based on a static RFID envi-
ronment, which makes it not suitable for dynamic RFID
environments. Taking into account the mobility of tags,
Zhu et al. [23] designed a scheduling-based RFID anticolli-
sion algorithm that satisfies a high recognition rate under a
certain tag moving speed. Although the method takes into
account the movement characteristics of the tag, its design
is based on an ideal communication channel. In actual RFID
application scenarios, there are path loss, signal attenuation,
shadowing effects, etc., resulting in unsatisfactory communi-
cation channels between the reader and the tag. For this rea-
son, many researchers [24–26] have studied multitag
identification methods suitable for nonideal channels. The
binary splitting method is intuitively a random access algo-
rithm. Different from the Aloha-based algorithm, the col-
lided tag set will be separated by a fixed probability of 0.5.
In binary splitting methods, the tag starvation will be signif-
icantly weakened.

Law first used the query tree [21] algorithm to solve the
signal conflict problem in the RFID tag identification pro-
cess. The tag ID is essentially a sequence of 0/1 binary num-
bers. The recognition process of the query tree algorithm is
similar to a virtual binary tree, the height of the tree is the
ID length of the tag, and each branch is marked with the
“left 0 right 1” method. The reader first sends a query com-
mand with a prefix of 0, and those tags whose ID prefix is 0
will respond to the reader and return their own ID. When a
collision occurs, the reader divides the collided tag set into
two subsets based on tag ID collision bit. These subsets get
smaller and smaller until each subset contains only one
tag. This type of algorithm requires a stack in the reader to
store the query prefix information. The reader will continu-
ously update the query prefix according to the collision bit
and push the query prefix onto the stack. The entire recogni-
tion process will not end until the stack is null. The disad-
vantage of the query tree algorithm is that when the tags
are dense, the signal conflicts are obviously intensified,
which affects the system’s recognition performance. Pan
and Wu [27] proposed the STT algorithm, which learns
the distribution of tags online based on the previous query
results, thereby dynamically selecting the query depth of
the query tree. The shortcoming of the STT algorithm is that
it assumes that the tag distribution of the subsequent query
is consistent with the previously learned tag distribution.
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Shahzad and Liu [28] questioned this hypothesis and pro-
posed the TH algorithm, which first uses the tag number
estimation method to estimate the number of remaining tags
and then estimates the ID distribution of unidentified tags
and then jumps directly to the optimal layer for subsequent
queries. In order to optimize the query prefix and improve
the recognition efficiency of the query tree algorithm, subse-
quent researchers have presented a series of work on this
basis, including the CT [29], CCMA [20], CwT [12], DPPS
[30], and BQMT [13] algorithms. In Table 1, we summarize
the features and development trends for existing representa-
tive anticollision algorithms.

3. Performance Analysis of
Anticollision Algorithms

3.1. Analysis of DFSA Algorithms. The DFSA algorithm is a
classical representative of Aloha-based algorithm, which
strictly follows the timing link of EPC C1 Gen2 standard
as illustrated in Figure 1. Based on the frame time slot algo-
rithm, the DFSA algorithm estimates the number of tags in
the current recognition stage through the tag estimation
algorithm and adjusts the frame length at the beginning of
each frame recognition stage according to the estimated
number of tags to be recognized. Therefore, the key to the
improvement of DFSA algorithm is (1) improve the accu-
racy of the estimation of the number of tags and adjust the
frame length reasonably and (2) reduce the number of idle
time slots and collision time slots. The workflow of the
DFSA algorithm is illustrated in Figure 2.

We suppose the number of effective tags isN , and the
length of frame size isF, since the probability of choosing
the same time slot for anyrtags can be expressed as

Pr = Cr
N

1
F

� �r

1 −
1
F

� �N−r

: ð1Þ

For a successful slot, there is only one tag that sends its
IDs to the reader. So, the probability of successful slot is

Ps = C1
N

1
F

� �1
1 −

1
F

� �N−1
: ð2Þ

Table 1: Summary of various types of anticollision algorithms.

Types Representatives Features Development trends

Aloha-based

MAP [19] High estimation accuracy and high complexity Reduce the complexity

ECD [10] Pulse detection Improve the feasibility

FEIA [22] Slot-by-slot adjustment Enhance initial performance

Tree-based

CT [29] Remove the empty queries Further improve the efficiency

DPPS [30] Identify multiple tags in the same time slot Optimize query mechanism

CwT [12] Window mechanism to reduce the transmitted bits Reduce the slot number

Hybrid-based
BSTSA [17] First proposed hybrid architecture Performance improvement

GBSA [18] Performance limit of UHF RFID Optimize the architecture
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Figure 1: The timing link of EPC C1 Gen2 UHF RFID standard.
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Figure 2: The flowchart of the DFSA algorithm.
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When the current time slot has no tag send ID, it is
defined as an idle time slot, and its probability can be
expressed as

Pe = 1 −
1
F

� �N

: ð3Þ

There are only three slot statuses during the recognition
process: successful slot, idle slot, and collision slot. Thus, the
probability of collision slot is

Pc = 1 − Ps − Pe = 1 −
N + F − 1

F
1 −

1
F

� �N−1
: ð4Þ

According to Equations (1), (2), and (3) above, we can
get the expected values of successful slot, idle slot, and colli-
sion slot as follows:

Es =N 1 − 1/Fð ÞN−1,

Ee = F 1 − 1/Fð ÞN ,
Ec = F − N + F − 1ð Þ 1 − 1/Fð ÞN−1:

8>><
>>:

ð5Þ

Wedenote the system throughput as the ratio of successful
slots to total slots F, denoted as U . Thus, U is expressed as

U =
N
F

1 −
1
F

� �N−1
: ð6Þ

In order to satisfy U maximum, we take the derivative of
F on both sides of Equation (6) and make it equal to 0; we
then have

dU
dF

=
N N − Fð Þ F − 1ð ÞN−2

FN+1 = 0: ð7Þ

From Equation (7), we can know that in order to maxi-
mize U , there are two possibilities for the value of F, either
F = 1 or F =N . Considering the actual situation, the number
of tags in the coverage of the reader is usually much greater
than 1. Therefore, we find that the F value that satisfies max-
imal U is N . That is, when the given frame length is equal to
the number of tags to be identified, the anticollision algo-
rithm can achieve the maximum system throughput.

Figure 3 reveals the relationship between U , Pe, and Pc
under different tag numbers and different frame lengths.
We can see from Figure 2 that each curve about U corre-
sponds to a peak point, which is approximately equal to
0.368, which is obtained when F =N . Since the reader does
not know the specific number of tags before identification,
the purpose of the DFSA algorithm is to estimate the num-
ber of remaining tags so as to approach the performance to
0.368. Therefore, 0.368 has also become the performance
bottleneck of the traditional DFSA algorithm. My research
found that the reason for this bottleneck is that the current
DFSA algorithm framework is aimed at all unread tags,
and the reader sets a relatively large frame length to identify

them. From Equation (6), we know that when F approaches
infinity, the value of U approaches 0.368. When F is small,
the value of U can be greater than 0.368. For example, when
F =N = 2, the value of U is 0.5. This phenomenon stimu-
lates the design of an independent frame recognition
scheme, so that system throughput of the anticollision algo-
rithm exceeds 0.368. Let us do a simple theoretical deriva-
tion to verify this point.

According to the definition of system throughput, we
know that it can be redefined as N divided by the total num-
ber of time slots to identify N tags. Accordingly, Equation
(6) can be rewritten as the following formula:

U = N
F + A

, ð8Þ

where A represents the expected number of remaining time
slots required for the reader to recognize N tags except for
the initial frame F. Similarly, according to the calculation
formula of system throughput, we can get

A =
Nrest

1 − 1/Nrestð Þð ÞNrest−1
, ð9Þ

in which Nrest means the number of remaining tags. We
know that before the end of the entire tag identification
process, there are always collision slots, and the sum of
the tags involved in all collision slots is the remaining tags.
Thus, we have

Nrest = 〠
m

i=1
ri: ð10Þ
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Figure 3: U , Pe, and Pc for different N and F values.
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Herein, m is the number of collision slots counted in
the initial frame, and ri represents the number of tags
involved in i-th collision slot. We assume that the idea
of the new anticollision algorithm (designed in this paper)
is to independently allocate a small frame for each colli-
sion slot to identify it; then, the system throughput of
the algorithm can be derived as follows:

Unew =
N

F + B
,

B = 〠
m

i=1

ki
1 − 1/kið Þð Þki−1

:

ð11Þ

Assume that among all collision slots, the lth time slot
involves the largest number of tags, and the number of
tags included is kl. So, we have

B < B∗ =
∑m

i=1ki
1 − 1/klð Þð Þkl−1

: ð12Þ

Obviously, the function of ð1 − ð1/xÞÞx−1 is a monoton-
ically decreasing function. From this, we can deduce

U∗
new =

N
F + B∗ >UDFSA =

N
F + A

: ð13Þ

The reason why the above formula holds is that Nrest
> kl. Therefore, we have

Unew >U∗
new >UDFSA: ð14Þ

We prove through the above derivation that in the
same multitag recognition scenario, the system throughput
of the new algorithm can break through the performance
bottleneck of the traditional DFSA algorithm. It is worth
noting that the new algorithm here only refers to the con-
cept and idea we put forward, and the detailed algorithm
design is not the focus of this paper.

3.2. Analysis of Query Tree Algorithms. Unlike the DFSA
algorithms, the query tree- (QT-) based algorithms do not
have a common performance upper bound. Therefore, dif-
ferent optimization methods for query prefixes may result
in large differences in final performance. The timing of
QT-based algorithms usually follows the ISO-18000-6B
standard, as shown in Figure 4. The workflow of QT-based
algorithm is illustrated in Figure 5. Since there will be differ-

ences in the performance of each QT algorithm, we choose
several representative QT algorithms for performance analy-
sis here.

(1) Collision tree (CT) algorithm

The basic principle of the CT algorithm is that the
reader sets the highest collision bit of the received string
to 0 and 1, respectively; generates a new query prefix; and
sends a new query command in the next time slot. The
tag that receives the query command only needs to return
the remaining ID information after matching the prefix.
Compared with the traditional QT algorithm, the advantage
of the CT algorithm is that it eliminates idle time slots in
the query process and reduces the amount of data transmis-
sion in the time slot.

Assuming that there are 5 tags (A, B, C, D, and E) in the
current reader’s working domain, their IDs are “0010,”
“0101,” “1101,” and “1110.” The reader uses the QT algo-
rithm to recognize them, and the detailed recognition pro-
cess is shown in Table 2.

We can observe in Table 2 that it takes 9 time slots for
the reader to recognize these 5 tags using the QT algorithm.
The recognition process of the QT anticollision algorithm is
similar to traversing a binary tree, and each node on the tree
will be detected. We can see that in the QT algorithm, each
tag replies with a complete ID, which undoubtedly increases
the communication complexity in the recognition process.
In addition, when the number of tags to be identified is large,
the QT algorithm will generate a large number of idle time
slots, thereby further reducing performance. Since the CT
algorithm eliminates idle nodes on the basis of the QT
algorithm, the binary traversal tree corresponding to the
CT algorithm only contains collision nodes (intermediate
nodes) and leaf nodes, thereby improving the recognition
efficiency.

Probe CW

ID
ID

PR

T1 T2

PR

T1

ID

T2

CW

ID

T1

CW

T2

CD

Figure 4: The timing link of ISO 18000-6B RFID standard.
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Figure 5: The workflow of the QT-based algorithm.
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Assuming that there are n tags to be identified in the
RFID system, the reader uses CT algorithm to identify them;
the total number of time slots required can be expressed as

N t =Nc + n, ð15Þ

where Nc represents the number of collision nodes in the
traversal tree. We know that a collision node will produce
2 child nodes, so Nt can be further rewritten as

N t = 2 ×Nc + 1: ð16Þ

Comparing Equations (15) and (16), we can have

Nc = n − 1: ð17Þ

Therefore, the total number of slots required by the CT
algorithm to identify n tags can be expressed as

N t = 2 × n − 1: ð18Þ

According to the definition of system throughput, we
can know that the maximum system throughput of CT algo-
rithm is

UCT = lim
n⟶∞

n
2n − 1

= lim
n⟶∞

1
2 − 1/nð Þ =

1
2
: ð19Þ

Through formula (19), we know that the performance of
the CT algorithm is relatively stable, and its system through-
put is maintained at 50%. However, it is essentially a binary
tree search. When the collision is obvious, the search process
cannot be accelerated.

(2) CCMA algorithm

The CCMA algorithm is a multiary search algorithm,
which introduces a custom query command and a collision
string mapping mechanism. The mapping relationship of
collision data is shown in Table 3. The main idea of the
CCMA algorithm is that if the reader detects that the first
and second collision bits are continuous, the reader will send
a custom query command, namely, QueryP in the next time

slot to make the involved tag return a 4-bit mapping string
to replace the original ID prefix information. This mapping
string can accurately reflect the collision information of the
tag. The reader can accurately identify the first 2 bits of col-
lision information of the tag through the received mapping
string to determine the next query command. If the first
and second collision bits are not consecutive, the reader will
use the CT algorithm to identify the tag.

The authors in [20] only give the simulation results of
the CCMA algorithm. In order to better evaluate the perfor-
mance of the QT algorithm, we do the following analysis of
the CCMA algorithm. Similarly, we assume that there are n
tags in the RFID system, and the reader uses the CCMA
algorithm to recognize them. The total number of time slots
required is

N t = Pcc ×Ncc + Psc ×Nsc, ð20Þ

where Ncc is the number of time slots required to identify n
tags when all collisions are continuous collisions and Nsc is
the number of time slots required to identify n tags when
all collisions are noncontinuous. Pcc and Psc are the proba-
bility of continuous collision and discontinuous collision,
respectively.

Lemma 1. Assuming that all collisions in the multitag recog-
nition process are noncontinuous collisions, the number of
time slots required by the CCMA algorithm to identify n tags
is Nccma = 2 × n − 1.

Proof. In the entire tag recognition process, when all the
detected collisions are noncontinuous, the recognition pro-
cess of the CCMA algorithm is similar to the CT algorithm,
at this time, Nsc = 2 ×Nc + 1 = 2 × n − 1. Thus, Lemma 1 is
proved.

Lemma 2. In the entire tag recognition process, when all the
detected collisions are continuous, the number of time slots
used by the CCMA algorithm to recognize n tags is Ncc =
ð20 × n − 11Þ/9.

Proof. When all detected collisions are continuous, the rec-
ognition process of the CCMA algorithm is similar to a com-
plete quaternary traversal tree. The collision node in the tree
will produce 4 child nodes, so N4 =N l +Nc = 4 ×Nc + 1,
where N l and Nc denote the number of leaf nodes and colli-
sion nodes in the tree; we have

N l = 3 ×Nc + 1: ð21Þ

Table 2: An recognition example by using QT algorithm.

Slot Query prefix
Responding data

from tags
Slot status

1 Empty string Ɛ xxxx Collided

2 0 0xxx Collided

3 00 0010 Successfully identify A

4 01 0101 Successfully identify B

5 1 11xx Collided

6 10 Idle

7 11 11xx Collided

8 110 1101 Successfully identify C

9 111 1110 Successfully identify D

Table 3: The mapping table used in CCMA algorithm.

Collision information Mapped string

00 0001

01 0010

10 0100

11 1000
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In the quaternary traversal tree, the leaf nodes may be
successful nodes or idle nodes, so the above formula can be
rewritten as

n +N i = 3 ×Nc + 1: ð22Þ

In the CCMA algorithm, the number of idle nodes that a
continuous collision node may produce is between 0 and 2.
The CCMA algorithm can eliminate idle time slots through
the QueryP command. Next, we consider the following three
scenarios, respectively.

Scenario A: when the number of idle nodes generated by
a continuous collision node is 0, Ni = 0, and Nc = ðn − 1Þ/3
can be obtained from Equation (22). We substitute it into
N4 = 4 ×Nc + 1 to get N4 = ð4 × n − 1Þ/3. According to the
principle of the CCMA algorithm, the number of sending
the custom command QueryP in the CCMA algorithm is
the number of consecutive collisions (i.e., Nc), so Ncc =N4
−N i +Nc = ð5 × n − 2Þ/3.

Scenario B: when the number of idle nodes generated by
a continuous collision node is 1, N i =Nc, Nc = ðn − 1Þ/2 can
be obtained from Equation (22), and substituting it into
N4 = 4 ×Nc + 1, we can find N4 = 2 × n − 1. Further, we
can find Ncc = 2 × n − 1.

Scenario C: when the number of idle nodes generated by
a continuous collision node is 2, similarly, Ncc = 3 × n − 2
can be obtained.

Since the above three scenarios appear with equal prob-
ability, we can get Ncc = ð20 × n − 11Þ/9; therefore, Lemma 2
is proved.

Considering that in the process of tag recognition, the
probability of continuous collision and discontinuous colli-
sion is 0.5, combining Lemmas 1 and 2, formula (20) can
be rewritten as

N t =
1
2
Nsc +

1
2
Ncc =

19 × n − 10
9

: ð23Þ

Therefore, the maximum system throughput that the
CCMA algorithm can achieve can be expressed as

UCCMA = lim
n⟶∞

9n
19n − 10

=
9

19 − 10/nð Þ ≈ 0:4736: ð24Þ

From Equation (24), we can know that the system
throughput that the CCMA algorithm can maintain is slightly
lower than that of the CT algorithm, but the amount of data
transmission required is lower than that of the CT algorithm.

(3) DPPS algorithm

The performance analysis of the current mainstream QT
anticollision algorithms shows that the recognition perfor-
mance of the QT algorithm has a higher room for improve-
ment. A typical idea is to optimize the response mechanism
of the tag, and its representative is the DPPS algorithm. The
basic principle of the DPPS algorithm is that the reader
sends a query command to all tags within its coverage area,

and when the tag receives this command, it will return its
own complete ID. Once a collision is detected, the reader
will update the query prefix based on the parsed data and
send the PROBE_EQ command to probe the tag in the next
time slot. There are 3 key parameters in the PROBE_EQ
command. First is COM_Str, which represents the data part
of the tag ID before the collision bit; second is Pre1, which
represents prefix 1; and third is Pre2, which represents prefix
2. The value of Pre2 is equal to the value of Pre1 minus one.
We can also make the following derivation to analyze the
performance of the DPPS algorithm. In the DPPS algorithm,
we use Nslots to represent the sum of the number of success-
ful slots, complete collision slots, and identifiable collision
slots. Let EðNslotsÞ be defined as the expected value of Nslots.
According to the principle of the DPPS algorithm, EðNslotsÞ
can be expressed as

E Nslotsð Þ = 1 +Nc, ð25Þ

whereNc is the number of ID collisions during the recognition
process.

Lemma 3. Similarly, we assume that there are n tags to be
identified in the system, and the reader uses the DPPS algo-
rithm to identify them; then, the expected total number of
time slots EðNslotsÞ is equal to n.

Proof. The recognition process of the DPPS algorithm is
similar to a variant of a binary traversal tree, and each node
on the tree corresponds to a time slot. For the convenience
of analysis, we treat both identifiable collisions and complete
collisions as collision nodes. Obviously, a collision node will
produce 2 child nodes, so the total number of nodes on the
traversal tree is 2Nc + 1 =Nc + n. It can be seen that Nc = n
− 1. According to formula (25), we know that EðNslotsÞ = 1
+ n − 1 = n. Therefore, Lemma 3 is proved.

Above, we analyzed the performance of three typical QT
algorithms. Through analysis, we know that the perfor-
mance improvement of QT algorithms mainly depends on
the query mechanism of the reader and the response mech-
anism of the tag. By optimizing these two mechanisms, the
performance of tag recognition can be continuously improved.
Through Lemma 3, we know that the DPPS algorithm only
needs n time slots to identify n tags, and its system throughput
reaches 100%. However, this does not mean that the perfor-
mance of QT anticollision algorithms has reached the limit.

Table 4: The experimental parameters used in this paper.

Parameter Value

The number of tags (100, 1000)

The length of IDs 96

Communication rate 40 kbps

T1 25 μs

T2 25 μs

T3 12.5μs
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The reason is that in the DPPS algorithm, the length of a single
time slot is longer than the length of the time slot in the tradi-
tional algorithm, so the actual improvement effect is not so
high. Therefore, there is still much room for improvement in
the performance of QT algorithms.

4. Experimental Results and Analysis

4.1. Experiment Setup. In the experiment section, we mea-
sure the performance of the RFID anticollision through

some common metrics such as system throughput, total
number of time slots, and recognition efficiency and com-
pared with our analysis results to verify the effectiveness of
our theoretical analysis. The simulations are performed on
the desktop computer with Intel Core i5-4590 CPU and
8GB RAM. All experiments are realized through MATLAB
program. Since the performance analysis results of most
DFSA algorithms are similar and close (below 0.368), we
choose the more classic Q-algorithm and MAP algorithm
as reference. In the QT-based algorithms, we choose the
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CCMA and CT algorithm as the reference algorithms. The
experimental parameters are listed in Table 4 [31–33]. In
order to ensure the convergence of the results, we indepen-
dently repeat the experiments 1000 times and then take the
average value as the final result [34].

4.2. Result Analysis. Figure 6 compares the total number of
time slots required by different algorithms to recognize the
same quantity of tags. The comparative algorithms include
Q-algorithm [9], MAP [19], CCMA [20], CT [29], and the
new design concept proposed in this paper (named new idea
in the simulations). It can be observed from the figure that
when the QT algorithm recognizes the same number of tags,
the number of time slots spent is significantly lower than
that of the DFSA algorithm. Among the two QT algorithms,
the CT algorithm spends less time slots than the CCMA
algorithm, which is also consistent with the theoretical anal-
ysis results. Among three DFSA algorithms, the number of
time slots consumed by the Q-algorithm and the MAP algo-
rithm is very close, while the number of time slots consumed
by the new idea is significantly lower than that by the other
two DFSA algorithms.

Figure 7 depicts the system throughput that can be
achieved under different algorithms. From the simulation
results, we can further observe that the system throughput
of QT algorithm is generally higher than that of DFSA algo-
rithms. Through our previous theoretical analysis, we can
see that the system throughput of most DFSA algorithms is
lower than 0.368. This experimental result also further ver-
ifies our theoretical analysis. The throughput of the Q-
algorithm and MAP algorithm is very close. Their average
throughput is 0.3388 and 0.3398, respectively, which is
8.6% and 8.3% away from the theoretical maximum value.
We can further observe that the average throughput that
new idea algorithm can achieve is 0.4192 and 13.9% higher
than the maximum throughput of the existing DFSA algo-
rithms. The average throughput of the CT and CCMA algo-
rithm is 0.5 and 0.453, respectively. The gap between the
average throughput of the CCMA algorithm and the theo-
retical analysis is 4%. The reason is that the number of sim-
ulations is not set large enough.

4.3. Challenges and Future Trends. We have verified through
theoretical analysis and experiments that many of the cur-
rent anticollision algorithms can alleviate the problem of
multitag recognition to a certain extent, but there are still
some problems in the recognition efficiency, complexity, sta-
bility, etc., which cannot meet the large-scale RFID systems.
In summary, there are following problems:

(1) The existing tag quantity estimation methods cannot
be applied to low-cost RFID systems. Existing
research on anticollision algorithms is excessively
pursuing accuracy in the estimation of the tag quan-
tity, which makes the complexity of the algorithm
increase sharply. Taking into account the limitation
of the computing power of the RFID platform, the
high-complexity algorithm cannot be applied to the
low-cost RFID systems

(2) Existing anticollision technologies are facing perfor-
mance bottlenecks. Most anticollision algorithms are
based on a channel with only one tag reply, so that
the reader can decode it correctly. The collision infor-
mation is discarded, and the tag needs to be retrans-
mitted. This undoubtedly wastes a lot of useful
information and restricts the further improvement of
the recognition efficiency of the anticollision algorithm

5. Conclusions

This paper analyzes the current mainstream anticollision
algorithms and conducts theoretical analysis and simulation
on their performance. Based on the analysis of the reasons
for the limited performance of the existing DFSA algorithm,
a new DFSA algorithm architecture is proposed, and theo-
retical analysis and simulation results prove that it can break
through the performance bottleneck of the current DFSA
algorithm. Finally, we summarize the existing research on
anticollision algorithms and present the current challenges
and future research trends.
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Aiming at the problems of low classification accuracy and low efficiency of existing news text classification methods, a new
method of news text classification based on deep learning convolutional neural network is proposed. Determine the weight of
the news text data through the VSM (Viable System Model) vector space model, calculate the information gain of mutual
information, and determine the characteristics of the news text data; on this basis, use the hash algorithm to encode the news
text data to calculate any news. The spacing between the text data realizes the feature preprocessing of the news text data; this
article analyzes the basic structure of the deep learning convolutional neural network, uses the convolutional layer in the
convolutional neural network to determine the change value of the convolution kernel, trains the news text data, builds a news
text classifier of deep learning convolutional neural network, and completes news text classification. The experimental results
show that the deep learning convolutional neural network can improve the accuracy and speed of news text classification,
which is feasible.

1. Introduction

With the rapid development of Internet technology, we are
in the era of information explosion. While enjoying the con-
venience brought by rich online information, we are also fac-
ing the severe challenge of how to quickly and effectively
extract data information from massive information. There-
fore, people pay more and more attention to the research
and analysis in the direction of information retrieval tech-
nology and data mining technology, which makes the
research related to natural language processing develop rap-
idly. Among them, the main task of text classification tech-
nology, which plays a key role in massive text data
processing, is to solve the problem of chaotic text informa-
tion to a certain extent. The basic principle is to extract rel-
evant text features from the original text content and finally
judge the category label, which has attracted more and more
attention from scholars. And then, there are many applica-
tions and research [1]. However, with the rise of big data,
massive online Internet text information has a series of
new features, such as more complex formats, more cumber-
some types, faster update speed, and more difficult labeling.

Especially after mobile phone users are popularized on a
large scale, microblog, headline news, and other social life
are enriched, and various short texts are also growing rap-
idly. All these changes will bring new challenges to text clas-
sification [2]. With the advent of the era of artificial
intelligence, machine learning is one of the important disci-
plines in this field. In these decades of development, the
research of machine learning-related algorithms has been
quite mature, and a series of breakthroughs have been made
in practical application. 2006 was the first year of deep learn-
ing. After its concept was proposed again, it quickly became
the core research field of scholars all over the world. Up to
now, as the core research object in the field of machine
learning, deep learning has attracted extensive attention
from contemporary Internet big data and artificial intelli-
gence [3]. Since Google, Microsoft, IBM, Baidu, and other
large Internet technology companies began to focus on the
research and development of deep learning technology, it
has made great breakthroughs in the fields of image, speech
recognition, and natural language processing. Deep learning
establishes a multilayer neural network structure by simulat-
ing the hierarchical structure of human brain, extracts the
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distributed features of input data layer by layer from the bot-
tom to the top, and finally establishes a good mapping func-
tion to describe the abstract relationship from the bottom
signal to the high semantics [4]. Obviously, as an algorithm
rising in the whole big data environment, deep learning will
become one of the hot research directions in the future.
Therefore, using artificial intelligence algorithm to classify
news text has become a hot issue in this field.

Literature [5] proposed a short text classification method
based on keyword similarity. Firstly, the word 2vec word
vector model is obtained through a large number of corpus
training. Then, the keywords of each type of text are
obtained through textrank, and the de duplication operation
is carried out in the keyword set as the feature set. For any
feature, the similarity between each word in the short text
and the feature is calculated through the word vector model.
The maximum similarity is selected as the weight of the fea-
ture. Finally, k-nearest neighbor (KNN) and support vector
machine (SVM) are selected as the classifier training algo-
rithm. Based on the Chinese news title dataset, the classifica-
tion effect is improved by about 6% on average compared
with the traditional short text classification method, which
verifies the effectiveness of the method. However, this
method does not preprocess the text before text classifica-
tion, resulting in more similar information, which affects
the classification results. Reference [6] proposes an ACO-
WNB classification algorithm based on improved informa-
tion gain. Firstly, according to the word frequency distribu-
tion of feature words in the dataset, an adjustment factor is
added to enhance/suppress the contribution/interference of
feature words, select features with strong discrimination to
form feature subsets, and improve the accuracy of Ig pro-
cessing unbalanced datasets. Then, the ant colony optimiza-
tion algorithm (ACO) is combined with the weighted naive
Bayesian model, and ACO is used to iterate and globally
optimize the weights to generate ACO-WNB classifier to
improve the classification efficiency of text data. The
improved algorithms are compared and analyzed with typi-
cal news datasets. The experiments show that Ig can effec-
tively remove redundant high-frequency features and has
better feature selection ability for unbalanced datasets.
ACO-WNB classifier has higher accuracy and better classifi-
cation efficiency for actual text data. The classification pro-
cess of this method is complex and has some limitations.
Literature [7] proposed CRNN text classification algorithm
based on attention mechanism. Taking the pretrained word
vector as the input, the convolutional neural network
(CNN) is used to extract the features of the text vector; Bi
gating loop unit (BI Gru) is used to capture the word order
information in the text, extract the context dependency of
the text, and identify the importance of different features
combined with the attention mechanism. The highway net-
work is used for feature optimization. The model is tested
on three English corpora: 20 newsgroups, sst-1, and sst-2.
The experimental results show that the model effectively
improves the accuracy of classification tasks. However, this
method has the problem of high noise in classification.

In view of the shortcomings of the above methods, this
paper proposes a research on news text classification based

on deep learning convolutional neural network. The weight
of news text data is determined by VSM vector space model,
and the information gain of mutual information is calculated
to determine the characteristics of news text data. On this
basis, the hash algorithm is used to encode the news text
data, calculate the spacing between any news text data, and
realize the feature preprocessing of news text data. This
paper analyzes the basic structure of deep learning convolu-
tion neural network, determines the change value of convo-
lution kernel with the help of convolution layer in
convolution neural network, trains news text data, con-
structs news text classifier of deep learning convolution
neural network, and completes news text classification. The
technical route of this paper is as follows:

Step 1: determine the weight of news text data through
VSM vector space model, calculate the information gain of
mutual information, and determine the characteristics of
news text data.

Step 2: the hash algorithm is used to encode the news text
data, calculate the spacing between any news text data, and
realize the feature preprocessing of news text data.

Step 3: analyze the basic structure of deep learning con-
volution neural network, determine the change value of con-
volution kernel with the help of convolution layer in
convolution neural network, train news text data, construct
news text classifier of deep learning convolution neural
network, and complete news text classification.

Step 4: experimental analysis
Step 5: conclusion

2. Classification of News Text Based on Deep
Learning Convolutional Neural Networks

2.1. News Text Data Feature Extraction. Due to the complex
format of news text data directly acquired by the Internet,
computers cannot directly understand the text content, so
the representation of news text characteristics is to trans-
form the unstructured or structured news text of the Internet
into structured text intelligible by the computer. In this
paper, we first characterize its feature [8] with the help of
the VSM vector space model. The model is based on the
number of feature words appear statistics, mainly including
three steps: first, calculate the word frequency, then calculate
the inverse document frequency, and finally calculate the
TF-IDF. The model is based on the feature representation
of the word vector, if the reference source is not found in
error. In presenting the weight size of each feature item in
each text set, each text can be measured by the reference
source [9]. If a feature word corresponds to a word vector,
all feature words in all text sets correspond to the corre-
sponding dimension of the space. The weights are calculated
here using the TF-IDF method based on word frequency, the
number of single appearances, giving a large weight [10] to
persuasive features in each document. The TF-IDF weights
are calculated as follows:

wij = t f ij × idf ij = t f ij × log N
nj

 !
: ð1Þ
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Among them, wij represents feature terms, t f ij repre-
sents the number of news text appearances, idf ij represents
the frequency of news text occurrence, log ðN/njÞ represents
the derivative of text occurrence, and N represents the total
number of news text.

After the feature weights of the calculated news text data,
the entropy changes of the news text data. Information gain
is an entropy-based method. First, calculate the change of
information entropy when the feature item appears, that is,
the information gain, and then select the information gain
according to the size value to measure the importance of
the information of the final classification; feature importance
is proportional to the amount of information, that is, the
more the feature carries information represents the greater
the word feature importance [11]. The following formula is
the calculation method of the information gain:

g tð Þ = −〠
m

i=1
P Cið ÞlgP Cið Þ + P tð Þ〠

m

i=1
Cið Þ, ð2Þ

where PðCiÞ represents the proportion or probability of
C category documents in all sets of documents, PðtÞ repre-
sents the probability of having feature items in a document,
and m is the number of document categories.

Mutual information is a variable that reflects the correla-
tion between two variables. It works as follows: mutual
information size represents the degree of correlation
between characteristics and category, and the larger the asso-
ciation, the closer the former. Mutual information metric
method is as follows:

M t, Cð Þ = Log P t ± cð Þ
p tð Þ × p cð Þ : ð3Þ

Among them, t represents the feature term and C repre-
sents the category.

According to the calculation of the mutual information
of the above news text, the extraction of the data character-
istics of the news text is completed, i.e.,

φj = arg min 〠
i=1

ϑI + γ Yj j2: ð4Þ

In the formula, γ represents the proportional coefficient
of news text feature data characteristics and the key value
of news text features [16].

2.2. News Text Data Feature Preprocessing. To realize the
effective classification of news text, this paper introduces
the deep hash algorithm to effectively preprocess the above
news text features. The deep hash algorithm can effectively
handle the characteristics of news text. When the character-
istics of news text differ, the algorithm of [12] by removing
Hamming distance has the advantage of simple operation
and high outlet efficiency [17].

The basic idea of hash function is that in the original
news text feature data, the feature points are relatively close,
and the impact of these two points occurs more frequently,

when setting the set of news text features to be processed
as follows:

H = hif gni=1: ð5Þ

Set the distance metric function for two points in the
news text feature to the following:

ϑi = hi〠yp: ð6Þ

According to the distance between the two points
obtained above, since the hash algorithm has certain unidi-
rectional, it is irreversible, i.e.,

σ⟶ R σð Þ: ð7Þ

In the formula, RðσÞ represents the output after the hash
and σ represents the original news text.

The deep hash algorithm is considered as a density func-
tion [13] when dealing with noise in features in news text,
and each density function corresponds to features of multi-
ple news text, i.e.,

size R σð Þð Þ < size σð Þ: ð8Þ

According to the features of the corresponding news
text, [14] is converted to obtain the following:

E = RI σð Þf g > 0: ð9Þ

Finally, the preprocessing of the news text feature data
based on the deep hashing algorithm is implemented, i.e.,

VI =
1
2 SIY hð Þ: ð10Þ

In the formula, VI represents the preprocessing results of
news text feature data and YðhÞ represents the weight value
of preprocessing [18].

2.3. Classification of News Text Based on Deep Learning
Convolutional Neural Networks. Deep learning convolu-
tional neural network is an AI learning algorithm based on
the neural network topology and optimizes the convolu-
tional layer in neural networks into a convolutional kernel
and simultaneously completes the propagation [15] in differ-
ent directions in signal processing. The technical core of the
method is in the transformation of the convolutional wave,
through which detailed information of the data can be
obtained in any case. Its expansion structure is shown in
Figure 1.

In the study of this paper, the change of convolutional
kernels in the convolutional layer completes the classifica-
tion of news text. The convolutional layer structure is shown
in Figure 2.

In Figure 2, the a1, a2 ⋯ an represents the feature data
that the structure needs to be entered, and n is the number
of feature data; g1, g1 ⋯ , gn represents the number of con-
volutional kernels, b and c represent different weight values

3Wireless Communications and Mobile Computing



of the structure, and d1, d2 ⋯ dn represents the amount of
the final output of this topology [19].

In a convolutional neural network, the a1, a2 ⋯ an news
text feature data is input into it, and the processed data fea-
tures are as follows:

Q =
∑Nn

a=1bai − cj
ai

 !
:

 
ð11Þ

In the formula, cj represents the translation factor of the
convolutional kernel number, ai represents the scaling fac-
tor, bai represents the weight value after the feature data
input, and ε represents the excitation function [19].

Calculate the output values obtained from the above fea-
ture data to obtain the final training sample data, i.e.,

Tk = 〠
n

i=1
μikQ: ð12Þ

In formula (12), the μik represents the weight value of
the convolutional kernel.

In this network, because it is prone to certain errors in
the forward propagation, the forward propagation in the
neural network is corrected to achieve a more accurate clas-
sification of news text. Therefore, the error correction is
accomplished by using the gradient descent method.

The error W of the forward propagation of the first
extracted convolutional neural network is as follows:

W = 〠
n

i=1
xi − yið Þ: ð13Þ

In formula (13), xi is the ideal output of the K feature
data and yi is the actual output value of the K feature data.

In the error values obtained above, their weight values
and scaling factors are corrected according to the gradient
descent method, i.e.,

b = bij+Δbi+1j ,

Δμi+1j = −τ
∂W
∂μ1j

:
ð14Þ

Table 1: Experimental dataset.

Dataset C SN N ∣V ∣ Test

DBMC-1 3 4 7056 20852 0.25

DBMC-2 3 6 3578 19874 0.35

DBMC-3 3 8 2258 16874 0.35

DBMC-4 3 10 2451 21457 0.25

Start

Initialize news text

Feature extraction and
preprocessing of news text 

Is news text feature
preprocessing complete? 

Constructing news text classifier

Enter the news text to complete the classification 

End

Y

N

Figure 3: News text classification process based on deep learning
convolutional neural networks.
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Figure 1: Topological diagram of the convolutional neural
network.
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Figure 2: Convolutional layer structure.
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In the formula, τ represents the learning efficiency
values [20].

From the above analysis, a convolutional neural network
classifier constructs the data trained on news text, i.e.,

Fi =
Σn
i=1ui

dgi
1

8<
: : ð15Þ

The classification is completed according to the news
text classifier obtained by formula (15), and the classification
process of the method is shown in Figure 3.

3. Experimental Analysis

3.1. Design of Experimental Scheme. Experimental environ-
ment of this paper: the operating system is Ubuntu14.04.
The processor is the Intel Core i5. The dataset used by the
development tool for Pycharm community edition 3.4
experiments was collected from recent hot news content
from Sina Weibo and manually annotated. The four datasets
were DBMC-1, DBMC-2, DBMC-3, and DBMC-4. Among
them, C represents the number of categories of comment
content. Here is the positive and negativity of the comments’
content. The SN represents the number of sentences per
news text. The average length of each sentence is 7. The N
represents the size of the dataset. The ∣V ∣ represents the size
of the forming dictionary. Test represents the proportion of
the test set to the dataset. Details are shown in Table 1.

The convolutional neural network structure used in this
experiment mainly consists of 1 word embedding layer, 1
convolutional layer, and 1 pooling layer, the dimension of
the word vector is set to 128, the size of the convolutional
kernel window is set to 3 × 128,4 × 128,5 × 128, etc., and
the number of convolutional nuclei is 128.

3.2. Design of Experimental Indicators. Verify the effective-
ness and accuracy of the classification method. Among
them, the classification accuracy is a percentage, the higher
the value represents the higher the efficiency of classification,
about low classification time consuming, the better the clas-
sification efficiency.

3.3. Analysis of Experimental Results. The proposed method,
the literature [5] method, and the results are shown in
Figure 4.

From the data in Figure 4, the proposed method, litera-
ture [5] method, and literature [6] method classified more
than 90%, while the other two methods showed the rise,
which is due to the spacing between any news text data; code
any news text data, train the news text classifier of deep
learning convolutional neural network, and complete the
classification of news text.

To further verify the effectiveness of this method, the
time-consuming classification of the proposed method, the
literature [5] method, and the literature [6] method are com-
pared, and the results are shown in Table 2.

Analyzing the data of experimental results in Table 2, we
can see that with the number of iterations, the time-
consuming method of sample news text classification is dif-
ferent with the proposed method, literature [5] method, and
literature [6] method. When the number of iterations is 20,
the proposed method has a time-consuming N . Text classifi-
cation of sample news is about 2.4 s. The literature [5]
method takes about 4.9 s, of sample news text classification.
The literature [6] method takes about 3.7 s, for the classifica-
tion of sample news text, When the number of iterations is
60, the proposed method takes about 2.5 s. The literature
[5] method takes about 4.9 s, of sample news text classifica-
tion. The literature [6] method takes about 3.6 s. As shown
by the comparison of the experimental data, the classifica-
tion of this paper is shorter and has faster speed. This is
due to analyzing the basic structure of deep learning
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Figure 4: Comparison of news text classification accuracy for different methods.

Table 2: Time-consuming analysis of sample news text
classification (s).

Number of
iterations/times

Methods of
this paper

Document [5]
methods

Document [6]
methods

20 2.4 4.9 3.7

40 2.4 4.0 3.5

60 2.5 4.9 3.2

80 2.4 4.8 3.6

100 2.4 4.7 3.2
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convolutional neural network, determining the change value
of its convolutional layers in the convolutional neural net-
work, training news text data, building a news text classifier
of deep learning convolutional neural networks, and com-
pleting the classification of news text.

4. Conclusion

In order to improve the classification accuracy of news text,
a new classification method based on deep learning convolu-
tional neural network is proposed. Determine the weight of
the news text data through the VSM vector space model, cal-
culate the information gain of mutual information, deter-
mine the characteristic news text data of the news text
data, calculate the distance between any news text data,
and analyze the basic structure of the deep learning convolu-
tional neural network. Determine the change value of the
convolution kernel, train the news text data, and build a
news text classifier. The experimental results show that the
deep learning convolutional neural network can improve
the accuracy of news text classification and increase the clas-
sification speed.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The author declares that he has no conflict of interest.

References

[1] R. Asgarnezhad, M. Soltanaghaei, and S. A. Monadjemi, “An
application of MOGW optimization for feature selection in
text classification,” The Journal of Supercomputing, vol. 16,
no. 15, pp. 154–160, 2020.

[2] A. Esuli, A. Moreo, and F. Sebastiani, “Funnelling: a new
ensemble method for heterogeneous transfer learning and its
application to cross-lingual text classification,” ACM Transac-
tions on Information Systems, vol. 37, no. 3, pp. 1–30, 2019.

[3] M. Oleynik, A. Kugic, Z. Kasáč, and M. Kreuzthaler, “Evaluat-
ing shallow and deep learning strategies for the 2018 n2c2
shared task on clinical text classification,” Journal of the Amer-
ican Medical Informatics Association, vol. 26, no. 11, pp. 1247–
1254, 2019.

[4] M. A. Ibrahim, M. U. Ghani Khan, F. Mehmood, M. N. Asim,
and W. Mahmood, “GHS-NET a generic hybridized shallow
neural network for multi-label biomedical text classification,”
Journal of Biomedical Informatics, vol. 116, no. 1, article
103699, 2021.

[5] Z. Zhenhao, G. Yi, H. Meiqi, and W. Jixiang, “Research on
short text classification based on keyword similarity,” Applica-
tion Research of Computers, vol. 37, no. 1, pp. 26–29, 2020.

[6] N.-j. Qiu, P. Gao, P. Wang, and Y. Tao, “Research on ACO-
WNB classification algorithm based on improved information
gain,” Computer Simulation, vol. 36, no. 1, pp. 295–299, 2019.

[7] R. Chen, C.-g. Ren, Z.-y. Wang, Z.-j. Qu, and H.-p. Wang,
“Attention based CRNN for text classification,” Computer
Engineering and Design, vol. 40, no. 11, pp. 3151–3157, 2019.

[8] Z. Chen and J. Ren, “Multi-label text classification with latent
word-wise label information,” Applied Intelligence, vol. 14,
no. 9, pp. 1–14, 2020.

[9] A. Gcs and B. Ml, “Stacked DeBERT: all attention in incom-
plete data for text classification,” Neural Networks, vol. 136,
no. 1, pp. 87–96, 2021.

[10] J. Krishna, H. Purohit, and H. Rangwala, “Diversity-based gen-
eralization for neural unsupervised text classification under
domain shift,” ECML-PKDD, vol. 15, no. 24, pp. 1145–1152,
2020.

[11] B. Cowley, M. Filetti, and K. Lukander, “The psychophysiology
primer: a guide to methods and a broad review with a focus on
human–computer interaction,” Foundations and Trends in
Human–Computer Interaction, vol. 9, no. 3, pp. 151–308,
2016.

[12] I. Baldini, D. Wei, K. N. Ramamurthy, M. Yurochkin, and
M. Singh, “Your fairness may vary: group fairness of pre-
trained language models in toxic text classification,” Interna-
tional Conference on Information Technology in Medicine &
Education, vol. 45, no. 1, pp. 15–21, 2021.

[13] J. Jang, Y. Kim, K. Choi, and S. Suh, “Sequential Targeting: an
incremental learning approach for data imbalance in text clas-
sification,” International Conference on Information Technol-
ogy in Medicine and Education, vol. 45, no. 1, pp. 147–154,
2020.

[14] I. Chalkidis, M. Fergadiotis, S. Kotitsas, P. Malakasiotis,
N. Aletras, and I. Androutsopoulos, “An empirical study on
large-scale multi-label text classification including few and
zero-shot labels,” International Conference on Information
Technology in Medicine and Education, vol. 45, no. 2,
pp. 123–128, 2020.

[15] T. Igamberdiev and I. Habernal, “Privacy-preserving graph
convolutional networks for text classification,” International
Conference on Information Technology inMedicine and Educa-
tion, vol. 7, no. 1, pp. 868–871, 2021.

[16] Y. Xu, L. Gui, and T. Xie, “Intelligent recognition method of
turning tool wear state based on information fusion technol-
ogy and BP neural network,” Shock and Vibration, vol. 2021,
no. 8, Article ID 7610884, p. 10, 2021.

[17] C. Y. Peng, U. Raihany, S. W. Kuo, and Y. Z. Chen, “Sound
detection monitoring tool in CNC milling sounds by K-
means clustering algorithm,” Sensors, vol. 21, no. 13, 2021.

[18] D. C. Mackintosh-Franklin, “An evaluation of formative feed-
back and its impact on undergraduate student nurse academic
achievement,” Nurse Education in Practice, vol. 50, no. 4, arti-
cle 102930, 2021.

[19] Y. Chen, X. Wang, and X. Du, “Diagnostic evaluation model of
English learning based on machine learning,” Journal of Intel-
ligent & Fuzzy Systems, vol. 40, no. 2, pp. 2169–2179, 2021.

[20] X. Liu, “Feature recognition of English based on deep belief
neural network and big data analysis,” Computational Intelli-
gence and Neuroscience, vol. 2021, no. 6, Article ID 5609885,
p. 10, 2021.

6 Wireless Communications and Mobile Computing



Retraction
Retracted: Deep Learning and Collaborative Filtering-Based
Methods for Students’ Performance Prediction and
Course Recommendation

Wireless Communications and Mobile Computing

Received 26 September 2023; Accepted 26 September 2023; Published 27 September 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] J. Liu, C. Yin, Y. Li, H. Sun, and H. Zhou, “Deep Learning and
Collaborative Filtering-Based Methods for Students’ Performance
Prediction and Course Recommendation,”Wireless Communica-
tions and Mobile Computing, vol. 2021, Article ID 2157343,
13 pages, 2021.

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 9806161, 1 page
https://doi.org/10.1155/2023/9806161

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9806161


RE
TR
AC
TE
DResearch Article

Deep Learning and Collaborative Filtering-Based Methods for
Students’ Performance Prediction and Course Recommendation

Jinyang Liu ,1 Chuantao Yin ,2 Yuhang Li ,2 Honglu Sun ,2 and Hong Zhou 1

1School of Economics and Management, Beihang University, Beijing 100191, China
2Sino-French Engineer School, Beihang University, Beijing 100191, China

Correspondence should be addressed to Chuantao Yin; chuantao.yin@buaa.edu.cn

Received 9 September 2021; Revised 25 October 2021; Accepted 3 November 2021; Published 2 December 2021

Academic Editor: Yinghui Ye

Copyright © 2021 Jinyang Liu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

At the beginning of a new semester, due to the limited understanding of the new courses, it is difficult for students to make
predictive choices about the courses of the current semester. In order to help students solve this problem, this paper proposed
a hybrid prediction model based on deep learning and collaborative filtering. The proposed model can automatically generate
personalized suggestions about courses in the next semester to assist students in course selection. The two important tasks of
this study are course recommendation and student ranking prediction. First, we use a user-based collaborative filtering model
to give a list of recommended courses by calculating the similarity between users. Then, for the courses in the list, we use a
hybrid prediction model to predict the student’s performance in each course, that is, ranking prediction. Finally, we will give a
list of courses that the student is good at or not good at according to the predicted ranking of the courses. Our method is
evaluated on students’ data from two departments of our university. Through experiments, we compared the hybrid prediction
model with other nonhybrid models and confirmed the good effect of our model. By using our model, students can refer to the
different recommendation lists given and choose courses that they may be interested in and good at. The proposed method
can be widely applied in Internet of Things and industrial vocational learning systems.

1. Introduction

The Internet of Things (IoT) is a huge network formed by
combining all kinds of information sensing devices and net-
works to realize the interconnection of people, machines,
and things anytime and anywhere. The rapid development
of IoT has brought massive data support to machine learning,
and the combination of IoT and deep learningmethods will be
the general trend in the future.

So far, there has been a lot of research on this. Huang et al.
used a deep learning algorithm instead of manually monitoring
the wearing of a safety helmet onsite [1]. Jiang et al. obtained
semantic information of the scene by using the improved
Faster-RCNN model [2]. Liao et al. used the improved SSD
to carry out occlusion gesture recognition, realizing the interac-
tion between machine and nature [3]. Gao et al. distinguish
human left and right hands through deep convolution and

feature extraction and also realize hand positioning and detec-
tion [4, 5]. In addition to these, the combination of IoT and
deep learning can also help improve the efficiency of education
systems. Mobile devices can collect data of students, and deep
learning methods can be used to predict and explain students’
progress and achievements. Deep learning can also be used
for personalized recommendation modules to recommend
more relevant content to educators. In this paper, we have car-
ried out a thorough and detailed study on the last point.

In higher education, students will have many courses,
including the required courses arranged by the university or
the department and the elective courses that students can
choose based on their needs. Reasonable choices of elective
courses and being well-prepared for the courses of the coming
semester can help a student to learn more and have better
results. When choosing the elective courses, the university or
the department will provide many choices for students, but
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before studying these courses, students’ understanding of
these courses is limited, so it is hard for them to decide by
themselves which courses are suitable for them. Our method
combines deep learning methods and traditional methods to
predict students’ performances and interests based on history
data. This method will provide each student several lists of
courses which include the list of elective courses which match
students’ interests and which the student might be good at, the
list of elective courses which match the students’ interests and
which the student might not be good at, and the lists of
required courses which the student might be good at and
which the student might not be good at.

Student performance prediction is always a major concern
in the education domain. Many machine learning algorithms
have been applied to predict students’ performance in previous
studies, like support vectormachine [6], decision tree [7], linear
regression [8], and random forest [9]. With the development of
deep learning, many deep learning algorithms have achieved
better performances than traditional machine learning algo-
rithms onmany different domains. Two domains that are most
influenced by deep learning methods are computer vision [10]
and natural language processing [11]. Basing on a large amount
of image data and their associated labels, convolutional neural
networks [12] can be trained to extract meaningful feature vec-
tors from images, and these feature vectors can be further used
for many different tasks, like classification [13] and object
detection [14]. Basing on a large amount of text data, by deep
learning algorithms, we can train a word embedding model,
which projects each word into a vector in the latent space.
The distance between different vectors in this latent space mea-
sures the semantic similarity between words. In both of these
two domains, by using deep learning algorithms, the original
data is transformed into latent representation (original input
is projected to a vector in the latent space), which can be further
used for other missions. So, it is important to study the applica-
tion of deep learning algorithms in the education domain to see
whether we can obtain the latent vectors of students and the
latent vectors of courses basing on history data, which canmea-
sure the semantic similarity between students and between
courses, respectively.

Experiments with different train/test data split modes
show that the Course2Student algorithm can improve the
accuracy of students’ ranking prediction. Another reason
for which we propose this new algorithm is to improve the
interpretability of the model. When using models like neural
collaborative filtering [15], each student and each course are
associated with a latent vector, but the physical meanings of
values in the latent vector of student and the latent vector, of
course, are hard to explain. On the contrary, by using the
Course2Student algorithm, even though the exact meanings
of the obtained latent vectors are still hard to know, we can
know the contribution of each associated course when pre-
dicting the ranking of a student on a new course, which
can make us have more understanding of how the prediction
result is made. On the other hand, some previous studies
about student performance prediction only concentrate on
one or several related courses [16], and the inputs of models
are usually fixed, so to apply these methods to our scenario,
multiple models with different inputs must be trained [17].

Moreover, our Course2Student is more flexible, and predic-
tions can always be made no matter which courses a student
has learned. And we only need one course embedding model
for the prediction of all courses.

This study also compares the Course2Student algorithm
with the nonparametric algorithm: user-based collaborative
filtering [18]. To compare these algorithms, we also use differ-
ent train/test data split modes. Experiment results show that
Course2Student is better than user-based collaborative filtering
on these data. To further improve the accuracy and reliability
of the prediction result, we use the hybrid prediction method
by combining the prediction result of Course2Student and
the prediction result of user-based collaborative filtering [19].
Experiment results show that the hybrid prediction method
can achieve higher accuracy than the single prediction method
by selecting the prediction results with high confidence.

Most of course recommendation algorithms in the previ-
ous studies are commonly used recommendation algorithms,
which can also be used in other domains like movie recom-
mendation and product recommendation, and which are
mainly based on collaborative filtering methods [20]. For the
ranking prediction problem, Liu et al. proposed an improved
probabilistic latent semantic analysis model (PLSA) [21] and
a KNN-based optimal acceptance loss function Eigenrank
[22]. Markus et al. proposed a model based on CofiRank-
maximum margin matrix factorization (MMMF) technique
[23]. Yue et al. proposed a model xCLiMF to optimize the
ranking learning evaluation index MRR [24].

The main idea of collaborative filtering is to find the sim-
ilarities between users or items and the relations between
users and items, basing on the interaction history between
users and items. These similarities and relations mainly
describe the user’s interests and the item’s properties. In
the course recommendation task, people should consider
whether the course will match the student’s interests and
consider whether the student will be good at this course. In
our course recommendation algorithm, we first select some
courses that match students’ interests by using a user-
based collaborative filtering algorithm. Using the ranking
prediction algorithm discussed above, the final recommen-
dation lists are obtained, which not only consider students’
interests but also consider their predicted performances.

The rest of this paper is organized as follows: Section 2
discusses related work, followed by the models for energy-
efficient optimization and makespan optimization designed
in Section 3. The improved clonal selection algorithm for
resource allocation is discussed in Section 4. Section 5 shows
the simulation experimental results, and Section 6 concludes
the paper with summary and future research directions.

2. Related Works

This section will talk about some existing works that are
most related to our works, including neural networks [25],
collaborative filtering, and neural network-based collabora-
tive filtering [26].

2.1. Neural Networks. Neural networks are firstly inspired by
neural science, and their initial objective is to simulate how
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information transfers in the human brain. Neural networks
consist of many connections and nodes. Information runs
through these connections and nodes. In fact, most of the
neural networks used in today’s field of research can be
regarded as a collection of many linear functions and non-
linear activation functions; for example, logistic regression
can be regarded as an example of the simplest neural net-
works, which consists of one linear function and one nonlin-
ear activation function (sigmoid).

Neural networks can also be regarded as a collection of
many layers. These layers can be classified into three groups:
input layer, hidden layer, and output layer. Information
transfers through neural networks with a fixed direction.
Neural networks can be used as an automatic solution for
many tasks. Taking the classification problem as an example,
after the original image being fed into neural networks,
based on the characteristic of the input image, different neu-
rons will be activated in different layers; outputs of deeper
layers have more information for the classification mission.
Normally, the number of neurons in the output layer is the
same as the number of categories. The output value of each
neuron in the output layer describes the predicted probabil-
ity of the associated category.

In order to obtain a neural network for a specific task, we
need to use data to train the neural network. When training
a neural network, we need to provide the input and the out-
put of the neural network, and the weights are optimized by
the back propagation algorithm [27]. In fact, the main objec-
tive of a neural network is to simulate a function. Normally,
this function is complicated, and it cannot be constructed by
human analysis. However, it can be simulated by neural net-
works when given the input and output data.

Some previous works have used neural networks to pre-
dict student performance. In a very early study [28], neural
networks are used to predict academic success in MBA pro-
grams. In this work, neural networks are compared with four
other prediction methods: least square regression [29],
stepwise regression, discriminate analysis [30], and logistic
regression [31]. The object of this study is to help make
the decision to accept students into the MBA program. In
[32], an intelligent tutoring system based on neural networks
is proposed. In order to provide an appropriate problem for
a student, a neural network is trained at first to predict the
number of errors that the student might make on a certain
set of problems. Then, based on the prediction result, a suit-
able problem is decided for the student. Lykourentzou et al.
used the students’ prediction problem in an e-learning sce-
nario [33]. The final grades are estimated based on the data
collected before the middle of the course by a neural
network-based model. Then, based on the predicted level
of performance, students are clustered into two groups,
and each group will be provided with suitable educational
materials. One similar work [34] uses a neural network-
based model to learn the interaction between students and
courses to predict student performance.

2.2. Collaborative Filtering. The collaborative filtering algo-
rithm [20] is the most used algorithm in the studies of
recommendation system, and it has already been used in

some real-life applications [35]. It was first introduced to
recommend electronic documents to users [36]. The data,
on which the collaborative filtering algorithm can be applied,
can normally be represented by an interaction matrix which
describes the interaction between the users and the items. In
this interaction matrix, each row presents a user and each
column presents an item; the values in this matrix presents
the interaction between the related user and the related item.
This interaction matrix is always sparse because many inter-
actions between users and items are unknown. The main
task of the collaborative filtering algorithm is to predict the
unknown interactions basing on the existing interactions
and, basing on the prediction results, make recommenda-
tions for users. In fact, the collaborative filtering algorithm
is a collection of many algorithms. Most of today’s collabo-
rative filtering algorithms can be classified into two groups:
similarity-based algorithm and latent factor algorithm.

There are two kinds of similarity-based algorithms: item-
based collaborative filtering [20] and user-based collabora-
tive filtering [37]. A similarity-based algorithm is a very
intuitive algorithm, and it is mainly based on the similarities
between users or the similarities between items. The similar-
ities between users can be obtained by calculating the simi-
larities between rows in the interaction matrix, since each
row presents the interaction between the current user and
all the items. Similarly, the similarities between items can
be obtained by calculating the similarities between columns
in the interaction matrix. A user-based collaborative filtering
algorithm can be presented by

va,j = 〠
i∈neighbors að Þ

wivi,j: ð1Þ

Here, we want to predict the interaction between user a
and item j. The prediction is based on the interactions
between item j and some users similar to user a. In this
equation, wi is proportional to the similarity between user
I and current user a, which means that the users who are
more similar to current user a will have more contribution
on the prediction result.

The latent factor algorithm is an improvement of the
content-based algorithm [38]. In the latent factor algorithm,
we suppose that each user and each item have a latent repre-
sentation. These latent representations can be used to describe
the interaction between users and items. The recommendation
is based on the similarity between the user’s latent vector and
the item’s latent vector. Different from a content-based algo-
rithm where the features of users and items are decided by
human experts, in the latent factor algorithm, the latent vec-
tors depend on history interactions between users and items
and the interaction function, which measures the similarity
between two latent vectors. One example of a latent factor
algorithm is the matrix factorization method [35], as shown
in equation (2). Here, the interaction between a user and an
item is represented by the inner product of the user’s latent
vector and the item’s latent vector. Many studies have focused
on how to improve the latent representation and how to
improve the interaction function:
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va,j = vTa vj, ð2Þ

where va,j is the interaction between a user and an item, va the
user’s latent vector and vj the item’s latent vector.

Some previous works have applied a collaborative filter-
ing algorithm to the course recommendation problem. In
[39], collaborative filtering is combined with the Artificial
Immune System. Students are first placed into several clus-
ters using the Artificial Immune System clustering approach
to calculate the affinities between different students in a
training data pool. Then, collaborative filtering is applied
to the data cluster to predict the rating for the course. In
[40], collaborative filtering is combined with students’ online
learning style. Basing on their online learning styles, stu-
dents are first clustered by the k-means algorithm. Then,
item-based collaborative filtering algorithms and user-
based collaborative filtering algorithms are applied to each
cluster. In [41], a matrix factorization-based method is pro-
posed to predict students’ feedback ratings on courses. This
work targets three problems: potential lack of rating data
from students to courses, imbalance of the user-item matrix,
and dependencies between courses.

There are also some works which use the collaborative
filtering algorithm for students’ performance prediction. In
[42], both user-based collaborative filtering algorithms and
item-based collaborative algorithms predict students’ grades
on elective courses. The objective of this work is to recom-
mend elective courses for each student on which the student
might have higher grades. Their experiments prove that the
performances of user-based collaborative filtering algorithms
and item-based collaborative filtering algorithms are similar
in their data. The idea of this study is similar to the idea of
our work. In a more recent work [43], a novel cross-user-
domain collaborative filtering algorithm is designed to accu-
rately predict the score of the optional course for each student
by using the course score distribution of the most similar
senior students and recommend the top t optional courses
with the highest scores without time conflict. The difference
is that, in our work, we consider not only the predicted perfor-
mances of the student but also their interests in these courses.
Based on this work’s results, we also use a user-based collabo-
rative filtering algorithm as one of our baseline methods for
student performance prediction.

2.3. Neural Network-Based Collaborative Filtering. In fact,
the neural network-based collaborative filtering algorithm
[22] is a kind of latent factor algorithm, and it is also a pop-
ular direction of research in recent years [44]. The advan-
tages of the neural network-based collaborative filtering
algorithm is that its interaction function is based on neural
networks which can be learned from the data, while in the
previous algorithms, the interaction function is decided by
a human, so if the chosen interaction function is not suitable
for the current dataset, then the algorithm’s performance
will decrease. One of the most important neural network-
based collaborative filtering works is neural collaborative
filtering [22]. In this algorithm, each user and each item have
two latent vectors. When calculating the interaction between

the user’s latent vectors and the item’s latent vectors, the first
result is obtained by the element-wise product between the
first latent vector of the user and the first latent vector of
the item. To get the second result, the second latent vector
of the user and the second latent vector of the item are
concatenated and used as input of a neural network, and
the output of this neural network gives us the second result.
The first and the second results are then concatenated, and
another neural network is applied to this concatenated
vector to get the final prediction of the interaction between
the user and the item. The reason for using two latent
vectors is that in this way, the interaction function can have
both linear and nonlinear parts.

Few works have used neural collaborative filtering to
predict the interactions between students and courses. In
most recent works, Sun et al. used a multitask learning strat-
egy to improve the neural collaborative filtering method and
use it to predict student performance, and [45] used the
instructor’s identity as another input of the neural collabora-
tive filtering model. The main idea of all these recent similar
works is to use a neural network to the latent factor collabo-
rative filtering method. Different from these works, in our
work, we combine neural collaborative filtering with tradi-
tional similar-based collaborative filtering methods in order
to make the prediction process more reasonable. And since
neural collaborative filtering is the most used one in the pre-
vious works, we use it as one baseline method.

3. Course Recommendation Method

Our overall model is shown in Figure 1. It is mainly divided
into two parts, namely, course recommendation and student
ranking prediction. In the third and fourth sections, we will
introduce the model design of these two parts, respectively.

The user-based collaborative filtering method is used to
predict the elective courses which might match students’
interests. The final recommendation list is a combination
of the prediction of students’ interests and the prediction
of students’ performance. The method for the prediction of
students’ performance is discussed in the previous section.
In the prediction scenario of students’ interest, we suppose
that the students are from different years, noted as Y1, Y2,
⋯, Ym ðY1 < Y2<⋯<YmÞ. A student of year Y1 means that
the student begins his (her) study at university at year Y1.
To make recommendation for a target student of year Yk
and for courses in semester q, there are two steps: selection
of similar students and selection of recommended courses.

The final output of the model is three lists. List 1 is the
list of recommended courses that the student might be good
at; lists 2 and 3 are the lists of recommended courses and
required courses that the student might not be good at. Yi
Sm is the Top-m most similar student from year Yi. YiSm
sim is the similarity between YiSm and the target student.
YiSjCk represents a course learned by YiSj but is not learned
by the target student.

3.1. Selection of Students. Basing on the previous selected
courses of the first q − 1 semesters, we select N0 most similar
students from the students of each previous year
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(Y1, Y2,⋯, Yk−1). The method to calculate the similarity is
presented at the end of this part. These selected students are
presented by set fYiSj, i ∈ ½1, k − 1�, j ∈ ½1,N0�gwhich is named
as the set of similar students. Meanwhile, each student in the set
of similar student has a value of similarity compared to the target
student; these values of similarities are presented by the set fYi

Sjsim, i ∈ ½1, k − 1�, j ∈ ½1,N0�g in which YiSjsim presents the
similarity between student YiSj and the target student.

3.2. Selection of Recommended Courses. After obtaining the
set of similar students, for each student in this set, we select
the courses which he (she) has learned in the first q semes-
ters and which the target student has not learned in the first
q − 1 semesters. These courses are presented by set fYiSjCt

, i ∈ ½1, k − 1�, j ∈ ½1,N0�, t ∈ ½1, YiSjN�g in which YiSjN pres-
ent the number of courses which student YiSj has learned
and the target student has not learned. In fact, in this set,

different elements may be associated with the same course.
This set is named the set of preselected courses. Then, we
calculate the weight of recommendation of each course that
appears in the set of preselected courses as shown in equa-
tion (3). In this equation, if coursename is the same as YiSj
Ct , then the function Ιðcoursename = YiSjCtÞ will return to
1; otherwise, it will return to 0. The weight of recommenda-
tion describes quantitatively whether the course should be
recommended, and this value can be used to sort the top
N recommendation list:

weightrec coursenameð Þ =〠
i

〠
j

〠
t

YiSjsim ∗ Ι coursename = YiSjCt

À Á
:

ð3Þ

In the next part, the method to calculate the similarity
between courses and the method to measure the importance

Student database
Target student from year Ym 

Select similar student

Preselect recommended courses

Calculate weight of recommendation and select top N recommended courses

Generate required course list

Ranking prediction method

 Reorder course lists by predicted ranking

Course list 1 Course list 2 Course list 3

Students from
year Ym 

Students from
year Ym–1 

Students from
year Ym–2 

YiS1 YiSN0
Yi–1SN0

YiS1sim YiSN0sim

Yi–1S1

YiSjC1 YiSjCt YiSj+1C1

C1 C2 CN

C′1 C′2 C′Nr

Figure 1: Visualization of the system model.
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of course are presented, in which the importance of course is an
important indicator when calculating the similarity between
courses.

3.3. Measure the Importance of Courses. Breese et al. pro-
posed in [46]: similar ratings on some popular items do
not represent a good indication that the two users have sim-
ilar preferences, and similar ratings on niche items are more
meaningful for reference.

The same idea can be used to optimize our model: The
influences of different courses on the description of students’
personality are different. The courses which are chosen by
fewer students can better describe their personalities. The
courses which are chosen by most of the students are usually
some necessary courses for their major, and so these courses
cannot describe students’ personalities. Basing on this idea,
we use equation (4) to measure the importance of the course.
Therefore, we will reduce the weight of popular courses and
increase the weight of minority courses. Here, N total presents
the total number of students in the current department and
Ncourse presents the number of students who have chosen the
current course:

weight courseð Þ = N total
Ncourse

: ð4Þ

3.4. Measure the Similarity between Students. According to
our method, the similarity between student Si and student
Sj is the similarity between the set of courses learned by
student Si : fCi,kg and the set of courses learned by student
Sj: fCj,kg. The method is shown in

sim Si, Sj
À Á

=
∑c∈ Ci,kf g∩ Cj,kf gweight cð Þ
∑c∈ Ci,kf g∪ Cj,kf gweight cð Þ : ð5Þ

4. Ranking Prediction Method

There are many ways to describe a student’s performance on a
course. Twomainly used ways are students’ score and ranking.
A student’s score can be influenced by many factors. Different
courses may have different means and variances. The same
course may also use different ways for evaluation on different
semesters. Also, the score is uncertain. Even though the
observed score is a fixed number, the ground truth score could
be a distribution. On the contrary, students’ ranking is a better
choice for prediction. Firstly, the ranking will not be influ-
enced by the mean and the variance of scores. Secondly, rank-
ing can be used as an indicator that can directly describe
whether the student is good at this course or not. Meanwhile,
to better decrease the influence of uncertainty on the predic-
tion results, we regroup the students into two categories. The
first category contains students whose rankings are under
50%. The second category contains the students whose rank-
ings are above 50%. In this way, the uncertainty of the score
can only influence the students whose rankings are near 50%.

4.1. Course2Student. Our proposed method is named as
Course2Student since our main idea is to use the character-

istic of the previous courses and the associated performances
to describe the characteristic of the student. Before introduc-
ing our method, we will first make a summary of the existing
methods for students’ performance prediction.

Most of the methods for student performance prediction
can be regarded as a function. The inputs of the function are
some indicators of students which are correlated with stu-
dents’ performance. The output is the students’ predicted
performance. These methods can be divided into two types:
parametric method and nonparametric method. For the
nonparametric method, a rule is proposed. Basing on this
rule and the inputs of the prediction model, the correlated
information is selected from the data, and then, they are
used to predict the final result. Some commonly used non-
parametric methods include K-nearest neighborhood and
collaborative filtering [20]. For parametric methods, there
will be some parameters in the model, and the data optimize
these parameters. We can consider that the nonparametric
model directly takes data as memories and the parametric
model first learn something from the data and then forget
about the original data.

Course2Student is a parametric method. It is based on
neural collaborative filtering and linear regression. Linear
regression is one of the earliest methods used for students’ per-
formance prediction [47], and even in recent years, it is still a
commonly used method [48]. Equation (6) is an example of
linear regression, in which S presents the student’s performance
which we want to predict, Xi presents one indicator of students
which can be used to predict the student’s performance, andwi
presents the associated weight of indicator Xi. In previous
works, many indicators have been studied for the prediction
of student performance [48] Generally, the most correlated
indicators to students’ performance prediction are the students’
performances on his (her) previous courses. So, in our work, we
choose students’ performances on his (her) previous courses as
indicators for performance prediction:

S =〠
i

wiXi: ð6Þ

One advantage of linear regression is that based on the
weights associated with each indicator, we can easily under-
stand the importance of each indicator on the prediction result.
One disadvantage of linear regression is that, after training, the
model can only be used in the current mission, which means
that it can only be used to predict the performance of one
course. In a real-life application, we need to predict the results
of many courses, so we have to train separately many indepen-
dent linear regressionmodels. Also, since the weights are corre-
lated with the indicators, if one indicator in a model is changed,
then we have to train a new model. To solve the above prob-
lems, one possible solution is to reuse the weights, as shown
in equation (7). Since in our method the rankings of new
courses are predicted by previous courses’ rankings, we use X
to present both the prediction results and the indicators. In
equation (7), Xj presents the ranking of the current student
on course j, wi,j describes the influence of course i on the rank-
ing prediction of course j, or we can say that it describes the
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similarity between course i and course j on the ranking predic-
tion problem. Set A presents the set of courses that the current
student has learned. By this method, after obtaining all the
weights in fwi,jg, given one student and one course, the stu-
dent’s ranking on that course can be predicted basing on his
(her) rankings of previous courses:

Xj =〠
i∈A

wi,jXi: ð7Þ

The above solution makes the prediction model more flex-
ible, and it still could be further improved. By this method, sup-
posing that there are N courses, then fwi,jg will have N2

parameters (supposing that the similarity between two courses
is not symmetric which means that wi,j is not necessarily equal
to wj,i when i ≠ j). But in fact most of the weights in fwi,jg are
not independent, so it is not necessary to have N2 parameters.
For example, if the ranking of course k only depends on the
ranking of course i as Xk =wi,kXi, and the ranking of course j
only depends on the ranking of course i as Xj =wi,jXi, then
when predicting the ranking of course k basing on the ranking
of course j, we will haveXk =wj,kX j =wi,k/wi,jX j, whichmeans
that wj,k =wi,k/wi,j; these three parameters are not indepen-
dent. In order to further improve the prediction method, we
propose a new method as shown in equation (8), which is
our proposed Course2Student method. In this equation,
embeddingð·Þ is a function which projects the identity of the
course to the latent vector of the course. simð·Þ is a function
basing on neural networks which measures the similarity
between two latent vectors of courses in ranking prediction
problems:

Xj =〠
i∈A

sim embedding ið Þ, embedding jð Þð ÞXi: ð8Þ

The function embeddingð·Þ hasMN parameters whereM
presents the length of the latent vector of the course. Since
there are relatively many courses M <N , this method has
fewer parameters compared with the previously discussed
method. Besides, this method can keep the transitivity of sim-
ilarity, which means that if course i is similar to course j and
course j is similar to course k, then by using the Course2Stu-
dent method, we can obtain that course i is also similar to
course k, which is logical. The idea of using neural networks
to measure the similarity comes mainly from the work of neu-
ral collaborative filtering. Since it is hard for human to choose
the best way of the measure of similarity basing on the given
data, it is better to use neural networks to learn a measure of
similarity directly from the data. The Course2Student method
is also illustrated in Figure 2.

4.2. Selection of Correlated Courses. In our prediction sce-
nario, normally, a student will have a lot of previous courses;
it will take a lot of time if we use all these previous courses to
train the Course2Student model. So, before training the
Course2Student model, for each target course for prediction,
N0 most correlated courses are selected. The correlation
between two courses is calculated by Pearson’s correlation

coefficient, as shown in equation (9), in which the correlation
between course x and course y is calculated. In this equation, n
presents the number of students who have learned both course
x and course y, and xi and yi present, respectively, the score on
course x and the score on course y of the ith student who has
learned both course x and course y. Considering that some
courses might have very few learners, in that case, Pearson’s
correlation coefficient may not be able to describe the correla-
tion between these courses properly. Therefore, when calculat-
ing the correlation, if the number of students who have
learned both courses is under 30, then the correlation between
these two courses is considered 0:

correlation x, yð Þ = ∑n
i xi − �xð Þ yi − �yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
i xi − �xð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i yi − �yð Þ2
q : ð9Þ

4.3. Hybrid Prediction Method. Considering that different pre-
diction results have different uncertainties, but one determinist
prediction model can only give one result, basing on this result,
it is hard to measure the uncertainty of this prediction. In order
to better estimate the uncertainty of prediction and filter out the
uncertain prediction results to improve the overall accuracy, we
use a hybrid prediction method by combining Course2Student
and a user-based collaborative filtering method.

We choose these two methods because Course2Student is
a parametric method and user-based collaborative filtering is a
nonparametric method, so these two methods will have very
different decision boundaries. If these methods give the same
prediction result, then we consider that this prediction result
has high confidence. In the hybrid prediction method, we only
consider the result which has high confidence as an available
prediction result. Basing on this hybrid method, we can divide
each course list (list of required courses or list of courses that
the student might like) into two sublists. The first sublist is
the list of courses that the student might be good at (available
ranking prediction result is in top 50%), and the second sublist
is the list of courses that the student might not be good at
(available ranking prediction result is not in 50%).

The user-based collaborative filtering method for rank-
ing prediction is shown in equation (10). In order to predict
the ranking of student a on course j which is presented by
Xa,j, we first select a set of students who are most similar
to student a and who have also learned course j, then use
their rankings on course j and their similarities with student
a to predict Xa,j. Function simði, aÞ measures the similarity
between two students, CðiÞ presents the set of courses which
student i has learned, and card ðAÞ presents the number of
elements in set A:

Xa,j = 〠
i∈neighbors að Þ

sim i, að ÞXi,j,

sim i, að Þ = 1
∑j∈C ið Þ∩C að Þ Xi,j − Xa,j

À Á2/card C ið Þ ∩ C að Þð Þ
:

ð10Þ
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5. Experiment

In order to evaluate our methods, we collect our own dataset.
This dataset contains students of years 2015, 2016, 2017, and
2018 from the department of computer science and honors col-
lege at our university. The data of the department of computer
science contains 844 students and 715 courses. The data of
honors college contains 977 students and 1457 courses.
According to the education system of our university, a bache-
lor’s degree takes 4 years. Each year has three semesters, the

semester of autumn, the semester of spring, and the semester
of summer. The semester of summer is a short semester, and
only a part of the students will take this semester. So before
obtaining the bachelor’s degree, a student will have totally 12
semesters. Until these data are collected, we get data of 12
semesters for the students 2015, 9 semesters for the students
2016, 6 semesters for the students 2017, and 3 semesters for
the students 2018. In order to protect students’ privacy, the
identity of each student is replaced by a unique string. In the
original data, there is no information about whether the course
is required or elective. On the other hand, as the students from
different years might have different required course lists, for
now, we have not got all the required course lists for all stu-
dents. In order to know whether a course is an elective course
or not, we check the number of students who have learned
the course. If more than half of the students have learned the
course, then the course will be treated as a required course.
Otherwise, it will be treated as an elective course.

5.1. Advice on Equation Results of Course Recommendation.
In this part of the experiments, we make a recommendation
for the courses of semesters 5, 7, and 8 of the students of year

Target course
Target student

Previous courses

Ranking prediction =

Selection of
correlated courses

Target
course

Target
course

Course embedding Course embedding Course embedding Course embedding

Course1 CourseN0

N0 correlated courses

𝛼1Ranking + +... ...1 𝛼N0RankingN0

Figure 2: Course2Student ranking prediction method.

Table 1: Recommendation results.

Method User-based collaborative filtering

Department Computer science

Year 2016 2017

Semester 5 7 8 5

Recall

 N = 10 0.1164 0.1421 0.1392 0.1711

 N = 20 0.1674 0.196 0.2187 0.3061

 N = 30 0.2179 0.2342 0.2888 0.3809

Precision

 N = 10 0.0269 0.0484 0.0329 0.0432

 N = 20 0.0182 0.0324 0.0262 0.0365

 N = 30 0.0161 0.0258 0.0233 0.0303

Department Honors college

Year 2016 2017

Semester 5 7 8 5

Recall

 N = 10 0.539 0.4637 0.3977 0.4667

 N = 20 0.6288 0.553 0.5208 0.5289

 N = 30 0.6741 0.5912 0.5775 0.568

Precision

 N = 10 0.2957 0.3657 0.2862 0.2796

 N = 20 0.1755 0.2234 0.1885 0.1598

 N = 30 0.1374 0.1634 0.1404 0.1155

Table 2: Train/test data split options.

Year
Computer science and

honors college
Data
split 1

Data
split 2

Data
split 3

2015 2016 2017 2018

Semester

1

Train
Train

Train

2

3

4 1

5 2

6 3

7 4 1

8 5 2

Test

9 6 3

10 7 4 1

Test11 8 5 2
Test

12 9 6 3
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2016 and for the courses of semester 5 of the students of year
2017. The reason why we choose these semesters is that
there are relatively more elective courses, so it is better for
the evaluation of recommendation methods. The recom-
mendation lists are generated based on the previous choices
of courses. We use recall and precision to evaluate the rec-
ommendation results, and different lengths of recommenda-
tion lists are used: 10, 20, and 30. Table 1 shows the results
by using the user-based collaborative filtering method. Here,
we are more interested in the results of recalls because in this
mission, we want that the recommendation list can contain
all the courses that the student might choose and at the same
time provide some courses that the student has not noticed
but may catch his (her) interests.

Precision is also used since it is commonly used to evaluate
the recommendation results. We can see that the results on
honors college are much better than the results on the depart-
ment of computer science. It may be caused by the fact that the
students from the honors college will choose their options at
the end of the second year, so from their choices of elective
courses, we can see some personal characteristics. From this
point of view, we can see that this recommendation method
is more suitable for the recommendation scenarios where stu-
dents have more elective courses to choose from and where
students have their own options to choose from. Considering
the values of recall, the average value of recalls of semester 5
of the students from the honors college of year 2016 is above
0.5 even though N = 10, which is a result that could prove that
the current method can be used in real life. In future work, we
will pay more attention on the departments which education
systems are similar to the education system of the honors
college and explore new recommendation methods for the
departments in which students have relatively fewer elective

courses. For example, we can combine natural language pro-
cessing methods or knowledge graph [42] to add some prior
knowledge about the courses.

5.2. Results of Ranking Prediction. In order to make our exper-
iments more similar to the real prediction scenarios, we use
the time node to separate the training and testing data. For
example, for the students of year 2018, in order to get the rank-
ing prediction after the second semester, we only use the data
which can be collected before the beginning of the second
semester. To better evaluate the generalization of ourmethods,
we use three different time nodes to separate the training and
testing data; for a student of year 2016, it is the time nodes
before 8th, 7th, and 5th semesters. The details about the train-
ing/testing data split are shown in Table 2. In the second and
third data split options, since all the data of students of year
2018 are in the testing data, we only consider the data of
students of years 2015, 2016, and 2017.

We treat the students’ ranking prediction problem as a
binary classification problem. The rankings which are in the

Table 3: Prediction results of student ranking.

Method Department Option Accuracy

Neural collaborative filtering [26]

Computer science

1 0.6765

2 0.6458

3 0.6391

Honors college

1 0.7025

2 0.7055

3 0.6895

User-based collaborative filtering

Computer science

1 0.6751

2 0.6581

3 0.6609

Honors college

1 0.7116

2 0.7214

3 0.6949

Course2Student

Computer science

1 0.6938

2 0.6635

3 0.6616

Honors college

1 0.7208

2 0.7250

3 0.7088

Table 4: Prediction results of student ranking by hybrid method.

Method Department Option Accuracy Coverage

Hybrid

Computer science

1 0.7213 0.8219

2 0.7109 0.7775

3 0.7155 0.7478

Honors college

1 0.7585 0.8344

2 0.7618 0.8551

3 0.7459 0.8225
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first 50% are regarded as the first category, and the rankings
which are not in the first 50% are regarded as the second
category. In order to evaluate our proposed Course2Student
method, its performance is compared with the performances
of two other methods: neural collaborative filtering and user-
based collaborative filtering, which are the two most used
methods for similar problems. The accuracy of the testing data
is used to evaluate the performance of each method. Table 3
shows the results.

For classification model f and test data set D with size n,
accuracy is defined as

Accuracy f ;Dð Þ = 1
n
〠
n

i=1
f xið Þ = labelið Þ: ð11Þ

We bold the highest accuracy of each data split option.

Table 5: Prediction results of student ranking.

Method Department Option Ranking improvement Improvement percentage

Hybrid

Computer science

1 0.1677 0.7894

2 0.1011 0.7739

3 0.1537 0.7672

Honors college

1 0.2138 0.7468

2 0.2307 0.7318

3 0.2405 0.7864
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Figure 3: Distribution of ranking improvement.
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Results show that our method achieves the highest accura-
cies on all data and all training/testing split options.

To further improve the accuracy and the confidence of
prediction results, we use the hybrid method. The prediction
results of user-based collaborative filtering and Course2Student
are combined. Only the same prediction results are regarded as
available prediction results and used. The other results are
regarded as results with high uncertainties. Table 4 shows the
results of the hybrid method, which includes the accuracies
and the percentages of the available results. We can see that
the hybrid method can indeed further improve prediction accu-
racy, which means that this estimation of uncertainty is logical.

5.3. Results of Ranking Prediction. To evaluate whether this
method can improve students’ ranking, based on the results
of the hybrid predictionmethod, we separate the list of elective
courses into two sublists for each student in the testing data.
The first sublist contains the courses which have a predicted
ranking in the first 50%, and the second sublist contains the
courses which have a predicted ranking not in the first 50%.
For each student, we use the difference between the mean of
the real rankings of the courses in the first sublist and the
second sublist to describe the ranking improvement of that
student by only choosing the elective courses that the student
is predicted to be good at. Here, we use 0 and 1 to present the
ranking. 1 means that it is in the top 50%, and 0 means that it
is not in the top 50%. The ranking improvement is described
by the mean of ranking improvements of all associated stu-
dents. Table 5 shows the results. We can see that under differ-
ent training and testing split options, there are always over
70% of students whose rankings are improved according to
this method of evaluation. Figure 3 presents the details about
the distribution of ranking improvement. One point that
needs to be discussed is that now we only use the history data
to evaluate our methods, but when these methods are applied
in a real-life situation, will the result of the student be changed
when he (she) knows the predicted result? In our future stud-
ies and applications, we will concentrate on this point.

5.4. Advantages of the Proposed Method. Our proposed
method has four major advantages.

Firstly, the framework of the proposed ranking predic-
tion method is based on the traditional method so that it
can always have acceptable prediction results; on the con-
trary, when using the end-to-end machine learning methods,
like the ones used in previous works, sometimes we could get
some extremely abnormal result; for example, the predicted
value can be out of the interval of possible results.

Secondly, the proposed ranking prediction method makes
it possible for us to know the influences of each historical
course on the ranking prediction of the target course, which
can help us understand how the prediction result is made
and as a result has a better vision of the resulting model.
And this vision and understanding of the model can help us
debug themodel during the training process much easier com-
pared with an end-to-end model.

Thirdly, as the recommended courses are firstly selected
according to the students’ preference and then reordered by
the ranking prediction result, all the recommended courses

are acceptable considering the student’s interest. Some pre-
vious works use the performance prediction results directly
to recommend courses, and in that way, some recommended
results may be totally irrelevant to students’ future plans.

Fourthly, when recommending courses only based on
the performance prediction result, we need to predict stu-
dents’ performance on each course in the database, which
is an extremely time-consuming process. In our method, it
is only necessary to predict the performance of the student
on the courses in the preselected list (selected by students’
preference) which takes much less time.

6. Conclusions

In this work, we propose a new method that can automatically
generate personal advice about courses in the next semester.
Particularly, we explore the application of deep learning
methods on students’ ranking prediction problem and pro-
pose a new method that combines neural networks with tradi-
tional methods. The results of experiments prove that our
methods can indeed recommend courses for students that
can match their interests, and students have a high possibility
to improve their average rankings when they choose the elec-
tive courses which, according to the prediction result, they
might be good at. For now, our studies are mainly based on
the existing data. In future work, we will concentrate more
on the changes in students’ behaviors when they know the
prediction results. For example, students will change their
learning strategies and achieve higher scores when they have
known that they might not be good at certain courses. The
relevant machine learning methods and course recommenda-
tion methods mentioned in this paper can be widely applied in
IOT and industrial vocational learning systems. So in our next
steps, we will work with the associated departments and try to
apply our methods to a real-life system.
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In order to solve the problems of poor performance of the recommendation system caused by not considering the needs of users in
the process of news recommendation, a news recommendation system based on deep network and personalized needs is proposed.
Firstly, it analyzes the news needs of users, which is the basis of designing the system. The functions of the system module mainly
include the network function module, database module, user management module, and news recommendation module. Among
them, the user management module uses the deep network to set the user news interest model, inputs the news data into the
model, completes the personalized needs of the news, and realizes the design of the news recommendation system. The
experimental results show that the proposed system has good effect and certain advantages.

1. Introduction

With the continuous development of the Internet, the mode
or speed of information transmission has undergone earth-
shaking changes. Therefore, great changes have taken place
in the way of obtaining information [1]. Coupled with the
rapid development of mobile Internet and intelligent
devices, people get information more quickly and can get
news information anytime and anywhere. The value of news
lies in real-time, so news communication is more valuable in
the form of Internet development [2]. New media occupy a
more and more important position in the modern media
industry because of its rich forms, strong interaction, wide
channels, high coverage, accurate arrival, high cost perfor-
mance, and convenient promotion. The “new” of news
media is reflected in the following three points: all-round
digitization, interactivity, and personalization. The personal-
ized information service provided by this news media
enables the audience to obtain personalized customized ser-
vices. The news media based on the Internet not only brings
convenience for users to obtain information but also brings
the problem of information overload, and this problem is

more serious than the traditional media. In the face of a large
amount of news information, users cannot quickly find the
information they need. The existing Mengguang website
provides the same news information to different users and
also provides a certain retrieval function, which meets the
needs of users to a certain extent, but still cannot meet the
deep-seated needs of users [3]. Under a large amount of
news information, how to quickly classify and mine massive
information and then push it to different users has become
an urgent need to be solved. A recommendation system is
a system that mainly solves the problem of information
overload on the Internet. It can filter the information on
the Internet, obtain more user interest preferences, and push
the information similar to the user’s interest to the user, so
as to effectively control the accumulation of ineffective infor-
mation in the user’s field of vision [4]. Recommendation
system is divided into a nonpersonalized recommendation
system and a personalized recommendation system. The
nonpersonalized recommendation system provides recom-
mendations with the same content to all users. The person-
alized recommendation system can recommend thousands
of people and thousands of faces according to users [5]. At
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the same time, users can be grouped through user clustering,
and people with the same hobbies can be placed in the same
group. Because the effect of personalized recommendation is
very good, it has been widely used in existing Internet prod-
ucts. Therefore, in order to improve the efficiency of news
recommendation, a lot of research has been done on news
recommendation system in this field [6].

Literature [7] proposed a personalized news recommen-
dation based on event ontology. Aiming at the problems of
cold start, sparse data, lack of semantics, and low recom-
mendation accuracy in the traditional recommendation sys-
tem, a recommendation algorithm based on event ontology
is proposed. The event ontology is constructed by combining
the news classification structure and news corpus, the ele-
ments of the news browsed by users are extracted, and the
user interest model is constructed. The classification struc-
ture based on event ontology calculates the similarity
between news events. The user interest similarity is calcu-
lated through the user interest model, and the relevant news
events are found according to the semantic radius of the
nonhierarchical structure of the event ontology. The news
personalized recommendation results are obtained from
the three aspects of event ontology similarity, user interest
similarity, and nonhierarchical structure similarity. The
experimental results show that the recommendation results
of this algorithm are better than the collaborative filtering
recommendation algorithm and content-based recommen-
dation algorithm. This recommendation method does not
consider the personalized needs of users, and there are more
uninterested information in the recommended news infor-
mation. Literature [8] proposed a hybrid recommendation
algorithm based on incremental collaborative filtering and
latent semantic analysis. The hybrid recommendation algo-
rithm dynamically adjusts the recommendation list by incre-
mentally updating the item similarity list in the item-based
incremental update collaborative filtering module. The
experimental results show that the proposed IULSACF algo-
rithm is better than the traditional recommendation method
in various evaluation indexes. This method takes less consid-
eration of news recommendation and has some limitations.
Literature [9] proposed the design and implementation of
the personalized news recommendation system based on
collaborative filtering. The key research contents include
proposing a personalized news recommendation model,
improving traditional collaborative filtering algorithm, and
realizing a personalized news recommendation system com-
bined with a mobile platform. The personalized news rec-
ommendation model includes four modules, namely, news
classification, user interest analysis, user clustering, and rec-
ommendation result generation. The improvement of col-
laborative filtering algorithm includes filling the default
value with the average user score and the popularity of items
to solve the problem of data sparsity and setting the time
weight of user score data with the time attenuation function
to solve the problem of user interest migration. The imple-
mentation of a personalized news recommendation system
includes analyzing the requirements of the system, introduc-
ing the design ideas and implementation methods of the sys-
tem, integrating the improved recommendation algorithm

into the system, and finally realizing the development of a
personalized news recommendation system. This paper pro-
poses a personalized news recommendation model and
improves the traditional collaborative filtering algorithm.
Finally, a personalized news recommendation system based
on collaborative filtering is designed and implemented on
the basis of the Android system. The personalized news rec-
ommendation system designed and implemented in this
paper is in line with the era background of mobile Internet,
can bring users a personalized service experience, and has
high research value and application significance. Literature
[10] made an in-depth study of the literature from 2001 to
2019 and listed 81 relevant studies, which were roughly
divided into six categories for discussion and solved some
of the many challenges in the field of journalism. Literature
[11] proposed a new personalized news recommendation
framework, the Hybrid Personalised News Recommenda-
tion (HYPNER). In Literature [12], the author proposes a
context-mixing, deep-learning-based method for session-
based news recommendation, which can utilize multiple
information types.

The Internet of Things (IoT) is an information carrier
based on the Internet, traditional telecommunication net-
works, etc. It enables all ordinary physical objects that can
be independently addressed to form interconnected net-
works. The application of the Internet of Things involves
all aspects. The application of the Internet of Things in the
fields of industry, agriculture, environment, transportation,
logistics, security, and other infrastructure effectively pro-
motes the intelligent development of these aspects, makes
the limited resources more rationally used and allocated,
and thus improves the efficiency and benefits of the industry.
In the household, medical and health care, education,
finance and service industry, tourism and other fields closely
related to life, service scope, service mode, and service qual-
ity have been greatly improved, greatly improving people’s
quality of life. With the progress of science and technology
in human society, the development of the Internet of Things
has become an irresistible trend.

In order to solve the shortcomings of the above recom-
mendation, this paper designs a news recommendation sys-
tem based on deep network and personalized needs. Firstly,
it analyzes the news needs of users, which is the basis of
designing the system. The functions of the system module
mainly include network function module, database module,
user management module, and news recommendation
module. Among them, the user management module uses
the deep network to set the user news interest model,
inputs the news data into the model, completes the person-
alized needs of the news, and realizes the design of the news
recommendation system. The experimental results show
that the proposed system has a good effect and certain
advantages.

Our contribution includes the following three points:

(1) In order to solve the problems of poor performance
of the recommendation system caused by not con-
sidering the needs of users in the process of news
recommendation, a news recommendation system
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based on the deep network and personalized needs is
proposed

(2) We use the deep network to set up the user’s news
interest model, input the news data into the model,
complete the personalized needs of news, and realize
the design of the news recommendation system

(3) The experimental results show that the proposed
system has good effect and certain advantages

2. Research on News Recommendation System
Based on Depth Network and
Personalized Needs

2.1. Demand Analysis of the News Recommendation System.
The content application of news shows all the news in the
platform to users according to category and time. Users
can retrieve the content according to their favorite news cat-
egories and the navigation displayed by the news system and
search directly for news with specific keywords or clear con-
tent. However, the problem brought by this news system is
that all users see the same news information list. It does
not process news information for different users and allows
the news system to customize their own news homepage
for each user [13, 14]. The personalized news recommenda-
tion system will obtain the user’s list of news of interest
according to the user’s demographic information and usage
records on the platform. In this paper, the collaborative filter-
ing algorithm is used for personalized news content recom-
mendation. It recommends relevant news content to users
according to the correlation between users or the correlation
between news. The advantage of this method is that it can
quickly build the similarity between users and recommend
the news information viewed by similar users to each other.

The main requirements of the personalized news recom-
mendation system are as follows:

(1) The system can recommend real-time news for users
according to their current browsing behavior, so as
to ensure that users can quickly obtain real-time
news

(2) The news recommendation list can be updated in
time, and the user recommendation list can be calcu-
lated according to the way that the news system
collects Xinli, so as to ensure that users can obtain
the latest recommendation list after logging in the
Xinyang system every time

(3) The system should better solve the problem of news
recommendation for new users and the problem of
user cold start

(4) The newly added news also needs to be quickly rec-
ommended to users to solve the long tail effect in
news information and better solve the cold start
problem of the project

(5) The system tracks the accuracy and recall rate of the
recommendation system [15], ensures that the news

recommendation has a high accuracy and recall
rate, and makes users satisfied with the current
recommendation

(6) The system should be able to adapt to a large num-
ber of users and new news on the platform and can
quickly calculate the push, save, and proofread type

(7) The system has good expansibility and meets the
system’s ability to deal with SeaView data in terms
of capacity and computing power

(8) The real-time computing H-frame is used to calcu-
late the personalized recommendation model, so as
to improve the actual push and storage capacity of
the whole platform

2.2. Function Module Design of News Recommendation
System. In order to realize the effectiveness of the news rec-
ommendation system, based on the existing hardware, the
system designs a network function module, database mod-
ule, user management module, and news recommendation
module.

2.2.1. Network Function Module of the News
Recommendation System. The network is a key module of
its implementation, and the fast and slow response of the
network response reflects the performance of the system.
Therefore, this system network takes advantage of the com-
puting power and storage power of the Hadoop cluster [16]
and stores the final computing results in a NoSQL database
with a high concurrency power like HBase. The personalized
news recommendation system modifies the relevant task
parameters and submits the task to the Hadoop platform
for computation, while the platform needs to monitor
whether the entire recommended calculation is working
properly. The Hadoop platform is responsible for the calcu-
lation and storage of the recommendation models and regu-
larly conducts the recommendation model calculation to
ensure the normal operation of the recommendation model
calculation and finally stores the calculation results in [17] in
HBase. The news client of the recommendation system is
displayed by pulling the relevant user news recommendation
list from HBase. The personalized network deployment dia-
gram is shown in Figure 1.

2.2.2. News Recommendation System Database Module. The
database in the news recommendation system is its recom-
mended core function module. Therefore, the recommended

Hadoop colony 
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system
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w
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Figure 1: Network function design of the news recommendation
system.
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system provides a detailed design of the database module.
All data in this system is stored as [18] via MySQL, with
hot data and user data successfully logged in in Redis, for
easy user access. The database structure of the system is
shown in Figure 2.

The news recommendation system database mainly
includes user data, permission data, and news information
data; user data and news data are shown in Tables 1 and 2.

2.2.3. User Management Module Based on a Deep Network.
In the user management module of the recommendation
system, the personalized needs of users are mainly managed,
and their interests are analyzed, so as to be the recom-
mended object of the recommendation system. In user man-
agement, the news word vector is trained first, needing to
divide the news text and remove the stop words included
therein first. This paper uses the three deactivated word
tables of HIT, the Baidu deactivated word table, and the
machine intelligence laboratory of Sichuan University, com-
bined to obtain a comprehensive deactivated word table. We
place words in news text into the deword table to match.
After removing the stop words, word vectors were trained
using the Word2Vec model in Gensim. In order not to miss
keywords, the minimum word frequency of the model was

set to 1, the number of iterations to 5, and the word vector
dimension to 200, and the model was trained to obtain the
word vector model [19], and the calculated word vectors
can be described as

V = v1, v2,⋯v200½ �: ð1Þ

Every user will have a certain interest tendency; mani-
fested in the news system is the click and reading tendency
of the news content. How to measure users’ interest is the
key to recommendation algorithms. This article treats the
news content that the user has viewed as inner ci of interest,
generating three vectors of interest for each user through
records of the user browsing, i.e.,

I = ∑N
I Wi

N
, ð2Þ

where I represents the number of set elements of all
words included in the user’s reading record, N represents
the set of word vectors of all words included in the user’s
reading record, and Wi represents word vectors.

Based on this, this paper manages and trains user data
with the help of a deep neural network. The structure of
the deep network is composed of a number of restricted
Boltzmann machines, in which the network layer can be
divided into two layers: visual layers, and follows the rules
of no connection and connection between layers. Usually,
the hidden layer unit is mainly used to train the higher-
order correlation characteristics shown by extracting visual
layer data, as shown in Figure 3.

The average vector was calculated as the user vector of
interest based on the deep network structure determined
above. We enter the user vector of interest data into a deep
network, convert the one-dimensional user vector into an

News
recommendation
system database 

Browser data
capture 

User data sheet

Data field setting

Data segment
PK setting

Data type
setting

 

Figure 2: Recommended system database structure.

Table 1: User data.

The field
name is called

Data type
Do you have the

main key
Field

description

ID INT Y User number

Account VARCHAR11 N Login ID

Password VARCHAR32 N Login password

Salt VARCHAR20 N Password salt

Name DATETIME Y Name of user

Type TINYTIME N Role type

Create time DATETIME Y Creation time
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ordinary dimensional vector, and obtain it by using the con-
volutional operation in the deep network:

Ci = f w × Xi,j,h−1 + b
� �

: ð3Þ

Among these, Ci represents the eigenvalues in the eigen-
map, w represents the deep network kernel function, and b
represents the sliding window.

At this time, the acquired feature vector is

C = c1, c2,⋯cn−h−1½ �: ð4Þ

According to the determined user interest feature vector,
the user news interest determination model is constructed to
obtain

CP = c1, c2,⋯cn−h−1/2½ �: ð5Þ

It is then trained through a deep network, yielding the
following:

L = −〠
N

1
Yi log yið Þ: ð6Þ

Among them, N represents the number of news and yi
represents the degree of user love.

2.2.4. News Personalized Recommendation Module. Accord-
ing to the above analysis, the subject model was established
and trained, the new input news is subject classified, and
the content of the news is preprocessed; then, through the

subject model classification, the feature vectors of the news
are stored into the file system HDFS. The personalized rec-
ommended news list is completed, filtering by collaborative
filtering methods based on two aspects of the user and item.
Finally, the obtained news list is filtered and integrated, the
processed structure is newly ranked, and the news list to
the user personalized recommendation module is shown in
Figure 4.

3. Experimental Analysis

3.1. Experimental Scheme. To test the validity of the pro-
posed system, an experimental analysis was performed.
The hardware and software environment for the experimen-
tal test are shown in Table 3.

The network architecture of the experimental test system
is shown in Figure 5.

3.2. Analysis of Experimental Results. In order to highlight
the effectiveness of the method, it is compared against the
accuracy of the system in [7] and the system in [8], and
the results are shown in Figure 6.

The experimental results in Figure 6 show that with the
continuous change of analysis time, the accuracy of user
demand data recommendation using this system against
the literature [7] system and the literature [8] system is dif-
ferent in news recommendation. Among them, the accuracy
of the system of user demand data in news recommendation
is about 98%. The best accuracy of the user demand data rec-
ommendation in the news recommendation is at least about
89%. The accuracy of user demand data recommendation is
about 80%. By contrast, the accuracy of the system in the
news recommendation is 9% higher than the literature [7]
system and 18% above the literature [8] system. In contrast,
the system recommended better results. This is due to the
user management module using a deep network setting user
news interest model in this system design. The news data is
entered into the model, the personalized needs for news are
completed, the design of the news recommendation system
is realized, and the effectiveness of the system is improved.

Table 2: News data.

The field
name is
called

Data type
Do you have
the main key

Field
description

ID INT Y News number

Title VARCHAR45 N Head(ing) to come

Content VARCHAR32 N News content

Author VARCHAR20 N Author name

Image-url DATETIME Y Figure connection

Browse TINYTIME N Browse number

Create
time

DATETIME Y Creation time

…
Neuron

Full link

Figure 3: Basic structure of the deep network.

MySQL

Model
modeling 

Similarity
calculation Individualization

HDFS

Similar newsPersonalized results

Figure 4: User-personalized recommended module structure.
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The experiment compares the errors of user interest in
this system, literature [7] system, and literature [8] system
in news recommendation. The results are shown in Figure 7.

The experimental results in Figure 7 show that the errors
determined in the user interest of the paper system, litera-
ture [7] system, and literature [8] system are different. When
the sample data size is constantly changing, the error is
determined by user interest in news recommendations.
Among them, the error of user interest in the news recom-
mendation is about 0.1%, 2.1% in the literature [7] system,
and about 3.9% in the news recommendation. This is the
result of the analysis in the system design and verifies the
effectiveness of the system.

4. Conclusion

In order to solve the problem of a deep network and person-
alized demand, resulting in the poor performance of the
news recommendation system, a news recommendation sys-
tem is proposed. First, we analyze the user news needs as the
basis of the system design; the system module functions
mainly include the network function module, database mod-
ule, user management module, and news recommendation
module. Among them, the user management module uses
the deep network to set up the user news interest model,
inputs the news data into the model, completes the person-
alized needs of the news, and realizes the design of the news
recommendation system. The experimental results show
that the proposed system is highly effective and has certain
advantages. Although our method has achieved good exper-
imental results, with the development of deep learning
today, we should integrate the deep learning method into
the algorithm of this paper. In the future, we will devote our-
selves to this endeavor.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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